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## Preface

The Proceedings of the International Congress of Mathematicians 2010 (ICM 2010) consist of four volumes. As is customary, Volumes 2-4 containing texts of invited sectional talks were ready in August 2010 before the Congress took place. Volume 1 has been prepared after the Congress.

This volume is divided into five parts. The first part consists of a report on the organisation of the Congress, the speeches at the Opening and the Closing ceremonies including the presentation of the Fields Medals, the Nevanlinna Prize, the Gauss Prize and the Chern Prize. The second part contains laudationes for the prizes. These are descriptions of the work of the prize winners presented by leading authorities. The third part - the main body of the volume - consists of texts of Plenary Talks at the Congress. In the fourth part are presented texts of two special lectures - the Abel Lecture and the Emmy Noether Lecture - and presentations by the Fields Medalists. (One of the winners of the Fields Medal Ngô Bao Châu was also a plenary speaker, and Daniel Spielman, the winner of the Nevanlinna Prize was an invited speaker in Section 15. Their articles appear in the respective sections.) Part five of the volume consists of summaries of panel discussions organised at the Congress, and articles by some of the panelists.

Breaking from tradition, all participants at the ICM 2010 have received a copy of these Proceedings on compact disks. Printed volumes are available on special order. An online version will become available after a few months.

Besides my able co-editors Arup Pal, G. Rangarajan, V. Srinivas, M. Vanninathan and Pablo Gastesi, my colleague Ajit Iqbal Singh has provided valuable support in the tedious jobs of editing, proof-reading and compiling the material. Anil Shukla has handled the large correspondence and records with diligence and competence.

It is a pleasure to thank all the authors for their contribution and their cooperation, the publishers Hindustan Book Agency for their magnificent work in producing these volumes, and the Executive Organising Committee of ICM 2010 for their unstinted support.

Rajendra Bhatia
Chair
Publications Committee of ICM 2010

## Editor's Note

The following plenary and invited talks at the Congress are not included in these Proceedings as the speakers did not send their articles.

## Plenary Lectures

Peter W. Jones
Eigenfunctions and coordinate systems on manifolds

## Stanley Osher

New algorithms in image science
Nicolai Reshetikhin
On mathematical problems in qunatum field theory

## Invited Talks

T. Januszkiewicz (Section 5)

Simplicial nonpositive curvature

## A. Schnirelman (Section 11)

Long-time behaviour of fluid flows
Y. Last (Section 12)

Stability of absolutely continuous spectrum under decaying perturbation: a review of recent developments

## P. Chaudhuri (Section 13)

On quantiles in finite and infinite dimensional spaces

## S. Sheffield (Section 13)

How do you divide your (two-dimensional) time?
D. Aharonov (Section 15)

Quantum computation and mathematics

## P. A. Parrilo (Section 17)

Semidefinite programming and complex algebraic geometry

## B. Van Dalen (Section 20)

Islamic astronomical handbooks and their transmission to India and China
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## Past Congresses

| 1897 | Zurich | 1962 | Stockholm |
| :--- | :--- | :--- | :--- |
| 1900 | Paris | 1966 | Moscow |
| 1904 | Heidelberg | 1970 | Nice |
| 1908 | Rome | 1974 | Vancouver |
| 1912 | Cambridge, UK | 1978 | Helsinki |
| 1920 | Strasbourg | 1982 | Warsaw (held in 1983) |
| 1924 | Toronto | 1986 | Berkeley |
| 1928 | Bologna | 1990 | Kyoto |
| 1932 | Zurich | 1994 | Zurich |
| 1936 | Oslo | 1998 | Berlin |
| 1950 | Cambridge, USA | 2002 | Beijing |
| 1954 | Amsterdam | 2006 | Madrid |
| 1958 | Edinburgh |  |  |



## Past Winners of the Fields Medal, the Rolf Nevanlinna Prize and the Gauss Prize

Fields Medals

| 1936 | Lars V. Ahlfors <br> Jesse Douglas | 1982 | Alain Connes <br> William P. Thurston <br> Shing-Tung Yau |
| :--- | :--- | ---: | :--- |
| 1950 | Laurent Schwartz <br> Atle Selberg | 1986 | Simon K. Donaldson <br> Gerd Faltings |
| 1954 | Kunihiko Kodaira <br> Jean-Pierre Serre |  | Michael H. Freedman |

## Gauss Prize

2006 Kiyosi Itô

# Organisation of the Congress 

M. S. Raghunathan, President of the ICM 2010

The National Board for Higher Mathematics (NBHM) is an organisation constituted by the Government of India to oversee the development of mathematics in the country. The initiative to make a bid to hold the International Congress of Mathematicians (ICM) 2010 came from NBHM. A Provisional Organising Committee (POC) was formed and a subcommittee - the Bid Committee was given the job of preparing the Bid Document. Delhi was proposed as the venue.

The bid document gave background information on the current state of mathematics and its organisation in the country. There was also a brief writeup about the city of Delhi and India as a tourist destination. Letters of support for holding the Congress received from institutions from all over the country were part of the documentation. The Department of Atomic Energy of
 the Government of India pledged (informally) support to the tune of 40 million rupees (approximately $\$ 800,000$ at the then exchange rate). This informal letter was also part of the bid-document. A copy of a letter from the Prime Minister of India, Dr Manmohan Singh addressed to the President (John Ball) of IMU welcoming the holding of the ICM in India, was one of the important components of the bid-document.

A 3-member site-inspection team (consisting of John Ball, Ma Zhi Ming and Ragni Piene) constituted by the IMU EC visited Delhi and were given the details of the organisational plans by the POC. However during some deliberations of the POC held after this visit, it was brought to the attention of the committee that an excellent convention centre had recently opened in the city of Hyderabad which, with its state-of-the-art facilities, would be ideally suited for holding the Congress. The POC visited Hyderabad in late 2004 to examine the feasibility of holding the ICM there instead of in Delhi. The Hyderabad International Convention Centre (HICC) was indeed found to be an excellent place for holding the Congress. However there was some concern about the availability of other infra-structural facilities in the city of Hyderabad such as adequate number of hotel rooms of good quality. The Committee however was
reassured by local people consulted on this issue that the requisite facilities were available. The city of Hyderabad was reasonably well connected with Europe as well as America.

It was therefore decided to revise the bid making Hyderabad, rather than Delhi, the venue. The POC informed the IMU EC of their intention to modify the bid making Hyderabad the venue. John Ball visited Hyderabad on behalf of the IMU EC, inspected the available facilities and told the Indian POC to go ahead with the proposed modification of the bid. The POC also fixed 19 27 August 2010 as the dates for the ICM (with August 23 as the "off" day). The POC also devised a logo for ICM 2010. The logo represents the standard fundamental domain with the famous Ramanujan Conjecture written out along the rim of the unit circle.

The Indian bid was formally presented at the 2006 IMU General Assembly held at Santiago de Compostela (in Spain) by the Indian Delegation (which consisted of S. G. Dani, R. Hans-Gill, S. Kesavan and G. Misra). The IMU EC recommended acceptance of the Indian bid (there was only one other bid - from Canada) to the General Assembly which endorsed the EC's recommendation.

With the acceptance of the bid, the POC was renamed (Local) Organising Committee (OC). The OC was a rather large body and for ensuring efficient functioning, a more compact body the "Executive Organising Committee" was formed. Its members were: M. S. Raghunathan (Chair) and S. G. Dani (Vice Chair) (both of Tata Institute of Fundamental Research, Mumbai), Rajat Tandon (Secretary), T. Amaranath (Treasurer) and S. Kumaresan (all of the University of Hyderabad), Gadadhar Misra and G. Rangarajan (both of Indian Instiutute of Science, Bangalore), S. Kesavan (Institute of Mathematical Sciences, Chennai), Rahul Roy (Indian Statistical Institute, Delhi), R. N. Puri (India Convention Promotion Bureau, Delhi) and Joint Secretary (R\&D), DAE. At a later point the committee was expanded to include R. Balasubramanian (Institute of Mathematical Sciences, Chennai), V. Rao Aiyagiri (Department of Science and Technology) and Dinesh Singh (University of Delhi).

The EOC's first action was to take steps to ensure adequate funding for the ICM and related activities. Towards this end, the Chair wrote to the Department of Science and Technolgy of the Goverment of India requesting that the department make a provision of the order of 20 million rupees for supporting travel, registration and subsistence of about 1000 Indian participants and for the conduct of some 20 satellite meetings which were expected to be proposed. The EOC also submitted a formal detailed project proposal to the DAE titled "Intenational Congress of Mathematicians 2010" seeking 60 million rupees as a grant for the project. The proposal to the DAE suggested that the organisation of the ICM would be undertaken as a project by the University of Hyderabad. S. E. Hasnain, Vice Chancellor of the University wrote to the DAE that the university would be willing to undertake the project with the EOC overseeing its implementation. DAE accepted the proposal and formally agreed to provide the 60 million rupees asked for to the University of Hyderabad for implementing the project.

In response to the request for support, the DST wanted a formal project proposal with a much wider scope for the promotion of mathematics, incorporating the specific requests for support of activities connected with the ICM. Such a proposal was drafted by S. Kesavan and M. Krishna of the Institute of Mathematical Sciences, Chennai (IMSc) and submitted to the DST. In the meanwhile the EOC made an announcement inviting applications from Indian mathematicians who wanted to participate in the ICM and needed support. To ensure a fair geographic distribution of the delegates to be supported, the EOC divided the country into five regions and formed a committee for each region to scrutinise applications and select candidates for support. The recommendations of the committees were to be passed on to S. Kesavan and M. Krishna who would instruct IMSc to reimburse the selected candidates out of the funds to be provided by DST.

The EOC formed also a committee chaired by M. S. Narasimhan to which those desirous of organising satellite meetings could apply for funds. Once again the recommendations of this committee would be passed on to IMSc. S. Kesavan was the Secretary-Convenor of the committee.

The next important step taken by EOC was to make firm the hiring of the Hyderabad International Convention Centre for the Congress. This was done after protracted negotiations conducted largely by Rajat Tandon (Secretary EOC). A contract was entered into with HICC with a payment schedule drawn up and clear commitments on the part of HICC concerning the facilities to be provided.

It was decided at an early meeting of the EOC to hire the services of a professional conference organiser (PCO). The PCO was to be entrusted the responsibility for (on-line) registration of delegates, accommodation and transport arrangements for the delegates during the Congress, arrangements for tours and travels, assistance with the organisation of cultural programmes and the opening and closing functions. They were also to act as liaison between the EOC and HICC. The EOC called for tenders from the various Conference Organisers in the country. A committee chaired by S. Reghunathan, Retired Chief Secretary, Delhi scrutinised the applications and after several meetings and interviews with representatives of some short-listed companies chose K. W. Conferences for the organisation of the ICM.

A website (www.icm2010.org.in) was created in January 2007. The website furnished information about India in general and more detailed information on the city of Hyderabad. It also started a page called Mathematical Miscellany which carried miscellaneous information relating to mathematics, especially things connected with India. In May 2009 a site for pre-registration was created by the PCO (K. W. Conferences) and a link provided to this site from the ICM2010 website. In January 2010 a site for on-line registration was also created and the Registration Fee was fixed at 16,000 rupees for working mathematicians, 8,000 rupees for graduate students, and 3,000 rupees for accompanying persons provided the fees were paid by April 15. This date was later extended to June 15. Higher rates were charged for those who registered after this date. The website also provided information on securing visas to India. In March 2010, K.
W. Conferences set up webpages for hotel reservations and also for registration for tours.

In March 2009 H. W. Lenstra, the
 Chair of the Programme Committee appointed by the IMU EC, provided the EOC with the list of invited plenary and sectional speakers as well as the participants in various panels. Invitations were sent out to all the invitees by M. S. Raghunathan (Chair EOC) in April 2009. All invited sectional speakers were offered free registration and were requested to submit abstracts and texts of their talks by March 15, 2010. The plenary speakers and panelists were requested to submit abstracts by that date and manuscripts by May 15, 2010. About ten invitees declined and were replaced by other names by the Programme Committee. The IMU EC also added two more lectures to the programme: the Abel Lecture sponsored by the Norwegian Academy to be given by S. R. S. Varadhan, the 2006 Abel Laureate, and the Noether Lecture to be given by Idun Reiten and these were included in the programme.

The organisation "European Women in Mathematics" approached the EOC asking for support to organise a 2-day meeting focussing on contributions of women to mathematics to be held just ahead of the ICM in Hyderabad. The EOC responded favourably to the request and formed a Local Organising Committee chaired by Shobha Madan of IIT Kanpur for the purpose. The EOC also extended financial support of 2 million rupees for organising the meeting which was given the name International Congress of Women Mathematicians 2010. It was scheduled for August 16-18, 2010 at the University of Hyderabad.

The EOC formed several subcommittees which were assigned specific tasks. Each of the subcommittees was chaired by a member of the EOC with the exception of the Editorial Committee for the Proceedings of the ICM, which was chaired by Rajendra Bhatia of ISI Delhi. These committees were to liaise with the PCO and supervise the PCO's work. The Chair of each subcommittee was given the primary responsibility for the committee's work. S. Kumaresan was to oversee registration of delegates and the accommodation arrangements for participants supported by the EOC. T Amaranath (Treasurer) supervised transport arrangements. Rajat Tandon (Secretary) was charged with the responsibility of arranging cultural programmes. S. Kesavan was in charge of scheduling of lectures and other events. M. S. Raghunathan had the responsibility of securing funds. Gadadhar Misra was to handle all matters relating to the General Assembly (held at Bengaluru during 16-17 August) with the assistance of G. Rangarajan. R Balasubramanian was to liaise with the Department
of Science and Technology, while Dinesh Singh and Rahul Roy were to liaise with other government departments in Delhi and the President's Secretariat.

Apart from the funding obtained from the Indian government, the IMU provided funds of the order of 5 million rupees. In addition the IMU also funded the travel of about 100 delegates from developing countries. Further support was obtained from private sources in India. Shri R. Thyagarajan of Chennai made a generous donation of 6 million rupees while Shri N. R. Narayana Murthy of Infosys gave 2 million rupees. Infosys also made available 300 rooms in their excellent guest-house in Hyderabad free of cost for the delegates to the Congress. Microsoft India was also among the donors.

The EOC approached the Honourable President of India Shrimathi Pratibha Devisingh Patil with the request that she inaugurate the ICM on August 19, 2010 and give away the prizes. The President accepted the EOC's invitation and the inaugural function was held at 11 AM on August 19, 2010.

The President was received on her arrival at the venue by S. E. Hasnain, László Lovász (President, IMU) and M. S. Raghunathan and led to the dais by them. Seated on the dais were the two other special guests, the Governor and the Chief Minister of Andhra Pradesh, Martin Grötschel (Secretary, IMU), László Lovász, M. S. Raghunathan, S. E. Hasnain, Louis Nirenberg (the recipient of the Chern Prize) and Rajat Tandon.

The proceedings began with the playing of the national anthem. Raghunathan welcomed the President, other dignitaries and the delegates to the Congress. Lovász then addressed the gathering as the President of the IMU. This was followed by the President giving away the prizes: Grötschel announced the composition of the prize committees followed by the names of the prize winners and the citations. The prize winner then went up to the President and received the medal from her. After that the prize winner received the prize cheque from a representative of the sponsor. Altogether seven prizes were given away: four Fields Medals, Nevanlinna Prize, Gauss Prize and Chern Prize. The President then addressed the gathering. She spoke of India's long engagement with mathematics and its active role in international cooperation. She offered congratulations to the prize winners and welcomed the delegates wishing them a pleasant and fruitful stay in India. The Chief Minister also extended his welcome to the delegates. Rajat Tandon proposed the vote of thanks. The function ended with the playing of the national anthem again. The programme was compered by Chandna Chakraborty.

After the President left the inaugural function continued. Lovász and Grötschel briefed the delegates about the various initiatives connected with the ICMs taken by the EC since the previous Congress in Spain in 2006. The passing away of V. Arnold and H. Cartan, who were both involved with IMU activities in the past, and of K. Itô was condoled. Raghunathan was named President of ICM 2010 by Lovász. The meeting ended with a brief reply by Raghunathan.

In the afternoon there were laudations of the Fields Medallists: H. Furstenberg was the laudator for E. Lindenstrauss, J. Arthur for Ngô Bao Châu, H. Kesten for S. Smirnov and H. T. Yau for C. Villani. This was followed by the lau-
dation for the Nevanlinna Prize winner D. Spielman by G. Kalai. The academic programme for the day ended with the Abel Lecture by S. R. S. Varadhan. K. R. Parthasarathy was in the chair. In the evening the EOC hosted a dinner in honour of the prize-winners and invited speakers.

On the second day, in the morning there were special sessions (9 AM to 12:30 PM) devoted to the Gauss and Chern Prizes. There was a talk on the work of Yves Meyer, the Gauss Prize winner, by Ingrid Daubechies. The session on the Chern Prize - which was being given for the first time - was more elaborate. There was a talk about Chern's work and a video film on him was also shown. May Chu, Chern's daughter spoke about her father. Yan Yan Li spoke on the work of Louis Nirenberg, the Chern Prize winner.

In the evening, there was an Indian classical dance programme by Nrityashree a dance troupe led by a renowned Bharata Natyam dancer, Professor C. V. Chandrasekhar. The dance-drama titled Panchamahabhutham was a depiction through dance of the functioning of the five bhutas - bhumi (earth), jalam (water), akasha (sky), vayu (air) and agni (fire). Later in the evening, the EOC hosted a dinner for all delegates and accompanying persons. The venue of the dinner was the Shilpa Kala Vedika.

From the third day on, each day, there were four plenary lectures during 9 AM to 2:45 PM with a break for lunch. The 1:45 PM - 2:45 PM slot was reserved for lectures by the Fields Medallists and the Nevanlinna Prize winner. As many as 8 parallel sessions were held for the sectional talks; there were also at the same time parallel sessions for the contributed papers. Two poster sessions were held on 21 August and about 115 posters were displayed. A total of 167 sectional talks of 45 -minute duration were held during 3:00 PM to 6:30 PM. There were 19 plenary talks and 7 special lectures. Plenary talks and sectional talks were chaired by distinguished mathematicians, mostly from India. There were several panel discussions, all of which were held during the late afternoons

The EOC organised a chess event on 24 August. Viswanathan Anand, the world chess champion played simultaneous chess against 40 delegates. Except for a solitary draw by a 14 -year old, Anand won all the other games. All players received a box of chess men and the board on which they had played, autographed by Anand. Other spectators could also collect Anand's autographs after the event.

Another cultural event organised by the EOC was the perfomance of the play "A Disappearing Number" by the well known theatre company, Complicite of London. The play was performed at the Global Peace Auditorium on two days, 21 and 22 August. The play was also open to the general public of Hyderabad.

On 25 August, there was a Classical Hindustani music concert by Ustad Rashid Khan, one of India's great exponents. EOC organised two lectures on music appreciation by Sunil Mukhi on 22 and 24 August, for the benefit of delegates who may be unfamiliar with Indian music.

In June 2010 the EOC instituted a one-time international prize called the "Leelavati Prize" (of the value 1 million rupees) for public outreach work for mathematics. Nominations for the prize were sought from mathematical societies around the world, as also from mathematics departments of many
universities and research institutions. The Prize committee chaired by M. S. Narasimhan awarded the prize to Simon Singh, citing among other things, the book as well as the documentary film he had produced on Fermat's Last Theorem. Singh gave a public lecture on the making of the documentary on August 25.

Idun Reiten gave the Emmy Noether Lecture in the morning of the 27th. Claire Voisin chaired this lecture.

The Closing Ceremony was held on August 27 in the afternoon. It was conducted by Dinesh Singh. At this ceremony, on behalf of the International Commission on History of Mathematics, Kim Plofker handed over the 2009 Kenneth O'May Prize for History of Mathematics to R. C. Gupta. Lovász handed over the Leelavati Prize to Simon Singh. Lovász also announced that Ingrid Daubechies will take over from him as President of the IMU from January 2011. It was also announced that a stable office for the IMU was being set up in Berlin. It was announced that the Republic of Korea would host the 2014 Congress at Seoul. The Korean delegation was congratulated by those on the dais and the Korean delegation extended a warm welcome to all present to ICM 2014. The Closing Ceremony ended with a vote of thanks by Rajat Tandon.

Several embassies held receptions during the Congress. The U. S. National Committee, the London Mathematical Society, and the Indo-French Institute for Mathematics also hosted receptions. These were mainly in honour of the prize winners and invited speakers. People involved in the organisation of the ICM were among the invitees.

About 3000 delegates attended the Congress of which roughly 1500 were from India. Of these about 1000 received support from the Department of Science and Technology of the Goverment of India. IMU funded the travel of some 100 delegates from developing countries whose local hospitality was taken care of by the EOC. In addition the EOC funded the travel as well as local hospitality for another 50 delegates from countries neighbouring India and offered local hosptality to about 150 delegates from outside India.

The EOC and IMU EC cooperated closely in the organisation of the ICM at Hyderabad. For the Indian mathematical community hosting the Congress was a great experience.
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# Opening Ceremony, 19 August 2010 

## M. S. Raghunathan, Chairman of the Executive Organizing Committee

Respected Rashtrapatiji, Honourable Governor of Andhra Pradesh, Honourable Chief Minister of Andhra Pradesh, delegates to the Congress, ladies and gentlemen,

It gives me great pleasure to extend to you all a warm welcome to this inaugural function. We are grateful to the honourable President of India for kindly agreeing to be the Chief Guest and to inaugurate this function today. We are also greatly honoured by the presence of the Honourable Governor, Shri E. S. L. Narasimhan and the Honourable Chief Minister, Shri K. Rosaiah on this occasion. I extend them all a warm welcome.

The International Congress of Mathematicians has more than a hundred year old history and it is, by far, the most important, prestigious and biggest international gathering of mathematicians, which takes place once every four years. It is for the first time that India is hosting this event. It is, thus, a really historic landmark in the annals of Indian mathematics. On behalf of the Indian mathematical community, I would like to thank the International Mathematical Union for giving us this opportunity to hold this Congress and welcome mathematicians from all over the world to India, and to Hyderabad, the venue of the Congress. This is really a great opportunity for the Indian community to interact with the finest mathematical minds from all over the world, an opportunity which we are very grateful for.

The Programme Committee, chaired by Professor H. W. Lenstra, is offering us a veritable mathematical feast. I am sure the delegates will have a very fruitful and enjoyable time during the Congress. I extend a special welcome to the invited speakers and the prize winners and also offer my congratulations to them. Thank you.

## László Lovász, President of the International Mathematical Union

Madam President, Honourable Governor, Honourable Chief Minister, ladies and gentlemen,

The International Congress of Mathematicians is a very old tradition, more than a century old. And it has been the

lynchpin holding together the community of mathematicians internationally. It gives us a chance to award our main prizes. It gives us a possibility to survey recent developments in all fields of mathematics. It also gives the forum for discussions of important issues in mathematical life.

There is, usually, quite a competition for the right to organize this Congress which takes place every fourth year. This time, India has won the competition and this is, indeed, justified because India has a very long tradition in mathematics. Without going into details, I can mention Bhaskara, the development of our number system, Ramanujan, whose work is still an inspiration in a large number of branches of mathematics, and our colleagues in India and of Indian origin all over the world who are doing outstanding research in mathematics and also in related fields like computer science.

This event should contribute to further development of mathematical research and mathematical education not only in India but also, indeed, all over the world. I wish you an inspiring, pleasant and fruitful stay in Hyderabad and I hope that you will go home with a feeling that you have taken part in something which is a unique event - it happens every fourth year, it happened for the first time in India; and that this event will give you inspiration for the next four years. Thank you.

## The Chief Minister of Andhra Pradesh, Shri Konijeti Rosaiah

I am happy to be here at the inauguration of this important mathematical event. I extend a warm welcome to all the delegates to Hyderabad. It is a cosmopolitan city steeped in history and has a composite culture drawing from diverse traditions. It is a striking contrast between the old and the new.

Hyderabad hosts many educational and research institutions. The University of Hyderabad is among the top universities in the country. It has been rated as number 1 in India by Scopus based on the impact factor of its publications. There are eleven other universities in the city, Osmania being the oldest with a history of over a hundred years. The Centre for Cellular and Molecular Biology, The National Geophysical Research Institute and the Centre for DNA Fingerprinting and Diagnostics are among the leading institutes for scientific research in the country. The city offers stiff competition to Bangalore as a hub for the IT industry. This conference is located in an area of the city which is popularly known as Cyberabad.

In Andhra we have always had a great regard for mathematicians. There is a famous Telugu proverb which says:

## Lakke lunna varu nijamaina managaadu

> meaning

One who is good at calculations is a great man.
Amaravati in our state was an ancient seat of learning particularly famous for Buddhist studies. The study of logic was very much a part of Buddhist philosophical studies and was connected intimately with foundational issues in
mathematics. In recent years many mathematicians from Andhra Pradesh have distinguished themselves. Professor C. R. Rao ranks among the leading international figures in Statistics. Professor S. Minakshisundaram's contributions to the study of the Heat Equation are well known to the mathematical community. Professor K. Chandrasekharan was the architect of the School of Mathematics of the Tata Institute of Fundamental Research in Mumbai. Professor K. G. Ramanathan, who helped Chandrasekharan build that school, taught at Osmania University. We are indeed proud of the contributions of these outstanding mathematicians from Andhra Pradesh.

We recognise the importance of mathematics as a discipline as well as a tool in science and technology, and in many other practical matters. The Congress will focus public attention on mathematics even if your deliberations are beyond ordinary people. Raising awareness of mathematics among people is important and the Congress will do that. I find that the organisers have arranged two talks aimed at high school and college students in the city. I am happy to see this initiative in the midst of a busy programme concerned with high level research.

We are happy that Hyderabad was chosen to host the Congress by the Indian organisers and their bid was accepted by the International Mathematical Union. My government has always encouraged the promotion of top level academic interaction between scientists. We have given unstinted support to the Congress. I wish the delegates a very fruitful conference. I urge you to take this opportunity to explore the diverse touristic attractions that the state of Andhra Pradesh, in general, and this great city, in particular, have to offer. You will not be disappointed.

## Martin Grötschel, Secretary of the International Mathematical Union

Honourable President of India, ladies and gentlemen, dear fellow mathematicians,

I have the great honor and particular pleasure to announce this year's Fields Medalists. As you have already heard, the Fields Medals carry the highest prestige of all awards in mathematics. This prestige does not derive from the value of the cash award, but from the superb mathematical qualities of the previous Fields Medal awardees. They all have become monuments of mathematics and are recorded in our history books. The work of the Fields Medalists 2010 belongs to this category. The medals will be handed out by the honorable President of India, IMU President László Lovász will present the cash awards and diplomas, and the Medalist citations will be read by me.

The Fields Medal Committee was chaired by László Lovász, President of IMU, as is the tradition. The committee members were Corrado de Concini, Yakov Eliashberg, Peter Hall, Timothy Gowers, Ngaiming Mok, Stefan Müller, Peter Sarnak and Karen Uhlenbeck. The work of this committee is very hard because contributions of mathematicians aged below 40 have to be judged, which are not necessarily well-known yet across all of mathematics.

The Fields Medals were first awarded in 1936 and recognize outstanding mathematical achievement for existing work and for the promise in future. The medals themselves are about 6 cm in diameter and are made of 14 -carat gold. You will rarely have the occasion to touch them, so you can see photos of both sides of the medal on the screen.


Martin Grötschel and the Fields Medalists

The first medalist, in alphabetic order, is Elon Lindenstrauss of Hebrew University, Jerusalem, Israel and Princeton University, Princeton, NJ, USA. The brief citation reads: "For his results on measure rigidity in ergodic theory, and their applications to number theory." You will hear more about Elon's work and the work of the three other medalists this afternoon.

The second Fields Medalist, in alphabetic order, is Ngô Bao Châu, from the Université Paris-Sud, Orsay, France, but as you can infer from his name, Ngô Bao Châu was born and raised in Vietnam. The short citation is: "For his proof of the Fundamental Lemma in the theory of automorphic forms through the introduction of new algebro-geometric methods."

The third winner of the Fields Medal is Stanislav Smirnov. He is at the Université de Genéve in Switzerland, but Stanislav Smirnov is of Russian origin, as you can guess from his name. The brief citation that the Fields Medal Committee phrased is:" For the proof of conformal invariance of percolation and the planar Ising model in statistical physics."

The fourth Fields Medalist is Cédric Villani. Cédric is from the Institut Henry Poincaré, Paris, France. His citation reads: "For his proofs of nonlinear Landau damping and convergence to equilibrium for the Boltzmann equation."

Ravindran Kannan, Chairman of the Rolf Nevanlinna Prize Committee

Honourable President,
These are the members of the committee and I want to thank them for all the hard work they put in - Stanley Osher, Olivier Pironneau, Madhu Sudan and Emo Welzl. And now, we are ready to announce the winner of the Nevanlinna Prize. First, we will show you the medal (screen display). As Martin said, may be you will not get to hold it but you can see it. The candidate must be forty or under to get this prize.

And now, I am ready to announce the winner of the Nevanlinna Prize, and the winner is Daniel Spielman. And the brief citation reads: "For smooth analysis of linear programming algorithms and algorithms for graph based codes, applications of graph theory to numerical computing."

## Wolfgang Dahmen, Chairman of the Carl Friedrich Gauss Prize Committee

Honourable President, dear colleagues,
As the chairman of the Gauss Prize committee, I have the pleasure now to announce the Gauss Prize. Let me briefly introduce the committee. The members were Rolf Jeltsch, Servet Martinez Aguilera, and William R. Pulleybank.

A brief word on the Gauss Prize itself. As you know, the name Gauss stands for a unique fusion between fundamental contributions in mathematics in so many areas and concrete applications. The back side of the medal shows one such example, namely, the little circle you see there is the small asteroid Ceres. Gauss had developed a new method to predict its re-appearance, and as a byproduct, he developed the least squares method which you could view as the father of all statistical estimators symbolised by the little square in the medal that you see. In that very spirit, the award is for outstanding mathematical contributions with a significant and lasting impact on applications, in particular, outside mathematics.

The person to be awarded has been, in the true sense of the word, in fact, in a double sense in this case, in the centre of some activities nicely indicated by this picture (screen display) from a conference that had taken place in 1992 in Oberwolfach. It is now my great pleasure to reveal the identity of this person: the prize is going to be awarded to Professor Yves Meyer. The brief citation is: IMU and DMV (Deutsche Mathematiker Vereinigung) jointly awarded this prize for his fundamental contributions to those results at the interface between harmonic analysis, number theory and operator theory that finally culminated in the new paradigm referred to as multi-resolution analysis with wavelet bases as the focal point. This paradigm really revolutionized modern methodologies in signal processing but had also strong impact far beyond on other application areas such as non-parametric statistical estimation, and even to pre-conditioning systems of equations that appear in large scale numerical simulation. He really created a new way of multi-resolution thinking which convinced the Gauss
committee that Professor Meyer is an outstanding candidate in the very spirit of the award.

## Robert Bryant, Chern Medal Committee

It is my honour and pleasure to be invited to announce the award of the first Chern Prize. As a member of the committee, I should say just a word about the committee members. Our chair was Professor Phillip Griffiths; the members consisted of myself, Gerd Faltings, Fanghua Lin, and Wendelin Werner.

The Chern Medal is named for and is in honour of Professor Shiing-Shen Chern who devoted his life to mathematics, both in active research and education and in nurturing the field whenever the opportunity arose. He obtained fundamental results in the area of differential geometry and introduced many students to mathematical research. The medal is to be awarded to an individual whose lifelong outstanding achievements in the field of mathematics warrant the highest level of recognition. It is our pleasure to announce the recipient of this award, Professor Louis Nirenberg. Professor Nirenberg is the principal founder of the modern field of nonlinear elliptic equations, which occupies a central role across mathematics. Professor Nirenberg's broad and fundamental contributions to our field exemplify the qualities recognized by the Chern Medal.

The award will now be presented. I should say, since it is a new award, many people may not realize - the award is made possible by the generosity of the Simons Foundation and the Chern Foundation. It consists of two parts: 250,000 dollars that go to the recipient and 250,000 dollars to be donated to mathematical causes that the recipient chooses.


Louis Nirenberg after receiving the Chern Prize, Smirnov and Spielman are behind him

The President of India, Shrimati Pratibha Devisingh Patil



Ladies and Gentlemen,
It gives me great pleasure to inaugurate the International Congress of Mathematicians, which has a history of over a hundred years, in this beautiful city of Hyderabad. This Conference convened every four years, under the aegis of the International Mathematical Union, is an opportunity for mathematicians from all over the world to discuss developments and advances in this discipline.

First of all, I would like to congratulate the Prize winners. I wish the young Fields Medalists and the Nevanlinna Prize Winner many more years of high mathematical achievement. Those who have been conferred the Gauss Prize and the Chern Prize deserve, apart from our congratulations, our deep appreciation for the service they have rendered to human progress through their profound mathematical work.

To be here, in the midst of outstanding mathematical scholars, is an exhilarating experience. Though I must confess that I am no mathematician, but belonging to a country that has a rich mathematical heritage, and where it has been accorded a primary position among intellectual pursuits, I feel proud that this Conference is being held here. India's engagement with mathematics goes back some three thousand years. An ancient Sanskrit verse states:

## यथा शिखा मयूराणां नागानां मणयो यथा। <br> तद्वद् वेदांगशास्त्राणं गणितं मूध्नि संस्थितम्।।

which means:-
Like the crest of the peacock and the jewel of the serpent
Mathematics stands at the helm of all sciences.

Mathematics appears to have acquired an independent identity as an intellectual discipline early in human history. India has been at the forefront in contributing to innovations in arithmetic, algebra and geometry at different periods. The Pythagoras Theorem finds a place in Baudhayana Sulva Sutra, a work dating back to 8 th century BC. The concept of zero or shunya originated from India. Pierre Simon Laplace, a French mathematician, said in the 19th century that, "it is India that gave us the ingenious method of expressing all numbers by the means of ten symbols, each symbol receiving a value of position, as well as an absolute value; a profound and important idea." The contributions of Aryabhata and Brahmagupta to the development of algebra and astronomy in the 6th and 7th centuries are well recognised. In the 12th century there was Bhaskaracharya. His work 'Leelavati' was the main source in medieval India for learning algebra and arithmetic. The book formulates mathematical problems in verse form addressed to Leelavati, Bhaskara's daughter. It was through scholars from the Middle East that renaissance Europe became acquainted with these Indian developments. However, until the twentieth century, the West seems to have been unaware of Madhava, a mathematician of the 15th century who anticipated the essentials of Calculus. It is only in recent years that the work of the 'Kerala School' has attracted considerable attention from historians of mathematics.

After a somewhat dormant period of almost half a millennium, revival of mathematical activity in India was triggered by the advent of the extraordinary figure of Srinivasa Ramanujan in the early 20th century. Ramanujan's achievements were a source of inspiration for succeeding generations. I hope that, in the midst of your busy schedule, you get an opportunity to see the play titled "A Disappearing Number", being staged during the course of this Conference. It has, I am informed, references to the relationship between Ramanujan and G.H. Hardy.

Ever since our independence, India has recognised the importance of science as a vehicle for human progress. Mathematics, the language of science and its advancement, is an integral part of India's science policy. Mathematics is a science, but nevertheless stands a little apart from other sciences. Yet, it is mathematical intervention that decisively confers the label 'science' to any intellectual discipline. Mathematics, hence, permeates all sciences. Mathematics has had a big role in the development of Computer Science and Information Technology. There are myriad applications of mathematics in technology; and the mathematics used there is reaching higher and higher levels of sophistication. It is hard, for example, to conceive of any aircraft, any robot, or any
future technology, to be produced without a high level of mathematical precision. In recent years, the influence of mathematics in other fields has also grown enormously. Economics and social sciences, once impervious to mathematics, are coming increasingly under its influence. The need for understanding mathematics is necessary for people in all walks of life- whether engineers or scientists, or those working in the world of industry, finance or social sciences. Its role in other human endeavours apart, we also recognise the profound cultural dimension that the study of mathematics has. There is an aesthetic component to its pursuit, and it inculcates the habit of rational thought and promotes what our first visionary Prime Minister Jawaharlal Nehru called "scientific temper". It is important that study of mathematics is promoted amongst the young generation.

The International Mathematical Union, under whose auspices the Mathematical Congress is being held for the last 50 years has, I am told, initiated many programmes for the promotion of mathematics in developing countries. I wish them great success in such initiatives. I am also happy that mathematicians from India have been contributing to the work of the IMU and are hosting this Conference.

I congratulate all those who have extended support to the Conference. The Department of Atomic Energy and the Department of Science and Technology of the Government of India, in particular, have made this event - the ICM possible. I understand that many individuals and corporate entities have also extended generous support. My congratulations go also to the University of Hyderabad, its Vice Chancellor and its Mathematics Faculty in particular, for their role in the organisation of this event.

I extend a warm welcome to all the delegates who have assembled here. To the foreign delegates who have come here, I extend a cordial welcome to India. Many of you, I hope, will find time to savour the rich cultural heritage of our country. The organisers have planned some programmes that would give you glimpses of our country's rich culture. One interesting event is where Viswanathan Anand, the current World Chess Champion is going to play simultaneously against 40 mathematicians. Chess is a game of moves and strategy. It will now be facing the combined calculated moves of mathematics. I wish you all good luck in this challenge!

In conclusion, I wish you all a very fruitful meeting. This is a great opportunity for the mathematical community to interact. I once again wish the Congress great success.
Thank You.

## Rajat Tandon, Secretary of the Executive Organizing Committee

Honourable President of India, Honourable Governor of Andhra Pradesh, Honourable Chief Minister of Andhra Pradesh, Vice Chancellor of the University of Hyderabad, dignitaries in the audience and fellow mathematicians,

We are grateful to you, Madam President, for sparing your time to grace this occasion. We are aware that you must be pressed for time, with much more important affairs of state, and we are grateful that you could find the time to come all the way from Delhi to be among us for this function.

I thank our honourable Gov-
 ernor too, for being here. He is the Rector of my university and we know he takes a keen interest in matters academic. Thank you Sir, for the interest that you have shown in our Congress. Thanks are due to our honourable Chief Minister for the unstinted support that his government has given the organizers. Without the support of his government, the conduct of this event would just not have been possible. We particularly thank the police department for their co-operation.

One of the most enthusiastic supporters of this International Congress has been our Vice Chancellor, Dr Hasnain. The number of ways he has helped our Congress is countless. It would perhaps not be an exaggeration to say that the entire university was put at the disposal of the conference organizers. I thank you Sir, for your infectious enthusiasm and support.

I would like to thank the Department of Atomic Energy for providing funds for the Congress as well as the Department of Science and Technology for supporting many of the delegates who are present here today. Thanks are due to the International Mathematical Union for supporting our bid to hold the Congress and for constantly helping us in the organization of the Congress. The Prime Minister's office has helped us in many ways and deserves thanks too. I would like to thank the Press for their continuous coverage of events leading up to the Congress, particularly The Hindu, which has provided coverage of not only the Congress but mathematics in general.

I would like to thank all the private donors to our Congress. Special mention must be made of Mr R. Thyagarajan, Chairman of the Sriram Group of Companies, and Infosys Technologies Limited and its Chairman Mr N. R. Narayana Murthy, for their extraordinary generosity. We thank also Microsoft, Reliance Capital, and Dr Anji Reddy for their support.

I would like to thank the London based theatre group Complicite for timing their visit to India with that of ICM, so that the play would be available for viewing of the delegates. Thanks are also due to the two artists who will be performing before all of you assembled here, Professor C. V. Chandrasekhar
and his troupe and Ustad Rashid Khan. I must also make a mention of Grand Master Viswanathan Anand, who has found time for us in between two of his tournaments.

I profusely thank all the plenary and invited speakers and special speakers who have given their time and effort to speak at this Congress. I thank all the delegates for choosing to come to India and to attend this Congress, and I hope they find their time in India most enjoyable. All our volunteers deserve special thanks for working tirelessly night and day.

Lastly, on a more personal note, I thank my colleagues in the Organizing Committee, my colleagues in my department and my office staff. They have worked relentlessly for the last two years. The organization of a conference of this kind is an incredible team effort. There are a large number of workers whose contribution is crucial to the running of the Congress. I would not be able to thank them all. For this, I beg their forgiveness. However, they can rest assured that in spite of this, we are truly grateful to them. Thank you.
(The President of India leaves)

## László Lovász

Ladies and gentlemen,
The inaugural function in the presence of the Indian President has now finished, but we have some traditional functions to perform. And so, I would like to ask you to bear with me a little bit. There are some things we have to do.

One of these traditions is that we commemorate those of our colleagues worldwide who passed away during the last four years. In this case, there are three losses which are particularly severe. During the last four years, Henri Cartan, great mathematician who was the President of the IMU from 1967 to 1970, passed away. Vladimir Arnold, who was the Vice President of IMU from 1999 to 2002, passed away. And Kiyosi Itô, who was the winner of the Gauss Prize just four years ago, passed away. I propose that we stand up for a minute in their memory, and also of all of our colleagues worldwide who died.

Another important step is to reveal our Program Committee. The ICM program has been put together by a committee chaired by Hendrick Lenstra. And all, except the name of the committee chair, has not been made public until this moment in order to protect the committee from undue influence. The members of the Program Committee were Louis Chen, Dusa McDuff, Etienne Ghys, Ta-Tsien Li, José Antonio de la Peña, Alfio Quarteroni, S. Ramanan, Terence Tao, Eva Tardos and Anatoly Vershik. I think that among the many very hard tasks connected with organizing the Congress, the Program Committee has one of the hardest and perhaps, one of the most important. We see the result of their work. We have a list of invited speakers - I personally think that it is a great list. We are looking forward to a very high level and very interesting mathematical program. And this is due to the fantastic work of this Program Committee. So, let us give them applause.

Another step that I would like to propose is, that as is the tradition, we elect a President of the Congress. The President of the Congress is elected by acclamation. I propose that we elect Professor M. S. Raghunathan for this function.

As you all know, the General Assembly of the IMU has had its session just before the Congress. And, during that session, a lot of important decisions have been made. The tradition is that these decisions are discussed in detail at the Closing Ceremony. Nevertheless, I think that there are three of these which, perhaps, are best announced now. First of all, we have a new President, Ingrid Daubechies. She will start her term next January, and I am very glad that she accepted this job, and that she is present here. She is the first woman to be President of the International Mathematical Union. The General Assembly decided that the site of the next ICM will be in Seoul, South Korea, and again, at the Closing Ceremony, you will have much more to hear about this. One of the most important decisions of the General Assembly was to decide that the IMU should have a permanent office. The permanent office will be in Berlin. You will learn more about this. Congratulations, and thanks to all colleagues who made this possible.

For obvious reasons we have left vague some points in this afternoon's program. There will be laudations for the prize winners, for the Fields medalists and the Nevanlinna Prize winner. Harry Furstenberg will be the laudator for Elon Lindenstrauss, Jim Arthur will speak about the work of Ngô Bao Châu, Harry Kesten will speak about Stanislav Smirnov, Horng-Tzer Yau will speak about Cédric Villani, and Gil Kalai will speak about Daniel Spielman. Tomorrow, we have a special occasion; because the Chern Prize is new, we also inaugurate this new prize. The winner, Louis Nirenberg, has received the prize but laudation on his work by Yan Yan Li will happen tomorrow. Ingrid Daubechies will speak about the work of Yves Meyer, the Gauss Prize winner.

Let me call your attention to the fact that you will find more about the prize winners on the home page of the ICM after 12:30 today. Also, talks by the Fields medalists and by the Nevanlinna prize winner are scheduled for the period 13:45 to 14:45 on the next five working days of the Congress.

While these are the announcements you have been waiting for with excitement, there are other prizes that are connected to the IMU or to this ICM. There is the Leelavati Prize, which is a new prize. At the moment, it is a onetime prize by the Indian government for popularization of mathematics, and it is named after a twelfth century Indian mathematical text. It will be awarded at the Closing Ceremony. I want to mention the other prize which is given by the Abel Foundation, but the IMU nominates members to the prize committee. Here are the winners of the last four Abel Prizes - Srinivasa Varadhan in 2007, John Thompson and Jacques Tits in 2008, Mikhail Gromov in 2009 and John Tate in 2010. There is an Abel Prize Lecture by Srinivasa Varadhan scheduled for this afternoon. I propose that we congratulate the prize winners.

There is one more prize which is especially important for us this is the Ramanujan Prize. It is given by the ICTP and is financed by the Abel Foundation. The IMU appoints members to the prize committee, and we cooperate with the

ICTP in many other respects connected with this prize. This year's prize has not yet been announced. In 2006 Ramdorai Sujatha, in 2007 Jorge Lauret, in 2008 Enrique Pujals and in 2009 Ernesto Luperico received this prize. Again, let us congratulate them.

And finally, I would like to inaugurate the Hyderabad Intelligencer, edited by S. G. Dani, and I hope that you enjoy reading this publication. Now I ask Martin Grötschel to make some other presentations about the IMU.

## Martin Grötschel

From what you have heard before, it may look like IMU is only awarding prizes and electing officers. No, IMU does much more. The IMU Executive Committee and the other IMU commissions and committees are working hard on many aspects of mathematics. It is not possible to present here all of ICMI's work for mathematical education, such as the ICMI studies, or the CDE/DCSG activities for mathematics in the developing world, like the report on Mathematics in Africa: Challenges and Opportunities, and so on.

I take this occasion to point to only a few topical items and I do hope that they are of interest for you. The work I will mention is mainly due to CEIC, IMU's Committee on Electronic Information and Communication.

This committee has produced a number of reports that can be downloaded from IMU's homepage. CEIC has written various recommendations on information and communication for mathematical authors, librarians and publishers. Valuable sources of information are the reports on Best Practices for Retrodigitization and the Vision for the Future of Digital Mathematics Libraries.

I want to invite you to read the document Citation Statistics that deals with impact factors and the like and analyzes the use and misuse of citation data in the assessment of scientific research. Many universities around the world, especially the administrators, are trying to rate the work of mathematicians by the impact factor or variants thereof. The Citation Statistics report reveals that the impact factor does not suit as a proper measure to rate the scientific quality of an individual person or department, not even a journal. And it shows how one can manipulate these bibliometric data which are claimed to be "simple and objective". But this judgment is unfounded. Douglas N. Arnold and Kristine K. Fowler have recently written the paper Nefarious Numbers in which they report, among other things, on some spectacular cases of misuse. In fact, impact factors and the like can now be viewed not as a matter of statistics, but of game theory. You play against the statistics and try to improve your rating. IMU is making an attempt to provide you with arguments against those administrators who believe that they can rank you and your work and compare your achievements with colleagues in other fields by computing some citation statistics.

At the meeting of the IMU General Assembly two days ago in Bangalore, the GA delegates endorsed a document called Best Current Practices for Journals that discusses journal related issues such as quality control, dissemination, archiving, transparency of the editing process, integrity of the persons involved, and professionalism. This document will be uploaded today on IMU's Web
page.It will help you make decisions about buying or subscribing to mathematical journals, about submitting papers to journals, or about getting involved as editors of journals.

Some words concerning ICM issues. You know that the series of our International Congresses started in 1897. Two members of the current IMU Executive Committee, Salah Baouendi and Ragni Piene, did very careful and exhaustive work to collect the names of all persons who have ever spoken at an ICM as a plenary or invited speaker or in a particular function. Now, this collection of speakers is available and searchable on the IMU Web page.

My last activity on this stage today is to inaugurate a new Web page, which is the page where the digital versions of all ICM Proceedings of all time can be found. It contains all articles published in these proceedings in various formats. The whole collection is searchable in several ways. I now try to make a live search. I type "Hilbert", a name you probably all have heard of, into the search field. Let's see what happens: Yes, this is live, more than 20 entries appear, among them five papers by Hilbert himself. And now I click on the Hilbert paper in the second line entitled Sur les problèmes futurs des Mathèmatiques. It is downloaded from the IMU server in Berlin, and here it is.

The paper I just downloaded is probably the most famous paper ever published in the Proceedings, one of the most important mathematical articles of all time.It is the paper in which David Hilbert outlined the 23 problems he considered of highest importance in the year 1900. This open problems collection influenced the development of mathematics very significantly throughout the last century.

Of course, putting together such a collection with all its functionalities is a major piece of work which usually is not done automatically and for free. That the use of this collection is completely free of charge for everyone is due to the fact that all publishing houses involved have granted IMU the right to digitize these books and that IMU engaged two volunteers, R. Keith Dennis of Cornell University, Ithaca, USA and Ulf Rehmann, Universität Bielefeld, Germany, who did all the digitization for love of mathematics. Thank you Keith and Ulf, and please give them a really big applause.

This finishes my brief presentation about what IMU is doing. IMU does a lot more, but there is not enough time to report about that here today.

Thank you very much.

## M. S. Raghunathan

I welcome you all again in my new capacity as President of the ICM. I do not know how it is different from being the Chairman of the Organizing Committee but anyway, let me extend you a welcome. I hope you will find the Congress very fruitful, and all organization satisfactory. Thank you.


Ngô Bau Châ receiving the Fields Medal from the President of India


Stanislav Smirnov and Cédric Villani checking whether they have their own medals


Cédric Villani, Dan Spielman and Yves Meyer, pleased with the prizes


Elon Lindenstrauss and Ngô Bau Châu


Cédric Villani, the best dressed man at the Congress


Elon Lindenstrauss showing his medal


Etienne Ghys and Artur Avila


Harry Kesten and Jacob Palis


Claire Voisin and Vikram Mehta

S. R. S. Varadhan



Dance at the Congress

## Closing Ceremony, 27 August 2010

Dinesh Singh, University of Delhi (anchor person)

All good things have to end and it looks like a very good thing is about to end. It has been a delight, it has been a learning experience for all of us and it is something that reinforces our beliefs as mathematicians.

All such conferences require enormous planning, but more than that, they call for boldness of vision, dynamism of effort and steadfastness of purpose. We were fortunate to have them all in our Organising Committee, and particularly so in its Chairman, Professor M. S. Raghunathan.

## M. S. Raghunathan

Professor Hasnain, delegates to the Congress, ladies and gentlemen,
I am very happy to welcome you all to this closing function of the ICM 2010. It has been a great experience organizing this. As you all know, it is a collaborative effort of the International Mathematical Union and the Local Organizing Committee. I must add to that the University of Hyderabad, whose Vice Chancellor is present here today. The University of Hyderabad has extended every possible help to us. Many of their staff have worked hard for this Congress. As I said, the IMU and the Local Organizing Committee are partners in this effort, and I have had a very enjoyable collaboration with the IMU Executive Committee. Despite the fact that I am a somewhat laid-back person and the Secretary personifies all thoroughness and efficiency, we did work together very well. And I am very thankful to the EC for their support.

I would also like to take this opportunity to congratulate the prize winners who will be felicitated today and awarded their prizes today: Professor R. C. Gupta for his work on history of mathematics, and Dr. Simon Singh for his work on public outreach for mathematics.

My congratulations to Professor Ingrid Daubechies for taking over as the next President of the IMU, and to Professor Hyungju Park for having won the bid to hold the next Congress - I wish him every success.

The last item on the agenda of the meeting today is the vote of thanks. This is a somewhat quaint business. You hear the person who does the most work for the Congress thank everybody else, and he does not get thanked himself. I would like to extend my thanks to Professor Rajat Tandon for all the immense work he has put in for the Congress.

## Dinesh Singh

The Executive Organizing Committee of the ICM was seized of the importance of mathematics reaching out to the public. Towards this end, it has instituted a one-time international prize of one million Indian rupees for outstanding contribution to public outreach for mathematics by an individual. The prize is named the Leelavati Prize. Leelavati is a twelfth century mathematical treatise by the Indian mathematician Bhaskaracharya. In the book, the author poses a series of mathematics problems as challenges to one Leelavati and follows them up with indications of solutions. The problems are in verse form, but not the solutions. This work was the main source for learning mathematics in medieval India. The work was also translated into Persian and was influential in the Middle East.

The Leelavati Prize has been awarded to Dr Simon Singh and it is my pleasant duty on this occasion to read the formal citation: on the occasion of the International Congress of Mathematicians 2010, the Department of Atomic Energy of the Government of India and the Executive Organizing Committee for ICM 2010 are pleased to confer on Dr Simon Singh the Leelavati Prize for outstanding contributions to public outreach for mathematics. Dr Singh has been recognized for his outstanding contributions to the public understanding of mathematics and science and in their promotion in schools, and in building links between universities and schools. His efforts to reach out to the public, both through print and television, have been enormously successful. His book entitled Fermat's Last Theorem was a best-seller for several months and was televised to make a hugely popular documentary. Dr Singh has also written The Code Book, describing the impact of cryptography on history. This also was converted to a popular five-part serial as a television documentary. More recently, Dr Singh has produced for radio and television A further five numbers dealing with five specific numbers of scientific or historical interest. No other author in recent times has caught the public imagination in painstakingly and accurately explaining recent developments in mathematics to them. The Executive Organizing Committee is honoured to confer the Leelavati Prize on Dr Simon Singh.
(Presentation of the award to Dr. Simon Singh.)

## Dr Simon Singh

Thank you very much. It is a genuine honour to be receiving this award, the first prize of its kind. I just want to say a few very brief things. One is that the most exciting moments I have had at the Conference have been people come up to me and say that when they read my book as a teenager, it helped inspire their interest in mathematics. And that is a real buzz for me because that is part of the reason that I write my books. Secondly, I think that it is worth mentioning that Martin Gardner passed away earlier this year, and I know many people in
this room have been inspired by Martin's writing, and I myself was very much inspired by his writing.

Two other points I just make very briefly - one is that my parents emigrated from India in 1950, and I think one of the reasons they went to England was to try and benefit my education, and I learnt a great deal in English schools and became fascinated by mathematics and by science and benefitted from Britain's long tradition of excellent education. But having come back to India recently in the last ten years, it is very clear that Indian education is inspiring a new generation of young mathematicians and that is very exciting for me. Sadly, I think English education at the highest level is falling back. So, though I am very proud of the fact that India was moving forward rapidly in this area, it is a shame that in Britain and perhaps in Europe and in America, our schools are not pushing the best and brightest students as far as they possibly could.

Finally, it is an interesting point that my background is really in physics and I write about science and I write about mathematics. Though my first love, was physics when I was a student, now I love mathematics very much too, and I write as much about mathematics as I do about anything else.

## Seyed E. Hasnain, Vice Chancellor of the University of Hyderabad

Distinguished mathematicians, members of the Press, dear friends,
I remember about three years ago, our Mathematics Department head came to me saying that they would like to host the ICM in India, they will get support from the Government of India, and they want the University of Hyderabad to host it. They asked me to agree and I agreed right away. And today, three years down the road, we see a runaway success. I have been in this hall many times. I have never seen a Congress - a prolonged meeting of nine days, in which the hall is full on the last day. This is a tribute to mathematicians. I salute all of you. Three thousand delegates, eighty five countries, the whole mandate of this ICM was to promote interaction, and I must say the ICM Secretariat must be very happy. It indeed must have fostered lot of interactions, lot of collaborations. I am sure there would be future Fields medallists who would be inspired, who would have been inspired by this meeting.

This meeting was also very unique in having several firsts. It is the first time, of course, it was held in India. It was the first time that a world chess champion, Grand Master Viswanathan Anand, played forty simultaneous matches and he could defeat everybody but had to draw with one small boy, an Indian boy.

We also had Dr Simon Singh receive the Leelavati award instituted by the Government of India, and we will make all efforts to ensure that this award joins the ranks of other prestigious awards and is awarded every four years.

I understand a lot of cultural programmes were organized by groups from my university. The Essence School of Performing Arts had some programmes here. And a newsletter Reflexions reported everyday about happenings in the conference. That just goes to show how much involved the entire University of Hyderabad family was in the ICM 2010.

Let me conclude by congratulating all the award winners and thanking the IMU for holding the meeting here in India, in Hyderabad, and requesting the University of Hyderabad to be the host for this meeting. I would also like to thank all my colleagues at the University of Hyderabad, particularly the Secretary EOC, Rajat Tandon.

## Dinesh Singh

Thank you, Professor Hasnain.
The International Commission on the History of Mathematics has instituted the Kenneth O. May Prize for outstanding contributions to the field. For the year 2009, this prize has been awarded jointly to Professor Ivor GrattanGuinness and Professor R. C. Gupta. Professor R. C. Gupta is present here amidst us. He could not receive the prize at Budapest at the ICHM in 2009.

## Kim Plofker, International Commission on the History of Mathematics

On behalf of the International Commission on the History of Mathematics of the IMU, I am very happy and greatly honoured to present the 2009 Kenneth O. May Prize to Professor R. C. Gupta. The May Prize is regarded as the highest honour in the field of History of Mathematics, and has been awarded to an eminent senior scholar every four years since its establishment in 1989. This occasion represents the first time it has been bestowed on an Indian historian, or a historian of Indian mathematics, among whom one of the most distinguished examples is Professor R. C. Gupta.

Radha Charan Gupta was born in Jhansi in 1935, and received his B. Sc. from Lucknow University in 1955. He was the first place medalist in the M. Sc. Mathematics examination in Lucknow in 1957, and earned a Ph. D. in the history of mathematics from Ranchi University in 1971. He did his dissertation work at Ranchi with the renowned historian of Indian mathematics T. A. Saraswathi Amma, author of Geometry in Ancient and Medieval India, in honour of whom he later endowed the annual memorial lecture of the Kerala Mathematical Association. After serving as a lecturer at Lucknow Christian College in 1957-58, he joined the Faculty of Mathematics of Birla Institute of Technology in Ranchi. He became a professor at BIT in 1982 and emeritus professor at the mandatory retirement age of 60 in 1995. He currently conducts his extensive and varied research and service activities under the aegis of the Ganita Bharati Institute, Jhansi.

Since the late 1960s, Professor Gupta's research work has focussed on the history of mathematics in India, particularly the development of trigonometry including interpolation rules and infinite series for trigonometric functions. Among his ground-breaking works in this field are his analysis of Parameswara's third order series approximation for the sine function in the fifteenth century and his examination of the eighth century methods of Govindaswami for interpolating sine tables. Professor Gupta's recent publications, the whole corpus
of which now totals over five hundred items, include chapters on historiography of mathematics in India, area of a bow figure in India, and a little known nineteenth century study of Ganitasarasangraha. Besides skillfully analyzing many hitherto unknown ingenious mathematical formulas in elliptical Sanskrit verses, Professor Gupta has published several key papers on the remarkable mathematical discoveries of the Jaina tradition, many of which had been almost inaccessible to anyone except specialists in the Jaina cannon in Prakrit.

This bridge building approach has characterized Professor Gupta's research in general, whether explaining Sanskrit algorithms for a modern mathematical audience, surveying the twentieth century Indian doctoral research on history of mathematics, tracing the influence of Indian mathematical discoveries in foreign traditions, or expounding Jaina, Buddhist or Hindu cosmological theories in the context of early Indian work on transfinite quantities. He has combined scrupulous textual scholarship and expert mathematical exegesis with clear and comprehensive exposition, serving the needs of general audience and specialist researcher alike. No scholar in the twentieth century has done more to advance widespread understanding of the development of Indian mathematics. Professor Gupta has added to his research and teaching, a long record of professional service, expanding awareness of the history of mathematics in general and of Indian mathematics in particular. In 1991, he was elected a Fellow of the National Academy of Sciences, India and in 1994, he became President of the Association of Mathematics Teachers of India. He became a Corresponding Member of the International Academy of History of Science in February 1995 and was more recently elected Effective Member. In 1979, he began his decades long service as Founding Editor of the journal Ganita Bharati meaning 'Indian mathematics', in which he has published scores of articles and reviews under his own name and the pen name Ganitanand, the joy of mathematics. His pedagogical publications and lectures in English and Hindi, as well as his sponsorship of numerous endowed lectures have greatly increased the prominence of history of mathematics in Indian mathematics education and scholarship. Today, we are very pleased and honoured to recognize Radha Charan Gupta with the Kenneth O. May Prize and Medal, awarded for lifetime scholarly achievement and commitment to the field.
(Award to Professor R. C. Gupta)

## Radha Charan Gupta

Dear colleagues,
I am really very happy at this occasion to receive this prize, not only because it has ultimately recognized my work but also because it is associated with the memory of late Professor Kenneth O. May with whom I had contact as early as 1968. When he founded the International Commission on History of Mathematics, he took me as a member to represent South Asia. In 1974, when he started the international journal Historia Mathematica, I played a role in spreading the message of that journal and did its work in India.

When I became the Editor of the Ganita Bharati I played a double role. I brought a world perspective on history of mathematics to Indian scholars and, on the other hand, I facilitated publications on history of Indian mathematics for world scholars. I am happy to see that things have worked.

I hope that this prize, which has come for the first time to India, will encourage Indian scholars to do more work. Thank you.

## Lásló Lovász

Ladies and gentlemen,
As President of the IMU, I have two more functions to perform here. Let me start with the first one. I have to report, in a bit more detail, about the main decisions taken by the General Assembly in Bangalore right before this Congress. Let me start with the new Executive Committee which will begin to function next January. Ingrid Daubechies is already introduced to you at the opening ceremony as the new President, Martin Grötschel will stay on as Secretary. Two new Vice Presidents have been elected - Christiane Rousseau and Marcelo Viana. Manuel de León, Yiming Long, Cheryl Praeger, Vasudevan Srinivas, John Francis Toland and Wendelin Werner will be members-at-large. I will have the privilege to stay for four more years ex-officio as the past President and I am happy to have this chance to work. I wish the new President and the new Executive Committee a successful term.

A new Commission for Developing Countries was elected by the General Assembly. José Antonio de la Peña will be the President, Herbert Clemens will be Secretary of Policy, Srinivasan Kesavan will be Secretary for Grants, Hoang Xuan Phu will represent Asia, Wandera Ogana will represent Africa and Carlos Cabrelli will represent Latin America in this Commissison. Again, congratulations to them and I wish them successful work.

The General Assembly also elected two persons to be delegated to the International Commission on the History of Mathematics - they are Jesper Lützen and Kim Plofker. Congratulations.

I would like to express my thanks at this point to the retiring Executive Committee, even though we still have a hard four months in front of us with all the work around the stable office, to which I will come in a minute. I would like to extend my thanks to those members who are retiring - Zhi-Ming Ma and Claudio Procesi as Vice Presidents, Salah Baouendi, Ragni Piene and Victor Vassiliev as members-at-large. It was great to work with them and I really feel that this Executive Committee was a great team and I wish the next one also has such a spirit. I especially thank John Ball, the Past President, for his help throughout. Without that this Committee could not have functioned. He was always tireless and ever ready to take on any kind of job. Thank you John, and thanks to all the other members.

In connection with the new Commission for Developing Countries, there were two committees which have ceased to exist. They were merged and their functions were combined. One of them was the Commission for Development and Exchange, whose President was Shrikrishna Dani and Secretary-Treasurer
was Gérard Gonzalez-Sprinberg. Graciela Boente, Paulo Cordaro, Jean-Pierre Gossez, Mary Teuw Niane, Marta Sanz-Sole and Jiping Zhang were members. I thank them all for their work over the last term. And we also had a Developing Countries Strategy Group, which was chaired by Herbert Clemens, and consisted of Jill Adler, Hajer Bahouri, John Ball, Shrikrishna Dani, Jean-Pierre Gossez, Andreas Griewank, Jacob Palis, Lê Dung Trang, Peter Pang Yu Hin, Michel Jambu, Sheung Tsun Tsou. I thank all members of this group for doing outstanding work.

This was my first task, and now I would like to ask Ingrid Daubechies to say a few words.

## Ingrid Daubechies, President elect of the International Mathematical Union

As was said at the start of the ceremony how things must end. This is the end of this ICM which I enjoyed hugely, and as you can see (pointing to her new Indian costume) I enjoyed not only the mathematics!

As you have heard from Laci,
 IMU not only organizes ICMs although that is one of its very important functions, but it also stands for helping developing countries build viable mathematical communities, and for strengthening links between mathematicians who devote their lives to teaching mathematics to younger generations and research mathematicians. I would encourage those of you who are curious about these other roles of the IMU, or curious about how an ICM gets organized, to visit the website of IMU. And if you would like to get involved, if you would like to contribute, contact the delegates of your country or write to the Executive Committee. We prefer constructive comments to hate mail. But of course, one of IMU's major functions is to organize the next ICM. As I said I enjoyed this one hugely, I have learnt, I have met many new people and I will be working hard on making the next one equally enjoyable.

## Hyungju Park, Chair of the Seoul ICM 2014 Organizing Committee

I will start by showing the invitation from the President of the Republic of Korea. The President's office in Korea was involved in this endeavour, in our bidding efforts, from the very beginning and has been very supportive. Not many of you have been to Korea and may not know about it. So I will start by telling you what Korea is like. By the way, you may know the expression 'the land of the morning calms' - this expression was used in a poem. It was a poem written by a well-known Indian poet named Tagore. In this poem he
described Korea as the land of morning calm, apparently he meant Korea was a quiet hidden country. And so, that was then.

Now Korea is considered a leader in the information age. So we have come a long way. And one thing I want to emphasize here is that scholarship is valued very highly in Korea. Illiteracy rate in Korea is close to zero, virtually zero, and often education is the highest priority in any Korean family. And I think that was the principal reason for any progress that we might have made. A few years ago, Korea was the eleventh largest economy in the world. Starting from the ashes of Korean Civil War, that was quite a progress that we made. Unfortunately because of some Asian financial problems, we are now, I think, down to thirteenth probably, in terms of size of the economy. But still we are there, we are vibrant.

And Korea is very accessible. Of course, some people joke that everybody seems to place their country in the centre of the world, well I did! So, Seoul is not far. It takes about twelve hours from Los Angeles, twelve hours from Paris, twelve hours from Rome, and it takes about nine hours from here. So, it is not too far. And we have 'no visa' agreements with one hundred and sixty countries. So, many of you will be able to come to Korea without having to worry about visas. And we wanted to make sure that everybody, every registered participant of ICM, could come visit us in Korea. So, we talked to the Ministry of Foreign Affairs and they wrote that they will do this.

Of course, I have to tell you about the mathematics in Korea. And the expression that I used was 'a long journey'. We have 192 four-year universities and colleges in Korea and 42 of them have Ph.D. programmes in mathematics and mathematics education. The Korean Mathematical Society has about 2700 individual members, of which about 1200 are professors of mathematics. We joined the IMU in 1981 and now we are a Group IV member.

Rapid growth is observed over a broad spectrum. On one end, highest level of mathematical research; on the other end, popularization of mathematics and education. Korea ranked eleventh in terms of number of publications in 2008. Not only quantity of course, but quality research is being carried out and is highly valued and respected in Korea. For example, we have five invited speakers in ICMs, two this time.

In 1981, the number of research papers published by mathematicians based in Korea was three. So we came from three to where we are in less than thirty years. And I think that took a lot of effort from our side and also a lot of support and help from the international community. And this is something we want to remember for long, and want to actually show the world that we have done this and we now want to make another jump.

And as I said rapid growth is observed over a broad spectrum, not only just in research but also in terms of popularization of mathematics and public outreach. For example, that includes the public's growing interest in mathematics. In IMO, International Mathematical Olympiad, Korea has been ranking third or fourth consistently, implying that young students in Korea are genuinely interested in mathematics. And by the way, about 60 to 70 percent of these IMO medalists do choose mathematics as their college major. And many of
them do even end up getting Ph.D. in mathematics. I think this is a singular phenomenon in the world. And also, there are many mathematical research institutes in Korea, and the government is supporting it. We have two main research institutes-KIAS and NIMS, and we have several institutes located at universities. And numerous meetings are being hosted, the most recent one being a joint meeting with the American Mathematical Society.

There is a pledge that we made during our bidding efforts. We offered to invite one thousand mathematicians from developing countries to Korea, all expenses paid. The morale, the rationale, is simple. We came to where we are by the support of the international mathematical community, and we believe that we can return the favour. And we wish to acknowledge the gracious and friendly support from the international mathematical community. I have heard from my own teachers, my college teachers, their experience about being a single Korean participant in ICM, and that was made possible by an IMU travel grant. The professors came back with all the stories to tell, and that excited me and my fellow students. And I am hoping that the same thing can happen in many other countries. This Seoul ICM travel fellowship programme will be prepared in consultation with IMU, especially the newly created Commission for Developing Countries.

I most cordially invite all of you to Seoul.

## Rajat Tandon

Professor Hasnain, Professor Lovász, Professor Raghunathan, Professor Daubechies, Professor Park and fellow mathematicians,

A project started four years ago is about to come to an end. I would like to take this opportunity to acknowledge the person who first mooted the idea of bringing the Congress to India: Mr R. M. Puri of the Indian Convention Promotion Board.

Let me begin by thanking our Vice-Chancellor, Professor Seyed Hasnain. In him we found our most ardent supporter. He always backed us to the hilt. I thank the Finance Department of the University of Hyderabad for their support in making the financial processes work as smoothly as possible; the Public Relations Department and our PRO for their help in handling the local media.

Thanks are due to the Executive Committee of the IMU, for constantly supporting us and advising us. A particular word of thanks to Professor Lenstra and the entire Program Committee for providing us with an academic program of the highest standards and widest interest. I thank the invited speakers for their contribution to the Congress.

A word of gratitude for the state and central government departments, and the Prime Minister's Office for helping us when matters came to a crunch. A special word of gratitude for Mr R. Thyagarajan and Mr N. R. Narayana Murthy for their generous support to the Congress.

The cultural items were a great success. I would like to thank Professor J. Anuradha and the students of the Dance Department at the University of Hyderabad. I am thankful to Professor Sunil Mukhi for two excellent lectures
on the appreciation of Hindustani classical music. The London based theatre group Compliate came all the way to Hyderabad, and gave us a wonderful play. I thank the producer Judith Dimant, the director Simon McBurney, their manager Cathy Binks and the Prithvi Theatre of Mumbai. I am grateful to grandmaster Viswanathan Anand for the match he played with forty participants. The participants themselves were thrilled, and chess lovers were rewarded with a matchless performance.

The two public lectures were a great success. Both Professors Bill Barton and Gunter Ziegler who gave the lectures were inundated by questions and mobbed like film stars. I was frankly jealous. Profuse thanks to both the speakers.

I would like to take this opportunity to thank my colleagues. Our chairman, Professor Raghunathan, held us all together - his contribution was invaluable. My colleague Professor Amaranath and I were like brothers for the last four years.

Let me not forget to thank the entire HICC team for their support, and the team of KW Conferences for being the second face of the Organizing Committee. My own department staff, Chandrasekhar and Gangaji in particular, have burnt the midnight oil on several occasions. I salute them. Finally I thank all the volunteers who have worked tirelessly for the last ten days.

Fellow delegates, I realize that there were many glitches along the way, that there were problems in logistics, and that sometimes the arrangements were not perfect. To those who have been inconvenienced in any way I offer a sincere word of apology.

Thank you once again for coming to Hyderabad, and making this Congress a great success.

Thank you.
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# The work of Elon Lindenstrauss 

## Harry Furstenberg

I've been asked to describe some of the achievements of Elon Lindenstrauss our Fields medalist. Elon Lindenstrauss's work continues a tradition of interaction between dynamical systems theory and diophantine analysis. This tradition goes back at least to the year 1914 - when Hermann Weyl published a paper entitled "An application of number theory to statistical mechanics and the theory of perturbations." In that paper Weyl used what we would call Kronecker's Theorem to show the validity of the ergodic hypothesis in certain situations. In the meantime the roles have been reversed, with dynamical systems theory and ergodic theory providing the tools for answering questions in number theory.

The number theoretical issues arising in the work of Lindenstrauss have to do with so-called diophantine approximation - in which one asks whether inequalities having real solutions have integer solutions. In this area we encounter a phenomenon which is reminiscent of ergodic behavior. It can be described crudely by saying that whatever is not excluded for some good reason and can happen in principle, will eventually happen - at least approximately. There is a good reason that

$$
-\varepsilon<x^{2}-(1+\sqrt{2})^{2} y^{2}<\varepsilon
$$

cannot be solved for small $\varepsilon$ (this would imply that $\sqrt{2}$ is well approximable). But this doesn't apply to the three variable inequality:

$$
-\varepsilon<x^{2}-(1+\sqrt{2})^{2} y^{2}-\alpha z^{2}<\varepsilon \quad(\alpha \neq 0 \text { arbitrary })
$$

and indeed by the relatively recently established Oppenheim conjecture, for any positive $\varepsilon$, this has a solution in integers $(x, y, z)$ not all 0 .

An important advance has come about by enlarging the scope of dynamics to include what will be referred to as "homogeneous dynamics". Every since Poincaré dynamical theory had broken out of the shackles of Ordinary Differential Equations and a dynamical system comes about whenever we have a 1-parameter group $\left\{T_{t}\right\}$ - think of $t$ as time - of transformations acting in a space $X$, which we identify as the phase space of the system. We have homogeneous dynamics when $X$ is a homogeneous space of a Lie group; we can write $X=G / \Gamma$. For any 1-parameter subgroup $\{g(t)\} \subset G$ we can set $T_{t}(g \Gamma)=$
$g(t) g \Gamma$. Homogeneous dynamics allows one further abuse of the term "dynamics", extending the action from a 1-parameter subgroup of $G$ to an arbitrary Lie subgroup $H \subset G$, so that the time parameter can be higher dimensional. This liberalization of viewpoint has been quite fruitful in the recent application of dynamics to number theory.

One particular homogeneous space has been the focus of activity in this work, it is a space that appears implicitly in Minkowski's geometry of numbers. Namely, for a dimension $d$, we consider the space $\Omega_{d}$ of unimodular lattices spanned by $d$ independent vectors in $\mathbb{R}^{d}$. The group $\operatorname{SL}(d, \mathbb{R})$ acts transitively on this space in a natural way: $\Omega_{d} \cong \operatorname{SL}(\mathrm{~d}, \mathbb{R}) / \mathrm{SL}(\mathrm{d}, \mathbb{Z})$. There is a measure on $\Omega_{d}$ invariant under the action of the group and the measure of $\Omega_{d}$ is finite. Nonetheless the space $\Omega_{d}$ is non-compact in its natural topology. This is important, as is Mahler's criterion for a set $\Sigma \subset \Omega_{d}$ to have compact closure. Namely, $\bar{\Sigma}$ is compact unless there is a sequence $\left\{\sigma_{n}\right\} \subset \Sigma$ and vectors $v_{n} \in \sigma_{n}$ with $\left\|v_{n}\right\| \rightarrow 0$.

There is a broad spectrum of problems for which this is relevant. Namely, let $\Phi\left(x_{1}, x_{2}, \ldots, x_{d}\right)$ be a homogeneous polynomial and we ask if for arbitrarily small $\varepsilon>0$ one can solve $\left|\Phi\left(x_{1}, x_{2}, \ldots, x_{1}\right)\right|<\varepsilon$ in integers not all 0 . (This would in fact imply that the range of $\Phi$ on $\mathbb{Z}^{d}$ is dense in either $\mathbb{R}^{+}, \mathbb{R}^{-}$, or both). Now define the subgroups

$$
H_{\Phi} \subset G=\mathrm{SL}(\mathrm{~d}, \mathbb{R}) \text { by } \mathrm{H}_{\Phi}=\left\{\mathrm{h} \in \mathrm{G}: \Phi(\mathrm{h} \overline{\mathrm{v}})=\Phi(\overline{\mathrm{v}}) \text { for all } \overline{\mathrm{v}} \in \mathbb{R}^{\mathrm{d}}\right\}
$$

In general for a non-compact group $H$, one expects orbits $H x$ to be unbounded, and then Mahler's criterion will come into play. If we take $x_{0} \in \Omega_{d}$ to be the lattice $\mathbb{Z}^{d}$, then if $H_{\Phi} x_{0}$ is unbounded, this will imply that there exist $h \in H_{\Phi}$ and $\vec{v} \in \mathbb{Z}^{d}$ with $\|h \vec{v}\|$ arbitrarily small which means that $\Phi(\vec{v})$ is arbitrarily small. This was the strategy leading to the solution of the Oppenheim conjecture in the 80 's by Margulis. Here $\Phi\left(x_{1}, x_{2}, x_{3}\right)=\alpha x_{1}^{2}-\beta x_{2}^{2}-\gamma x_{3}^{2}$ and $H_{\Phi}$ has the property investigated by Marina Ratner motivated by conjectures of Raghunathan and Dani - of being generated by unipotent subgroups. (A linear transformation is unipotent if 1 is its unique eigenvalue.) By this theory one can classify all the closed $H_{\Phi}$-invariant subsets of $\Omega_{3}$ and in particular, one sees that an $H_{\Phi}$-orbit has compact closure only if it is already compact. Margulis shows that this can happen to the orbit of $x_{0}=\mathbb{Z}^{d}$ only if $\alpha, \beta, \gamma$ are commensurable. Otherwise this orbit is unbounded which leads to the conclusion that $\left|\Phi\left(x_{1}, x_{2}, x_{3}\right)\right|<\varepsilon$ has integer solutions.

Another notorious diophantine approximation problem is Littlewood's conjecture: for all pairs of real number $\alpha, \beta$, if for $x$ real we denote by $\|x\|$ the distance of $x$ to the nearest integer, then

$$
\liminf _{n \rightarrow \infty} n\|n \alpha\|\|n \beta\|=0
$$

This fits into the framework just discussed for the polynomial

$$
\psi\left(x_{1}, x_{2}, x_{3}\right)=x_{1}\left(\alpha x_{1}-x_{2}\right)\left(\beta x_{1}-x_{3}\right)
$$

where we disallow $x_{1}=0$. A linear transformation carries this to

$$
\Theta(X, Y, Z)=X Y Z
$$

and $H_{\Theta}$ is (locally) just the diagonal subgroup $\left\{\left(\begin{array}{ccc}e^{-t-s} & 0 & 0 \\ 0 & e^{t} & 0 \\ 0 & 0 & e^{s}\end{array}\right)\right\}$. This has no non-trivial unipotent subgroups; and the Ratner theory does not apply. Nonetheless, Margulis has conjectured that a bounded orbit for $H_{\theta}$ is necessarily compact and this conjecture, as in the foregoing discussion, has the Littlewood conjecture as a consequence.

We have here a contrast of unipotent homogeneous dynamics with what might be called - with Katok - higher rank hyperbolic dynamics. The former is "tame": neighboring points separate at a polynomial rate, whereas in hyperbolic dynamics they can separate at an exponential rate. Thanks largely to the work of Ratner, the unipotent theory may be said to be largely understood, whereas the hyperbolic theory is in a less satisfactory shape.

The earliest confirmations of Raghunathan's conjectures for unipotent actions came from the case $d=2$ with results regarding the horocycle flow which corresponds to the subgroup $\left\{\left(\begin{array}{ll}1 & t \\ 0 & 1\end{array}\right)\right\}$. The hyperbolic counterpart, $\left\{\left(\begin{array}{cc}e^{t} & 0 \\ 0 & e^{-t}\end{array}\right)\right\}$, leads to the geodesic flow which is the prototypical example of chaotic dynamics. This would lead one to expect that the higher dimensional cases of diagonal group actions can only get worse, thus leaving little hope for a dynamical approach to the Littlewood conjecture.

Among those who spearheaded the initiative to understand the phenomenon of rigidity in the hyperbolic framework was Anatole Katok, who, in a paper with Ralph Spatzier gave conditions for a rigidity result in the hyperbolic setup. In this paper the importance of the acting group being of rank $\geq 2$ is underscored. An analogy is drawn to a phenomenon I have studied; namely the paucity of closed subsets of the group $\mathbb{R} / \mathbb{Z}$ invariant under two endomorphisms $x \rightarrow p x$ $(\bmod 1)$ and $x \rightarrow q x(\bmod 1)$, provided $\left\{p^{n} q^{m}\right\}$ is not contained in some $\left\{r^{n}\right\}$. (That is to say $\log p / \log q$ is irrational). The only closed sets are $\mathbb{R} / \mathbb{Z}$ itself and finite sets of rationals. It is an open question whether the only invariant measures are correspondingly the obvious ones: Lebesgue measure and atomic measures supported on rational and combinations of these. This example has been instructive for the following reason. Namely if one adds the condition that one or the other transformation, $x \rightarrow p x$ or $q x(\bmod 1)$ has positive entropy with respect to the invariant measure in question, then the measure must have a Lebesgue component. This result of Dan Rudolph which partially answers our query regarding $\times p, \times q$ suggests that for diagonal homogeneous actions, positive entropy will also play a significant role. This is the case already in the paper of Katok and Spatzier where other hypotheses are necessary. The state-of-theart theorem in this regard is due to Einsiedler, Katok and Lindenstrauss and
it depends heavily on new ideas of Lindenstrauss, requiring only positive entropy along some 1-parameter subgroup to conclude that an invariant measure is of an algebraic character. This theorem provides the crucial step to proving a modified version of Littlewood's conjecture - a version representing the first significant advance on the Littlewood problem: for all but a set of dimension 0 of pairs $\alpha, \beta$ of real numbers, $\liminf _{n \rightarrow \infty} n\|n \alpha\|\|n \beta\|=0$.

One of the seminal contributions of Lindenstrauss to this realm is his broadening of the notion of recurrence of a measure to a wide variety of situations, in particular, to situations where the measure is not invariant under a certain set of transformations. Quoting Lindenstrauss, "the only thing which is really needed is some form of recurrence which produces the complicated orbits which are the life and blood of ergodic theory."

This brings us to what is possibly the most exciting work of Elon Lindenstrauss; namely the solution of the Quantum Unique Ergodicity question in the arithmetic case. From the mathematical standpoint the issue is whether eigenfunctions of the Laplace operator on a negatively curved manifold tend to be more and more evenly spread over the space as the eigenvalue tends to negative infinity. In the special case of arithmetic hyperbolic surfaces, the so-called Hecke operators come into the picture and they act on the limiting measure arising from such a sequence of eigenfunctions. This action is recurrent and the tools developed by Lindenstrauss become applicable to this situation at hand, and lead elegantly to a solution of the problem.

Solving the so-called arithmetic quantum unique ergodicity conjecture of Rudnick and Sarnak is exciting if for no other reason than that the conjecture has been established provisionally, based on the generalized Riemann hypothesis. While this doesn't bring us closer to a solution of this famous question, this connection does testify to the depth of the mathematics involved.

I close my introductory remarks by mentioning one of the corollaries of Elon Lindenstrauss's handling of the arithmetic QUE conjecture; namely replacing reals by adèles and integers by rationals, we can speak of the adelic analogue of geodesic flow: namely, the action of the diagonal of $\mathrm{SL}_{2}(\mathbb{A})$ on $\mathrm{SL}_{2}(\mathbb{A}) / \mathrm{SL}_{2}(\mathbb{Q})$. The striking statement is that the adelic geodesic flow is uniquely ergodic.

I think it is fair to say that there is both power and beauty in the mathematical work of Elon Lindenstrauss.
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# The work of Ngô Bao Châu 

## James Arthur*


#### Abstract

Ngô Bao Châu has been awarded a Fields Medal for his proof of the fundamental lemma. I shall try to describe the role of the fundamental lemma in the theory of automorphic forms. I hope that this will make it clear why the result will be a cornerstone of the subject. I will also try to give some sense of Ngô's proof. It is a profound and beautiful argument, built on insights mathematicians have contributed for over thirty years.
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## The Formal Statement

Here is the statement of Ngô's primary theorem. It is taken from the beginning of the introduction of his paper [N2].

Théorème 1. Soient $k$ un corps fini à $q$ éléments, $\mathcal{O}$ un anneau de valuation discrète complet de corps résiduel $k$ et $F$ son corps des fractions. Soit $G$ un schéma en groupes réductifs au-dessus de $\mathcal{O}$ dont le nombre de Coxeter multiplié par deux est plus petit que la caractéristique de $k$. Soient ( $\kappa, \rho_{\kappa}$ ) une donnée endoscopique de $G$ au-dessus de $\mathcal{O}$ et $H$ le schéma en groupes endoscopiques associé.

On a l'égalité entre la $\kappa$-intégrale orbitale et l'intégrale orbitale stable

$$
\begin{equation*}
\Delta_{G}(a) \mathbf{O}_{a}^{\kappa}\left(1_{\mathfrak{g}}, \mathrm{d} t\right)=\Delta_{H}\left(a_{H}\right) \mathbf{S O}_{a_{H}}\left(1_{\mathfrak{h}}, \mathrm{d} t\right) \tag{1}
\end{equation*}
$$

associées aux classes de conjugaison stable semi-simples régulières a et $a_{H}$ de

[^0]$\mathfrak{g}(F)$ et $\mathfrak{h}(F)$ qui se correspondent, aux fonctions caractéristiques $1_{\mathfrak{g}}$ et $1_{\mathfrak{h}}$ des compacts $\mathfrak{g}(\mathcal{O})$ et $\mathfrak{h}(\mathcal{O})$ dans $\mathfrak{g}(F)$ et $\mathfrak{h}(F)$ et où on a noté
$$
\Delta_{G}(a)=q^{-\operatorname{val}\left(\mathfrak{D}_{G}(a)\right) / 2} \text { et } \Delta_{H}\left(a_{H}\right)=q^{-\operatorname{val}\left(\mathfrak{D}_{H}\left(a_{H}\right)\right) / 2}
$$
$\mathfrak{D}_{G}$ and $\mathfrak{D}_{H}$ étant les fonctions discriminant de $G$ et de $H$.
In $\S 1.11$ of his paper, Ngô describes the various objects of his assertion in precise terms. At this point we simply note that the "orbital integrals" he refers to are integrals of locally constant functions of compact support. The assertion is therefore an identity of sums taken over two finite sets. Observe however that there is one such identity for every pair ( $a, a_{H}$ ) of "regular orbits". As $a$ approaches a singular point, the size of the two finite sets increases without bound, and so therefore does the complexity of the identity. Langlands called it the fundamental lemma when he first encountered the problem in the 1970's. It was clearly fundamental, since he saw that it would be an inescapable precondition for any of the serious applications of the trace formula he had in mind. He called it a lemma because it seemed to be simply a family of combinatorial identities, which would soon be proved. Subsequent developments, which culminated in Ngô's proof, have revealed it to be much more. The solution draws on some of the deepest ideas in modern algebraic geometry.

Ngô's theorem is an infinitesimal form of the fundamental lemma, since it applies to the Lie algebras $\mathfrak{g}$ and $\mathfrak{h}$ of the groups $G$ and $H$. However, Waldspurger had previously used methods of descent to reduce the fundamental lemma for groups to its Lie algebra variant [W3]. Ngô's geometric methods actually apply only to fields of positive characteristic, but again Waldspurger had earlier shown that it suffices to treat this case [W1]. ${ }^{1}$ Therefore Ngô's theorem does imply the fundamental lemma that has preoccupied mathematicians in automorphic forms since it was first conjectured by Langlands in the 1970's.

I would like to thank Steve Kudla for some helpful suggestions.

## Automorphic Forms and the Langlands Programme

To see the importance of the fundamental lemma, we need to recall its place in the theory of automorphic forms. Automorphic forms are eigenforms of a commuting family of natural operators attached to reductive algebraic groups. The corresponding eigenvalues are of great arithmetic significance. In fact, the

[^1]information they contain is believed to represent a unifying force for large parts of number theory and arithmetic geometry. The Langlands programme summarizes much of this, in a collection of interlocking conjectures and theorems that govern automorphic forms and their associated eigenvalues. It explains precisely how a theory with roots in harmonic analysis on algebraic groups can characterize some of the deepest objects of arithmetic. There has been substantial progress in the Langlands programme since its origins in a letter from Langlands to Weil in 1967. However, its deepest parts remain elusive.

The operators that act on automorphic forms are differential operators (Laplace-Beltrami operators) and their combinatorial $p$-adic analogues (Hecke operators). They are best studied implicitly in terms of group representations. One takes $G$ to be a connected reductive algebraic group over a number field $F$, and $R$ to be the representation of $G(\mathbb{A})$ by right translation on the Hilbert space $L^{2}(G(F) \backslash G(\mathbb{A}))$. We recall that $G(\mathbb{A})$ is the group of points in $G$ with values in the ring $\mathbb{A}=\mathbb{A}_{F}$ of adèles of $F$, a locally compact group in which the diagonal image of $G(F)$ is discrete. Automorphic forms, roughly speaking, are functions on $G(F) \backslash G(\mathbb{A})$ that generate irreducible subrepresentations of $R$, which are in turn known as automorphic representations. Their role is similar to that of the much more elementary functions

$$
e^{i n x}, \quad n \in \mathbb{Z}, x \in \mathbb{Z} \backslash \mathbb{R},
$$

in the theory of Fourier series. We can think of $x$ as a geometric variable, which ranges over the underlying domain, and $n$ as a spectral variable, whose automorphic analogue contains hidden arithmetic information.

The centre of the Langlands programme is the principle of functoriality. It postulates a reciprocity law for the spectral data in automorphic representations of different groups $G$ and $H$, for any $L$-homomorphism $\rho:{ }^{L} H \rightarrow{ }^{L} G$ between their $L$-groups. We recall that ${ }^{L} G$ is a complex, nonconnected group, whose identity component $\widehat{G}$ can be regarded as a complex dual group of $G$. There is a special case of this that is of independent interest. It occurs when $H$ is an endoscopic group for $G$, which roughly speaking, means that $\rho$ maps $\widehat{H}$ injectively onto the connected centralizer of a semisimple element of $\widehat{G}$. The theory of endoscopy, due also to Langlands, is a separate series of conjectures that includes more than just the special case of functoriality. Its primary role is to describe the internal structure of automorphic representations of $G$ in terms of automorphic representations of its smaller endoscopic groups $H$. The fundamental lemma arises when one tries to use the trace formula to relate the automorphic representations of $G$ with those of its endoscopic groups. ${ }^{2}$

[^2]
## The Trace Formula and Transfer

The trace formula for $G$ is an identity that relates spectral data with geometric data. The idea, due to Selberg, is to analyze the operator

$$
R(f)=\int_{G(\mathbb{A})} f(y) R(y) \mathrm{d} y
$$

on $L^{2}(G(F) \backslash G(\mathbb{A}))$ attached to a variable test function $f$ on $G(\mathbb{A})$. One observes that $R(f)$ is an integral operator, with kernel

$$
K(x, y)=\sum_{\gamma \in G(F)} f\left(x^{-1} \gamma y\right), \quad x, y \in G(\mathbb{A}) .
$$

One then tries to obtain an explicit formula by expressing the trace of $R(f)$ as the integral

$$
\int_{G(F) \backslash G(\mathbb{A})} \sum_{\gamma \in G(F)} f\left(x^{-1} \gamma x\right) \mathrm{d} x
$$

of the kernel over the diagonal. The formal outcome is an identity

$$
\begin{equation*}
\sum_{\{\gamma\}} \int_{G_{\gamma}(F) \backslash G(\mathbb{A})} f\left(x^{-1} \gamma x\right) \mathrm{d} x=\sum_{\pi} \operatorname{tr}(\pi(f)), \tag{2}
\end{equation*}
$$

where $\{\gamma\}$ ranges over the conjugacy classes in $G(F), G_{\gamma}(F)$ is the centralizer of $\gamma$ in $G(F)$, and $\pi$ ranges over automorphic representations.

The situation is actually more complicated. Unless $G(F) \backslash G(\mathbb{A})$ is compact, a condition that fails in the most critical cases, $R(f)$ is not of trace class, and neither side converges. One is forced first to truncate the two sides in a consistent way, and then to evaluate the resulting integrals explicitly. It becomes an elaborate process, but one that eventually leads to a rigorous formula with many new terms on each side [A1]. However, the original terms in (2) remain the same in case $\pi$ occurs in the discrete part of the spectral decomposition of $R$, and $\gamma$ is anisotropic in the strong sense that $G_{\gamma}$ is a maximal torus in $G$ with $G_{\gamma}(F) \backslash G_{\gamma}(\mathbb{A})$ compact. If $\gamma$ is anisotropic, and $f$ is a product of functions $f_{v}$ on the completions $G\left(F_{v}\right)$ of $G(F)$ at valuations $v$ on $F$, the corresponding integral in (2) can be written

$$
\begin{aligned}
& \int_{G_{\gamma}(F) \backslash G(\mathbb{A})} f\left(x^{-1} \gamma x\right) \mathrm{d} x \\
& \quad=\operatorname{vol}\left(G_{\gamma}(F) \backslash G_{\gamma}(\mathbb{A})\right) \int_{G_{\gamma}(\mathbb{A}) \backslash G(\mathbb{A})} f\left(x^{-1} \gamma x\right) \mathrm{d} x \\
& =\operatorname{vol}\left(G_{\gamma}(F) \backslash G_{\gamma}(\mathbb{A})\right) \prod_{v} \int_{G_{\gamma}\left(F_{v}\right) \backslash G\left(F_{v}\right)} f_{v}\left(x_{v}^{-1} \gamma x_{v}\right) \mathrm{d} x_{v} .
\end{aligned}
$$

The factor

$$
\mathbf{O}_{\gamma}\left(f_{v}\right)=\mathbf{O}_{\gamma}\left(f_{v}, \mathrm{~d} t_{v}\right)=\int_{G_{\gamma}\left(F_{v}\right) \backslash G\left(F_{v}\right)} f_{v}\left(x_{v}^{-1} \gamma x_{v}\right) \mathrm{d} x_{v}
$$

is the "orbital integral" of $f_{v}$ over the conjugacy class of $\gamma$ in $G\left(F_{v}\right)$. It depends on a choice of Haar measure $\mathrm{d} t_{v}$ on $T\left(F_{v}\right)=G_{\gamma}\left(F_{v}\right)$, as well as the underlying Haar measure $\mathrm{d} x_{v}$ on $G\left(F_{v}\right)$, and makes sense if $\gamma$ is replaced by any element $\gamma_{v} \in G\left(F_{v}\right)$ that is strongly regular, in the sense that $G_{\gamma_{v}}$ is any maximal torus.

The goal is to compare automorphic spectral data on different groups $G$ and $H$ by establishing relations among the geometric terms on the left hand sides of their associated trace formulas. This presupposes the existence of a suitable transfer correspondence $f \rightarrow f^{H}$ of test functions from $G(\mathbb{A})$ to $H(\mathbb{A})$. The idea here is to define the transfer locally at each completion $v$ by asking that the orbital integrals of $f_{v}^{H}$ match those of $f_{v}$. Test functions are of course smooth functions of compact support, a condition that for the totally disconnected group $G\left(F_{v}\right)$ at a $p$-adic place $v$ becomes the requirement that $f_{v}$ be locally constant and compactly supported. The problem is to show for both real and $p$-adic places $v$ that $f_{v}^{H}$, defined only in terms of conjugacy classes in $H\left(F_{v}\right)$, really is the family of orbital integrals of a smooth function of compact support on $H\left(F_{v}\right)$.

The transfer of functions is a complex matter, which I have had to oversimplify. It is founded on a corresponding transfer mapping $\gamma_{H, v} \rightarrow \gamma_{v}$ of strongly regular conjugacy classes over $v$ from any local endoscopic group $H$ for $G$ to $G$ itself. But this only makes sense for stable (strongly regular) conjugacy classes, which in the case of $G$ are defined as the intersections of $G\left(F_{v}\right)$ with conjugacy classes in the group $G\left(\bar{F}_{v}\right)$ over an algebraic closure $\bar{F}_{v}$. A stable orbital integral of $f_{v}$ is the sum of ordinary orbital integrals over the finite set of conjugacy classes in a stable conjugacy class. Given $f_{v}, H$ and $\gamma_{H, v}$, Langlands and Shelstad set $\mathbf{S O}_{\gamma_{H, v}}\left(f_{v}^{H}\right)$ equal to a certain linear combination of orbital integrals of $f_{v}$ over the finite set of conjugacy classes in the stable image $\gamma_{v}$ of $\gamma_{H, v}$. The coefficients are subtle but explicit functions, which they introduce and call transfer factors [LS]. They then conjecture that as the notation suggests, $\left\{\mathbf{S O}_{\gamma_{H}, v}\left(f_{v}^{H}\right)\right\}$ is the set of stable orbital integrals of a smooth, compactly supported function $f_{v}^{H}$ on $H\left(F_{v}\right)$.

We can at last say what the fundamental lemma is. For a test function $f=\prod_{v} f_{v}$ on $G(\mathbb{A})$ to be globally smooth and compactly supported, it must satisfy one further condition. For almost all $p$-adic places $v, f_{v}$ must equal the characteristic function $1_{G_{v}}$ of an (open) hyperspecial maximal compact subgroup $K_{v}$ of $G\left(F_{v}\right)$. The fundamental lemma is the natural variant at these places of the Langlands-Shelstad transfer conjecture. It asserts that if $f_{v}$ equals $1_{G_{v}}$, we can actually take $f_{v}^{H}$ to be an associated characteristic function $1_{H_{v}}$ on $H\left(F_{v}\right)$. It is in these terms that we understand the identity (1) in Ngô's theorem. We of course have to replace $1_{G_{v}}$ and $1_{H_{v}}$ by their analogues $1_{\mathfrak{g}_{v}}$ and $1_{\mathfrak{h}_{v}}$ on the Lie algebras $\mathfrak{g}\left(F_{v}\right)$ and $\mathfrak{h}\left(F_{v}\right)$ of $G\left(F_{v}\right)$ and $H\left(F_{v}\right)$, and the mapping
$\gamma_{H, v} \rightarrow \gamma_{v}$ by a corresponding transfer mapping $a_{H, v} \rightarrow a_{v}$ of stable adjoint orbits. The superscript $\kappa$ on the left hand side of (1) is an index that determines an endoscopic group $H=H^{\kappa}$ for $G$ over $F_{v}$ by a well defined procedure. It also determines a corresponding linear combination of orbital integrals (called a $\kappa$ orbital integral) on $\mathfrak{g}\left(F_{v}\right)$, indexed by the $G\left(F_{v}\right)$-orbits in the stable orbit $a_{v}$. The coefficients depend in a very simple way on $\kappa$, and when normalized by the quotient $\Delta_{G}(\cdot) \Delta_{H}(\cdot)^{-1}$ of discriminant functions, represent the specialization of the general Langlands-Shelstad transfer factors to the Lie algebra $\mathfrak{g}\left(F_{v}\right)$. The term on the left hand side of (1) is a $\kappa$-orbital integral of $1_{\mathfrak{g}_{v}}$, and the term on the right hand side is a corresponding stable orbital integral of $1_{\mathfrak{h}_{v}}$.

## The Hitchin Fibration

We have observed that local information, in the form of the Langlands-Shelstad transfer conjecture and the fundamental lemma, is a requirement for the comparison of global trace formulas. However, it is sometimes also possible to go in the opposite direction, and to deduce local information from global trace formulas. The most important such result is due to Waldspurger. In 1995, he used a special case of the trace formula to prove that the fundamental lemma implies the Langlands-Shelstad transfer conjecture for $p$-adic places $v$ [W1]. (The archimedean places $v$ had been treated by local means earlier by Shelstad. See $[\mathrm{S}]$.) The fundamental lemma would thus yield the full global transfer mapping $f \rightarrow f^{H}$. It is indeed fundamental!

Ngô had a wonderful idea for applying global methods to the fundamental lemma itself. He observed that the Hitchin fibration [H], which Hitchin had introduced for the study of the moduli space of vector bundles on a Riemann surface, was related to the geometric side of the trace formula. His idea applies to the field $F=k(X)$ of rational functions on a (smooth, projective) curve $X$ over a finite field of large characteristic. This is a global field, which combines the arithmetic properties of a number field with the geometric properties of the field of meromorphic functions on a Riemann surface, and for which both the trace formula and the Hitchin fibration have meaning. Ngô takes $G$ to be a quasisplit group scheme over $X$. His version of the Hitchin fibration also depends on a suitable divisor $D$ of large degree on $X$.

The total space of the Hitchin fibration $\mathcal{M} \rightarrow \mathcal{A}$ is an algebraic (Artin) stack $^{3} \mathcal{M}$ over $k$. To any scheme $S$ over $k$, it attaches the groupoid $\mathcal{M}(S)$ of Higgs pairs $(E, \phi)$, where $E$ is a $G$-torsor over $X \times S$, and $\phi \in H^{0}\left(X \times S, \operatorname{Ad}(E) \otimes \mathcal{O}_{X}(D)\right)$ is a section of the vector bundle $\operatorname{Ad}(E)$ obtained from the adjoint representation of $G$ on its Lie algebra $\mathfrak{g}$, twisted by the line bundle $\mathcal{O}_{X}(D)$. Ngô observed that in the case $S=\operatorname{Spec}(k)$, the definitions

[^3]lead to a formal identity
\[

$$
\begin{equation*}
\sum_{\xi}\left(\sum_{\{a\}} \int_{G_{a}^{\xi}(F) \backslash G^{\xi}(\mathbb{A})} f_{D}\left(\operatorname{Ad}(x)^{-1} a\right) \mathrm{d} x\right)=|\{\mathcal{M}(k)\}|, \tag{3}
\end{equation*}
$$

\]

whose right hand side equals the number of isomorphism classes in the groupoid $\mathcal{M}(k)[\mathrm{N} 1, \S 1]$. On the left hand side, $\xi$ ranges over the set $\operatorname{ker}^{1}(F, G)$ of locally trivial elements in $H^{1}(F, G)$, a set that frequently equals $\{1\}$, and $G^{\xi}$ is an inner twist of $G$ by $\xi$, equipped with a trivialization over each local field $F_{v}$, with Lie algebra $\mathfrak{g}^{\xi}$. Also, $\{a\}$ ranges over the $G^{\xi}(F)$ orbits in $\mathfrak{g}^{\xi}(F)$, and $G_{a}^{\xi}(F)$ is the stabilizer of $a$ in $G^{\xi}(F)$, while

$$
f_{D}=\bigotimes_{v} f_{D, v}
$$

where $v$ ranges over the valuations of $F$ (which is to say the closed points of $X$ ) and $f_{D, v}$ is the characteristic function in $\mathfrak{g}^{\xi}\left(F_{v}\right)$ of the open compact subgroup $\varpi_{v}^{-d_{v}(D)} \mathfrak{g}^{\xi}\left(\mathcal{O}_{v}\right)$.

The expression in the brackets in (3) is the analogue for the Lie algebra $\mathfrak{g}^{\xi}$ of the left hand geometric side of (2). It is to be regarded in the same way as (2), as part of a formal identity between two sums that both diverge. On the other hand, as in (2), the sum over the subset of orbits $\{a\}$ that are anisotropic actually does converge.

The base $\mathcal{A}$ of the Hitchin fibration is an affine space over $k$. As a functor, it assigns to any $S$ the set

$$
\mathcal{A}(S)=\bigoplus_{i=1}^{r} H^{0}\left(X \times S, \mathcal{O}_{X}\left(e_{i} D\right)\right)
$$

where $e_{1}, \ldots, e_{r}$ are the degrees of the generators of the polynomial algebra of $G$-invariant polynomials on $\mathfrak{g}$. Roughly speaking, the set $\mathcal{A}(k)$ attached to $S=$ $\operatorname{Spec}(k)$ parametrizes the stable $G(\mathbb{A})$-orbits in $\mathfrak{g}(\mathbb{A})$ that have representatives in $\mathfrak{g}(F)$, and intersect the support of the function $f_{D}$. The Chevalley mapping from $\mathfrak{g}$ to its affine quotient $\mathfrak{g} / G$ determines a morphism $h$ from $\mathcal{M}$ to $\mathcal{A}$ over $k$. This is the Hitchin fibration. Ngô uses it to isolate the orbital integrals that occur on the left hand side of (3). In particular, he works with the open subscheme $\mathcal{A}^{\text {ani }}$ of $\mathcal{A}$ that represents orbits that are anisotropic over $\bar{k}$. The restriction

$$
\begin{equation*}
h^{\text {ani }}: \mathcal{M}^{\text {ani }} \longrightarrow \mathcal{A}^{\text {ani }}, \quad \mathcal{M}^{\text {ani }}=h^{-1}\left(\mathcal{A}^{\text {ani }}\right)=\mathcal{M} \times_{\mathcal{A}} \mathcal{A}^{\text {ani }} \tag{4}
\end{equation*}
$$

of the morphism $h$ to $\mathcal{A}^{\text {ani }}$ is then proper and smooth, a reflection of the fact that the stabilizer in $G$ of any anisotropic point $a \in \mathfrak{g}(F)$ is an anisotropic torus over the maximal unramified extension of $F$. (See [N2, §4].)

## Affine Springer Fibres

The Hitchin fibration can be regarded as a "geometrization" of a part of the global trace formula. It opens the door to some of the most powerful techniques of algebraic geometry. Ngô uses it in conjunction with another geometrization, which had been introduced earlier, and applies to the fibres $\mathcal{M}_{a}$ of the Hitchin fibration. This is the interpretation of the local orbital integral

$$
\mathbf{O}_{\gamma_{v}}\left(1_{\mathfrak{g}_{v}}\right)=\int_{G_{a_{v}}\left(F_{v}\right) \backslash G\left(F_{v}\right)} 1_{\mathfrak{g}_{v}}\left(\operatorname{Ad}\left(x_{v}\right)^{-1} a_{v}\right) \mathrm{d} x_{v}
$$

in terms of affine Springer fibres.
The original Springer fibre of a nilpotent element $N$ in a complex semisimple Lie algebra is the variety of Borel subalgebras (or more generally, of parabolic subalgebras in a given adjoint orbit under the associated group) that contain $N$. It was used by Springer to classify irreducible representations of Weyl groups. The affine Springer fibre of a topologically unipotent (regular, semisimple) element $a_{v} \in \mathfrak{g}\left(F_{v}\right)$, relative to the adjoint orbit of the lattice $\mathfrak{g}\left(\mathcal{O}_{v}\right)$, is the set

$$
\mathcal{M}_{v}(a, k)=\left\{x_{v} \in G\left(F_{v}\right) / G\left(\mathcal{O}_{v}\right): \operatorname{Ad}\left(x_{v}\right)^{-1} a_{v} \in \mathfrak{g}\left(\mathcal{O}_{v}\right)\right\}
$$

of lattices in the orbit that contain $a_{v}$. Suppose for example that $a_{v}$ is anisotropic over $F_{v}$, in the strong sense that the centralizer $G_{a_{v}}\left(F_{v}\right)$ is compact. If one takes the compact (abelian) groups $G_{a_{v}}\left(F_{v}\right)$ and $\mathfrak{g}\left(\mathcal{O}_{v}\right)$ to have Haar measure 1, one sees immediately that $\mathbf{O}_{a_{v}}\left(1_{\mathfrak{g}_{v}}\right)$ equals the order $\left|\mathcal{M}_{v}(a, k)\right|$ of $\mathcal{M}_{v}(a, k)$. (Topologically unipotent means that the linear operator $\operatorname{ad}\left(a_{v}\right)^{n}$ on $\mathfrak{g}\left(F_{v}\right)$ approaches 0 as $n$ approaches infinity. In general, the closer $a_{v}$ is to 0 , the larger is the set $\mathcal{M}_{v}(a, k)$, and the more complex the orbital integral $\mathbf{O}_{a_{v}}\left(1_{\mathfrak{g}_{v}}\right)$.)

Kazhdan and Lusztig introduced affine Springer fibres in 1988, and established some of their geometric properties [KL]. In particular, they proved that $\mathcal{M}_{v}(a, k)$ is the set of $k$-points of an inductive limit $\mathcal{M}_{v}(a)$ of schemes over $k$. (It is this ind-scheme that is really called the affine Springer fibre.) Their results also imply that if $a_{v}$ is anisotropic over the maximal unramified extension of $F_{v}, \mathcal{M}_{v}(a)$ is in fact a scheme.

The study of these objects was then taken up by Goresky, Kottwitz and MacPherson. Their strategy was to obtain information about the orbital integral $\left|\mathcal{M}_{v}(a, k)\right|$ from some version of the Lefschetz fixed point formula. They realized that relations among orbital integrals could sometimes be extracted from cohomology groups of affine Springer fibres $\mathcal{M}_{v}(a)$ and $\mathcal{M}_{v}\left(a_{H}\right)$, for the two different groups $G$ and $H$. Following this strategy, they were able to establish the identity (1) for certain pairs ( $a_{v}, a_{H, v}$ ) attached to unramified maximal tori [GKM]. Goresky, Kottwitz and MacPherson actually worked with certain equivariant cohomology groups. Laumon and Ngô later added a deformation argument, which allowed them to prove the fundamental lemma for unitary
groups [LN]. However, the equivariant cohomology groups that led to these results are not available in general.

It was Ngô's introduction of the global Hitchin fibration that broke the impasse. He formulated the affine Springer fibre $\mathcal{M}_{v}(a)$ as a functor of schemes $S$ over $k$, in order that it be compatible with the relevant Hitchin fibre $\mathcal{M}_{a}$ [N2, §3.2]. He also introduced a third object to mediate between the two kinds of fibre. It is a Picard stack $\mathcal{P} \rightarrow \mathcal{A}$, which acts on $\mathcal{M}$, and represents the natural symmetries of the Hitchin fibration. Ngô attached this object to the group scheme $J$ over $\mathcal{A}$ obtained from the $G$-centralizers of regular elements in $\mathfrak{g}$, and the Kostant section from semisimple conjugacy classes to regular elements.

The stack $\mathcal{P}$ plays a critical role. Ngô used it to formulate the precise relation between the Hitchin fibre $\mathcal{M}_{a}$ at any $a \in \mathcal{A}^{\text {ani }}(\bar{k})$ with the relevant affine Springer fibres $\mathcal{M}_{v}(a)$ [ N 2 , Proposition 4.15.1]. Perhaps more surprising is the fact that as a group object in the category of stacks, $\mathcal{P}$ governs the stabilization of anisotropic Hitchin fibres $\mathcal{M}_{a}$. Ngô analyses the characters $\{\kappa\}$ on the abelian groups of connected components $\pi_{0}\left(\mathcal{P}_{a}\right)$. He shows that they are essentially the geometric analogues of objects that were used to stabilize the anisotropic part of the trace formula.

## Stabilization

Could one possibly establish the fundamental lemma from the trace formula? Any such attempts have always foundered on the lack of a transfer of unit functions $1_{G_{v}}$ to $1_{H_{v}}$ by orbital integrals. In some sense, however, this is exactly what Ngô does. It is not the trace formula for automorphic forms that he uses, but the Grothendieck-Lefschetz trace formula of algebraic geometry. Moreover, it is the "spectral" side of this trace formula that he transfers from $\mathfrak{g}$ to $\mathfrak{h}$ (the Lie algebras of $G$ and $H$ ), in the form of data from cohomology, rather than its "geometric" side, in the form of data given by fixed points of Frobenius endomorphisms. This is in keeping with the general strategy of Goresky, Kottwitz and MacPherson. The difference here is that Ngô begins with perverse cohomology attached to the global Hitchin fibration, rather than the ordinary equivariant cohomology of a local affine Springer fibre.

Stabilization refers to the operation of writing the trace formula for $G$, or rather each of its terms $I(f)$, as a linear combination

$$
\begin{equation*}
I(f)=\sum_{H} \iota(G, H) S^{H}\left(f^{H}\right) \tag{5}
\end{equation*}
$$

of stable distributions on the endoscopic groups $H$ of $G$ over $F$. (A stable distribution is a linear form whose values depend only on the stable orbital integrals of the given test function. The resulting identity of stable distributions for any given $H$, obtained by induction on $\operatorname{dim}(H)$ from (5) and the trace
formula for $G$, is known as the stable trace formula.) The process is most transparent for the anisotropic terms ${ }^{4}$

$$
\begin{equation*}
I^{\mathrm{ani}}(f)=\sum_{\{\gamma\}} \operatorname{vol}\left(G_{\gamma}(F) \backslash G_{\gamma}(\mathbb{A})\right) \cdot \prod_{v}\left(\mathbf{O}_{\gamma}\left(f_{v}\right)\right), \tag{6}
\end{equation*}
$$

in which $\{\gamma\}$ ranges over the set of anisotropic conjugacy classes in $G(F)$. It was carried out in this case by Langlands [L] and Kottwitz [K2], assuming the existence of the global transfer mapping $f \rightarrow f^{H}$ (which Waldspurger later reduced to the fundamental lemma). This is reviewed by Ngô in the first chapter (§1.13) of his paper [N2].

The idea for the stabilization of (6) can be described very roughly as follows. One first groups the conjugacy classes $\{\gamma\}$ into stable conjugacy classes $\{\gamma\}_{\text {st }}$ in $G(F)$, for representatives $\gamma$ attached to anisotropic tori $T=G_{\gamma}$. The problem is to quantify the obstruction for the contribution of $\{\gamma\}_{\mathrm{st}}$ to be a stable distribution on $G(\mathbb{A})$. For any $v$, the set of $G\left(F_{v}\right)$-conjugacy classes in the stable conjugacy class of $\gamma$ in $G\left(F_{v}\right)$ is bijective with the set

$$
\operatorname{ker}\left(H^{1}\left(F_{v}, G\right) \longrightarrow H^{1}\left(F_{v}, T\right)\right)
$$

of elements in the finite abelian group $H^{1}\left(F_{v}, T\right)$ whose image in the Galois cohomology set $H^{1}\left(F_{v}, G\right)$ is trivial. Let me assume for simplicity in this description that $G$ is simply connected. The set $H^{1}\left(F_{v}, G\right)$ is then trivial for any $p$-adic place $v$, and becomes a concern only when $v$ is archimedean. The obstruction for $\{\gamma\}_{\mathrm{st}}$ is thus closely related to the abelian group

$$
\operatorname{coker}\left(H^{1}(F, T) \longrightarrow \bigoplus_{v} H^{1}\left(F_{v}, T\right)\right)
$$

The next step is to apply Fourier inversion to this last group. According to Tate-Nakayama duality theory, its dual group of characters $\kappa$ is isomorphic to $\widehat{T}^{\Gamma}$, the group of elements in the complex dual torus $\widehat{T}$ that are invariant under the natural action of the global Galois group $\Gamma=\operatorname{Gal}(\bar{F} \backslash F)$. On the other hand, each $\kappa \in \widehat{T}^{\Gamma}$ maps to a semisimple element in the complex dual group $\widehat{G}$, which can be used to define an endoscopic group $H=H^{\kappa}$ for $G$. One accounts for the local archimedean sets $H^{1}\left(F_{v}, G\right)$ simply by defining the local contribution of a complementary element in $H^{1}\left(F_{v}, T\right)$ to be 0 . In this way, one obtains a global contribution to (6) for any $\kappa$. It is a global $\kappa$-orbital integral, whose local factor at almost any $v$ appears on the left hand side of the identity in the fundamental lemma.

One completes the stabilization of (6) by grouping the indices $(T, \kappa)$ into equivalence classes that map to a given $H$. The corresponding contributions to

[^4]the right hand side of (6) become the summands of $H$ in (5). Notice that the summands with $\kappa=1$ correspond to the endoscopic group $H$ with $\widehat{H}=\widehat{G}$ (a quasisplit inner form $G^{*}$ of $G$ ). Like all of the other summands, they are defined directly. This is in contrast to the more exotic parts $I(f)$ of the trace formula [A1, §29], where the contribution of $H=G^{*}$ (known as the stable part $I_{\mathrm{st}}(f)$ of $I(f)$ in case $G=G^{*}$ is already quasisplit) can only be constructed from (5) indirectly by induction on $\operatorname{dim}(H)$.

The heart of Ngô's proof is an analogue of the stabilization of (6) for the geometrically anisotropic part (4) of the Hitchin fibration. ${ }^{5}$ This does not depend on the transfer of functions, and is therefore unconditional. Ngô formulates it as an identity of the $\{\kappa\}$-component $(\cdot)_{\kappa}$ of an object attached to $G$ with the stable component $(\cdot)_{\text {st }}$ of a similar object for the corresponding endoscopic group. I will only be able to describe his steps in the most general of terms.

Since $\mathcal{M}^{\text {ani }}$ is a smooth Deligne-Mumford stack, the purity theorems of [D] and $[\mathrm{BBD}]$ can be applied to the proper morphism $h^{\text {ani }}$ in (4). They yield an isomorphism

$$
\begin{equation*}
h_{*}^{\text {ani }} \overline{\mathbb{Q}}_{\ell} \cong \bigoplus_{n}^{p} H^{n}\left(h_{*}^{\text {ani }} \overline{\mathbb{Q}}_{\ell}\right)[-n], \tag{7}
\end{equation*}
$$

whose left hand side is a priori only an object in the derived category $D_{c}^{b}(\mathcal{A})$ of the bounded complexes of sheaves on $\mathcal{A}$ with constructible cohomology, but whose right hand summands are pure objects in the more manageable abelian subcategory of perverse sheaves on $\mathcal{A}$. Ngô then considers the action of the stack $\mathcal{P}^{\text {ani }}$ over $\mathcal{A}^{\text {ani }}$ on either side. Appealing to a homotopy argument, he observes that this action factors through the quotient $\pi_{0}\left(\mathcal{P}^{\text {ani }}\right)$ of connected components, a sheaf of finite abelian groups on $\mathcal{A}^{\text {ani }}$. As we noted earlier, an analysis of this sheaf then leads him to the dual characters $\{\kappa\}$ that were part of the stabilization of (6), and relative to which one can take equivariant components ${ }^{p} H^{n}\left(f_{*}^{\text {ani }} \overline{\mathbb{Q}}_{\ell}\right)_{\kappa}$ of the summands in (7). On the other hand, if $H$ corresponds to $\kappa$, we have the morphism $\nu$ from $\mathcal{A}_{H}$ to $\mathcal{A}$ that comes from the embedding $\widehat{H} \subset \widehat{G}$ of two dual groups of equal rank. It provides a pullback mapping of sheaves from $\mathcal{A}$ to $\mathcal{A}_{H}$. Ngô's stabilization of (4) then takes the form of an isomorphism

$$
\begin{equation*}
\nu^{*}\left(\bigoplus_{n}{ }^{p} H^{n}\left(h_{*}^{\mathrm{ani}} \overline{\mathbb{Q}}\right)_{\kappa}[2 r](r)\right) \cong \bigoplus_{n}^{p} H^{n}\left(h_{H, *}^{\mathrm{ani}} \overline{\mathbb{Q}}_{\ell}\right)_{\mathrm{st}} \tag{8}
\end{equation*}
$$

for a degree shift $[2 r]$ and Tate twist $(r)$ attached to a certain positive integer $r=r_{H}^{G}(D)$. (See [N2, Theorem 6.4.2].)

[^5]Ngô's "geometric stabilization" identity (8), whose statement I have oversimplified slightly, ${ }^{6}$ is a key theorem. In particular, it leads directly to the fundamental lemma. For it implies a similar identity for the stalks of the sheaves at a point $a_{H} \in \mathcal{A}_{H}$ (with image $a \in \mathcal{A}$ under $\nu$ ). After some further analysis, the application of a theorem of proper base change reduces what is left to an endoscopic identity for the cohomology of affine Springer fibres. This is exactly what Goresky, Kottwitz and MacPherson had been working towards. Once it is available, an application of the Grothendieck-Lefschetz trace formula gives a relation among points on affine Springer fibres, which leads to the fundamental lemma. (See [LN, §3.10] for example.)

However, it is more accurate to say that the (global) stabilization identity (8) is parallel to the (local) fundamental lemma. Ngô actually had to prove the two theorems together. In a series of steps, which alternate between local and global arguments, and go back and forth between the two theorems, he treats special cases that become increasingly more general, until the proof of both theorems is at last complete. Everything of course depends on the original divisor $D$ on $X$, which in Ngô's argument is allowed to vary in such a way that its degree approaches infinity. The main technical result that goes into the proof of (8) is a theorem on the support of the sheaves on the left hand side. As I understand it, this is highly dependent on the fact that these objects are actually perverse sheaves.

## Further Remarks

I should also mention two important generalizations of the fundamental lemma. One is the "twisted fundamental lemma" conjectured by Kottwitz and Shelstad, which will be needed for any endoscopic comparison that includes the twisted trace formula. Waldspurger [W3] had reduced this conjecture to the primary theorem of Ngô, together with a variant [N2, Théorème 2] of (1) that Ngô proves by the same methods. Another is the "weighted fundamental lemma", which applies to the more general geometric terms in the trace formula that are obtained by truncation. It is needed for any endoscopic comparisons that do not impose unsatisfactory local constraints on the automorphic representations. Once again, Waldspurger had reduced the conjectural identity to its analogue for a Lie algebra over a local field of positive characteristic. Chaudouard and Laumon have recently proved the weighted fundamental lemma for Lie algebras by extending the methods of Ngô to other terms in the trace formula [CL]. This has been a serious enterprise, which requires a geometrization of analytic truncation methods in order to deal with the failure of the full Hitchin fibration $\mathcal{M} \rightarrow \mathcal{A}$ to be proper. In any case, all forms of the fundamental lemma have

[^6]now been proved, including the most general "twisted, weighted fundamental lemma".

I have emphasized the role of transfer in the comparison of trace formulas. This is likely to lead to a classification of automorphic representations for many groups $G$, beginning with orthogonal and symplectic groups [A2], according to Langlands' conjectural theory of endoscopy. The fundamental lemma also has other important applications. For example, its proof fills a longstanding gap in the theory of Shimura varieties. Kottwitz observed some years ago that the key geometric terms in the Grothendieck-Lefschetz formula for a Shimura variety are actually twisted orbital integrals [K1]. The twisted fundamental lemma now allows a comparison of these terms with corresponding terms in the stable trace formula. (See [K3].) This in turn leads to reciprocity laws between the arithmetic data in the cohomology of many such varieties with the spectral data in automorphic forms.

This completes my report. It will be clear that Ngô's proof is deep and difficult. What may be less clear is the enormous scope of his methods. The many diverse geometric objects he introduces are all completely natural. That they so closely reflect objects from the trace formula and local harmonic analysis, and fit together so beautifully in Ngô's proof, is truly remarkable.
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Stanislav (Stas for short) Smirnov is receiving a Fields medal for his ingenious and astonishing work on the existence and conformal invariance of scaling limits or continuum limits of lattice models in statistical physics.

Like many Fields medalists, Stas demonstrated his mathematical skills at an early age. According to Wikipedia he was born on Sept 3,1970 and was ranked first in the 1986 and 1987 International Mathematical Olympiads. He was an undergraduate at Saint Petersburg State University and obtained his Ph.D. at Caltech in 1996 with Nikolai Makarov as his thesis advisor. Stas has also worked on complex analysis and dynamical systems, but in these notes we shall only discuss his work on limits of lattice models. This work should make statistical physicists happy because it confirms rigorously what so far was only accepted on heuristic grounds. The success of Stas in analyzing lattice models in statistical physics will undoubtedly be a stimulus for further work.

Before I start on the work for which Stas is best known, let me mention a wonderful result of his (together with Hugo Duminil-Copin, [21]) which he announced only two months ago. They succeeded in rigorously verifying that the connective constant of the planar hexagonal lattice is $\sqrt{2+\sqrt{2}}$. The connective constant $\mu$ of a lattice $\mathcal{L}$ is defined as $\lim _{n \rightarrow \infty}\left[c_{n}\right]^{1 / n}$, where $c_{n}$ is the number of self-avoiding paths on $\mathcal{L}$ of length $n$ which start at a fixed vertex $v$. It is usually easy to show by subadditivity (or better submultiplicativity; $c_{n+m} \leq c_{n} c_{m}$ ) that this limit exists and is independent of the choice of $v$. However, the value of $\mu$ is unknown for most $\mathcal{L}$. Thus this result of Stas is another major success in Statistical Physics.

[^7]
## 1. Percolation

Since the result for which Stas is best known deals with percolation, it is appropriate to describe this model first. The first percolation problem appeared in Amer. Math Monthly, vol. 1 (1894), proposed by M.A.C.E. De Volson Wood ([9]). He proposes the following problem: "An equal number of white and black balls of equal size are thrown into a rectangular box, what is the probability that there will be contiguous contact of white balls from one end of the box to the opposite end? "As a special example, suppose there are 30 balls in the length of the box, 10 in the width, and 5 (or 10) layers deep." Apart from an incorrect solution by one person who misunderstands the problem, there is no reaction and we still have no answer. Next there is a hiatus of almost 60 years to 1954 when Broadbent ([1]) asks Hammersley at a symposium on Monte-Carlo methods a question which I interpret as follows: Think of the edges of $\mathbb{Z}^{d}$ as tubes through which fluid can flow with probability $p$ and are blocked with probability $1-p$. Alternatively we assign the color blue or yellow to the edges or call the edges occupied or vacant.) $p$ is the same for all edges, and the edges are independent of each other. If fluid is pumped in at the origin, how far can it spread? Can it reach infinity? Physicists are interested in the model since it seems to be one of the simplest models which has a phase transition. In fact Broadbent and Hammersley ( $[1,2]$ ) proved that there exists a value $p_{c}$, strictly between 0 and 1 , such that $\infty$ is reached with probability 0 when $p<p_{c}$, but can be reached with strictly positive probability for $p>p_{c} . p_{c}$ is called the critical probability. The percolation probability $\theta(p)$ is defined as the probability that infinity is reached from the origin (or from any other fixed vertex).

Let $E$ be a set of edges. Say that a point $a$ is connected (in $E$ ) to a point $b$ if there is an open path (in $E$ ) from $a$ to $b$. One can then define the open clusters as maximal connected components of open edges in $E$. By translation invariance, the Broadbent and Hammersley result shows that on $\mathbb{Z}^{d}$, for $p<p_{c}$, with probability 1 all open clusters are finite, while it can be shown for $p>p_{c}$, that with probability 1 there exists a unique infinite open cluster (see [3] for uniqueness). We can do the same thing when we replace $\mathbb{Z}^{d}$ by another lattice. We can also have all edges open, but the vertices open with probability $p$ and closed with probability $1-p$. In obvious terminology we talk about bond and site percolation. Site percolation is more general than bond percolation, in the sense that any bond percolation model is equivalent to a site percolation model on another graph, but not vice versa. For Stas' brilliant result we shall consider exclusively site percolation on the 2-dimensional triangular lattice. See Figure 1.

We would like to have a global (as opposed to microscopic) description of such systems. Can we tell what $\theta(p, \mathcal{L})$ is? And similarly, what is the behavior of the "average cluster size" and some other functions. We have a fair understanding of the system for $p \neq p_{c}$ fixed. For instance, if $p<p_{c}$, then (with probability 1) there is a translation invariant system of finite clusters, and the probability that the volume of the cluster of a fixed site exceeds $n$ decreases

$-=\mathcal{G}$, the triangular lattice, $---=\mathcal{G}_{d}$, the hexagonal lattice.

Figure 1.
exponentially in $n$ (see [10], Theorem 6.75). If $p>p_{c}$, then there is exactly one infinite open cluster. Also, if $\mathcal{C}$ denotes the open cluster of the origin, then for some constants $0<c_{1}(p) \leq c_{2}(p)<\infty$,

$$
c_{1} n^{(d-1) / d} \leq-\log \left[P_{p}\{|\mathcal{C}|=n\}\right] \leq c_{2} n^{(d-1) / d} .
$$

For $d=2$ we even know that

$$
0<-\lim _{n \rightarrow \infty} n^{-(d-1) / d} \log \left[P_{p}\{|\mathcal{C}|=n\}\right]<\infty
$$

i.e., for some $0<c(p)<\infty$,

$$
P_{p}\{|\mathcal{C}|=n\}=\exp \left[-(c+o(1)) n^{(d-1) / d}\right]
$$

(see [10], Section 8.6). For these reasons the most interesting behavior can be expected to be for $p$ equal or close to $p_{c}$. We have here a system with a function $\theta(p, \mathcal{L})$, which has a phase transition, but, at least in dimension 2 , is continuous. I am told that physicists have been successful in analyzing such systems by making an extra assumption, the so-called scaling hypothesis: for $p \neq p_{c}$ there is a single length scale $\xi(p)$, called the correlation length, such that for $p$ close to $p_{c}$, at distance $n$ the picture of the system looks like a single function of $n / \xi(p)$. More explicitly, it is assumed that many quantities behave like $T(n / \xi(p))$ for some function $T$ which is the same for a class of lattices $\mathcal{L}$. What happens when $p=p_{c}$ where there is no special length scale singled out (other than the lattice spacing)? The correlation length is assumed to go to $\infty$ as $p \rightarrow p_{c}$. Therefore, investigating what happens as $p \rightarrow p_{c}$ automatically entails looking at a piece of our system which is many lattice spacings large. For convenience we shall think of looking at our system in a fixed piece of space, but letting the lattice spacing go to 0 . We shall call this "taking the scaling limit" or "taking the continuum limit." We shall try to explain Stas' result that this limit exists and is conformally invariant if we consider critical site percolation on the triangular lattice in the plane.

## 2. The Scaling Limit

What do we expect or hope for? One hopes that at least the cluster distribution and the distribution of the curves separating two adjacent clusters converge in some sense in the scaling limit. Since there is no special scale, one expects scale invariance of the limit. If $\mathcal{L}$ has enough symmetry you can also hope for rotational symmetry of the scaling limit. In dimension two, scale and rotation invariance together should give invariance under holomorphic transformations. If one believes in scale invariance, then one can expect power laws, i.e., that certain functions behave like a power of $n$ or $\left|p-p_{c}\right|$ for $n$ large or $p$ close to $p_{c}$. E.g., if we set $R=R(p)=$ the radius of the open cluster of the origin, then scale invariance at $p=p_{c}$ would give that

$$
\begin{equation*}
\frac{P_{p_{c}}\{R \geq x y\}}{P_{p_{c}}\{R \geq y\}} \rightarrow g(x) \tag{2.1}
\end{equation*}
$$

for some function $g(x)$, as $y \rightarrow \infty$ and $x \geq 1$ fixed. This, in turn, would imply $g(x y)=g(x) g(y)$ and $g(x)=x^{\lambda}$ for some constant $\lambda$. Necessarily $\lambda \leq 0$, since (2.1) is less than or equal to 1 for $x \geq 1$. Now let $\varepsilon>0$ and $(1+\varepsilon)^{k} \leq t \leq$ $(1+\varepsilon)^{k+1}$. Then

$$
\begin{equation*}
P_{p_{c}}\{R \geq t\} \leq P_{p_{c}}\left\{R \geq(1+\varepsilon)^{k}\right\}=P_{p_{c}}\{R \geq 1\} \prod_{j=1}^{k} \frac{P_{p_{c}}\left\{R \geq(1+\varepsilon)^{j}\right\}}{P_{p_{c}}\left\{R \geq(1+\varepsilon)^{(j-1)}\right\}} . \tag{2.2}
\end{equation*}
$$

Since

$$
\frac{P_{p_{c}}\left\{R \geq(1+\varepsilon)^{j}\right\}}{P_{p_{c}}\left\{R \geq(1+\varepsilon)^{(j-1)}\right\}} \rightarrow g(1+\varepsilon)=(1+\varepsilon)^{\lambda} \text { as } j \rightarrow \infty,
$$

we obtain

$$
P_{p_{c}}\{R \geq t\} \leq t^{\lambda+o(1)} \text { as } t \rightarrow \infty .
$$

By replacing $k$ by $k+1$ and reversing the inequality in the lines following (2.2) we see that

$$
\begin{equation*}
P_{p_{c}}\{R \geq t\}=t^{\lambda+o(1)} \text { as } t \rightarrow \infty \text { or } \lim _{t \rightarrow \infty} \frac{\log P_{p_{c}}\{R \geq t\}}{\log t}=\lambda . \tag{2.3}
\end{equation*}
$$

Of course we did not prove (2.1) here, nor did we obtain information about $\lambda$. The complete proof of (2.3) and evaluation of $\lambda$ in [15] is much more intricate.

An example of a different but related kind of power law which one may expect says

$$
\frac{\log [\theta(p)]}{\log \left(p-p_{c}\right)} \rightarrow \beta \text { as } p \downarrow p_{c} .
$$

Exponents such as $\lambda$ and $\beta$ are called critical exponents. It is believed that all these exponents can be obtained as algebraic functions of only a small number of independent exponents. Physicists have indeed found (non-rigorously) that
various quantities behave as powers. Still on a heuristic basis, they believe that these exponents are universal, in the sense that they depend basically on the dimension of the lattice only. In particular they should exist and be the same for the bond and site version on $\mathbb{Z}^{2}$ and the bond and site version on the triangular lattice. For the planar lattices physicists even predicted values for these exponents.

The pathbreaking work of Stas and Lawler, Schramm, Werner has made it possible to prove some power laws for various processes such as site percolation on the triangular lattice, loop erased random walk, or processes related to the uniform spanning tree. Nevertheless, there still is no proof of universality for percolation, because the percolation results so far are for one lattice only, namely site percolation on the triangular lattice. As stated by Stas in his lecture at the last ICM ([20],p. 1421), "The point which is perhaps still less understood both from mathematics and physics points of view is why there exists a universal conformally equivalent scaling limit." From now on, all further results tacitly assume that we are dealing with site percolation on the triangular lattice. As far as I know no other two dimensional percolation results have been proven. For this lattice $p_{c}$ equals $1 / 2$.

Somehow, the knowledge and guesses about other similar systems convinced people that it would be helpful to prove that the scaling limit for percolation at $p_{c}$ in two dimensions exists and is conformally invariant. This is still vague since we did not specify what it means that the scaling limit exists and is conformally invariant. It seems that M. Aizenman (see [13], bottom of p. 556) was the first to express this as a requirement about the scaling limit of crossing probabilities.

A crossing probability of a Jordan domain $\mathcal{D}$ with boundary the Jordan curve $\partial \mathcal{D}$ is a probability of the form

$$
P\{\exists \text { an occupied path in } \overline{\mathcal{D}} \text { from the } \operatorname{arc}[a, b] \text { to the } \operatorname{arc}[c, d]\},
$$

where $\overline{\mathcal{D}}=$ closure of $\mathcal{D}$, and $a, b, c, d$ are four points on $\partial \mathcal{D}$ such that one successively meets these points as one traverses $\partial \mathcal{D}$ counterclockwise, and the interiors of the four arcs $[a, b],[b, c],[c, d]$ and $[d, a]$ are disjoint. We may also replace "occupied path" by "vacant path" in this definition. It seems reasonable to require that each crossing probability converges to some limit if our percolation configuration converges. As we shall see soon that this is indeed the case in the Stas' development. However, see [6] and [7] for a stricter sense of convergence.

To be more specific, let $\mathcal{D}$ be a Jordan domain in $\mathbb{R}^{2}$ with a smooth boundary $\partial \mathcal{D}$. Also let $\tau=\exp (2 \pi / 3)$ and consider three points of $\partial \mathcal{D}$ and label these $A(1), A(\tau), A\left(\tau^{2}\right)$ as one traverses $\partial \mathcal{D}$ counterclockwise. (More general $\mathcal{D}$ should be allowed, but we don't want to discuss technicalities here.) As shown by Stas, there then exist three functions

$$
h\left(A(\alpha), A(\tau \alpha), A\left(\tau^{2} \alpha\right), z\right), \quad \alpha \in\left\{1, \tau, \tau^{2}\right\}
$$

which are the unique harmonic solutions of the mixed Dirichlet-Neumann problem

$$
\begin{align*}
& h\left(A(\alpha), A(\tau \alpha), A\left(\tau^{2} \alpha\right), z\right)=1 \text { at } A(\alpha), \\
& h\left(A(\alpha), A(\tau \alpha), A\left(\tau^{2} \alpha\right), z\right)=0 \text { on the arc } A(\tau \alpha), A\left(\tau^{2} \alpha\right), \\
& \frac{\partial}{\partial(\tau \nu)} h\left(A(\alpha), A(\tau \alpha), A\left(\tau^{2} \alpha\right), z\right)=0 \text { on the arc } A(\alpha), A(\tau \alpha),  \tag{2.4}\\
& \frac{\partial}{\partial\left(-\tau^{2} \nu\right)} h\left(A(\alpha), A(\tau \alpha), A\left(\tau^{2} \alpha\right), z\right)=0 \text { on the arc } A\left(\tau^{2} \alpha\right), A(\alpha),
\end{align*}
$$

where these functions are regarded as functions of $z$, and $\nu$ is the counterclockwise pointing unit tangent to $\partial \mathcal{D}$. The harmonic solution to these boundary conditions (2.4) is unique, and hence its determination is a conformally invariant problem. More specifically, let $\Phi$ be a conformal equivalence between $\mathcal{D}$ and a domain $\widetilde{\mathcal{D}}$, and for simplicity assume that the equivalence extends to $\partial \mathcal{D}$. Let $\widetilde{h}$ be the harmonic solution of the boundary problem (2.4) with $A$ replaced by $\widetilde{A}=\Phi(A)$. Then the uniqueness of the solution implies that

$$
h\left(A(\alpha), A(\tau \alpha), A\left(\tau^{2} \alpha\right), z\right)=\widetilde{h}\left(\Phi \left(A(\alpha), \Phi\left(A(\tau \alpha), \Phi\left(A\left(\tau^{2} \alpha\right), \Phi(z)\right)\right.\right.\right.
$$

In shorter notation,

$$
\begin{equation*}
h=\widetilde{h} \circ \Phi . \tag{2.5}
\end{equation*}
$$

Thus, the solution of (2.4) is a conformal invariant of the points $A(1), A(\tau), A\left(\tau^{2}\right), z$ and the domain $\mathcal{D}$. By the Riemann mapping theorem we may choose $\Phi$ such that $\widetilde{\mathcal{D}}$ has a simple form and then use (2.5) to obtain $h$ on $\mathcal{D}$. Carleson observed that if we take $\widetilde{\mathcal{D}}$ to be an equilateral triangle, then the solution $\widetilde{h}\left(A(\alpha), A(\tau \alpha), A\left(\tau^{2} \alpha\right), z\right)$ is just a linear function which is 1 at the vertex $A(\alpha)$, and 0 on the opposite side $\left(A(\tau \alpha), A\left(\tau^{2} \alpha\right)\right)$, and similarly when $\alpha$ is replaced by $\tau \alpha$ or $\tau^{2} \alpha$. For Stas this elegant form made the problem that much more attractive to work on.

Stas achieves his main result by making the following choices: On the triangular lattice, let $A(1)=(2 / \sqrt{3}, 0), A(\tau)=(1 / \sqrt{3}, 1), A\left(\tau^{2}\right)=$ the origin. These are the vertices of an equilateral triangle $\mathcal{D}$ of height 1 and one vertex at the origin. One further takes $z$ on the arc $\left[A\left(\tau^{2}\right), A(1)\right]=[(0,0), A(1)]$. Actually we are cheating a bit because the points $A(1), A(\tau), A\left(\tau^{2}\right)$ and $z$ may not lie in $\delta \mathcal{L}$, but we shall ignore this difficulty here and on several places below. For $\alpha \in\left\{1, \tau, \tau^{2}\right\}$, and $z \in[(0,0), A(1)]$, define

$$
\begin{align*}
Q_{\alpha}^{\delta}(z)= & \text { there exists in } \mathcal{D} \text { a simple, occupied path, from the } \\
& \operatorname{arc}[A(\alpha), A(\tau \alpha)] \text { to the arc }\left[A\left(\tau^{2} \alpha\right), A(\alpha)\right] \text {, and this }  \tag{2.6}\\
& \text { path separates } z \text { from the arc }\left[A(\tau \alpha), A\left(\tau^{2} \alpha\right)\right],
\end{align*}
$$

and

$$
\begin{equation*}
H^{\delta}\left(A(\alpha), A(\tau \alpha), A\left(\tau^{2} \alpha\right), z\right)=P\left\{Q_{\alpha}^{\delta}(z)\right\} \tag{2.7}
\end{equation*}
$$



Figure 2.

Stas then formulates his main result as follows: For percolation on $\delta \mathcal{L}$, with $\mathcal{L}$ the triangular lattice, as $\delta \rightarrow 0$,

$$
\begin{equation*}
H^{\delta}\left(A(\alpha), A(\tau \alpha), A\left(\tau^{2} \alpha\right), z\right) \rightarrow h\left(A(\alpha), A(\tau \alpha), A\left(\tau^{2} \alpha\right), z\right), \text { uniformly on } \mathcal{D} . \tag{2.8}
\end{equation*}
$$

The basic structure of the argument is now well known. It is shown that the $H^{\delta}$ are Hölder continuous, so that every sequence $\delta_{n} \rightarrow 0$ has a further subsequence $\delta_{n}^{*}$ along which the functions $H^{\delta_{n}^{*}}$ converge. Moreover the limit along this subsequence has to be harmonic and to satisfy the boundary conditions (2.4). The limit is therefore unique and independent of the choice of the subsequence $\delta_{n}^{*}$. Thus $\lim _{\delta \rightarrow 0} H^{\delta}$ exists and is harmonic and conformally invariant (because the solution $h$ to the problem (2.4) is conformally invariant). Note that this proof also yields the convergence of crossing probabilities to a computable limit. Indeed, it follows directly from the definitions that $Q_{\tau^{2}}^{\delta}(z)$ is just the event that there exists a crossing in $\mathcal{D}$ from the $\operatorname{arc}\left[A(\tau), A\left(\tau^{2}\right)\right]$ to the arc $[z, A(1)]$. It then follows from (2.8) that the probability of the existence of such a crossing converges, (as $\delta \rightarrow 0)$ to $h\left(A\left(\tau^{2}\right), A(1), A(\tau), z_{1}\right)=1-z_{1} \sqrt{3} / 2$, where $\left\|z-\left(z_{1}, 0\right)\right\| \rightarrow 0$. The value $1-z_{1} \sqrt{3} / 2$ comes from the fact that $h(z)$ is linear on the segment from $A\left(\tau^{2}\right)$ to $A(1)$ and that $z \rightarrow\left(z_{1}, 0\right)$ as $\delta \rightarrow 0$.

Stas' proof is quite ingenious. Quite apart from the clever introduction of the variable $z$, there are steps which one would never expect to work. It uses estimates which rely on quite unexpected cancellations. The principal part of
the argument is to show that any subsequential limit (as $\delta \rightarrow 0$ through some subsequence $\delta_{n}$ ) of the $H^{\delta}$ is harmonic. In turn, this relies on the $H^{\delta}$ being approximations to discrete harmonic functions. Rather than trying to prove harmonicity locally from properties of a second derivative, Stas shows that certain contour integrals of $H^{\delta}$ tend to zero as $\delta \downarrow 0$ and applies Morera's theorem.

Thus these crossing probabilities have limits, which can be computed explicitly. These limits agree with Cardy's formula ([8]). This shows that certain finite collections of crossings of (suitably oriented equilateral) triangles converge weakly and that their probabilities behave as expected, or desired. But much more can be said. [6, 7], and later [4, 23], show that in "the full scaling limit" there is also weak convergence of the occurrence of loops, and loops inside loops or touching other loops, etc. As stated in the abstract of [5]: "These loops do not cross but do touch each other-indeed, any two loops are connected by a finite 'path' of touching loops."

## 3. Schramm-Loewner Evolutions (SLE)

A short time before Smirnov's paper, Schramm had tried to find out how conformal invariance could be used (if shown to apply) to study also other models than percolation. Loewner introduced his evolutions when he tried to prove Bieberbach's conjecture. Roughly speaking, Loewner represented a family of curves (one for each $z \in \mathbb{H}$ ) by means of a single function $U_{t}$. Here $\mathbb{H}$ is the open upper halfplane, $U_{t}$ is a given function, and after a reparametrization, $g_{t}$ is a solution of the initial value problem

$$
\begin{equation*}
\frac{\partial}{\partial t} g_{t}(z)=\frac{2}{g_{t}(z)-U_{t}}, \quad g_{0}(z)=z \tag{3.1}
\end{equation*}
$$

Let

$$
T_{z}=\sup \left\{s: \text { solution is well defined for } t \in[0, s) \text { with } g_{s}(z) \in \mathbb{H}\right\}
$$

and $H_{t}:=\left\{z: T_{z}>t\right\}$. Then $g_{t}$ is the unique conformal transformation from $H_{t}$ onto $\mathbb{H}$ for which $g_{t}(z)-z \rightarrow 0$ as $z \rightarrow \infty$ (see [14], Theorem 4.6). The $g_{t}$ arising in this way are called Loewner chains and $\left\{U_{t}\right\}$ the driving function. See [14], Theorem 4.6. The original Loewner chains were defined without any probability concepts. In particular the driving function $\left\{U_{t}\right\}$ was deterministic. [16] raised the question whether a random driving function could produce some of the known random curves as Loewner chain $\left\{g_{t}\right\}$. Schramm showed in [16] that if the process $\left\{g_{t}\right\}$ has certain Markov properties, then one can obtain this process as Loewner chain only if the driving function is $\sqrt{\kappa} \times$ Brownian motion, for some $\kappa \geq 0$. The processes which have such a driving function are called SLE's (originally this stood for "stochastic Loewner Evolution", but is now commonly read as Schramm-Loewner evolution). When a chain is an SLE $_{\kappa}$ (in
obvious notation) new computations become possible or much simplified. In particular, the existence and explicit values of most of the critical exponents have now been rigorously established (but see questions Q2 and Q4 below). Stas has made major contributions to these determinations in [15, 22].In particular he provided essential steps for showing that a certain interface between occupied and vacant sites in percolation is an $\mathrm{SLE}_{6}$ curve.

The SLE calculations confirm predictions of physicists, as well as a conjecture of Mandelbrot. As a result, the literature on $\mathrm{SLE}_{\kappa}$ has grown by leaps and bounds in the last few years, and the study of properties of SLE is becoming a subfield by itself. SLE $_{\kappa}$ processes with different $\kappa$ can have quite different behavior. A good survey of percolation and SLE is in [17], and [14] is a full length treatment of SLE.

## 4. Generalization and Some Open Problems

I don't know of any lattice model in physics which has as much independence built in as percolation. It is therefore of great significance that Stas has a way to attack problems concerning the existence and conformal invariance of a scaling limit for some models with dependence between sites, and in particular for the two-dimensional Ising model. This is perhaps the oldest lattice model, and the literature on it is enormous. I am largely ignorant of this literature and have not worked my way through Stas' papers on these models. Nevertheless I am excited by the fact that Stas is seriously attacking such models.

For the people who are new to this, the Ising model again assigns a random variable (usually called a spin) to each site of a lattice $\mathcal{L}$. Denote the spin at a site $v$ by $\sigma(v)$. Again $\sigma(v)$ can take only two values, which are usually taken to be $\pm 1$. The interaction between two sites $u$ and $v$ is $J(u, v) \sigma(u) \sigma(v)$ and in the simplest case

$$
J(u, v)=\left\{\begin{array}{l}
J \text { if } u \text { and } v \text { are neighbors } \\
0 \text { otherwise }
\end{array}\right.
$$

We restrict ourselves to this simplest case, which takes $J \geq 0$ constant. However, in order to discuss boundary conditions we also need another constant, $\widetilde{J}$ say. For any finite set $\Lambda \subset \mathcal{L}$ we consider the probability distribution of the spin configuration on $\Lambda$. This configuration is of course the vector $\{\sigma(v)\}_{v \in \Lambda}$, and so can also be viewed as a point in $\{-1,1\}^{\Lambda}$. For any fixed $\widetilde{\sigma}$ and $\Lambda$ we define

$$
\begin{equation*}
H(\sigma, \widetilde{\sigma})=H_{\Lambda}(\sigma, \widetilde{\sigma})=-\sum_{u, v \in \Lambda} J \sigma(u) \sigma(v)-\sum_{u \in \Lambda, v \notin \Lambda} \widetilde{J} \sigma(u) \widetilde{\sigma}(v), \tag{4.1}
\end{equation*}
$$

and the normalizing constant (also called partition function)

$$
Z=Z(\Lambda, \beta, \widetilde{\sigma})=\sum_{\sigma} \exp \left[-\beta H_{\Lambda}(\sigma, \widetilde{\sigma})\right]
$$

Here the sum over $\sigma$ runs over $\{-1,1\}^{\Lambda}$, the collection of possible spin configurations on $\Lambda . \beta \geq 0$ is a parameter, which is usually called the "inverse temperature."

Let $\widetilde{\sigma}$ be fixed outside $\Lambda$. Then, given the boundary condition $\sigma(v)=\widetilde{\sigma}(v)$ for $v \notin \Lambda$, the distribution of the spins in $\Lambda$ is given by

$$
P\{\sigma(u)=\tau(u) \text { for } u \in \Lambda \mid \sigma(v)=\widetilde{\sigma}(v), v \notin \Lambda\}=[Z(\Lambda, \beta, \widetilde{\sigma})]^{-1} \exp \left[-\beta H_{\Lambda}(\tau, \widetilde{\sigma})\right]
$$

This defines a probability measure for the spins in a finite $\Lambda$. A probability distribution for all spins simultaneously has to be obtained by taking a limit as $\Lambda \uparrow \mathcal{L}$. The second sum in the right hand side of (4.1) shows the influence of boundary conditions. At sufficiently low temperature there can be two extremal states, obtained by taking $\Lambda \uparrow \mathcal{L}$ under different boundary conditions. It now becomes unclear how to deal with boundary conditions when one wants to take a continuum limit.

To conclude, here are some problems on percolation. These also have appeared in other lists, (see in particular [17]), but you may like to be challenged again.

Q1 Prove the existence and find the value of critical exponents of percolation on other two-dimensional lattices than the triangular one and establish universality in two dimensions.

This seems to be quite beyond our reach at this time. Probably even more so is the same question in dimension $>2$.

Q2 Prove a power law and find a critical exponent for the probability that there are $j$ disjoint occupied paths from the disc $\{z:|z| \leq r\}$ to $\{z:|z|>R\}$. For $j=1$ this is the one-arm problem of [15]. For $j \geq 2$, the problem is solved, at least for the triangular lattice, if some of the arms are occupied and some are vacant (see Theorem 4 in [22]), but it seems that there is not even a conjectured exponent for the case when all arms are to be occupied or all vacant.

More specific questions are
Q3 Is the percolation probability (right) continuous at $p_{c}$ ? Equivalently, is there percolation at $p_{c}$ ? This is only a problem for $d>2$. The answer in $d=2$ is that there is no percolation at $p_{c}$;

Q4 Establish the existence and find the value of a critical exponent for the expected number of clusters per site. This quantity is denoted by

$$
\kappa(p)=\sum_{n=1}^{\infty} \frac{1}{n} P_{p}\{|C|=n\}
$$

in [10], p. 23. The answer is still unknown, even for critical percolation on the two-dimensional triangular lattice. It is known that $\kappa(p)$ is twice differentiable on $[0,1]$, but it is believed that the third derivative at $p_{c}$ fails to exist; see [12], Chapter 9. This problem is mainly of historical interest, because there was an attempt to prove that $p_{c}$ for bond percolation on $\mathbb{Z}^{2}$ equals $1 / 2$, by showing that $\kappa(p)$ has only one singularity in $(0,1)$.

## 5. Conclusion

I have been amazed and greatly pleased by the progress which Stas Smirnov and coworkers have made in a decade. They have totally changed the fields of random planar curves and of two dimensional lattice models. Stas has shown that he has the talent and insight to produce surprising results, and his work has been a major stimulus for the explosion in the last 15 years or so of probabilistic results about random planar curves.

As some of the listed problems here show, there still are fundamental, and probably difficult, issues to be settled. I wish Stas a long and creative career, and that we all may enjoy his mathematics.


Figure 3.
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## 1. Introduction

The starting point of Cédric Villani's work goes back to the introduction of entropy in the nineteenth century by L. Carnot and R. Clausius. At the time, entropy was a vague concept and its rigorous definition had to wait until the fundamental work of L. Boltzmann who introduced nonequilibrium statistical physics and the famous $H$ functional. Boltzmann's work, though a fundamental breakthrough, did not resolve the question concerning the nature of entropy and time arrow; the debate on this central question continued for a century until today. J. von Neumann, in recommending C. Shannon to use entropy for his uncertainty function, quipped that entropy is a good name because "nobody knows what entropy really is, so in a debate you will always have the advantage".

The first result of Villani I will report on concerns the fundamental connection between entropy and its dissipation. In this work, we will see that rigorous mathematical analysis is not just a display of powerful analytic skill, but also leads to deep insights into nature. Based on this work, Villani has developed a general theory, hypercoercivity, which applies to broad systems of equations. In a separate direction, entropy was used by Villani as a fundamental tool in optimal transport and the study of curvature in metric spaces. Finally, I will describe Villani's work on Landau damping, which predicts a very surprising decay (and thus the word damping) of the electric field in a plasma without particle collisions, and therefore without entropy increase. This is in sharp contrast with Boltzmann's picture that the time irreversibility comes from collision processes.

## 2. Boltzmann Equation

The Boltzmann equation was derived by L. Boltzmann in 1873 based on his physical intuition of collision processes. The most striking feature of the

[^8]Boltzmann equation, the time irreversibility, contradicts the reversibility of the Newton equations. This fact is most concisely expressed via the Boltzmann H -theorem stating that the entropy

$$
S=-\iint f \log f d v d x
$$

is always nondecreasing. Furthermore, the entropy production vanishes if and only if the state is spatially homogeneous and Maxwellian in the velocity variable. The Boltzmann H-theorem is semi-rigorous in the sense that if the solution to the Boltzmann equation is sufficiently smooth then the original proof of Boltzmann is rigorous. The mathematical study of the Boltzmann equation started perhaps from T. Carleman and H. Grad in the middle of the last century. Despite decades of intensive research, most fundamental questions concerning the Boltzmann equation remain open, e.g., 1. Are solutions of the Boltzmann equation smooth if the initial data are sufficiently smooth? 2. The Boltzmann H-theorem states that the entropy increases, but what is the rate? Or, more generally, how fast do solutions to the Boltzmann equation approach the equilibrium (Maxwellian) states?

The first question, the regularity of the Boltzmann equation, is only understood for small perturbation of equilibrium measures. There is a general framework of renormalized solutions developed by R. DiPerna and P.-L. Lions [16], but precise estimates on the solutions remain elusive. The second question, the decay to equilibrium for the Boltzmann equation, is where Villani made his fundamental contribution. Before we describe Villani's work in some detail, several important recent results concerning the Boltzmann equation should be mentioned here. This incomplete list includes the well-posedness and the approach to equilibrium for small perturbation data by Y. Guo [24], and the recent extension of this approach to long-range interactions and soft potentials by P. Gressman and R. Strain [23], the weak shock solutions by S.-H. Yu [52], the derivation of incompressible Navier-Stokes equations from the Boltzmann equation by C. Bardos, F. Golse, D. Levermore and L. Saint-Raymond [5, 17].

The Boltzmann equation is given by

$$
\partial_{t} f+v \nabla_{x} f=Q(f, f)
$$

where $f(t, x, v)$ is the probability density in the phase space at the time $t$. The nonlinear term $Q$ is the collision operator

$$
Q(f, f)=\iint\left[f\left(v^{\prime}\right) f\left(v_{*}^{\prime}\right)-f(v) f\left(v_{*}\right)\right] B\left(v-v_{*}, \sigma\right) d v_{*} d \sigma
$$

where $v, v_{*}$ are the incoming velocities, $v^{\prime}, v_{*}^{\prime}$ the outgoing velocities, $\sigma$ the collision angle and $B$ is the scattering kernel depending on the details of the microscopic interactions. The Boltzmann H-functional (negative of the entropy) is defined by

$$
H(f)=\int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} f(x, v) \log f(x, v) d x d v
$$

and the Boltzmann H-theorem states that

$$
\begin{align*}
& \partial_{t} H(f(t))=-D(f(t)) \leq 0, \quad D(f)=\frac{1}{4} \iiint\left[f(v) f\left(v_{*}\right)\right. \\
& \left.-f\left(v^{\prime}\right) f\left(v_{*}^{\prime}\right)\right] \log \frac{f(v) f\left(v_{*}\right)}{f\left(v^{\prime}\right) f\left(v_{*}^{\prime}\right)} d \sigma d v d v_{*} . \tag{2.1}
\end{align*}
$$

The dissipation $D$ vanishes if and only if the state is Maxwellian:

$$
\begin{equation*}
D(f)=0 \quad \text { if and only if } \quad f=M_{\rho, u, T}:=\rho(x) \frac{e^{-\frac{|v-u(x)|^{2}}{2 T(x)}}}{(2 \pi T(x))^{3 / 2}} \tag{2.2}
\end{equation*}
$$

where $M$ is any local equilibrium state of the Boltzmann equation with density $\rho$, velocity $u$ and temperature $T$ which can depend on the space variable. If $\rho, u, T$ are independent of the space variables, $M$ is called a global equilibrium.

To understand the approach to equilibrium via the Boltzmann H-theorem, we first consider the spatially homogeneous case, i.e., the function $f(x, v)$ depends only on $v$. C. Cercignani in 1983 [11] conjectured that, under suitable assumptions on the collision kernel $B$, there is a constant $K$ such that

$$
\begin{equation*}
D(f) \geq K(f) H(f \mid M), \quad H(f \mid M):=\iint d x d v f \log \frac{f}{M} \tag{2.3}
\end{equation*}
$$

where $M$ is a global equilibrium and $H(f \mid M)$ is the entropy of $f$ relative to a global equilibrium $M$. The Cercignani conjecture is similar to the logarithmic Sobolev inequality for the diffusion process, but the dissipation operator $D$ is nonlinear in the function $f$. If the Cercignani conjecture holds, then the decay to global equilibrium would be exponentially fast. Through counterexamples, A.V. Bobylev and C. Cercignani [7] proved that this conjecture is false if the constant $K$ depends on the function $f$ only through finite Sobolev norms and moments. On the other hand, it was shown by E. Carlen and M. Carvalho [12] that $D(f) \geq \Theta_{f}(H(f \mid M))$, where the function $\Theta$ is not explicit but depends on $f$ only through its moments and some derivatives. The conjecture was finally settled in a joint work by G. Toscani and Villani [45] and the subsequent work by Villani [47]. The conclusion is as surprising as it is beautiful: The Cercignani conjecture is in general false, but it is always almost correct in the following sense.

Theorem 2.1. For a reasonable physical scattering kernel $B$, if $f$ is smooth and with certain decay property in high momentum regime, then for any $\varepsilon>0$ we have

$$
D(f) \geq K_{\varepsilon}(f) H(f \mid M)^{1+\varepsilon}
$$

where $K_{\varepsilon}(f)$ depends on the smoothness and moments of $f$.
This inequality then implies that the entropic convergence rate is faster than $C_{\varepsilon}\left(f_{0}\right) t^{-1 / \varepsilon}$ for any initial smooth data $f_{0}$. This is a much deeper inequality
than the logarithmic Soblev inequality, as the operator $D$ is nonlinear and the inequality fails for $\varepsilon=0$ except in certain nonphysical situations, such as when the collision kernel is quadratic at large velocities.

Villani's next project in this direction is the very ambitious extension of this theorem to the spatially inhomogeneous case. One's immediate reaction to this question is that this is beyond reach since there is no global existence theory for the Boltzmann equation. The key physical question, however, is to understand the mechanism that leads to relaxation in the space variable. If we assume that good smooth solutions are given, the intrinsic difficulties are immediately visible: The identity $D(f)=0$ implies that $f$ is a local Maxwellian, but not necessary a global one, i.e., the density, temperature, and velocity parameters in the Maxwellian (2.2) depend on the space variable. Therefore, the relaxation to the global Maxwellian requires an additional mechanism different from the consideration of the entropy production. The only control on the space variable in the Boltzmann equation is the first order operator $v \cdot \nabla_{x}$. Now we have a formidable problem: It is analogue of a hypoelliptic problem, but the elliptic part is a nonlinear integral operator! Numerically, the entropy does decay very fast in the spatially inhomogeneous case, but the entropy production is far from monotonic. The main result in this direction is the following theorem by L. Desvillettes and Villani [15].

Theorem 2.2. Suppose that $f_{t}(x, v)$ is a regular solution to the Boltzmann equation and $f_{t}$ satisfies some lower bound estimate in the large velocity region. Under some assumptions on the collision kernel B, for any $\varepsilon>0$ there is a $C_{\varepsilon}$ such that

$$
H\left(f_{t} \mid M\right) \leq C_{\varepsilon}\left(f_{0}\right) t^{-1 / \varepsilon}
$$

where $f_{0}$ is the initial value of the Boltzmann equation.
This result assumes that the regularity of $f_{t}(x, v)$ is given, but is a large data theorem in the sense that there is no smallness condition on the initial function $f_{0}$. With a smallness condition, i.e., if the initial data is near a global Maxwellian, the assumptions of Theorem 2.2 can be verified, see, e.g., [24, 25]. Furthermore, significant progress was made in this direction for soft and long range potentials [23] and the decay rates can be exponentially fast for certain collision operators [22]. The method introduced to prove Theorem 2.2 is a very powerful one; Villani later developed a general theory, hypocoercivity [50], to estimate the large time asymptotics of a general class of hypoelliptic operators.

This program was also continued by younger mathematicians, in particular in the series of papers by C. Mouhot, C. Baranger, R. Strain, M. Gualdani and S. Mischler, on the spectral gap for the linearized Boltzmann operator $[6,34]$ and on the matching of the nonlinear convergence to equilibrium with the linearized theory, in a homogeneous setting [33] and in an inhomogeneous hypocoercive setting [19].

Finally, we mention that Villani's other work related to the Boltzmann equation includes a series of papers on the influence of grazing collisions, mainly
with L. Desvillettes and R. Alexandre: existence of renormalized solutions (with defect measure) for the Boltzmann equation without cutoff [2], the rigorous derivation of the Fokker-Planck-Landau equation from the Boltzmann equation in the grazing collision limit [46, 3], and sharp regularity bounds associated with entropy production [1].

## 3. Optimal Transportation and Curvature

The optimal transport problem, also known as Monge-Kantorovich problem, is an ancient engineering problem seeking to minimize the cost to transport mass. For our purpose, the initial and final mass distributions are given by two probability measures $\mu$ and $\nu$ on a compact measurable metric space $X$. The goal is to find a measurable map $T: X \rightarrow X$ with $T_{\#} \mu=\nu$ to minimize the transportation cost

$$
\begin{equation*}
\int c(x, T(x)) d \mu(x) \tag{3.1}
\end{equation*}
$$

The square root of the minimal transportation cost with the squared distance transportation cost function $c(x, y)=d(x, y)^{2}$ is called the 2-Wasserstein distance, $W_{2}$, between these two measures. The minimizer $T$ is called the optimal transport map. The existence and uniqueness of the optimal transport map was proved in the Euclidean space by Y. Brenier [9] and in the Riemannian manifolds by R. McCann [32].

The probability measures on the metric space $X$ with the Wasserstein distance constitute a compact metric space, called the Wasserstein space $\left(P(X), W_{2}\right)=: P_{2}(X)$ on $X$. We now take $X$ to be a compact manifold $M$ with metric tensor $g$ which in turns generates a geodesic distance $d$ and the normalized volume measure $\nu=\operatorname{dvol}_{M} / \operatorname{vol}_{\mathrm{M}}$. The information (negative of the entropy) $H(\mu)$ of a measure $\mu=\rho \nu$ absolutely continuous w.r.t. $\nu$ is defined by

$$
H(\mu)=\int \rho \log \rho d \nu
$$

In a study of nonlinear heat equations, F. Otto [38] defined a formal Riemannian structure on $P_{2}(M)$ and interpreted these equations as gradient flows on the Wasserstein space $P_{2}(M)$ with this formal Riemannian structure. Subsequently, Otto and Villani [39] found the remarkable property that the entropy, viewed as a functional on the Wasserstein space $P_{2}(M)$, is concave if the Ricci curvature of the manifold $M$ is nonnegative. This provided the first link between the concavity of entropy on the Wasserstein space and the Ricci curvature of the underlying manifold. This relation was subsequently established rigorously in [13], partly motivated by the earlier work [31]. Otto and Villani [39] also argued that the converse should hold, and it was rigorously established in [41].

If we replace the convexity of entropy by a lower bound $K$ on the Hessian of entropy on $P_{2}(M)$, the corresponding condition on the Ricci curvature becomes
the lower bound

$$
\mathrm{Ric} \geq K g
$$

Furthermore, the volume measure can be generalized to the weighted volume measure $e^{-\Phi}$ dvol provided the Ricci curvature is replaced by the Bakry-Émery tensor

$$
\operatorname{Ric}_{\infty}:=\operatorname{Ric}+\operatorname{Hess}(\Phi) \geq K g
$$

Using this heuristic idea, Otto and Villani [39] then provided a unified approach to a wide range of inequalities in analysis and geometry including the logarithmic Sobolev inequality and Talagrand's concentration inequality.

If $P_{2}(M)$ is a regular Riemannian manifold, a lower bound $K$ on the Hessian of the entropy functional is equivalent to the displacement convexity inequality

$$
\begin{equation*}
H\left(\mu_{t}\right) \leq(1-t) H\left(\mu_{0}\right)+t H\left(\mu_{1}\right)-K \frac{t(1-t)}{2} W_{2}\left(\mu_{0}, \mu_{1}\right)^{2} \tag{3.2}
\end{equation*}
$$

for any Wasserstein geodesic $\mu_{t}$. Notice that this definition depends only on the concept of geodesic on the Wasserstein space which can be defined on any metric space. There is no need for a Riemannian structure on $M$ if we take (3.2) as the definition that the Ricci curvature on a metric space $X$ is bounded below by $K$. With this definition of a lower bound on the Ricci curvature, J. Lott and Villani [36] proved the fundamental stability result that the lower bound on the Ricci curvature is stable under the Gromov-Hausdorff convergence. A closely related definition of Ricci curvature lower bounds, and similar stability results were obtained independently by K.-T. Sturm [43, 44]. The main statement of Lott-Villani's results can be stated as follows.

Theorem 3.1. Let $\left\{\left(X_{i}, d_{i}, \nu_{i}\right)\right\}$ be a sequence of compact measured length spaces and $\lim _{i \rightarrow \infty}\left(X_{i}, d_{i}, \nu_{i}\right)=(X, d, \nu)$ in the measured Gromov-Hausdorff topology. If the Ricci curvature of $\left(X_{i}, d_{i}, \nu_{i}\right)$ is bounded below by $K$ then the Ricci curvature of $(X, d, \nu)$ is also bounded below by $K$.

This theorem demonstrates the robustness of this definition of Ricci curvature lower bounds. On the other hand, the definition is also a very effective notion since it allows one to generalize many theorems in Riemannian geometry to the setting of metric spaces, including the Bishop-Gromov theorem, logarithmic Sobolev inequality and Bonnet-Myers theorem. Moreover, the definition can easily be discretized [8]. We note that there are other notions and definitions of curvatures on metric spaces or graphs. This includes the work of Y. Ollivier [37] and F. R. Chung and S.-T. Yau's definitions of curvatures on graphs [18, 28].

To summarize, Villani has brought the tools of entropy and its timeevolution from the study of convergence to equilibrium in the Boltzmann equation to a geometric setting involving the Wasserstein space. In addition to the Ricci curvature, Villani has explored connections with other geometric or analytic problems, such as the Sobolev inequality, for which he has provided a
new proof based on optimal transport and entropy-type functionals, in collaboration with D. Cordero-Erausquin and B. Nazaret [14]. Like [36], this paper was a starting point for other developments, including the work of A. Figalli, F. Maggi and A. Pratelli [21] on quantitative anisotropic isoperimetric inequalities. Villani also wrote a series of papers with A. Figalli, G. Loeper and L. Rifford relating the smoothness of optimal transport with the shape of the cut locus in Riemannian geometry [30, 20].

## 4. Landau Damping

The last theorem of Villani I will describe is a rigorous proof of Landau damping in the nonlinear setting. The fundamental equation governing plasma dynamics is the Vlasov-Poisson equation, which, for periodic data is given by

$$
\partial_{t} f+v \nabla_{x} f+E \nabla_{v} f=0, \quad f(t, x, v) \geq 0
$$

where $f(t, x, v)$ is the density of charged particles with velocity $v \in \mathbb{R}^{3}$ at $x \in \mathbb{T}^{3}$, the unit torus in $\mathbb{R}^{3}$. The electric field $E$ is related to the density of charged particles $\rho(t, x)=\int f(t, x, v) d v$ via the Poisson equation

$$
E:=E[\rho]:=-\nabla \phi, \quad-\Delta \phi=\rho(x)-1
$$

where the constant 1 is the density of background charges normalized to be one. This equation describes the dynamics of galaxies if we make a sign change in the electric field due to the sign difference between the Coulomb and gravitational forces. The result I will describe is valid with both signs, but I will use the language of plasma physics.

The Vlasov-Poisson equation describes collisionless dynamics and is time reversible. It is well known that dissipative dynamics often approach equilibrium exponentially fast, but for reversible dynamics the state $f_{t}$ at any given time carries the same information as the initial data and decay to equilibrium can only be valid after certain averaging. On the other hand, fast relaxation to equilibrium in nature is ubiquitous even for systems governed by Newtonian dynamics. The common explanation has been that the relaxation is due to collision processes which produce dissipation. In 1946, L. Landau [27] revolutionized this common belief by arguing that the electric field in the Vlasov-Poisson equation, which is a collisionless equation, decays exponentially fast. He computed this rate of convergence for the linearized Vlasov-Poisson equation. This astonishing discovery is thus termed Landau damping. Despite intensive studies, the understanding of Landau damping for the Vlasov-Poisson equation is very limited.

The Vlasov-Poisson equation has infinitely many stationary solutions. In fact, any density $g(v)$ satisfying the normalization condition $\int g(v) d v=1$ is a stationary solution. The stability analysis of the linearized Vlasov-Poisson equation was mainly due to the work of O. Penrose [40] in the sixties. It states
that $f^{0}$ is stable if for any $\sigma \in S^{2}$ and $f_{\sigma}(v)=\int_{v \sigma+\sigma^{\perp}} f^{0}(z) d z$, then for any $w$ such that $f_{\sigma}^{\prime}(w)=0$ one has

$$
\int \frac{f_{\sigma}^{\prime}(v) d v}{v-w} d v<1
$$

The Landau damping for the linearized Vlasov-Poisson was already understood in the sixties by the work of A. Saenz [42]; for the quasi-linear case only nonrigorous results were available. On the other hand, it was pointed out by G. Backus [4] that the linear approximation is not expected to be valid for the full nonlinear equation in the large time regime. For the nonlinear Landau damping, the only partial results available were examples of solution to the Vlasov-Poisson equation that exhibit Landau damping [10, 26]. Last year Mouhot and Villani [35] proved that, for any analytic data near an analytic linearly stable stationary state, the electric field decay exponentially fast. Notice that the analyticity assumption is not an artifact of the proof, it is in fact necessary [29]. This resolves the long standing problem of Landau damping. We will not be able to state their theorem precisely nor in its general form, but the following limited version in the physical dimension $d=3$ gives a flavor of the depth of the full theorem.

Theorem 4.1 (nonlinear Landau damping for general interaction). There is an analytic norm $\|\cdot\|_{a}$ on functions of the phase space such that the following holds: Let $f^{0}: \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$be an analytic stationary state satisfying Penrose's linear stability criterion. Suppose the initial profile $f_{i} \geq 0$ is near the analytic stationary state in the sense that

$$
\begin{equation*}
\left\|f_{i}-f^{0}\right\|_{a} \leq \varepsilon \tag{4.1}
\end{equation*}
$$

for some $\varepsilon$ sufficiently small. Then there are analytic profiles $f_{+\infty}(v), f_{-\infty}(v)$ such that

$$
f(t, \cdot) \xrightarrow{t \rightarrow \pm \infty} f_{ \pm \infty} \quad \text { weakly }
$$

exponentially fast. Furthermore, the marginal density of the unique solution of the nonlinear Vlasov equation with initial value $f(0, \cdot)=f_{i}$ converges exponentially fast as time $t \rightarrow \pm \infty$, i.e., there exists $\rho_{\infty}$ and $\lambda>0$ such that for all integer $r$ we have

$$
\begin{equation*}
\left\|\rho(t, \cdot)-\rho_{\infty}\right\|_{C^{r}\left(\mathbb{T}^{3}\right)} \leq C e^{-\lambda|t|}, \quad t \rightarrow \pm \infty \tag{4.2}
\end{equation*}
$$

where $C^{r}$ denotes the $L_{\infty}$ norm of the derivatives up to order $r$.
Since the Vlasov-Poisson equation is time reversible, the profiles $f_{t}$ keep the memory of the initial datum for all time. The fast relaxations in MouhotVillani's theorem only refer to averaged quantities such as density in the position space or in the weak sense. This is due to the fact that weak convergence preserves only the information of low frequency modes; the information at low
frequencies was transferred to high frequencies to "maintain the constant total information for all times". Although $f_{t}$ carries all information of the initial data for all time, more and more information is stored at high frequency modes. Hence if we only look at low frequency modes (such as weak convergence), there is a loss of information and this is responsible for the fast relaxation of various averaged quantities. This resembles the phenomena in turbulence and it requires very precise understanding of this transfer of information to yield a mathematical proof. Mouhot-Villani's theorem is the first rigorous result to establish a fast decay to equilibrium, a time irreversible behavior, in confined collisionless time-reversible dynamics.

## 5. Conclusion

In Villani's work, we have seen not only rigorous mathematical analysis providing deep insights into physical behavior, but also important new mathematics emerging from the study of natural phenomena, in the spirit of Maxwell and Boltzmann. Besides his research articles, Villani has written extensive surveys and books $[48,50,49,51]$, and, through these, as well as the insights of his work, he has inspired a generation of young mathematicians with deep, rich, physically motivated mathematical questions. We are witnessing the beginning of Villani's spectacular career and influence in shaping the directions of analysis and mathematics.
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## The work of Daniel A. Spielman

## Gil Kalai*

Dan Spielman has made groundbreaking contributions in theoretical computer science and mathematical programming and his work has profound connections to the study of polytopes and convex bodies, to error-correcting codes, expanders, and numerical analysis. Many of Spielman's achievements came with a beautiful collaboration spanned over two decades with Shang-Hua Teng. This paper describes some of Spielman's main achievements.

Section 1 describes smoothed analysis of algorithms, which is a new paradigm for the analysis of algorithms introduced by Spielman and Teng. Section 2 describes Spielman and Teng's explanation for the excellent practical performance of the simplex algorithm via smoothed analysis.

Spielman and Teng's theorem asserts that the simplex algorithm takes a polynomial number of steps for a random Gaussian perturbation of every linear programming problem.

Section 3 is devoted to Spielman's works on error-correcting codes and in particular his construction of linear-time encodable and decodable high-rate codes based on expander graphs. Section 4 describes other directions: spectral graph theory, sparsifiers, graph partitioning, numerical analysis, and linear equation solvers.

## 1. Smoothed Analysis of Algorithms

I will introduce the motivation for smoothed analysis by quoting Dan Spielman himself:

> "Shang-Hua Teng and I introduced smoothed analysis to provide a means of explaining the practical success of algorithms and heuristics that have poor worst-case behavior and for which average-case analysis was unconvincing. The problem of explaining the success of heuristics that 'work in practice' has long plagued theoreticians. Many of these have poor worst-case complexity. While one may gain some insight into their performance by demonstrating that they have low average-case complexity, this analysis may be unconvincing as

[^9]an average-case analysis is dominated by the performance of an algorithm on random inputs, and these may fail to resemble the inputs actually encountered in practice."

Smoothed analysis is a hybrid of worst-case and average-case analyses that inherits advantages from both. The smoothed complexity of an algorithm is the maximum over its inputs of the expected running time of the algorithm under slight random perturbations of that input. The smoothed complexity is then measured as a function of both the input length and the magnitude of the perturbations. If an algorithm has low smoothed complexity, then it should perform well on most inputs in every neighborhood of inputs. Smoothed analysis makes sense for algorithms whose inputs are subject to slight amounts of noise in their low-order digits, which is typically the case if they are derived from measurements of real-world phenomena.

The most important example of an algorithm with poor worst-case complexity and excellent practical behavior is the simplex algorithm for linear programming. We will discuss linear programming in the next section. Following Spielman and Teng, the smoothed complexity of quite a few other algorithms, of geometric, combinatorial, and numeric nature, were studied by various authors, see [48] for a survey. Some highlights are: $k$-means and clustering [5]; integer programming [7]; superstring approximation [30]; Smoothed formulas and graphs [26].

## 2. Why is the Simplex Algorithm so Good?

2.1. Linear programming and the simplex algorithm. In 1950 George Dantzig (see [10]) introduced the simplex algorithm for solving linear programming problems. Linear programming and the simplex algorithm are among the most celebrated applications of mathematics. See [37, 53].

A linear programming problem is the problem of finding the maximum of a linear functional (called a linear objective function) on $d$ variables subject to a system of $n$ inequalities. The set of solutions to the inequalities is called the feasible polyhedron and the simplex algorithm consists of reaching the optimum by moving from one vertex to a neighboring vertex of the feasible polyhedron. The precise rule for this move is called the pivot rule. What we just described is sometimes called the second phase of the algorithm, and there is a first phase where some vertex of the feasible polyhedron is reached.

Understanding the complexity of linear programming and of the simplex algorithm is a major problem in mathematical programming and in theoretical computer science.

Early thoughts. The performance of the simplex algorithm is extremely good in practice. In the early days of linear programming it was believed that the
common pivot rules reach the optimum in a number of steps that is polynomial or perhaps even close to linear in $d$ and $n$. As we will see shortly, this belief turned out to be false.

A related conjecture by Hirsch asserts that for $d$-polytopes (bounded polyhedra) defined by $n$ inequalities in $d$ variables there is always a path of length at most $n-d$ between every two vertices. The Hirsch conjecture was recently disproved by Francisco Santos [36]. The known upper bound for diameter of graphs of polytopes is quasi-polynomial in $d$ and $n$ [22]. (Of course, an upper bound for the diameter of the graph of the feasible polyhedron does not guarantee a similar bound for the number of pivots for an effective simplex type algorithm.)

The Klee-Minty example and worst-case behavior. Klee and Minty [24] found that one of the most common variants of the simplex algorithm is exponential in the worst case. In fact, the number of steps was quite close to the total number of vertices of the feasible polyhedron. Similar results for other pivot rules were subsequently found by several authors. No efficient pivot rules for linear programming is known which requires a polynomial number of pivots or even a sub-exponential number of pivot steps for every LP problem. There are randomized algorithms which requires in expectation a sub-exponential number of steps $\exp (K \sqrt{\log n d})[19,34]$. Even for randomized algorithms a polynomial number of steps is a distant goal.
$L P \in P$, the ellipsoid method and interior points methods. What can explain the excellent practical performance? In 1979 Khachian [18] proved that $L P \in P$; namely, there is a polynomial time algorithm for linear programming. This had been a major open problem since the complexity classes P and NP were described in the late sixties, and the solution led to the discovery of polynomial algorithms for many other optimization problems [15]. Khachian's proof was based on Nemirovski and Shor's ellipsoid method, which is not practical. For a few years there was a feeling that there is a genuine tradeoff between being good in theory and being good in practice. This feeling was shattered with Karmarkar's 1984 interior point method [20] and subsequent theoretical and practical discoveries.

Average case complexity. We come now to developments that are most closely related to Spielman and Teng's work. Borgwardt [8] and Smale [38] pioneered the study of average case complexity for linear programming. It turns out that a certain pivot rule first introduced by Gass and Saaty called the shadow boundary rule is most amenable to average-case study. Borgwardt was able to show polynomial average-case behavior for a certain model that exhibits rotational symmetry. In the mid-80s, three groups of researchers $[1,2,52]$ were
able to prove quadratic upper bound for the simplex algorithm for very general random models that exhibit certain sign invariance.
2.2. Smoothed analysis of the simplex algorithm. We start with a linear programming (LP) problem:

```
\(\max \langle\mathbf{c}, \mathbf{x}\rangle, \quad \mathbf{x} \in \mathbf{R}^{d}\)
subject to \(\mathbf{A x} \leq \mathbf{b}\)
```

Here, $\mathbf{A}$ is an $n$ by $d$ matrix, $\mathbf{b}$ is a column vector of length $n$, and $\mathbf{c}$ is a column vector of length $d$.

Spielman and Teng considered a Gaussian perturbation of the matrix $A$ where a Gaussian random variable with variance $\sigma$ is added independently to each entry of the matrix $A$.

Theorem 2.1 (Spielman and Teng [43]). For the shadow-boundary pivot rule, the average number of pivot steps required for a random Gaussian perturbation of variance $\sigma$ of an arbitrary LP problem is polynomial in $d, n$, and $\sigma^{-1}$.

Spielman and Teng's proof [43] is truly a tour de force. It relies on a very delicate analysis of random perturbations of convex polytopes.

Let me mention two ingredients of the proof: The shadow-boundary method can be described geometrically as follows. Consider an orthogonal projection of the feasible polytope to two dimensions such that the starting vertex and the optimal vertex are mapped to vertices of the projection. The walk performed by the algorithm (in phase I) is a pre-image of walking along the boundary in the projection. An important step in the proof is to show that the number of vertices ${ }^{1}$ in the projection is only polynomial in $d, n$, and $\sigma^{-1}$.

A crucial part of the proof is explaining what a random perturbed polytope looks like. In particular, it is required to prove that the angles at vertices of these polytopes are not "flat." Every vertex corresponds to a solution of $d$ linear equations in $d$ variables and the angle at the vertex is described by a certain algebraic parameter of the linear system called the condition number.

The study of condition numbers of random matrices is crucial to Spielman and Teng's original results as well as to many subsequent developments.

### 2.3. Further developments.

Smoothed analysis of interior point methods. For interior point methods there is also an unexplained exponential gap between the practical and proven

[^10]number of iterations. Renegar [35] proved an upper bound of $O(\sqrt{n} L)$ for the number of iterations required for an interior point method to reach the optimum. Here, $L$ is the number of bits in the binary description of the problem. His analysis strongly relies on the notion of condition number we mentioned above. (In fact, Renegar's result gives the upper bound $O(\sqrt{n} R)$ where $R$ is the logarithm of the condition number.) Practical experience tells us that in real-life problems the number of iterations is logarithmic in $n$. Can smoothed analysis explain this as well?

Dunagan, Spielman, and Teng [11] proved that the expectation of $R$, the log of the condition number of any appropriately scaled linear program subject to a Gaussian perturbation of variance $\sigma^{2}$ is at most $O(\log n d / \sigma)$ with high probability. This may offer some explanation for the fast convergence practically observed by various interior point methods.

Improvements, extensions, and simplifications. Spielman and Teng themselves, Vershynin [55], Tao and Vu [51], and others over the years have introduced significant improvements to the polynomials estimates, simplifications of various parts of the original proof, and extensions, to more general classes of perturbations. The best-known bound for the polynomial in the theorem that was proved by Vershynin is $\max \left(d^{5} \log ^{2} n, d^{9} \log ^{4} d, d^{3} \sigma^{-4}\right)$.

The framework of smoothed analysis can be rendered more and more convincing by restricting the families of perturbations to more closely model the noise one would actually expect in a particular problem domain. For certain parts of the smoothed analysis, Tao and Vu [51] and Rudelson and Vershynin were able to replace the Gaussian noise by various more general and arguably more realistic types of noise.

Towards a strongly polynomial algorithm for linear programming. One of the outstanding open problems in computational complexity is that of finding a "strongly polynomial algorithm for linear programming" [32, 39]. This roughly means an algorithm that requires a polynomial number of arithmetic operations in terms of $d$ and $n$ which do not depend on $L$, the number of bits required to present the inequalities. The number of arithmetic operations required by the simplex algorithm depends exponentially on $d$ but does not depend on $L$. One can hope that a strongly polynomial algorithm for linear programming will be achieved by some clever pivot rule for the simplex algorithm. The most significant result in this direction is by Tardos [50] and takes an entirely different route. She proved that the polynomial algorithms that are in general not strongly polynomial are strongly polynomial for a large family of linear programming problems that arise in combinatorial optimization.

Based on the smoothed analysis ideas, Kelner and Spielman [23] found a randomized polynomial-time simplex algorithm for linear programming. Finding such an algorithm was a goal for a long time and the result may be a step towards a strongly polynomial simplex algorithm.

## 3. Linear-time Decodable and Encodable High Rate Codes

### 3.1. Codes and expanders

Codes. The construction of error-correcting codes [54] is also among the most celebrated applications of mathematics. Error-correcting codes are eminent in today's technology from satellite communications to computer memories.

A binary code $C$ is simply a set of $0-1$ vectors of length $n$. The minimal distance $d(C)$ is the minimal Hamming distance between two elements $x, y \in$ $C$. The same definition extends when the set $\{0,1\}$ is replaced by a larger alphabet $\Sigma$. When the minimal distance is $d$ the code $C$ is capable of correcting [d/2] arbitrary errors. The rate of a code $C$ of vectors of length $n$ is defined as $R(C)=\log |C| / n$. Codes have important theoretical aspects. The classical geometric problem of densest sphere packing is closely related to the problem of finding error-correcting codes. So is the classical question of constructing "block design," which arose in recreational mathematics and later resurfaced in the design of statistical tests.

Error-correcting codes have important applications in theoretical computer science, which have enriched both areas. Codes are crucial in the area of "Hardness of approximations and PCP," and quantum analogs of error correcting codes are expected to be crucial in the engineering and building of quantum computers.

Expanders. Expanders are special types of graphs. Roughly speaking, a graph with $n$ vertices is an expander if every set $A$ of vertices $|A| \leq n / 2$ has at least $\epsilon n$ neighbors outside $A$. While the initial motivation came from coding theory, expanders quickly found many applications and connections in mathematics and theoretical computer science. See [13] for a comprehensive survey. Pinsker gave a simple probabilistic proof of expander graphs with bounded degree. The first explicit construction was given by Margulis [31]. There are important connections between the expansion properties, spectral properties of the graph's Laplacian [4, 3], and random walks [16]. Number theory enables the construction of a remarkable optimal class of expanders called "Ramanujan graphs" [28].
3.2. From expanders to codes. An important class of codes are those of minimal distance $\alpha n$ errors $\alpha<1 / 2$. Finding the largest rate of these codes is a famous open problem. Probabilistic constructions due to Gilbert and Varshamov give the highest known rates for binary codes with minimal-distance $\alpha n$. The first explicit construction for codes with positive rate that correct a positive fraction of errors (for large $n$ ) was achieved by Justesen [17] and was one of the major discoveries of coding theory in the seventies. ${ }^{2}$ A major

[^11]open problem was to find such codes which admit a linear time algorithm for decoding and for encoding.

In the early sixties Gallager [14] described a method to move from graphs to codes. Michael Sipser and Spielman [49] were able to show that codes that are based on expander graphs (thus called expander codes) have positive rate, correct a positive fraction of errors, and have a simple decoding algorithm. A remarkable subsequent result by Spielman is

Theorem 3.1 (Spielman 1995, [40]). There is a construction of positive rate linear codes which correct a positive fraction of errors and which admit a linear time algorithm for decoding and for encoding.

Spielman's full result is quite difficult and requires a substantial extension of Gallager's original construction which is similar to the construction of "superconcentrators" from expanders. Let me explain how Sipser and Spielman were able to construct high-rate codes via expanders.

Start with an expander bipartite graph $G$ with two unbalanced sides $A$ and $B$. Suppose that vertices in $A$ have degree $c$ and vertices in $B$ have degree $d$ and that $d>c$. (Thus, $|A| d=|B| c$; put $|A|=n$.) The code $C$ will consist of all 0,1 vectors indexed by vertices in $A$ such that for every vertex $b$ of $B$ the coordinates indexed by the neighbors of $b$ sum up to zero. This gives us a linear code (namely, $C$ is a linear subspace of $\{0,1\}^{|A|}$ ) of dimension $|A|-|B|$. The minimum distance between two vectors of $C$ is simply the minimal number of ones in a vector in $C$. Now enters the expansion property. Assume that for every set $B^{\prime}$ of vertices in $B$ such that $|B| \leq \alpha|B|$ the number of its neighbors in $A$ is at least $\delta\left|B^{\prime}\right|$, where $\delta=\epsilon c / d$. This implies that every vector in the code $C$ has at least $\epsilon n$ ones.
3.3. Tornado codes. Dan Spielman has made other important contributions to the theory of error-correcting codes and to connections between codes and computational complexity. Some of his subsequent work on error-correcting codes took a more practical turn. Spielman, together with Michael G. Luby, Michael Mitzenmacher and M. Amin Shokrollahi constructed [29] codes that approach the capacity of erasure channels. Their constructions, which are now called tornado codes, have various practical implications. For example, they can be useful for compensating for packet loss in Internet traffic.

## 4. Fast Linear-system Solvers and Spectral Graph Theory

Spielman recently focused his attention to one of the most fundamental problems in computing: the problem of solving a system of linear equations. Solving large-scale linear systems is central to scientific and engineering simulation, mathematical programming, and machine learning.

Inspired by Pravin Vaidya's work on iterative solver that uses combinatorial techniques to build preconditioners, Spielman and Teng were able to settle an open problem raised by Vaidya in 1990:
Theorem 4.1 (Spielman and Teng [46]). There is a nearly linear time algorithm for solving diagonally dominant linear systems.

Their solver incorporates basic numerical techniques with combinatorial techniques including random walks, separator theory, and low-stretch spanning trees. This endeavor have grown into a body of interdisciplinary work, and in the process

- Numerically motivated combinatorial concepts such as spectral sparsifiers were introduced.
- Efficient graph-theoretic algorithms for constructing sparsifiers were found and applied to matrix approximation.
- Nearly linear-time clustering and partitioning algorithms for massive graphs were developed with the guidance of spectral analysis.

A recent practical fruit is the development of an asymptotically and practically efficient nearly-linear time algorithm by Koutis, Miller and Peng [25], which incorporates Spielman and collaborators' constructions of low-stretch spanning trees [12] and of sparsifiers [45].

In the rest of this section we will describe three themes in this endeavor, but let me first make a remark about the relation of Spielman's work with numerical analysis. Numerical analysis may well deserve the title of "queen of applied mathematics" and thinking numerically often gives a whole new dimension to mathematical understanding. Algorithms discovered in numerical analysis and scientific computing are among the most important and most useful algorithms known to mankind. Many of the notions and results discussed in Section 1 and in this section are related to numerical analysis. Spielman and Teng [43] proposed smoothed analysis as a framework for the theoretical study of certain numerical algorithms and Spielman's recent endeavor have built new bridges between numerical analysis and discrete mathematics.

The following themes are heavily entangled in Spielman's work, but I will describe them separately. For more, see Spielman's article in these proceedings [41].

Sparsifiers. What is a sparsifier? Very roughly, given a graph $G$ (typically dense, with a quadratic number of edges in terms of the vertices), a sparsifier $H$ is a sparse graph with a linear or nearly linear number of edges that captures (in a sense that needs to be specified) structural properties of $G$. So expanders can be thought of as sparsifiers of the complete graph.

Spielman and Teng [45] gave a spectral definition of sparsifiers and this definition turned out to be very fruitful. Recent works by Spielman with several
coauthors [6, 42] give answers to the following questions: How are sparsifiers constructed? What are they good for? If sparsifiers are analogs of expanders what are the analogs of Ramanujan graphs? One of the major new results is nearly linear-time algorithms to construct sparsifiers.

Graph partitioning via spectral graph theory. Splitting graphs into a structured collection of subgraphs is an important area in pure and applied graph theory. A tree-like structure is often a goal. And the Lipton-Tarjan separator theorem [27] for planar graphs is an early graph-partitioning result that often serves as a role model.

By bounding the eigenvalue of the Laplacian of bounded-degree planar graphs, Spielman and Teng [45] gave an algebraic proof of the Lipton-Tarjan's theorem and its extensions, providing an explanation of why the spectral partitioning works on practical graphs including finite-element meshes and planarlike graphs.

Solvers for linear systems of equations based on graph Laplacians. In a series of papers Spielman and his coauthors considered systems of linear equations based on Laplacian matrices of graphs. This may look rather special but it is a fascinating class of linear systems and various others systems of linear equations can be reduced to this case. See [41].

Conclusion. The beautiful interface between theory and practice, be it in mathematical programming, error-correcting codes, the search for Ramanujanquality sparsifiers, the analysis of algorithms, computational complexity theory, or numerical analysis, is characteristic of Dan Spielman's work.
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#### Abstract

Yves Meyer has made numerous contributions to mathematics, several of which will be reviewed here, in particular in number theory, harmonic analysis and partial differential equations.

His work in harmonic analysis led him naturally to take an interest in wavelets, when they emerged in the early 1980s; his synthesis of the advanced theoretical results in singular integral operator theory, established by himself and others, and of the requirements imposed by practical applications, led to enormous progress for wavelet theory and its applications. Wavelets and wavelet packets are now standard, extremely useful tools in many disciplines; their success is due in large measure to the vision, the insight and the enthusiasm of Yves Meyer.


Keywords. Harmonic analysis, wavelets, signal analysis, images, quasicrystals, Navier-Stokes

We start by reviewing the work by Yves Meyer chronologically, after which we comment on the many ways in which his work has had an impact outside mathematics.

## 1. Early work: Harmonic Analysis and Number Theory (1964-1973)

Although the Mathematics Genealogy Project lists Jean-Pierre Kahane as his Ph.D. advisor, Yves Meyer was essentially already an independent researcher when he wrote his PhD thesis, in which he solved a problem raised by Lennart Carleson about "strong Ditkin sets" [1].

After his Ph.D., Meyer moved on to number theory, more precisely to Diophantine approximations. One of his early results was the construction of an

[^12]increasing sequence of integers $\left(k_{n}\right)_{n \in \mathbb{N}}$ such that for any $t \in \mathbb{R}$, the sequence $\left(t k_{n}\right)_{n \in \mathbb{N}}$ is equidistributed modulo 1 if and only if $t$ is transcendental [2]. This result preluded the characterization by Gérard Rauzy of normal sets. Meyer also became interested in Pisot numbers and found a new approach to a theorem by Raphaël Salem and Antoni Zygmund concerning sets of uniqueness of trigonometric expansions, proving in particular that certain types of Cantor sets have the property of spectral synthesis.

Insights gained while working on these early results then led to the first major contribution of Yves Meyer: the theory of model sets, which paved the road to the mathematical theory of quasicrystals.

A set $\Lambda \subset \mathbb{R}^{n}$ is a model set if it is uniformly discrete (i.e. $\exists r>0$ such that $\left.\forall \lambda \neq \lambda^{\prime} \in \Lambda,\left|\lambda-\lambda^{\prime}\right| \geq r\right)$ and if there exist a finite set $F \subset \mathbb{R}^{n}$ and a constant $C>0$ such that (1) $\Lambda-\Lambda \subset \Lambda+F$, and (2) $\inf _{\lambda \in \Lambda}|x-\lambda| \leq C$ for all $x \in \mathbb{R}^{n}$. Meyer proved the following theorem: if $\Lambda$ is a model set and if $\theta \Lambda \subset \Lambda$ then $\theta$ is a Pisot or a Salem number. The following converse is also true: for each Pisot or Salem number, there exists a model set $\Lambda$ such that $\theta \Lambda \subset \Lambda$. This and many other properties of model sets are established in [3], relating them to the theory of mean-periodic functions developed by Jean Delsarte and JeanPierre Kahane. It was later realized that some non-periodic patterns observed in chemical alloys, now generally known as quasicrystals, could be identified with specific model sets. It is worth noting that these fundamental discoveries by Yves Meyer predated the first constructions of Penrose tilings.

## 2. Singular Integral Operators: the Calderón Program (1974-1984)

Alberto Calderón proposed to construct an improved pseudodifferential calculus, with minimal smoothness assumptions on the "symbol"; he introduced this generalization so as to
obtain stronger estimates and to prepare the ground for application to the theory of quasilinear and nonlinear differential operators.

In particular, these new operators had to include singular integral operators, of which the archetypical examples are the Hilbert transform $H$ (in one dimension),

$$
H(f)(x)=\frac{1}{\pi} \lim _{\epsilon \rightarrow 0} \int_{y \in \mathbb{R},|x-y|>\epsilon} \frac{1}{x-y} f(y) d y
$$

and the Riesz transforms $R_{i}$ (in higher dimensions),

$$
R_{i}(f)(x)=\frac{1}{\pi \omega_{n-1}} \lim _{\epsilon \rightarrow 0} \int_{y \in \mathbb{R}^{n},|x-y|>\epsilon} \frac{x_{i}}{|x-y|^{n+1}} f(y) d y
$$

where $\omega_{n-1}$ is the volume of the unit ball in $\mathbb{R}^{n}, n>1$. More generally, a singular integral operator $T$ in Caldéron-Zygmund theory is associated with a kernel function $K: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ in the following way:
for arbitrary smooth functions $f, g$, both compactly supported, and with disjoint supports,

$$
\int_{\mathbb{R}^{n}} g(x) T(f)(x) d x=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} g(x) K(x, y) f(y) d y d x
$$

where $K$ must satisfy some decay and cancellation conditions that nevertheless allow singular behavior of $K(x, y)$ as $y$ approaches $x$. (More precisely, the decay conditions require that $|x-y|^{n}|K(x, y)|$ be uniformly bounded, and that, for some $\delta>0$, and some $C \in \mathbb{R}_{+}$, $\left[\min \left(|x-y|,\left|x^{\prime}-y\right|\right)\right]^{n}\left|K(x, y)-K\left(x^{\prime}, y\right)\right| \leq C\left(\frac{\left|x-x^{\prime}\right|}{|x-y|+\left|x^{\prime}-y\right|}\right)^{\delta}$, again uniformly in $x, x^{\prime}$ and $y$ for $x \neq y \neq x^{\prime}$, with a symmetric condition on $K(x, y)-K\left(x, y^{\prime}\right)$. The cancellation conditions exist in several versions, and are more subtle.)

The most famous examples of such operators are given by the Cauchy integral on a Lipschitz curve or the double layer potential on a Lipschitz surface. Together with Ronald Coifman and Alan McIntosh, Yves Meyer [4] obtained a breakthrough result in this framework, proving the boundedness of these Calderón-Zygmund operators for arbitrary Lipschitz curves or surfaces. This breakthrough opened the door for further fundamental results, such as the solution of the Dirichlet problem in arbitrary Lipschitz domains by the method of layer potentials [5], the celebrated $T(1)$ theorem of Guy David [6], proving boundedness of general Calderón-Zygmund operators under minimal conditions (generalized even further by David, Journé and Semmes [7]), and the solution of Kato's conjecture about the square root of accretive differential operators [8].

One of the technical tools used repeatedly in the analysis of CalderónZygmund operators consists in integral formulas of the type

$$
Q_{s}(f)(x)=s^{n} \int_{\mathbb{R}^{n}} f(x-y) q(s y) d y
$$

with a function $q: \mathbb{R}^{n} \rightarrow \mathbb{R}$ defined in several ways in different papers, one of the easiest of which is $q(x)=2^{n} \varphi(2 x)-\varphi(x)$, for some well-localized and smooth "bump function" $\varphi$ on $\mathbb{R}^{n}$ (i.e. a smooth function with fast decay and integral $1)$, often picked radially symmetric for simplicity. One then easily checks that the following resolution of the identity holds, at least in the weak sense, and for reasonable $f$,

$$
\int_{0}^{\infty} Q_{s}\left(Q_{s}(f)\right) \frac{d s}{s}=C_{\varphi} f
$$

where $C_{\varphi}$ depends on the choice of $\varphi$, but not on $f$. The integral over the scaling parameter $s$ can then be written as a sum of integrals over subsets of $\mathbb{R}_{+}$, carving up $f$ into components at different scales.

## 3. Signal and Image Processing: Wavelets (1983-1993)

Wavelet theory finds its origin in the recurrent need to develop a localized version of Fourier analysis, inasmuch as is possible within the Heisenberg principle constraint.

Early attempts to obtain time-frequency representations for arbitrary (bounded) functions $f: \mathbb{R} \rightarrow \mathbb{C}$, via linear and bilinear transforms, were motivated at least in part by the desire to study the correspondence between classical and quantum mechanics: coherent state representations (already implicit in some of Schrödinger's work; introduced more explicitly by Gabor in 1945) which can be viewed as short-time Fourier transforms or windowed Fourier transforms,

$$
S_{w}(f)(t, \omega)=\int_{\mathbb{R}} f(t+\tau) e^{i \omega \tau} w(\tau) d \tau
$$

(where $w$ is typically smooth and has compact support or fast decay), or the Wigner transform,

$$
W(f, g)(t, \omega)=\int_{\mathbb{R}} f(t+\tau) \overline{g(t-\tau)} e^{2 i \omega \tau} d \tau ;
$$

in this last case, $W(f, f)$ (in which $g=f$ ) is called the Wigner or WignerVille distribution of $f$, first introduced in the 1930s. Figure 1 illustrates these time-frequency representations for one particular $f$.

In the windowed Fourier transform the extent of "time" or "frequency" localization is fixed in advance by the choice of the window function $w$. For instance, in Figure 1, the constant frequency component $f_{1}$ is clearly delineated in the windowed Fourier transform with wide window $w_{\text {wide }}$, and much less so when $w_{\text {narrow }}$ is chosen; on the other hand, the temporal start of $f_{2}$ can be identified with greater accuracy in the windowed Fourier transform with $w_{\text {narrow }}$ than with $w_{\text {wide }}$. One easily checks that, for a wide range of choices of $f, g$, including all $f, g \in \mathrm{E}^{2}(\mathbb{R})$,

$$
\int_{\mathbb{R} \times \mathbb{R}} \overline{S_{w}(g)(t, \omega)} S_{w}(f)(t, \omega) d t d \omega=2 \pi\left[\int_{\mathbb{R}}|w(s)|^{2} d s\right] \int_{\mathbb{R}} \overline{g(\tau)} f(\tau) d \tau
$$

writing out explicitly the integrals in $S_{w}(g)$, one finds that this can be interpreted (in the weak sense) as

$$
f(\tau)=(2 \pi)^{-1} \int_{\mathbb{R} \times \mathbb{R}} S_{w}(f)(t, \omega) w(\tau-t) e^{-i \omega \tau} d t d \omega
$$



Figure 1. Examples of time-frequency representations. Top row left: the signal $f(t)=f_{1}(t)+f_{2}(t)$ defined by $f_{1}(t)=.5 t+\cos (20 t)$ for $0 \leq t \leq 5 \pi / 2$, and $f_{2}(t)=\cos \left(\frac{4}{3}\left[(t-10)^{3}-(2 \pi-10)^{3}\right]+10(t-2 \pi)\right)$ for $2 \pi \leq t \leq 4 \pi$; middle: the "instantaneous frequency" for its two components: for $f_{1}, \omega(t)=20$ for $0 \leq(t-10)^{2} \leq 5 \pi / 2$, and for $f_{2}, \omega(t)=4 t^{2}+10$ for $2 \pi \leq t \leq 4 \pi$; right: the WignerVille distribution of $f$. Bottom row left: the (absolute value of a) continuous windowed Fourier transform of $f(t)$, with a window $w_{\text {wide }}$ with a wide (compact) support in $t$; middle: same, but now with a window $w_{\text {narrow }}$ with a less wide (compact) support in $t$; right: the (absolute value of a) continuous wavelet transform of $f(t)$, where $\psi$ is the Morlet wavelet (essentially a modulated Gaussian).

The quadratic nature (in $f$ ) of the Wigner-Ville distribution causes "interference" terms in the time-frequency representation, avoided in linear time-frequency methods such as the windowed Fourier transforms.

The two windowed Fourier transforms show how the choice of the window influences the corresponding time-frequency representation; in the wavelet transform the fine scale at high frequencies, and the wider time support at lower frequencies make it possible to identify both the frequency of $f_{1}$ and the onset of $f_{2}$ with greater accuracy than in either of the windowed Fourier transform representations.
where we assume $\int_{\mathbb{R}}|w(s)|^{2} d s=1$ for simplicity. With judicious choices of the window $w$ and of parameters $t_{0}, \omega_{0}$, there exist similar decomposition formulas using discrete sums rather than integrals, i.e.

$$
f(\tau)=(2 \pi)^{-1} \sum_{m, n \in \mathbb{Z}} S_{w}(f)\left(m t_{0}, n \omega_{0}\right) w\left(\tau-m t_{0}\right) e^{-i n \omega_{0} \tau}
$$

The Gabor transform is exactly of this type, with a Gaussian window $w$. These integrals or sums can be viewed as ways to write $f$ as a superposition of "atoms" $w_{[t, \omega]}(\tau):=w(\tau-t) e^{-i \omega \tau}$ that are each well localized in time and frequency around their label $[t, \omega]$; note that each $w_{[t, \omega]}$ is obtained from the "generating"
atom $w$ by simple translation in time and in frequency. These decompositions suffer, however, from the shortcoming illustrated by Figure 1: the choice of the window fixes the trade-off between precision in time and frequency localization, which then remains the same throughout the time-frequency plane.

This shortcoming led Jean Morlet, a seismological engineer, to introduce a new integral transform based on time-scale atoms, generated by translates and dilates of an atom $\psi$, i.e. $\psi^{[a, t]}(\tau):=N_{a} \psi\left(\frac{\tau-t}{a}\right)$, where the normalization constant $N_{a}$ can be adapted to the application at hand; often $N_{a}=a^{-1 / 2}$ is selected, ensuring a constant $L^{2}(\mathbb{R})$-norm for the $\psi^{[a, t]}$. Typically one picks $\psi$ smooth, with fast decay; it is essential that it also satisfy $\int_{\mathbb{R}} \psi(t) d t=0$. Analogously to the windowed or short-time Fourier transform $S_{w}(f)(t, \omega)=$ $\int f(\tau) \overline{w_{t, \omega}(\tau)} d \tau$, one then defines the wavelet transform $T_{\psi}(f)$ by

$$
\left.T_{\psi}(f)(a, t)=\int_{\mathbb{R}} f(\tau) \overline{\psi^{[a, t]}(\tau)}\right) d \tau
$$

The bottom right panel of Figure 1 illustrates that $T_{\psi}(f)$ does provide a timefrequency representation with high resolution in time for high frequency components, and high resolution in frequency for low frequency components.

The main theoretical properties of this transform were studied by mathematical physicist Alex Grossmann, in collaboration with Jean Morlet. They showed in particular that, in the same way as for the windowed Fourier transform, (and with the choice $N_{a}=a^{-1 / 2}$ )
$\int_{\mathbb{R} \times \mathbb{R}} \overline{T_{\psi}(g)(a, t)} T_{\psi}(f)(a, t) d t a^{-2} d a=2 \pi\left[\int_{\mathbb{R}}|\xi|^{-1}|\widehat{\psi}(\xi)|^{2} d \xi\right] \int_{\mathbb{R}} \overline{g(\tau)} f(\tau) d \tau$,
where $\widehat{\psi}$ is the Fourier transform of $\psi$. Again, this can be interpreted as

$$
f(\tau)=(2 \pi)^{-1} \int_{\mathbb{R} \times \mathbb{R}} T_{\psi}(f)(a, t) \psi^{[a, t]}(\tau) d t a^{-2} d a
$$

with $\int_{\mathbb{R}}|\xi|^{-1}|\widehat{\psi}(\xi)|^{2} d \xi=1$ for simplicity; judicious choices of $\psi$ and of parameters $t_{0}$, $a_{0}$ lead to a similar discrete decomposition formula,

$$
f=(2 \pi)^{-1} \sum_{m, n \in \mathbb{Z}} T_{\psi}(f)\left(a_{0}^{n}, m a_{0}^{n} t_{0}\right) \psi^{\left[a_{0}^{n}, m a_{0}^{n} t_{0}\right]} .
$$

These decomposition formulas for $f$ turn out to be exactly the same as the formula at the end of the previous section (restricted to dimension 1): the integral over the parameter $s$ corresponds here to the integral over the dilation parameter $a$, and the integral over $t$ is just an explicit writing-out of the convolution inherent to the "outer" $Q_{s}$; the "inner" $Q_{s}$ is subsumed in the wavelet transform $T_{\psi}(f)$.

Yves Meyer was the first to notice this similarity, and to realize that the wavelet transform proposed by Grossmann and Morlet was related to the very
rich and powerful Calderón-Zygmund theory. He soon established that, in contrast to the windowed Fourier transform, the wavelet transform allows for discrete versions in which the $\psi^{\left[a_{0}^{n}, m a_{0}^{n} t_{0}\right]}$ constitute an orthonormal basis for $L^{2}(\mathbb{R})$. Several new families of bases, constructed by Meyer and by his student Pierre-Gilles Lemarié-Rieusset, as well as by the mathematical physicist Guy Battle, soon joined the two already existing constructions, by Alfred Haar and Jan-Olov Stromberg respectively, all featuring dyadically scaled functions of the type $\psi_{j, k}(t)=2^{j / 2} \psi\left(2^{j} t-k\right)$, with $j, k$ ranging over $\mathbb{Z}$. In collaboration with Stéphane Mallat, Meyer constructed a general framework, multiresolution analysis, that not only provided the right setting to construct further wavelet bases, but also allowed the seamless integration of the new wavelet point of view with the existing Calderón-Zygmund theory. In particular, Meyer showed in his celebrated book [9] that these wavelet bases are unconditional bases for a host of classical function spaces; this is a key feature in many applications of wavelets, for instance in data compression and statistical estimation.

The work of Yves Meyer paved the way to the construction of orthonormal bases of compactly supported wavelets [10] and their subsequent biorthogonal generalization [11], corresponding to subband filtering algorithms with finite filters. The biorthogonal wavelet filters of [11] were selected as the filters of choice in the JPEG2000 image compression standard, recently adopted for the digital movies presently reaching movie theaters worldwide.

Wavelets have many more applications to science and technology, including denoising algorithms, adaptive numerical approximation of PDEs, medical and astronomical imaging, turbulence and genomic analysis; a beautiful description of different perspectives can be found in the book [12] by Yves Meyer, Stéphane Jaffard and Robert Ryan. These applications are reflected by a large number of industrial patents, workshops, conference sessions and publications devoted to these applications.

In order to satisfy the requirements for an applications to astrophysics, Meyer, in collaboration with Ronald Coifman, extended the construction of wavelet bases to wavelet packet bases, which have since been used in numerous applications as well.

## 4. Navier-Stokes Equations (1994-1999)

Yves Meyer's interest in Navier-Stokes equation was inspired by a series of talks and papers by Marie Farge, as well as by a paper by Guy Battle and Paul Federbush, suggesting that wavelet transforms might yield better results than pseudo-spectral algorithms for the numerical approximation of turbulent flow. This belief was grounded by the observation that turbulence involves a cascade of energy across a large range of scales and that wavelets provide a natural tool to identify the different scales and to analyze their interaction.

This led Yves Meyer to launch a research program on the Navier-Stokes equation, in collaboration with his students Marco Cannone, Fabrice Planchon
and Pierre-Gilles Lemarié-Rieusset. It turned out that it is in fact more efficient to stick to Littlewood-Paley decompositions than to use wavelet expansions for the analysis of Navier-Stokes equations; using these decompositions they proved global existence of the solution in the space $C\left(\mathbb{R}_{+}, L^{3}\left(\mathbb{R}^{3}\right)\right)$ when the initial condition $u_{0}$ is oscillating in the sense that it belongs to a Besov space of negative order; this was an improvement on the earlier Fujita-Kato theorem. A uniqueness result was later established by Pierre-Gilles Lemarié.

Another famous contribution of Yves Meyer to partial differential equations is an improved div-curl lemma, stating that if $E$ and $B$ are two square integrable vector fields such that $\nabla \cdot E$ and $\nabla \times B$ vanish, then $E \cdot B$ belongs to the Hardy space $H^{1}$. This remarkable result, first suggested by Pierre-Louis Lions, was proved by Yves Meyer and his collaborators in [13].

## 5. Recent Work (2000-2008)

The results obtained by the group of Yves Meyer in nonlinear evolution equations led him to believe that there might be a functional norm governing the eventual blow-up of the solution to the Navier- Stokes equation. This endeavor ultimately led to dramatically improved Gagliardo-Nirenberg inequalities involving negative-regularity spaces, explaining why the solution of the NavierStokes equation does not blow up when the initial condition is oscillating. The study of these oscillatory patterns also led Yves Meyer back to the arena of image processing. A classical problem in image analysis is the separation of geometric features and texture. The algorithm proposed by Yves Meyer is based on a minimization procedure which involves the BV-norm to measure the geometric (or "cartoon") content and a negative smoothness norm to measure the oscillatory texture. This strongly improves on a celebrated algorithm proposed by Stanley Osher and Leonid Rudin. A comprehensive mathematical synthesis explaining the role of oscillation in both nonlinear partial differential equations and image processing was given by Yves Meyer in [14].

Most recently, Yves Meyer has been active in the field of compressed sensing. This very active field studies the extent to which one can exploit the inherent low-dimensional nature of an object or feature under study, when taking measurements in a high dimensional setting, when the identity of the "active" components is unknown. Based on abstract results from functional analysis and approximation theory from the 1960s, the fundamental estimates recently garnered an explosive amount of interest, after the work of Emmanuel Candès, Terrence Tao, David Donoho and many others who constructed concrete algorithms and illustrated their promise in applications.

A fundamental limitation in most approaches was that the best results were obtained with measurement matrices generated by probabilistic methods; typically deterministic constructions are less efficient. Yves Meyer gave the first deterministic construction of an optimal sensing system, based on the theory of model sets that he introduced at the start of his career, as well as a concrete
algorithm for signal recovery from the measurements obtained by this system; in his approach the randomness is replaced by the pseudo-periodic structure generated by the model set.

## 6. Conclusions

The scientific life of Yves Meyer combines deep theoretical achievements in harmonic analysis, number theory, partial differential equations and operator theory, with a constant quest for a truly interdisciplinary exchange of ideas and the development of relevant and concrete applications.

This is illustrated most notably by his leading role in the development of wavelet theory, in which his research in harmonic analysis and operator theory led him naturally to the development of the computational multiscale methods that are at the heart of numerous applications of wavelets and wavelet packets in information science and technology.

His pioneering role is clear from the record. But to all his students and collaborators, Yves Meyer also stands out by other characteristics, maybe less tangible in the written record - his insatiable curiosity and drive to understand, his openness to other fields, his boundless enthusiasm and energy that inspired many young scientists, not all of them mathematicians, and the selfless generosity with which he untiringly promoted their work.

## Acknowledgment

This laudator wishes to acknowedge her heavy debt to everyone, and in particular to Albert Cohen, who helped her in putting together this write-up, especially where it concerns fields in which she is far from being expert herself.

## References

[1] Y. Meyer, Idéaux fermés de $L^{1}$ dans lesquels une suite approche l'identité, Math. Scand. 19, 219-222, 1966.
[2] Y. Meyer, Nombres algébriques, nombres transcendants et répartition modulo 1, Acta Arithmetica 16, 347-350, 1970.
[3] Y. Meyer, Algebraic numbers and harmonic analysis, North Holland, New York, 1972.
[4] R.C. Coifman, A. McIntosh and Y. Meyer, L'intégrale de Cauchy définit un opérateur borné sur $L^{2}$ pour les courbes Lipschitziennes, Annals of Math. 116, 361-387, 1982.
[5] E. Fabes, Layer potential methods for boundary value problems on Lipschitz domains, Potential Theory Surveys and Problems, Lecture notes in Mathematics 1344, 55-80, Springer, 1988.
[6] G. David and J.L. Journé, A boundedness criterion for generalized CalderónZygmund operators, Annals of Mathematics, 120, 371-397, 1984
[7] G. David, J.L. Journé and S. Semmes, Opérateurs de Calderón-Zygmund, fonctions para-accrétives et interpolation, Rev. Mat. Iberoamericana, 1, 1-56, 1985.
[8] P. Auscher and P. Tchamitchian, Square root problem for divergence operators and related topics, Astérisque, 249, 1998.
[9] Y. Meyer, Wavelets and operators, vol. I, II and III, Cambridge University Press, 1992.
[10] I. Daubechies, Orthonormal bases of compactly supported wavelets, Comm. Pure \& Appl. Math., 41, 909-996, 1988
[11] A. Cohen, I. Daubechies, and J.C. Feauveau, Biorthogonal bases of compactly supported wavelets, Comm. Pure \& Appl. Math., 45, 485-560, 1992.
[12] S. Jaffard, Y. Meyer and R. Ryan, Wavelets, tools for sciences and technology, SIAM, 2001.
[13] R. Coifman, P.-L. Lions, Y. Meyer and S. Semmes, Compensated compactness and Hardy spaces, J. Math. Pures Appl., 247-293, 1993.
[14] Y. Meyer, Oscillating patterns in some nonlinear evolution equations, Mathematical foundation of turbulent viscous flows, Lecture notes in Mathematics 1871, Springer 2006.

This page is intentionally left blank

## Chern Prize

## Louis Nirenberg

Bachelor's degree from McGill University,1945
Ph.D., New York University, 1949.

## Positions held

Faculty, New York University, 1949-1999
Original members of the Courant Institute of Mathematical Sciences.
Emeritus Professor, Courant Institute of Mathematical Sciences, New York University, 1999- .

# The work of Louis Nirenberg 
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Louis Nirenberg is one of the most outstanding analysts of the twentieth century. For more than half a century, he has been a world leader in partial differential equations - a master of inequalities and regularity theory - with fundamental contribution in geometry, complex analysis, and fluid dynamics. Nirenberg is a household name in these fields. In addition to the depth and its basic importance, his work also has enormous influence on others. In each of the last 10 years, top 15 cited papers in mathematics include at least 2 of Nirenberg's, according to the MathSciNet. Working with others has been an essential part of Nirenberg's research - more than $90 \%$ of his research are joint works.

## 1. Geometry

In 1953 Nirenberg published 4 papers. The first two papers ([1] and [2]) solved two long standing open problems, the Weyl problem and the Minkowski problem, in differential geometry, and, in partial differential equations, gave basic estimates to solutions of nonlinear second order elliptic equations in dimension two. His solution of the Weyl and Minkowski problem was a pioneering work in the study of geometry problems using nonlinear partial differential equations, and a milestone in global geometry. These were established in his Ph.D. thesis in 1949. He was slow in rewriting the thesis for publication. His thesis adviser was J.J. Stoker, himself a student of Heinz Hopf.

The Weyl problem, raised by H. Weyl in 1916, is the following: Given a smooth metric $g$ of positive Gauss curvature on the sphere $S^{2}$, is there an embedding $X: S^{2} \rightarrow R^{3}$ such that the metric induced on $S^{2}$ by this embedding is $g$ ? Such an embedding $\left(S^{2}, g\right) \rightarrow R^{3}$ is called isometric, and satisfies the following system of nonlinear partial differential equations:

$$
\nabla_{i} X \cdot \nabla_{j} X=g_{i j} .
$$

Such an isometric embedding, if it exists, is unique up to rigid motion. H. Lewy proved in 1938 the existence part under the assumption that the metric

[^13]$g$ is analytic, using theorems he developed concerning analytic Monge-Ampère equations. Nirenberg gave a beautiful solution of the Weyl problem, using the method of continuity and the strong apriori estimates he established for nonlinear elliptic equations in two dimension. The Weyl problem was independently solved by A.V. Pogorelov using a different method.

Given a closed smooth strictly convex surface $M$ in the Euclidean space $R^{3}$, the Gauss map $\nu: M \rightarrow S^{2}$, mapping a point $P$ on $M$ to the unit outer normal of $M$ at $P$, is a diffeomorphism. The Gauss curvature $K_{M}$ of $M$, identified as a function on $S^{2}$ through $\nu$, satisfies

$$
\int_{S^{2}} \frac{x}{K_{M}\left(\nu^{-1}(x)\right)}=0
$$

where $x=\left(x_{1}, x_{2}, x_{3}\right)$ is the coordinate function on $S^{2}$.
The Minkowski problem concerns the converse: Given a smooth positive function $K$ on $S^{2}$ satisfying

$$
\int_{S^{2}} \frac{x}{K(x)}=0
$$

is there a closed smooth strictly convex surface $M$ in $R^{3}$ whose Gauss curvature $K_{M}$ is given by $K_{M}(P)=K(\nu(P))$ ? Nirenberg gave an affirmative answer to the question.

Consider a nonlinear partial differential equation of second order

$$
F\left(x, u, \nabla u, \nabla^{2} u\right)=0 \quad \text { in } B_{1}
$$

where $B_{1}$ is a unit ball of $R^{n}$.
We assume that $F$ is uniformly elliptic: $F$ is a smooth function of its arguments satisfying, for some positive constant $\Lambda$,

$$
\frac{1}{\Lambda}|\xi|^{2} \leq \frac{\partial F}{\partial M_{i j}}(x, s, p, M) \xi_{i} \xi_{j} \leq \Lambda|\xi|^{2}, \quad \forall \xi \in R^{n}, \forall(x, s, p, M)
$$

A problem of basic importance is whether there exists a bound of some Hölder norm of the Hessian $\nabla^{2} u$ in half of the ball in terms of the $L^{\infty}$ norms of $|u|,|\nabla u|$ and $\left|\nabla^{2} u\right|$ in $B_{1}$. Nirenberg established such an estimate in dimension $n=2$ as mentioned above. On the other hand, such an estimate does not hold in dimension $n \geq 12$, as shown recently by N . Nadirashvili and S . Vladut, while the problem remains open in dimension $3 \leq n \leq 11$.

With P. Hartman [11], Nirenberg studied spherical image maps where Jacobian do not change sign. In particular it was shown that if $u$ is a real function on $R^{2}$ with the determinant of its Hessian equal to zero, then its graph is a cylinder.

Nirenberg proved in [13] rigidity of a class of surfaces in $R^{3}$ which have handles. There is still the open problem of whether a smooth closed surface in
$R^{3}$ can be deformed continuously, in an isometric way. Namely, as E. Calabi expressed it, is there Nature's accordion?

In a work with C. Loewner [24], Nirenberg solved a nonlinear problem coming from geometry which involves treating some nonlinear partial differential equations invariant under conformal or projective transformations and finding solutions which become infinite on the boundary.

There is a famous result of A.D. Alexandrov that a connected compact smooth hypersurface embedded in the Euclidean space with constant mean curvature is a sphere. With Y.Y. Li, Nirenberg proved in [57], a paper dedicated to the memory of S.S. Chern, a generalization of this, replacing the constancy by a monotonicity condition, and proving symmetry of the hypersurface about a hyperplane under some conditions. Open questions still remain, in particular, about possible extension of Hopf Lemma for elliptic operators. They also studied in [56] the regularity of the distance function to the boundary, in Finsler geometry, and applied it to the study of singular set of viscosity solutions of Hamilton-Jacobi equations.

## 2. Linear Partial Differential Equations

One of the 4 papers Nirenberg wrote in 1953 is [3] in which he proved the strong maximum principle for parabolic operators extending the classical results for elliptic operators. This has been a standard reference.

In 1956 Nirenberg settled in [4] a long standing open problem about regularity of elliptic boundary value problems up to the boundary. He did this for equations of arbitrary order.

Much of Nirenberg's work concerns estimates for solutions of elliptic boundary value problems. With S. Agmon and A. Douglis he gave in $[10,16]$ a comprehensive treatment of linear elliptic partial differential equations of any order with general boundary conditions which include the extension of Schauder and $L^{p}$ theory for second order elliptic partial differential equations with Dirichlet boundary condition to this generality. These fundamental results are used every day by researchers in partial differential equations, fluid dynamics, material sciences, and many other fields.

With C.B. Morrey, Nirenberg proved in [6] the analyticity of solutions of general linear elliptic systems with analytic coefficients.

In [15], a long paper with Agmon, Nirenberg investigated solutions of ordinary differential equations in Banach space with applications to asymptotic expansion as $t \rightarrow \infty$ for solutions of elliptic equations in a cylinder. These results have been used by others as the basis for the study of elliptic equations in domains with corners: behavior of the solutions near the corners. The paper with Agmon was later generalized by A. Pazy to consider equations with coefficients depending on $t$. Pazy's result was used much later by H. Berestycki and Nirenberg in their study of traveling fronts in cylinder in flame propagation problems.

A basic problem in complex analysis is the so-called $\bar{\partial}$ Neumann problem. It was solved by J.J. Kohn. Nirenberg and Kohn then extended the regularity result to a wide class of noncoersive boundary value problems. This involves the loss of some derivatives. In order to do this they found it necessary to extend the Calderon-Zygmund theory of singular integral operators, to make an algebra of such operators. They introduced in [17], in 1965, the theory of pseudo-differential operators. This is a basic tool which has led to much further development in microlocal analysis and in partial differential equations. They also studied in [18] degenerate elliptic-parabolic equations.

There was a famous example by Hans Lewy of an operator of the form

$$
\begin{equation*}
\sum_{j=1}^{3} a_{j} \frac{\partial u}{\partial x_{j}}=f \quad \text { in } R^{3} \tag{1}
\end{equation*}
$$

with complex coefficients $\left\{a_{j}(x)\right\}$, showing that there is no complex solution. The construction was motivated by complex analysis in $C^{2}$. With Trèves [14], Nirenberg discovered the general condition under which the equation is solvable. In later work [21] and [22] they treated general linear partial differential operators and formulated a condition $\Phi$ for local solvability. For pseudo differential operators they introduced a more general condition $\Psi$. They proved sufficiency of $\Psi$ in the analytic case. Sufficiency of $\Phi$ for partial differential operators was proved by R. Beals and C. Fefferman. Necessity of $\Psi$ was proved by R.D. Moyer in dimension two and by L. Hörmander in general. Only a few years ago was sufficiency of $\Psi$ proved by N. Dencker.

Later, Nirenberg considered again in [25] the equation (1) with $f=0$, and constructed an operator $L$ for which the only solution of $L u=0$ is $u=$ constant. This gave a surprising solution to a problem of Hans Lewy. This is, as mentioned earlier, connected with complex analysis in $C^{2}$. The corresponding question in $C^{n+1}$, or in $R^{2 n+1}$, was taken up by M. Kuranishi who proved that for $n \geq 3$ the system had solutions. The case $n=2$ is still open.

With H. Berestycki and S.R.S. Varadhan [49], Nirenberg proved the existence of principal eigenvalue (necessarily real), and derived improved form of the maximum principle for general linear second order elliptic operators in general domains. The work is considered a classic. Many people continue to refer to it.

## 3. Inequalities

Inequalities play a central role in almost all of Nirenberg' work. He proved basic interpolation inequalities and embedding inequalities, which are used every day.

In [9], lectures in partial differential equations, one of the lectures established general interpolation inequalities between functions and their derivatives, involving $L^{p}$ spaces. These are called the Gagliado-Nirenberg inequalities. Gagliado derived them at the same time. These results are used all the time.

With F. John, Nirenberg introduced in [12] the space of functions of bounded mean oscillation (BMO): those are locally integrable functions $f$ on $R^{n}$ satisfying, for some constant $C$,

$$
\frac{1}{|B|} \int_{B}\left|f(x)-f_{B}\right| d x \leq C, \quad \text { for all balls } B
$$

where $f_{B}=|B|^{-1} \int_{B} f$ denotes the mean value of $f$ over the ball. This is a new class of functions between $L^{p}$ and $L^{\infty}$. They established a deep basic estimate for BMO functions: If $f$ is in BMO, then $u$ has exponential integrability, i.e., for some positive constant $a$,

$$
\int_{B} e^{a\left|f(x)-f_{B}\right|} d x<\infty, \quad \text { for all balls } B
$$

This seminal result has become a central element in analysis and is much used in partial differential equations, harmonic analysis, and probability theory.

With H. Brezis, Nirenberg extended in [50] and [51] degree theory to maps, between manifolds, which are merely in VMO (have vanishing mean oscillation), a refinement due to D. Sarason of the class BMO. The maps need not be continuous. The need for having a degree for such maps, with the useful properties, arose in problems coming from harmonic maps, Ginzburg-Landau equations, among others.

## 4. Complex Analysis

With A. Newlander, Nirenberg solved in [5] the problem on integrability of almost complex structures. In fact it was suggested to Nirenberg by A. Weil and S.S. Chern. This was a basic problem in higher dimensional complex analysis: When can one reduce a given system of $n$ first order linear partial differential equations in $R^{2 n}$ to the Cauchy-Riemann equations in $C^{n}$, after a smooth change of coordinates? Necessary conditions were long known. Here their sufficiency was proved. This was extended by Nirenberg in [8] to a complex form of the classical Frobenius Theorem about differential forms. The NewlanderNirenberg theorem reminds me of a meeting with S.S. Chern some years ago at the Chern Institute in Tianjin during which he gave me an envelope containing a mathematics manuscript and a letter to Nirenberg, and asked me to bring it to Nirenberg. He told me that the envelope was not sealed in case I wanted to make a copy, which I did. I remember that his whole manuscript had only two references, one of them is the paper [5].

With K. Kodaira and D. Spencer, Nirenberg proved in [7] the existence of deformation of complex structure on complex manifolds. The more general form of this result was later obtained by M. Kuranishi.

Nirenberg wrote one paper [19] with S.S. Chern (together with H.I. Levine). It introduced intrinsic norms on the homology groups of a complex manifold.

In [20] Nirenberg gave a rather simple proof of the Malgrange extension of the Weisstrass preparation theorem.

In [23] he proved an abstract form of the Cauchy-Kowalewski Theorem. This was later improved by T. Nishida, and applied to fluid dynamics.

With Caffarelli, J.J. Kohn and Spruck, Nirenberg solved in [36] the Dirichlet problem for degenerate complex Monge-Ampère equations and some uniformly elliptic ones.

## 5. Nonlinear Partial Differential Equations and Applications

With D. Kinderlehrer and J. Spruck, Nirenberg wrote a series of papers ([27][29]) on regularity of free boundaries, in the obstacle and other problems, including generalization of a result of Hans Lewy. With H. Berestycki and L. Caffarelli he wrote a deep paper [42] on uniform estimates for regularization of free boundary problem.

With B. Gidas and W.-M. Ni, Nirenberg wrote two papers [30, 32] on symmetry and monotonicity of positive solutions of various second order elliptic problems. They used the method of moving planes, due originally to A.D. Alexandrov and then used by J. Serrin. Since then, this method has found surprising applications to a wide variety of problems including derivation of a priori estimates. Later with H. Berestycki, Nirenberg gave in [45] a significant modification to the argument so that it applies to domains whose boundary maybe irregular, and also introduced the sliding method to prove monotonicity.

In all these, the maximum principle plays a crucial role. Many of Nirenberg's papers rely on the maximum principle, in one form or another. As he said, with his ever-present sense of humor, "I have made a living from the maximum principle".

Nirenberg wrote a paper with L. Caffarelli and R. Kohn in fluid dynamics [33] in 1982, on incompressible Navier-Stokes equation in three space dimensions. The equations describe the motion of an incompressible fluid in $R^{3}$ (or a domain of it), which are satisfied by unknown velocity function $u(x, t)=\left(u^{1}(x, t), u^{2}(x, t), u^{3}(x, t)\right)$ and pressure function $p(x, t)$, defined for position $x \in R^{3}$ and time $t \geq 0$. They take the form (with zero external force and unit viscosity - for simplicity)

$$
\begin{aligned}
\frac{\partial u^{i}}{\partial t}+\sum_{j=1}^{3} u^{j} \frac{\partial u^{i}}{\partial x_{j}}-\Delta u^{i}+\frac{\partial p}{\partial x_{i}} & =0, \quad x \in R^{3}, t \geq 0 \\
\sum_{i=1}^{3} \frac{\partial u^{i}}{\partial x_{i}} & =0, \quad x \in R^{3}, t \geq 0
\end{aligned}
$$

and

$$
u(x, 0)=u_{0}(x),
$$

where $u_{0}(x)$ is a given smooth divergence-free vector valued function with compact support.

In order to find smooth solutions $u$ and $p$, one tries to first establish the existence of solutions in weak sense and then prove regularity of weak solutions. For physically reasonable solutions, $|u|^{2}$ should satisfy suitable growth property.
J. Leray proved in 1934 the existence of weak solutions with suitable growth property. Nirenberg, in the joint work with Caffarelli and Kohn, proved that the 1-dimensional Hausdorff measure of the singular set of physically reasonable weak solutions, if singularities arise, is zero (so it can not contain a curve in space-time). Up to now this result has not been improved. The question of whether singularities can occur is a basic open problem in analysis and partial differential equations, and is one of the seven Clay Mathematics Institute Millennium Prize Problems.

With H. Brezis, Nirenberg proved deep existence and nonexistence results in [34] on semi-linear elliptic equations with critical exponent. This work has inspired many researchers working on problems with lack of compactness, and has led to much research activity in calculus of variations and in partial differential equations. The paper is referred to constantly. Beside this, they wrote a large number of joint papers, some are on semi-linear equation and critical point theory (e.g. [26], [31], [46] and [47], one with J.M. Coron).

With Caffarelli and Spruck, Nirenberg wrote a series of papers ([35]-[41], one with J.J. Kohn) on fully nonlinear elliptic equations, such as the MongeAmpere equations and derived new existence theories, some with applications in differential geometry. All these papers involve deep, intricate estimates, and use the maximum principle. These works have led to much outstanding research in fully nonlinear partial differential equations.

Berestycki and Nirenberg wrote a series of papers on traveling fronts in cylinder (e.g. [43] and [44]), and with Caffarelli they wrote several papers ([48], [52], [53]-[54]) on properties of solutions of equations in unbounded domains, using the method of moving planes and the sliding method, and they obtained existence for solutions.

With Y.Y. Li, Nirenberg also wrote a large number of papers on different topics; one [55] involves estimates for elliptic systems (such as equations of elasticity) coming from composite material. With L. Caffarelli and Y.Y. Li, Nirenberg is writing a series of papers ([58]-[60]) on singular solutions of nonlinear elliptic equations.

Nirenberg has shared with mathematicians all over the world his knowledge, his wisdom and his friendship. He transmitted to generations of young mathematicians his love for mathematics, gave them guidance, taught them to think and do research. He has supervised 45 Ph.D. students.

Among his many honors and awards, he received in 1959, the Bôcher Prize of the American Mathematical Society; in 1982, the Crafoord Prize which was established by the Royal Swedish Academy of Sciences in areas not covered
by the Nobel Prizes; in 1994, the Steele Prize for Lifetime Achievement of the AMS; and in 1995, the National Medal of Sciences of the United States.

We draw attention to an interview of Nirenberg [Interview with Louis Nirenberg, Notices of the AMS, April 2002], and articles on the works of Nirenberg written by L. Caffarelli and J.J. Kohn [Louis Nirenberg receives National Medal of Science, Notices of the AMS, October 1996].
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#### Abstract

Exchangeable representations of complex random structures are useful in several ways, in particular providing a moderately general way to derive continuum limits of discrete random structures. I shall describe an old example (continuum random trees) and a more recent example (dense graph limits). Thinking this way about road routes suggests challenging new problems in the plane.
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This write-up follows the style of the ICM talk, presented as 5 episodes in the development of a topic over the last 80 years.

- Exchangeability and de Finetti's theorem (1930s - 50s)
- Structure theory for partially exchangeable arrays (1980s)
- A general program for continuum limits of discrete random structures, illustrated by trees (1990s)
- 3 recent "pure math" developments (2000s)
- Road routes from this viewpoint (2010s)

An expanded version of the material in sections 1-4 appears as a longer survey article [4]. Section 5 is work in progress, in part with Wilfrid Kendall, not yet written up in more detail.

[^14]
## 1. Exchangeability and de Finetti's Theorem

A common verbal statement of de Finetti's theorem is
An infinite exchangeable sequence is distributed as a mixture of i.i.d. sequences.

For readers who don't work in Probability Theory let me try to explain what this means, starting with a very elementary story and reminding you of the jargon of random variables and probability measures.

Dice are an over-used icon for randomness; for our purpose darts (aimed at the center of a target) are better, because different people have different accuracy. So the following three scenarios, which would be mathematically equivalent for dice, are different for darts.

- Pick a person with known accuracy; ask the person to throw dart repeatedly.
- Pick a random person in audience; ask the person to throw dart 1 time. Repeat indefinitely.
- Pick a random person in audience; ask the person to throw dart repeatedly.

We are assuming a natural model for dart throwing

- For each person there is a probability measure $\mu$ on $\mathbb{R}^{2}$; the chance their dart lands in a region $A$ equals $\mu(A)$.
- When this person throws repeatedly, the landing points $X_{1}, X_{2}, \ldots$ are independent random variables with distribution $\mu$.

Recall independence is formalized by the product rule

$$
P\left(X_{1} \in A_{1} \text { and } X_{2} \in A_{2}\right)=\mu\left(A_{1}\right) \times \mu\left(A_{2}\right)
$$

or equivalently product measure

$$
\operatorname{dist}\left(X_{1}, X_{2}\right)=\mu \otimes \mu \quad \operatorname{dist}\left(X_{1}, X_{2}, X_{3}, \ldots\right)=\mu^{\otimes \infty} .
$$

The three scenarios give three different distributions for the infinite sequence $\left(X_{1}, X_{2}, \ldots\right)$ of dart hits. With a 500 -person audience with distributions ( $\mu_{k}, 1 \leq k \leq 500$ ), one of which is the known distribution $\mu$, the distributions are

- $\mu^{\otimes \infty}$
- $\nu^{\otimes \infty}$ where $\nu(\cdot)=\frac{1}{500} \sum_{k} \mu_{k}(\cdot)$
- $\frac{1}{500} \sum_{k} \mu_{k}^{\otimes \infty}$

In the first two cases, the different throws are independent, but in the third they're not. Jargon: in the first two cases the distribution is IID (independent
and identically distributed), but the third case is a mixture of IID. This last notion is what arises in de Finetti's theorem.

Some measure theory background. Let me try to give an intuitive feeling for basic measure-theoretic probability terms, and a particular technical fact, neither of which is easily found in textbooks. View a probability measure (PM) as like a recipe or a plan - something you might do - and a random variable (RV) as an instance of actually doing it. RVs can take values in an (essentially) arbitrary space $S$. That is, for essentially any kind of complicated mathematical object you can imagine, then you can also imagine a random such object. An $S$ valued RV $X$ has a distribution $\operatorname{dist}(X)$, the induced PM on $S$. Many definitions in Probability Theory are formally about PMs but we phrase them using RVs. In particular, when we talk about symmetry properties we are talking about an underlying PM not the realizations of RVs.

Now imagine an idealized random number generator (RNG) that gives a random number $\xi$ distributed uniformly on $[0,1]$; repeated calls to the RNG give independent $\xi_{1}, \xi_{2}, \ldots$ Given an arbitrary (measurable) function $f:[0,1] \rightarrow S$ for a "nice" space $S$, we can use $f(\xi)$ as a $S$-valued RV with some distribution $\mu$. Different $f$ might give the same $\mu$.

An under-emphasized Theorem in measure theory says that every $\mu$ arises as $\operatorname{dist}(f(\xi))$ for some $f$. Any time we do a computer simulation of a probability model we are implicitly using this fact (if it were false then there would be measures that were in principle impossible to sample computationally). So any IID $S$-valued sequence can be represented as $\left(f_{1}\left(\xi_{1}\right), f_{1}\left(\xi_{2}\right), \ldots\right)$ where the $\left(\xi_{1}, \xi_{2}, \ldots\right)$ - which we view as calls to a RNG - are IID uniform $[0,1]$, and where $f_{1}:[0,1] \rightarrow S$ is some function.

The phrase "a mixture of IID $S$-valued sequences" means a PM on $S^{\infty}$ of the form

$$
\int \mu^{\otimes \infty} \Psi(d \mu), \text { for some PM } \Psi \text { on } \mathcal{P}(S):=\{\text { PMs on } S\} \text {. }
$$

As a corollary of the representation above, any such PM has a representation as the distribution of

$$
\begin{equation*}
f_{2}\left(\alpha, \xi_{1}\right), f_{2}\left(\alpha, \xi_{2}\right), f_{2}\left(\alpha, \xi_{3}\right), \ldots \tag{1}
\end{equation*}
$$

for some function $f_{2}:[0,1] \times[0,1] \rightarrow S$. Here $\alpha$ is one more independent uniform $[0,1] \mathrm{RV}$. The proof of (1) relies on the insight that the action of picking a PM at random can be implemented as a function of $\alpha$, because any random pick of any type of object can be implemented that way.

Exchangeability. A finite permutation $\pi$ of $\{1,2,3, \ldots\}$ induces a map $\tilde{\pi}$ : $S^{\infty} \rightarrow S^{\infty}$, mapping $\left(s_{i}\right)$ to $\left(s_{\pi(i)}\right)$.
Definition. A PM on $S^{\infty}$ is exchangeable if it is invariant under the action of each $\tilde{\pi}$ (with the analogous definition for finite products).

Intuitively: "a sequence of RVs is exchangeable if the order does not matter". This is a strong symmetry condition. Note it is obvious that any (finite or infinite length) mixture of IID sequences is exchangeable. de Finetti's theorem is the non-obvious converse.

Theorem 1 (de Finetti). Each infinite exchangeable sequence is distributed as a mixture of IID sequences
$\ldots$. . and so in particular has a representation in form (1).
de Finetti's Theorem plays a conceptually fundamental role in Bayesian Statistics, which I won't explain in this talk. The theorem appears in many first-year-graduate level probability textbooks. The next material is somewhat deeper.

## 2. Structure Theory for Partially Exchangeable Arrays

Write $\mathbb{N}:=\{1,2,3, \ldots\}$ and write $\mathbb{N}_{(2)}$ for the set of unordered pairs $\{i, j\} \subset \mathbb{N}$. Consider a random array

$$
\mathbf{X}=\left(X_{\{i, j\}},\{i, j\} \in \mathbb{N}_{(2)}\right)
$$

(Essentially a random infinite symmetric matrix). We want to study the the partially exchangeable property

$$
\begin{equation*}
\mathbf{X} \stackrel{d}{=}\left(X_{\{\pi(i), \pi(j)\}},\{i, j\} \in \mathbb{N}_{(2)}\right) \text { for each finite permutation } \pi . \tag{2}
\end{equation*}
$$

Because not every permutation of $\mathbb{N}_{(2)}$ is of the form $\{i, j\} \rightarrow\{\pi(i), \pi(j)\}$, this is a weaker property than exchangeability of the countable family $\mathbf{X}$.

We can create such a partially exchangeable array by starting with our IID uniform $[0,1] \operatorname{RVs}\left(\xi_{1}, \xi_{2}, \ldots\right)$ and applying a function $g_{2}:[0,1]^{2} \rightarrow \mathbb{R}$ which is symmetric in the sense $g_{2}(x, y)=g_{2}(y, x)$, to get

$$
X_{\{i, j\}}=g_{2}\left(\xi_{i}, \xi_{j}\right) .
$$

This is the "interesting" construction of an array with the partially exchangeable property. But also there are the arrays

- with IID entries
- where all entries are the same RV.

We can combine these ideas as follows. Take a function $f:[0,1]^{4} \rightarrow S$ such that $f\left(u, u_{1}, u_{2}, u_{12}\right)$ is symmetric in $\left(u_{1}, u_{2}\right)$, and then define

$$
\begin{equation*}
X_{\{i, j\}}:=f\left(U, U_{i}, U_{j}, U_{\{i, j\}}\right) \tag{3}
\end{equation*}
$$

where all the RVs in the families $U,\left(U_{i}, i \in \mathbb{N}\right),\left(U_{\{i, j\}},\{i, j\} \in \mathbb{N}_{(2)}\right)$ are IID uniform $(0,1)$. The array $\mathbf{X}=\left(X_{\{i, j\}}\right)$ is partially exchangeable.

As with de Finetti's theorem, the converse is true but far from obvious.
Theorem 2 (Partially Exchangeable Representation Theorem). An array X which is partially exchangeable, in the sense (2), has a representation in the form (3).

There is a (technically complicated) uniqueness property - roughly, $f$ is unique up to measure-preserving transformations of the $U$ 's.

The specific property (2) is really just a prototype of a whole family of "partially exchangeable" properties, and Theorem 2 is a prototype of a corresponding family of structure theorems for variations and specializations of (2). Such results go back to Hoover [8] and Aldous [1] and appear in the 1984 survey [2]. They were subsequently extended systematically by Kallenberg, both for arrays and analogs such as exchangeable-increments continuous-parameter processes, and rotatable matrices, during the late 1980s and early 1990s. The whole topic of representation theorems is the subject of Chapters 7-9 of Kallenberg's 2005 monograph [9]. Not only does this monograph provide a canonical reference to the theorems, but also its introduction provides an excellent summary of the topic.

The original motivation for this theory was in part "mathematically natural conjectures", in part Bayesian statistics. I won't explain the original motivation in this talk, because more recent uses are more interesting.

## 3. A General Program for Continuum Limits of Discrete Random Structures

This is a "general program", where "general" $\neq$ "always works" but instead means "works in various settings that otherwise look different". Let's start with a rather obvious idea:

One way of examining a complex mathematical structure equipped with a PM is to sample IID random points and look at some form of induced substructure relating the random points
which assumes we are given the complex structure. In contrast, here is a less obvious idea:

We can often use exchangeability in the construction of complex random structures as the $n \rightarrow \infty$ limits of random finite $n$-element structures $\mathcal{G}(n)$.
What's the point of such an indirect method? Well, it is available for use when there's no natural way to think of each $\mathcal{G}(n)$, as $n$ varies, as taking values in the same space.

To expand the idea:
Within the $n$-element structure $\mathcal{G}(n)$ pick $k$ IID random elements, look at an induced substructure on these $k$ elements - call this $\mathcal{S}(n, k)$ - taking values in some space $S_{(k)}$ that depends on $k$ but not $n$. Take a limit (in distribution) as $n \rightarrow \infty$ for fixed $k$, any necessary rescaling having been already done in the definition of $\mathcal{S}(n, k)$ - call this limit $\mathcal{S}_{k}$. Within the limit random structures $\left(\mathcal{S}_{k}, 2 \leq k<\infty\right)$, the $k$ elements are exchangeable, and the distributions are consistent as $k$ increases and therefore can be used to define an infinite structure $\mathcal{S}_{\infty}$.

Where one can implement this program, the random structure $\mathcal{S}_{\infty}$ will, for many purposes, serve as a $n \rightarrow \infty$ limit of the original $n$-element structures. Note that $\mathcal{S}_{\infty}$ makes sense as a rather abstract object, via the Kolmogorov extension theorem, but in concrete cases one tries

- to identify $\mathcal{S}_{\infty}$ with some more concrete construction
- to characterize all possible limits of a given class of finite structures.
3.1. Continuum random trees. Trees fit nicely into the "substructure" framework. Vertices $v(1), \ldots, v(k)$ of a tree define a spanning (sub)tree. Take each maximal path $\left(w_{0}, w_{1}, \ldots, w_{\ell}\right)$ in the spanning tree whose intermediate vertices have degree 2 , and contract to a single edge of length $\ell$. Applying this to $k$ independent uniform random vertices from a $n$-vertex tree $\mathcal{T}_{n}$, then rescaling edge-lengths by the factor $n^{-1 / 2}$, gives a tree we'll call $\mathcal{S}(n, k)$. We visualize such trees as below, vertex $v(i)$ having been relabeled as $i$.


Figure 1. A leaf-labeled tree with edge-lengths. Trees are "abstract", not embedded in $\mathbb{R}^{2}$.

For suitable models of random $n$-vertex tree $\mathcal{T}_{n}$, there is a limit [3]

$$
\mathcal{S}(n, k) \xrightarrow{d} \mathcal{S}(k) \text { as } n \rightarrow \infty \text { with fixed } k
$$

with the limit distribution described below.
(i) The state space is the space of trees with $k$ leaves labeled $1,2, \ldots, k$ and with unlabeled degree-3 internal vertices, and where the $2 k-3$ edge-lengths are positive real numbers.
(ii) For each possible topological shape, the chance that the tree has that particular shape and that the vector of edge-lengths ( $L_{1}, \ldots, L_{2 k-3}$ ) is in $\left(\left[l_{i}, l_{i}+d l_{i}\right], 1 \leq i \leq 2 k-3\right)$ equals $s \exp \left(-s^{2} / 2\right) d l_{1} \ldots d l_{2 k-3}$, where $s=\sum_{i} l_{i}$.

From the "sampling" construction (recall the general program) the distributions of the $\mathcal{S}(k)$ must be consistent as $k$ varies, and so (following the general program) the family $(S(k), k<\infty)$ determines a distribution of a random tree with a countable infinite number of leaves $k=1,2,3, \ldots$. Finally take a closure to get what is now called the (Brownian) continuum random tree (CRT).

In this context there is in fact a simple explicit rule (the line-breaking construction [3]) for how to add a new edge to $\mathcal{S}(k)$ to get $\mathcal{S}(k+1)$, so the scheme above becomes an explicit construction.

Moreover there is an alternative general way to construct such real (continuum) trees, observed by Aldous [3] and Le Gall [10]. Consider a continuous excursion-type function $f:[0,1] \rightarrow[0, \infty)$ with $f(0)=f(1)=0$ and $f(x)>0$ elsewhere. Use $f$ to define a continuum tree as follows. Define a pseudo-metric on $[0,1]$ by:

$$
d(x, y)=f(x)+f(y)-2 \min (f(u): x \leq u \leq y), \quad x \leq y .
$$

The continuum tree is the associated metric space. Applying this construction with $f=$ standard Brownian excursion (scaled by a factor 2) gives the Brownian CRT [3].

Our focus in this talk is on the initial construction - getting a limit object via induced substructures on sampled vertices - but the CRT illustrates the general goal of identifying such limit objects with more concrete representations.

## 4. Three Recent "pure math" Developments

Over 2004-8 there were three independent rediscoveries of the basic structure theory, motivated by "pure math" questions in different fields and leading in novel directions. I'll say (only) a few words about each.

### 4.1. Isometry classes of metric spaces with probability measures.

Question: Can we characterize a "metric space with probability measure" up to measure-preserving isometry? That is, can we tell whether two such spaces $\left(S_{1}, d_{1}, \mu_{1}\right)$ and $\left(S_{2}, d_{2}, \mu_{2}\right)$ have a measurepreserving isometry?

The analog is difficult for "metric space" but easy for "metric space with probability measure". Given $(S, d, \mu)$, take i.i.d. $(\mu)$ random elements $\left(\xi_{i}, 1 \leq i<\infty\right)$ of $S$, form the array

$$
X_{\{i, j\}}=d\left(\xi_{i}, \xi_{j}\right) ;\{i, j\} \in \mathbb{N}_{(2)}
$$

and let $\Psi$ be the distribution of the infinite random array. It is obvious that, for two isometric "metric spaces with probability measure", we get the same $\Psi$, and the converse is a simple albeit technical consequence of the uniqueness part of structure theory, implying:

Theorem 3 (Vershik [12]). "Metric spaces with probability measure" are characterized up to isometry by the distribution $\Psi$.
4.2. Limits of dense graphs. Being a probabilist, I visualize the underlying "size $n$ " structures as being random, but one can actually apply our "general scheme" to some settings where they are deterministic. (Recall we introduce randomness via random sampling). Here's the simplest interesting case.

Suppose that for each $n$ there is a graph $G_{n}$ on $n$ vertices, but we don't see the edges of $G_{n}$. See Figure 2: the o are the vertices. Instead of seeing all edges, we can sample $k$ random vertices and see only the induced subgraph on the sampled vertices. In Figure 2 we sampled $k=5$ vertices and saw which edges between them are present.


Figure 2. Induced subgraph $\mathcal{S}(n, k)$ on $k$ of the $n$ vertices of $G_{n}$.

One sense of "convergence" of graphs $G_{n}$ is that for each fixed $k$ the random subgraphs $\mathcal{S}(n, k)$ converge in distribution to some limit $\mathcal{S}(\infty, k)$.

This fits the "general program" setup of section 3, as follows. For each $n$ let $\left(U_{n, i}, i \geq 1\right)$ be i.i.d. uniform on the vertex-set of $G_{n}$. Consider the infinite
$\{0,1\}$-valued matrix $\mathbf{X}^{n}$ :

$$
X_{i, j}^{n}=1\left(\left(U_{n, i}, U_{n, j}\right) \text { is an edge of } G_{n}\right)
$$

When $n \gg k^{2}$ the $k$ sampled vertices $\left(U_{n, 1}, \ldots, U_{n, k}\right)$ of $G_{n}$ will be distinct and the $k \times k$ restriction of $\mathbf{X}^{n}$ is the incidence matrix of the induced subgraph $\mathcal{S}(n, k)$ on these $k$ vertices. Suppose there is a limit random matrix $\mathbf{X}$ :

$$
\begin{equation*}
\mathbf{X}^{n} \xrightarrow{d} \mathbf{X} \text { as } n \rightarrow \infty \tag{4}
\end{equation*}
$$

in the usual product topology, that is

$$
\left(X_{i, j}^{n}, 1 \leq i, j \leq k\right) \xrightarrow{d}\left(X_{i, j}, 1 \leq i, j \leq k\right) \text { for each } k
$$

As background to this supposition:

- By compactness there is always a subsequence in which such convergence holds.
- For a non-trivial limit we need the dense case where
(number of edges of $\left.G_{n}\right) /\binom{n}{2} \rightarrow p \in(0,1)$.
Now each $\mathbf{X}^{n}$ has the partially exchangeable property (2), and the limit $\mathbf{X}$ inherits this property, so we can apply the representation theorem to describe the possible limits. In the $\{0,1\}$-valued case we can simplify the representation. First consider a representing function of form (3) but not depending on the first coordinate - that is, a function $f\left(u_{i}, u_{j}, u_{\{i, j\}}\right)$. Write

$$
q\left(u_{i}, u_{j}\right)=\mathbb{P}\left(f\left(u_{i}, u_{j}, u_{\{i, j\}}\right)=1\right)
$$

The distribution of a $\{0,1\}$-valued partially exchangeable array of the special form $f\left(U_{i}, U_{j}, U_{\{i, j\}}\right)$ is determined by the symmetric function $q(\cdot, \cdot)$, and so for the general form (3) the distribution is specified by a probability distribution over such symmetric functions.

This all fits our "general program". From an arbitrary sequence of finite deterministic graphs we can (via passing to a subsequence if necessary) extract a "limit infinite random graph" $\mathcal{S}_{\infty}$ on vertices $1,2, \ldots$, defined by its incidence matrix $\mathbf{X}$ in the limit (4), and we can characterize the possible limits.

What is the relation between $\mathcal{S}_{\infty}$ and the finite graphs $\left(G_{n}\right)$ ? In probability language it's just
the restriction $\mathcal{S}_{k}$ of $\mathcal{S}_{\infty}$ to vertices $1, \ldots, k$ is distributed as the $n \rightarrow \infty$
limit of the induced subgraph of $G_{n}$ on $k$ random vertices.
A recent line of work in graph theory, initiated by Lovász and Szegedy [11], started by defining convergence in a more combinatorial way, by counting number of subgraphs of $G_{n}$ homomorphic to fixed graphs. But this is equivalent (see Diaconis and Janson [7] for details) to our notion (5) of $G_{n}$ converging
to $\mathcal{S}_{\infty}$. The structure theorem, rediscovered in this setting in [11], has subsequently been used to develop new and interesting results in graph theory, and this remains an active topic.
4.3. Further uses in finitary combinatorics. The remarkable recent survey by Austin [5] gives a more sophisticated treatment of the theory of representations of jointly exchangeable arrays, with the goal of clarifying connections between that theory and topics involving limits in finitary combinatorics.

In particular, Austin [5] describes connections with the "hypergraph regularity lemmas" featuring in combinatorial proofs of Szemerédi's Theorem, and with the structure theory within ergodic theory that Furstenberg developed for his proof of Szemerédi's Theorem.

Subsequently Austin and Tao [6] apply such methods to the topic of hereditary properties of graphs or hypergraphs being testable with one-sided error; informally, this means that if a graph or hypergraph satisfies that property "locally" with sufficiently high probability, then it can be modified into a graph or hypergraph which satisfies that property "globally".

## 5. Continuum Spatial Random Networks

Take (say) 7 addresses in the U.S. and find (e.g. via an online map service) the road route between each pair. These routes form a sub-network of the entire U.S. road network, as illustrated in the figure.


Figure 3. A subnetwork spanning 7 points of a large spatial network.
Imagine the 7 positions marked on a transparency and positioned randomly over a (real-world) road map. The sub-network (as drawn on the transparency) is
now a random network linking the 7 positions. Scale-invariance is the property that the distribution of such a subnetwork does not depend on the scale of the map, i.e. is the same whether the region in the figure has width of 10 miles or 50 miles or 250 miles. Obviously such a mathematical property cannot be exactly true for real road networks, but there is some evidence it is a reasonable approximation over scales of interest.

Question: How can we formulate the concept of a scale-invariant random spatial network (SIRSN) as a well-defined mathematical object?

A loose analogy is with (mathematical) Brownian motion, used as a model for many phenomena (physical Brownian motion, stock prices, white noise) even though its scale-invariance in not true for the real phenomenon on all scales. Analogously, in a model we want a SIRSN to be exactly scale-invariant. Note this forces us to work in the continuum. We will need to have routes $\mathcal{R}\left(z_{1}, z_{2}\right)$ between (almost) all pairs of points in the plane, not just between some discrete set of points. Defining such a process directly, one faces technical issues in handling an uncountable number of random variables.

The general program from section 3 suggests an alternative approach. If we were given a SIRSN then we could sample random points in the plane, precisely a Poisson point process $\Xi(\lambda)$ of mean $\lambda$ per unit area, then consider the subnetwork $\mathcal{S}(\lambda)$ of routes between pairs of points in $\Xi(\lambda)$. The natural "inclusion coupling" of the point processes $(\Xi(\lambda), 0<\lambda<\infty)$ implies an inclusion coupling of the subnetworks $(\mathcal{S}(\lambda), 0<\lambda<\infty)$, and scale-invariance for the SIRSN implies a certain scaling property for the subnetworks.

Now the conceptual point is that we can reverse the line of thought above, and take these properties of a family $(\mathcal{S}(\lambda), 0<\lambda<\infty)$ as the starting point for a definition of a SIRSN, thereby finessing the technical issues above.
5.1. Examples of SIRSNs. There seems no construction of a SIRSN that is both simple and natural, but here is the simplest artificial construction we know. Start with a square grid of roads, but impose a "binary hierarchy of speeds": a road meeting an axis at a point $\left((2 i+1) 2^{s}, 0\right)$ or $\left(0,(2 i+1) 2^{s}\right)$ has speed $\gamma^{s}$ for a parameter $1<\gamma<2$. Define routes between grid points to be the "shortest-time" routes. The construction is consistent under binary refinement of the lattice, so can be used to define (by continuity) routes between points in $\mathbb{R}^{2}$, and is invariant under scaling by 2 . We can obtain a process with further invariance properties by using external randomization, as follows.

- Apply large-spread random translation, take weak limits, to get translation invariance.
- Apply a random rotation to get rotation-invariance.
- Applying a random scaling with appropriate distribution on $[1,2]$ gives full scaling invariance.


Figure 4. Thicker lines indicate faster roads.
5.2. Properties of SIRSNs. Roughly speaking, we view the SIRSN as the $\lambda \rightarrow \infty$ limit of the family $(\mathcal{S}(\lambda), 0<\lambda<\infty)$ of sampled subnetworks. Here is one interesting aspect of such processes.

Let $\mathcal{E}(\lambda, r) \subset \mathcal{S}(\lambda)$ be the positions $z$ in edges of $\mathcal{S}(\lambda)$ such that $z$ is in the route $\mathcal{R}\left(\xi, \xi^{\prime}\right)$ for some points $\xi, \xi^{\prime}$ of $\Xi(\lambda)$ such that $\min \left(|z-\xi|,\left|z-\xi^{\prime}\right|\right) \geq r$. In words, the road sections used in some route for which both starting and ending points are at distance at least $r$ from the section. Let $p(\lambda, r)$ be the mean length-per-unit-area of $\mathcal{E}(\lambda, r)$. Then $\lambda \rightarrow p(\lambda, r)$ is increasing. Suppose the limit

$$
p(r):=\lim _{\lambda \rightarrow \infty} p(\lambda, r)
$$

is finite. Then scale-invariance implies

$$
p(r)=p(1) / r, 0<r<\infty .
$$

Of course $p(r)$ is the mean length-per-unit-area of $\mathcal{E}(\infty, r):=\lim _{\lambda \rightarrow \infty} \mathcal{E}(\lambda, r)$.
Now in a real world road network there is a spectrum of "sizes" of road, from "major roads" to "minor roads". One could model a network via some specific and explicitly hierarchical model. Instead, for the general class of SIRSN models we can interpret $\mathcal{E}(\infty, r)$ as the roads of "size $\geq r$ "; the size spectrum emerges from scale-invariance without being explicitly assumed.
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#### Abstract

It is a remarkable characteristic of some classes of low-dimensional dynamical systems that their long time behavior at a short spatial scale is described by an induced dynamical system in the same class. The renormalization operator that relates the original and the induced transformations can then be iterated, and a basic theme is that certain features (such as hyperbolicity, or the existence of an attractor) of the resulting "dynamics in parameter space" impact the behavior of the underlying systems. Classical illustrations of this mechanism include the Feigenbaum-Coullet-Tresser universality in the cascade of period doubling bifurcations for unimodal maps and Herman's Theorem on linearizability of circle diffeomorphisms. We will discuss some recent applications of the renormalization approach, focusing on what it reveals about the dynamics at typical parameter values.


Mathematics Subject Classification (2010). Primary 37E20.
Keywords. Renormalization, low-dimensional dynamics, circle diffeomorphisms, onefrequency cocycles, unimodal maps.

## 1. Introduction

The concept of renormalization arises in many forms through mathematics and physics. Our aim here is to discuss its incarnation as a tool in the analysis of certain classes of dynamical systems. More particularly, we will be interested in situations where renormalization gives rise to a non-trivial dynamical system in parameter space.

Inducing is a common technique to try to understand the dynamics of a map $f$ (possibly partially defined) on some space $X$, restricted to a certain region $Y \subset X$. An inducing procedure gives rise to a new map $g$ on $Y$ which at each point coincides with some iterate of $f$, i.e., $g(x)=f^{n(x)}(x)$ for some positive

[^15]integer $n(x)$, at each $x \in Y$ for which $g$ is defined. The most usual choice of inducing procedure (and essentially the only one we will need to consider) is to take $g$ simply as the first return map, so that $n(x)$ is the smallest positive integer such that $f^{n(x)}(x) \in Y$. Naturally, this induced map may look quite different from the original one.

It is a remarkable characteristic of certain classes of dynamical systems that an inducing procedure can be defined which produces maps in the same class. An example, to which we will come back to later, is the map $f(x)=3.5 x(1-x)$ on $X=[0,1]$. The second iterate of $f$ can be seen to restrict to a self-map of a subinterval $Y$ around the critical point $1 / 2$. Both $f$ and $g=f^{2}: Y \rightarrow Y$ belong to the class of unimodal maps of an interval, whose distinguishing feature is the presence of a single turning point.

When an inducing procedure can be defined, acting on a certain class of dynamical systems, it can be of course iterated, which will produce a sequence of induced maps on successively smaller regions of space. A renormalization operator is defined by considering the induced dynamics after a suitable coordinate change (just affine rescaling in all situations we will consider), so that all dynamics considered occur at a fixed spatial scale. This allows the renormalization operator to have interesting dynamics in itself, e.g., it might admit a fixed point.

The actual implementation of the renormalization technique is naturally quite dependent of the systems at hand, so most of this paper will be dedicated to describing how it is applied in a few specific situations. We will focus on how features of the renormalization dynamics have concrete repercussions on the behavior or renormalized systems, and how this leads to the solution of very natural problems.

The variations in the implementation of renormalization should not mask the several underlying common themes in the cases of succesful application of the renormalization approach:

1. The renormalizable dynamics is usually low-dimensional. This can be thought of as a conformality issue: in large dimensions, the distinct intrinsic scales of the different directions may be rather difficult to account for.
2. Renormalizable dynamical systems are not chaotic, i.e., iteration does not produce too much complexity. This is because each unit of time, after renormalization, represents several units of time of the original dynamics. So if the Lyapunov exponent $\lim \frac{1}{n} \ln \left|D f^{n}(x)\right|$, which measures the exponential rate of growth of the derivative, is positive, then it will increase under renormalization. A similar consideration applies to entropy. It is thus clear that in these situations the successive renormalizations must diverge, and no interesting renormalization dynamics can take place.
3. Renormalization of non-linear dynamical systems takes place in an infinite dimensional functional space, so identifying a renormalization attractor
plays a crucial role: it basically constrains the possibilities of the small scale behavior of the original dynamics.
4. Contrary to the renormalizable dynamics, the renormalization attractor tends to display hyperbolicity: thus renormalization acts very chaotically. A lot of the effectiveness of the renormalization approach is indeed due to the fact that moderate disorder is usually more complicated to analyze than large disorder (which, for instance, can bring into play very effective probabilistic techniques).

While our focus here will be on nonlinear maps, renormalization can also be a useful concept in the absence of nonlinearity. One example is given by interval exchange transformations, i.e., bijections of an interval $I$ with a finite "singular set" and which restrict to translations on each interval not intersecting the singular set. Once the size of the singular set is fixed, the renormalization dynamics takes place in a finite (but large if the singular set is large) dimensional parameter space, and is related to the Teichmüller flow in moduli spaces of Abelian differentials [M], [V1], [V2]. In this case, the chaotic properties of the renormalization dynamics lead to a particularly precise stochastic modeling, and plays a key role in the description of the behavior of typical maps (see the survey [A4] and references therein). Here we will only discuss the very particular case where the singular set consists of exactly one point: in this case the interval exchange transformation gives (after gluing the extremes of the interval) a rigid rotation of the circle.

The case of rigid rotations is interesting for us since some natural classes of nonlinear dynamics can be considered as nonlinear deformations of it. Here, renormalization can be used as a way to reduce the amount of nonlinearity: in terms of the dynamics of the renormalization operator, this corresponds to showing that the finite dimensional subset of linear systems is an attractor. The analysis of the renormalization dynamics is of course much simplified by the fact that we already know from the beginning what is the "candidate attractor", and the only problem is in establishing that it indeed attracts orbits. However, even in this simple situation, we will be able to identify an important theme, which is the key role of a priori bounds, or precompactness of renormalization orbits (which usually takes the form of a rough estimate on the nonlinearity). In other words, before worrying about convergence to an attractor, we should establish non-divergence.

If the nonlinearity is too large, renormalization can not hope to decrease it, and a central problem is then the construction of the attractor itself. We will discuss a recently developed approach to convergence of renormalization in such a setting, in which the attractor is produced naturally by "iteration in parameter space" (given suitable a priori bounds).
1.1. Outline of the remaining of the paper. The sections in this paper are arranged roughly according to "increasing nonlinearity".

We start by quickly going through the case of rigid rotations in $\S 2$, as a preamble to addressing circle diffeomorphisms in $\S 3$. Our focus will be on Herman's celebrated work on linearization. Essentially, renormalization admits a global attractor corresponding to the locus of rigid rotations, and this allows one to obtain global results by reducing to the "local case" of nearly linear systems.

We next consider the setting of one-frequency cocycles, where one "adds nonlinearity" to rigid rotations through a projective extension in §4. Here a "linear attractor" still exists, but it is no longer a global one, and understanding the nature of the obstruction to convergence has important repercussions.

We then discuss a bit about the role of renormalization in the analysis of the boundary of the basin of attraction of the linear attractor $\S 5$. For onefrequency cocycles, this regards the (still poorly understood) "onset of divergence" of renormalization, while for circle diffeomorphisms one just allows for some degeneration, in the form of critical points of inflection type.

This is followed by a much more detailed treatment of the renormalization theory of unimodal maps, with a critical point of turning type, in $\S 6$, which was first developed in connection with the Feigenbaum-Coullet-Tresser universality phenomenon. A key issue we will explore is the need to construct the renormalization attractor using the renormalization dynamics itself.
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## 2. Rigid Rotations

In this section, we will consider translations on $\mathbb{R} / \mathbb{Z}$, that is, $f(x)=x+\alpha$ where we may assume that $0 \leq \alpha<1$. In this case, one can define a renormalization operator based on the classical continued fraction algorithm, and hence to the Gauss map $G(x)=\left\{x^{-1}\right\}=x-\left[x^{-1}\right]$ (where $\{\cdot\}$ and [•] denote, respectively, the fractional and the integer parts of a real number) as follows. Let us assume for definiteness that $\alpha$ is irrational, so $\alpha$ has an infinite continued fraction expansion

$$
\begin{equation*}
\alpha=\frac{1}{a_{1}+\frac{1}{a_{2}+\cdots}}, \tag{1}
\end{equation*}
$$

with $a_{i}$ positive integers. Consider also the continued fraction approximants $p_{n} / q_{n}$, given inductively by the formulas $p_{0}=0, q_{0}=1, p_{1}=1, q_{1}=a_{1}$, and for $n \geq 2, p_{n}=a_{n} p_{n-1}+p_{n-2}, q_{n}=a_{n} q_{n-1}+q_{n-2}$. We recall that $p_{n} / q_{n}$ approximate $\alpha$ from alternate sides, so that $\beta_{n}=(-1)^{n}\left(q_{n} \alpha-p_{n}\right)>0$. Then
$\alpha_{n}=\beta_{n} / \beta_{n-1}$ are irrational numbers in $(0,1)$ obtained by applying successively the Gauss map: $\alpha_{n}=G^{n}(\alpha)$.

The first return map to $[0, \alpha)=\left[0, \beta_{0}\right)$ has the form $f^{\prime}(x)=x+(a+1) \alpha-1$ for $x \in\left[0, \beta_{1}\right)$ and $f^{\prime}(x)=x+a \alpha-1$ on $\left[\beta_{1}, \beta_{0}\right)$. This discontinuous map on an interval can be seen as a continuous map on the circle by "gluing the extremal points" 0 and $\alpha$, via the translation $x \mapsto x+\alpha$. Since the gluing map is a translation, the "new" circle has an Euclidean structure and can be identified with the original one of $\mathbb{R} / \mathbb{Z}$ (this encodes the rescaling part of the renormalization procedure). It is easy to see that in the new coordinates the first return map is again a rigid translation by $\pm \alpha_{1}$, the sign depending on whether the identification does or does not reverse orientation. Here it will be most convenient to take an identification that reverses orientation, so that the renormalization of $x \mapsto x+\alpha$ is $x \mapsto x+\alpha_{1}$, so that the renormalization operator acting on rigid irrational translations is just the Gauss map $\alpha \mapsto G(\alpha)$ acting on the parameter space $(0,1) \cap \mathbb{Q}$.

The Gauss map is of course a classical example of a chaotic dynamical system [Man]. It preserves the probability measure $d \mu=\frac{1}{\ln 2} \frac{d x}{1+x}$, with respect to which it has a positive Lyapunov exponent. The strong mixing properties of the Gauss map have of course many applications in the analysis of the distribution of continued fraction coefficients.

## 3. Diffeomorphisms of the Circle

The rigid rotations of the circle we discussed in the previous section form a finite dimensional subset in the infinite dimensional space of orientation preserving smooth diffeomorphisms of the circle. To what extent do the dynamics of nonlinear diffeomorphisms behave as a linear one?

The answer to this question begins with the combinatorial theory of Poincaré [MS]. Any orientation preserving homeomorphism of the circle $f$ has a well defined rotation number $\rho(f)$ (defined up to an integer), which captures the speed in which orbits "go around the circle". This is most easily defined as the reduction modulo 1 of the translation number $\lim \left(F^{n}(x)-x\right) / n$ of an arbitrary lift $F: \mathbb{R} \rightarrow \mathbb{R}$ of $f$ (capturing this time the drift of $F$-orbits), which is readily seen to exist. ${ }^{1}$ Notice that for a rigid rotation $f: x \mapsto x+\alpha$ we have $\rho(f)=\alpha$. For an arbitrary homeomorphism, we have:

1. $f$ has a periodic orbit (of period $q$ ) if and only if $\rho(f)$ is rational (of the form $p / q$ with $(p, q)=1)$. In this case, every $f$-orbit is asymptotic to a periodic orbit.

[^16]2. If $\rho(f)$ is irrational then the orbits of $f$ have the same combinatorial structure of the orbits of the translation $x \mapsto x+\rho(f)$ : for each $n$, the cyclic order of $\left(f^{k}(x)\right)_{k=0}^{n-1}$ is the same as that of $(k \rho(f))_{k=0}^{n-1}$.

We will from now on restrict our attention to the most interesting case when $\rho(f)$ is irrational. Let $\mathcal{I}$ stand for the set of diffeomorphisms of the circle with irrational rotation number. In this case, it emerges from the combinatorial description of the orbits that there is a semi-conjugacy to the linear model, i.e., a continuous surjective map $h: \mathbb{R} / \mathbb{Z} \rightarrow \mathbb{R} / \mathbb{Z}$ satisfying $h(f(x))=h(x)+\rho(f)$ ( $h$ is essentially unique, the only freedom available being postcomposition with arbitrary rigid rotations). The natural question is whether the orbit structure is the same also from the topological point of view: is $f$ actually conjugated to the linear model, i.e., is $h$ in fact a homeomorphism? This is answered quite satisfactorily by Denjoy's topological theory. At the level of homeomorphisms, it is easy to find counterexamples: one can blow up an orbit of a rigid rotation with irrational rotation number to create so-called wandering intervals (an interval which is disjoint of all positive iterates but does not lie in the basin of attraction of a periodic orbit). Carrying out this construction more carefully, one gets $C^{1}$ Denjoy counterexamples, but Denjoy proved that there are no $C^{2}$ Denjoy counterexamples: every $C^{2}$ diffeomorphism with irrational rotation number is topologically conjugated to a rigid rotation [MS]. ${ }^{2}$
3.1. Renormalization dynamics. Recall that if $f$ is a rigid rotation, the $n$-th renormalization of an irrational rotation of the circle $f: x \mapsto x+\alpha$ can be obtained by taking the first return map to an interval $\left[x, f^{q_{n-1}}(x)\right]$ with endpoints identified. We would like to extend this definition to an arbitrary smooth diffeomorphism with rotation number $\alpha$, but we must be careful with the gluing procedure: just gluing with a translation (which generates a circle with Euclidean structure) is not natural here and will in general not produce a diffeomorphism, but only a homeomorphism. The natural way to glue is to use the dynamics itself, i.e., the map $f^{q_{n-1}}$, to generate a "smooth circle", on which the first return map indeed acts smoothly.

Unfortunately there is no canonical way to identify the smooth circle with the canonical one $(\mathbb{R} / \mathbb{Z})$, so this procedure does not really yield a renormalization operator acting on $\mathcal{I}$. This issue can be resolved by considering $\mathbb{Z}^{2}$-actions as the basic object to be renormalized. Without going into details of this definition, we shall say that the renormalizations become more and more linear if after rescaling (by an affine map $\left[x, f^{q_{n-1}}(x)\right] \rightarrow[0,1]$ ), both the gluing map and (each of the two smooth branches of) the first return map converge to translations (say, in the $C^{\infty}$-topology if one is dealing with smooth maps).

A simple feature of the renormalization dynamics is that since the combinatorics of the renormalized map only depend on the combinatorics of the orbits of the original one, it is clear that the rotation number transforms as for the

[^17]renormalization of rigid translations, i.e., via the Gauss map. Thus renormalization can be seen as fibering over the Gauss map, and if global convergence of renormalization is established the fibers will thus be identified with stable manifolds. We shall see similar situations later, where the existence of a good "candidate stable manifold" will turn out to be central to the analysis of convergence in some more nonlinear situations.

Let us describe the parts of the strategy in the proof of convergence of renormalization (assuming sufficient smoothness) which are perhaps most significant in getting an idea of why global convergence takes place.

The first step in most proofs of convergence of renormalization involves the proof on non-divergence (in the form of establishing suitable a priori bounds). For circle diffeomorphisms, the crucial such bound comes from the DenjoyKoksma inequality. It gives an estimate on distortion which implies, in particular, that $D f^{q_{n}}$ is bounded for all $n$ (this already prevents the existence of wandering intervals, and hence gives Denjoy's Theorem on topological linearizability). It was a remarkable discovery of Herman [H1] that iteration always leads to cancellations of high order derivatives of $f^{q_{n}}$, and thus to global convergence of renormalization. After subsequent work of Yoccoz [Y2], this mechanism was understood in terms of the chain rule for the Schwarzian derivative,

$$
\begin{equation*}
S f=\frac{D^{3} f}{D f}-\frac{3}{2}\left(\frac{D^{2} f}{D f}\right)^{2} \tag{2}
\end{equation*}
$$

which gives

$$
\begin{equation*}
S f^{n}=\sum_{k=0}^{n-1}\left(S f \circ f^{k}\right)\left(D f^{k}\right)^{2} \tag{3}
\end{equation*}
$$

The control of distortion coming from the Denjoy-Koksma inequality gives

$$
\begin{equation*}
D f^{k}(x) \sim C \frac{l_{n}\left(f^{k}(x)\right)}{l_{n}(x)}, \quad 0 \leq k \leq q_{n}-1 \tag{4}
\end{equation*}
$$

where $l_{n}(y)$ is the length of the interval $\left[y, f^{q_{n}}(y)\right]$. This allows one to control the term $\left(D f^{k}\right)^{2}$ : indeed the intervals $\left(f^{k}(x), f^{k+q_{n}}(x)\right)$ are disjoint for $0 \leq k \leq$ $q_{n}-1$, so that $\sum_{k=0}^{q_{n}-1} l_{n}\left(f^{k}(x)\right) \leq 1$ and

$$
\begin{equation*}
\left|S f^{q_{n}}(x)\right| \leq C \max _{0 \leq k \leq q_{n}-1} \frac{l_{n}\left(f^{k}(x)\right)}{l_{n}(x)^{2}} \tag{5}
\end{equation*}
$$

Since the Schwarzian derivative has order 2, rescaling kills the large term $1 / l_{n}(x)^{2}$. Using that $\lim _{n \rightarrow \infty} \sup _{y} l_{n}(y)=0$ (by Denjoy's Theorem giving topological conjugacy with irrational rotations), one gets that, after rescaling, the Schwarzian derivative of both the gluing map and the first return map is indeed going to 0 .

Convergence to a linear attractor can be immediately used as a ways of "global to local" reduction. We will now discuss the most famous example of such an application.
3.2. Linearization. Let us continue our discussion of how the dynamics of circle diffeomorphisms resemble that of rigid rotations, assuming enough regularity to guarantee that $f$ is topologically linearizable. The next step is to ask whether the local geometry of the orbit structure is also the same. For instance, given three nearby points in the same orbit, are the ratios between distances close to those for the rigid rotation? This (properly quantified) property is actually equivalent to $C^{1}$-linearizability, that is, to $h$ being a $C^{1}$ diffeomorphism.

It is easy to see that no condition on the regularity of $f$ will be sufficient to guarantee $C^{1}$-linearizability. Indeed, if $f$ is any nonlinear diffeomorphism of the circle whose lifts extend holomorphically to an entire map $\mathbb{C} \rightarrow \mathbb{C}$ there exists $\theta \in \mathbb{R}$ such that $f_{\theta}: x \mapsto f(x)+\theta$ has irrational rotation number but is not $C^{1}$-linearizable. This can be seen as follows:

1. $\theta \mapsto \rho\left(f_{\theta}\right)$ is a continuous non-decreasing map $\mathbb{R} / \mathbb{Z} \rightarrow \mathbb{R} / \mathbb{Z}$ of degree 1 ,
2. It follows that $\rho\left(f_{\theta}\right) \in \mathbb{Q} / \mathbb{Z}$ for a dense countable subset of the closure $K_{f}$ of $\left\{\theta \in \mathbb{R} / \mathbb{Z}, \rho\left(f_{\theta}\right) \in \mathbb{R} \backslash \mathbb{Q}\right\}$.
3. If $\theta$ is such that $\rho\left(f_{\theta}\right)=p / q$, then every orbit of $f_{\theta}$ is asymptotic to one of finitely many periodic orbits. ${ }^{3}$ In particular,

$$
\begin{equation*}
\inf _{n \geq 1} \inf _{x \in \mathbb{R} / \mathbb{Z}} D f_{\theta}^{n}(x)=0 \tag{6}
\end{equation*}
$$

for any such $\theta$.
4. A Baire category argument shows that (6) holds in fact for generic $\theta \in K_{f}$, which implies that $f_{\theta}$ is not $C^{1}$-conjugate to a rigid translation. (Note that for generic $\theta \in K\left(f_{\theta}\right)$, we do have $\rho\left(f_{\theta}\right) \notin \mathbb{Q} / \mathbb{Z}$.)

What we wanted to highlight by giving the above argument is that in it one clearly sees that a source of trouble to $C^{1}$-linearizability comes from "contagion" from rational rotation numbers. It turns out that positive results can be obtained if, besides regularity, one assumes that the rotation number is badly approximable by rational numbers.
3.3. The KAM Theorem. Let us consider first the local version of the linearizability problem, where one restricts considerations to circle diffeomorphisms close to linear. It can be attacked by a fast iteration scheme (KAM, after Kolmogorov, Arnold and Moser), first introduced by Kolmogorov in the treatment of a considerably more complicated conjugacy problem [Kol]. We will restrict ourselves to give an idea of the setup. Let us assume that we can write $f: x \mapsto x+\rho(f)+\epsilon v(x)$, with $v$ regular and $\epsilon$ small, and let us try to solve for

[^18]some regular conjugacy close to the identity, $h: x \mapsto x+\epsilon w(x)$ between $f$ and some $x \mapsto x+\beta$. Writing the conjugacy equation, one gets
\[

$$
\begin{equation*}
x+\rho(f)+\epsilon v(x)+\epsilon w(f(x))=x+\epsilon w(x)+\rho(f), \tag{7}
\end{equation*}
$$

\]

i.e.

$$
\begin{equation*}
v(x)=w(x)-w(f(x)) . \tag{8}
\end{equation*}
$$

Since $f$ is close to the translation by $\rho(f)$, it is reasonable to approximate (8) by the cohomological equation $v(x)=w(x)-w(x+\rho(f))$. To solve it we must assume that $v$ has average 0 (integrate both sides), in which case a smooth solution $w$ always exists provided $v$ is smooth and $\rho(f)$ is Diophantine in the sense that rational approximations can be only polynomially good (in terms of the denominators of the continued fraction approximations, this gives $\ln q_{n+1}=$ $\left.O\left(\ln q_{n}\right)\right)$, as can be seen by considering the Fourier series expansion. Since $f(x)$ is assumed to have rotation number exactly $\rho(f)$, it can be shown that the average of $v$ is close to 0 , so following this procedure we get an approximate solution of (8). With such a solution in hand, we can obtain an approximate conjugacy between $f$ and the rigid translation (in this one step, we only manage to conjugate $f$ with another nonlinear map, but which is closer to the linear model). Iterating this process again, we should obtain a sequence of conjugacies $h_{n}$ between $f$ and maps with decreasing nonlinearity, the desired conjugacy appearing only as the limit of the $h_{n}$.

We are of course skipping the core of the argument here, which is that there is loss of regularity which is apparent when solving the cohomological equation. The full treatment was given by Arnold $[\mathrm{Ar}]$ in the case where $f$ is analytic (the obtained conjugacy is analytic as well in this case), the smooth case is due to Moser, see, e.g., [H1].
3.4. The Herman-Yoccoz Theorem. While the hypothesis that $f$ be close to a rigid rotation is obviously important in the argument above, Arnold advanced the daring conjecture that his linearizability theorem should also hold in general. This later became the Herman-Yoccoz Theorem [Y2]:

Theorem 1. Let $f$ be a smooth (respectively, analytic) orientation preserving diffeomorphism of the circle with Diophantine rotation number. Then $f$ is smoothly (respectively, analytically) conjugated to a rigid rotation.

A weaker version of this theorem was first proved by Herman [H1], assuming a stricter (but still full measure) condition on the rotation number. Following the lucid account of Sullivan [S3], we will focus on this version since it is the one that illustrates most transparently the importance of convergence of renormalization (more precise results can be associated with an estimate on the rate of convergence), taking only a few lines. Indeed, let $f$ be a smooth diffeomorphism with Diophantine rotation number. Its renormalizations are becoming closer and closer to rigid rotations. Assume first that the rotation
number of $f$ is fixed by the Gauss map (for instance, it is the golden mean). Then it is clear that at some point the renormalizations belong to the "domain of convergence of the KAM algorithm", so the renormalization will be linearizable. It follows $f$ itself is linearizable: Since linearizability concerns the local geometry of orbits (c.f. the beginning of $\S 3.2$ ), it must be invariant under renormalization. In general the rotation number does change under renormalization, and while the Diophantine class is invariant under the Gauss map, the "Diophantineness" (measured in the quantification of the Diophantine condition $\left.\ln q_{n+1}=O\left(\ln q_{n}\right)\right)$ may degenerate at each step, and with it the size of the region where the KAM algorithm works. But at least for almost every rotation number, there will be infinitely many times for which the renormalized rotation numbers satisfy a fixed Diophantine condition (e.g., $\ln q_{n+1} \leq 10 \ln q_{n}$ ): this is immediate from the ergodicity of the Gauss map. For such rotation numbers, we do not need to worry about trying to hit a moving target (comparing the speed of convergence of renormalization with the possible decrease in range of the KAM method), thus global linearizability follows.

Remark 3.1. As Sullivan notes in [S3], Herman did not use the renormalization language, though his work fitted perfectly into it. The full renormalization formalism was implemented in this context by Khanin-Sinai [SK].

## 4. One-frequency Cocycles

We now consider a situation where renormalization presents a finite-dimensional local attracting set (again corresponding to setting the nonlinearity to zero) but which clearly can not be a global attractor. It is the precise understanding of the obstructions to convergence of renormalization that plays an important role in establishing a global theory.

### 4.1. The local character of linearizability in two dimen-

 sions. A few years after establishing the global nature of linearizability of diffeomorphisms of the circle satisfying suitable arithmetic conditions, Herman wrote another seminal paper [H2]. According to the title, it is about both "a method to minorate Lyapunov exponents" and "some examples showing the local character of the Arnold-Moser Theorem in dimension 2".The examples discussed by Herman are analytic diffeomorphisms of $\mathbb{T}^{2}$ that are isotopic to the identity, fiber over a rigid irrational rotation, and act projectively in the second coordinate. They can be written as a skew-product, or cocycle, $(\alpha, A):(x, w) \mapsto(x+\alpha, A(x) \cdot w)$ where $A: \mathbb{R} / \mathbb{Z} \rightarrow \mathrm{SL}(2, \mathbb{R})$ is an analytic map homotopic to a constant. The iterates of a cocycle have the form $(\alpha, A)^{n}=\left(n \alpha, A_{n}\right)$ with $A_{n}(x)=A(x+(n-1) \alpha) \cdots A(x)$. A class of particular interest consists of one-frequency Schrödinger cocycles, where

$$
A=A^{(E-v)}=\left(\begin{array}{cc}
E-v & -1  \tag{9}\\
1 & 0
\end{array}\right)
$$

with $v$ an analytic map $\mathbb{R} / \mathbb{Z} \rightarrow \mathbb{R}$ and $E$ some real constant. Schrödinger cocycles are relevant to the analysis of one-frequency Schrödinger operators $H=H_{\alpha, v}$. These are bounded self-adjoint operators on $\ell^{2}(\mathbb{Z})$ of the form

$$
\begin{equation*}
(H u)_{n}=u_{n+1}+u_{n-1}+v(n \alpha) u_{n}, \tag{10}
\end{equation*}
$$

since a formal solution of $H u=E u$ satisfies $\binom{u_{n}}{u_{n-1}}=A_{n}(0)\binom{u_{0}}{u_{-1}}$.
Just as for diffeomorphisms of the circle, one can define a rotation vector (as the reduction modulo 1 of the drift in $\mathbb{R}^{2}$ of a lift). The first coordinate of the rotation vector is obviously $\alpha$, while the second is called the fibered rotation number. For Schrödinger cocycles, there is a beautiful reinterpretation [AS] of the fibered rotation number of $\left(\alpha, A^{(E-v)}\right)$, as $1-N(E)$ where $N$ is the integrated density of states of the operator $H_{\alpha, v}$, which gives the limiting proportion of eigenvalues of restrictions of $H_{\alpha, v}$ (to intervals of increasing length) that lie in $(-\infty, E]$. In particular, for fixed $v$, any rotation vector $(\alpha, \beta)$ can be realized by choosing $E$ appropriately.

In [H2], Herman discusses how the Arnold-Moser (KAM) Theorem gives a local linearization theorem in this setting: If the rotation vector satisfies a Diophantine condition then analytic linearizability holds, provided $A$ is sufficiently close to a constant. (The use of KAM methods in connection with quasiperiodic Schrödinger operators was pioneered by Dinaburg-Sinai [DS].) On the other hand, [H2] also introduces Herman's famous "subharmonicity method" to minorate the Lyapunov exponent

$$
\begin{equation*}
L=\lim \frac{1}{n} \int \ln \left\|A_{n}(x)\right\| d x \tag{11}
\end{equation*}
$$

For Schrödinger cocycles, it implies that if $v$ is a non-constant trigonometric polynomial $\sum_{|k| \leq m} a_{k} e^{2 \pi i k x}$ with $\left|a_{m}\right|>1$ then $L>0$.

The positivity of the Lyapunov exponent is incompatible with even topological linearizability, since it implies in particular that the dynamics of $(\alpha, A)$ is not distal (if $\sup \left\|A_{n}(x)\right\|=\infty$ then there exist $y \neq y^{\prime}$ such that $\left.\inf d\left(A_{n}(x) \cdot y, A_{n}(x) \cdot y^{\prime}\right)=0\right)$. Thus by choosing $v$ and $E$ appropriately one obtains a non-linearizable cocycle which neverthless has a Diophantine rotation vector.
Remark 4.1. Even near constants, there are uniformly hyperbolic cocycles, for which $\left\|A_{n}(x)\right\|$ grows exponentially fast uniformly on $x$, and in particular have positive Lyapunov exponents. The locus of uniformly hyperbolic cocycles is open and quite simple to analyze, much like the complement of the closure of circle diffeomorphisms with irrational rotation number. The examples constructed by Herman have a rather different nature, since the rotation vector of a uniformly hyperbolic cocycle is linearly dependent over the rationals. Cocycles with a positive Lyapunov exponent but which are not uniformly hyperbolic are called nonuniformly hyperbolic.
4.2. The basin of the renormalization attractor. Just as in the case of circle diffeomorphisms, one can try to define a renormalization operator acting on cocycles by considering the first return map to the annulus $\left[x_{0}, x_{0}+\right.$ $\left.q_{n} \alpha\right] \times \mathbb{R} / \mathbb{Z}$, where we identify the boundary circles via $(x, y) \mapsto\left(x+q_{n} \alpha, A_{q_{n}}(x)\right.$. $y)$. We will again omit the details of the formalized definition in terms of $\mathbb{Z}^{2}$ actions.

As usual, if the Lyapunov exponent is positive then renormalization magnifies it, so the renormalization orbits can not converge to any attractor (recall the second theme listed in the introduction). Starting with a cocycle with Diophantine rotation vector which is sufficiently close to linear, so that the KAM Theorem applies, the successive renormalizations become increasingly linear. Thus the locus of linear cocycles behaves as a local, but not global (since it misses the Herman's examples), attractor for cocycles with Diophantine rotation vectors. ${ }^{4}$

What is in fact the basin of the renormalization attractor? Naturally, it is contained in the locus of zero Lyapunov exponents. Since the basin of a local attractor is by nature open, and the locus of zero Lyapunov exponents is closed (this is a deep result of Goldstein-Schlag [GoSc] and Bourgain-Jitomirskaya [BJ]), the inclusion is in fact strict. In [AK1], [AK2], it is shown that there is, however, equality "modulo 0". For simplicity, we state the result for Schrödinger cocycles:

Theorem 2. Let $\alpha \in \mathbb{R} \backslash \mathbb{Q}$ and $v: \mathbb{R} / \mathbb{Z} \rightarrow \mathbb{R}$ be analytic. Then for almost every $E \in \mathbb{R}$, if the Lyapunov exponent of $\left(\alpha, A^{(E-v)}\right)$ is zero then the successive renormalizations of $\left(\alpha, A^{(E-v)}\right)$ become increasingly linear.

A much more detailed analysis of the "critical set" separating converging and diverging orbits of the renormalization operator has been carried out more recently as a part of a program to produce a global theory of one-frequency Schrödinger operators [A1], [A2], [A3]. It shows that (for fixed Diophantine $\alpha$ ), the critical set is not only of zero measure, but it has zero measure inside a codimension one subset. This more precise description is important because the analysis of a single Schrödinger operator depends on a one-parameter family of cocycles: it allows us to make statements about every energy $E$ in the spectrum of almost every potential.

## 5. Hitting the Limits of Linear Attractors

In the analysis of one-frequency cocycles, it is clear that the renormalization dynamics is not going to be governed by a nice attractor once the nonlinearity is

[^19]so large that the Lyapunov exponent becomes positive. ${ }^{5}$ A more subtle problem concerns the renormalization of critical cocycles, at the onset of nonuniform hyperbolicity (see Remark 4.1). Their renormalizations can no longer converge to linear cocycles, but they could still be governed by an attractor. One reason to hope for it is the way renormalization acts on the Lyapunov exponent of complexifications: for critical cocycles one has, for $\epsilon>0$ small,
\[

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \ln \left\|A_{n}(x+\epsilon i)\right\|=2 \pi \omega \epsilon \tag{12}
\end{equation*}
$$

\]

where $\omega$ is a positive integer called the acceleration (this "quantization" property was only recently discovered, in [A1]). This simple dependence behaves perfectly under renormalization, so that a renormalized critical cocycle is a critical cocycle with the same acceleration. Thus the acceleration measures an irreducible amount of nonlinearity of critical cocycles (since cocycles close to a constant must have zero acceleration), which contrary to a positive Lyapunov exponent does not grow with renormalization.

However, since it is known that if the matrix products $A_{n}(x)$ remain bounded for all times, then renormalization must converge to the linear attractor [AK2], it seems unrealistic to expect for renormalization to converge in the traditional sense. Maybe it might be necessary to modify the definition of the renormalization operator, perhaps by introducing nonlinear changes of coordinates? Let us note that a very different kind of renormalization mechanism [HS] has been previously considered in the analysis of some features of criticality, in the particular case of the critical Almost Mathieu Operator (with potential $v(x)=2 \cos 2 \pi x$ ). This especially symmetric (under so-called Aubry duality [GJLS]) model has the remarkable property that the associated cocycles are critical for all energies in the spectrum, and because of (numerically) observed self-similarity in the spectrum, it is very tempting to imagine that there is a renormalization attractor somewhere in the picture. The situation here may be related to the (even less understood) breakdown of KAM behavior in area-preserving maps (discussed, e.g., in [McK]).

A similar (but much more well understood) situation concerns the case of analytic circle maps. Diffeomorphisms of the circle form an open set where renormalization acts quite nicely, but what about the critical circle maps in its boundary? Those are still homeomorphisms, and so have a well defined rotation number, but the critical points introduce an irreducible (conserved under renormalization) amount of nonlinearity. There is a well-developed renormalization theory in this case, particularly about the main component of the boundary of diffeomorphisms, consisting of critical circle maps with a single critical

[^20]point: as it turns out, there exists a renormalization attractor, and this lies behind fundamental rigidity results (see [FM1], [FM2], [Ya1], [Ya2], [KT]). ${ }^{6}$

If one goes beyond critical circle maps, one starts dealing with non-invertible maps of the circle. We will however go in a slightly different direction, and discuss next non-invertible maps of the interval, focusing on the particular class for which much of the renormalization theory was developed.

## 6. Analytic Unimodal Maps

Let $f: I \rightarrow I$ be an analytic unimodal map. Thus $f$ has a unique critical point, which is of turning type (maximum or minimum) and located in int $I$. By an affine change of coordinates, we may normalize it so that the critical point is at the origin and $f(x)=f(0)+x^{d}+O\left(x^{d+1}\right)$ for some even integer $d \geq 2$, called the degree. Basic examples of analytic unimodal maps are given by the (appropriate restrictions of) unicritical polynomials $x \mapsto x^{d}+c$ (for the suitable range of $c \in \mathbb{R}$ for which an invariant interval exists). The precise domain of definition of a unimodal map is not of too much importance, since it only concerns trivial aspects of the dynamics.

A unimodal map is called renormalizable if there is an interval $I^{\prime} \subset I$ around 0 and an integer $n>1$ such that $f^{n}\left(I^{\prime}\right) \subset I^{\prime}$ but $f^{j}\left(I^{\prime}\right) \cap \operatorname{int} I^{\prime}=\varnothing$ for $1 \leq j \leq n-1$. Then $f^{\prime}=f^{n}: I^{\prime} \rightarrow I^{\prime}$ is again unimodal. The set of possible values of $n$ form a finite or infinite sequence $n_{1}<n_{2}<\ldots$, such that $n_{j} \mid n_{k}$ for $j<k$. The normalization of (the appropriate restriction) of $f^{n_{j}}$ is called the $j$ th renormalization. The renormalization operator $R$ takes each renormalizable map $f$ to its first renormalization $R f$, and the $j$-th renormalization is obtained by iterating it $j$-times. If $R^{j} f$ is renormalizable for every $j \in \mathbb{N}, f$ is called infinitely renormalizable.

The renormalization period of $f$ is $n=n_{1}$, while the renormalization combinatorics of $f$ is the permutation of $\pi:\{0, \ldots, n-1\} \rightarrow\{0, \ldots, n-1\}$ such that $\pi(j)<\pi(k)$ if and only if $f^{j}(0)<f^{k}(0)$. All integers $n \geq 2$ do arise as the renormalization periods of some unimodal map. The renormalization combinatorics is not, in general, determined by the period. We let $\Sigma$ be the countable set of all possible renormalization combinatorics.

The existence of a critical point has the important consequence that all renormalizations have an "irreducible nonlinearity". While in the situations considered in $\S 3$ and $\S 4$ we could readily define an invariant set which was a candidate to be a renormalization attractor, proving any kind of convergence

[^21]of renormalization for unimodal maps will involve constructing the attractor in the process.

Important aspects of the dynamics of unimodal maps are impacted by the degree, and most especially by whether $d=2$ (the quadratic case) or $d>2$ (the higher degree case). The ultimate source of this difference lies in a specific "decay of geometry" property valid in the quadratic case but not in the higher degree case, which diminishes the importance of nonlinearity in small scales before the first renormalization. This impacts, in particular, the analysis of attractors of the unimodal dynamics: in the quadratic case, Milnor's notion of topological and measure-theoretical attractor coincide [L1], ${ }^{7}$ but this is not true, in general, in sufficiently high degree [BKNS].
6.1. Feigenbaum-Coullet-Tresser phenomenon. Renormalization of unimodal maps is most well known for its role in the understanding of universality in the period doubling bifurcation. Considering, say, the quadratic family $p_{c}(x)=x^{2}+c$, which define unimodal maps for $c \in[-2,1 / 4]$, one sees that for $c$ close to $1 / 4$, the iterates of the critical point are asymptotic to a fixed point. This persists as one decreases the parameter $c$, until a moment $c_{0}$ at which the so-called saddle-node bifurcation takes place. Just below it, the fixed point becomes repelling, but a nearby period 2 cycle emerges, which still attracts the critical orbit. This again persists until another moment $c_{1}$, where another saddle-node bifurcation takes place and a period 4-cycle emerges. Proceeding in this way, one defines the sequence of period-doubling bifurcation moments $c_{k}$ (at which a $2^{k}$-cycle gives birth to a $2^{k+1}$-cycle). The remarkable fact is that $c_{k}$ converges at a geometric rate, so that

$$
\begin{equation*}
\frac{c_{k}-c_{k+1}}{c_{k+1}-c_{k+2}} \rightarrow 4.669 \ldots \tag{13}
\end{equation*}
$$

(this limit is called the Feigenbaum constant). But the big surprise is that if one considers another family of analytic unimodal maps $f_{c}$ with quadratic critical point (say, close to the quadratic one, to avoid transversality issues), one gets a very different sequence of bifurcation moments $\tilde{c}_{k}$, but which still converge geometrically with the same rate. The Feigenbaum constant is a universal quantitative feature of the cascade of period doubling bifurcations for unimodal maps with a quadratic critical point. For fixed higher degree $d$, the same phenomenon occurs (with a "Feigenbaum constant" associated to each $d$ ).

Dynamics of the renormalization operator comes into play because the limiting parameter of the cascade of period doubling bifurcations corresponds to an infinitely renormalizable unimodal map $f$, with $n_{j}=2^{j}$. According to

[^22]the Renormalization Conjectures, advanced by Feigenbaum and Coullet-Tresser ( $[\mathrm{F}],[\mathrm{TC}]$ ), the renormalizations $R^{n} f$ should converge to a universal (for each fixed degree) unimodal map $f_{*}$, a solution of the Feigenbaum-Cvitanovic equation $f_{*}^{2}(\lambda x)=\lambda f_{*}(x)$. Moreover, in some suitable functional space, the derivative of renormalization at $f_{*}$ should be hyperbolic, and its spectrum outside the unit disk should consist of a single simple eigenvalue: In other words, $f_{*}$ should be an hyperbolic fixed point with one-dimensional unstable direction. One can show that the Renormalization Conjectures imply that the cascade of period doubling bifurcations undergone by a generic (i.e., satisfying a transversality condition) family does indeed converge geometrically at a rate given precisely by the value of the eigenvalue of $D R f_{*}$ which lies outside the unit disk.

There is a long history to the Renormalization Conjectures, which were initially addressed in a formal computer assisted proof of Lanford [La] (dealing with the existence and hyperbolicity of a renormalization fixed point in the quadratic case), see [L4] and references therein.

### 6.2. Role in the measure-theoretical analysis of parame-

ters. While beautiful, the theory of the period doubling bifurcation only concerns the most ordered part of the dynamics of unimodal maps. Through the whole cascading process, one only faces dynamics displaying attracting periodic orbits, and only at the limit of the cascade one gets something more complicated (the attractor is no longer a periodic orbit, but the suitable limit of period $2^{k}$-orbits, i.e., a Cantor set restricted to which the dynamics is conjugate to translation by one in the ring of 2 -adic integers).

On the other side of the parameter space ( $c=-2$ for the quadratic family), one gets a very different situation. The map $x \mapsto x^{2}-2$, also called the UlamNeumann map, possesses an invariant probability measure which is equivalent to the restriction of Lebesgue measure to $[-2,2]$. This measure is ergodic and so Lebesgue almost every orbit is equidistributed with respect to it.

The Ulam-Neumann map shows that unimodal dynamics is consistent with chaos (the invariant measure has a positive Lyapunov exponent), but looks quite unstable. Indeed, Lyubich [L2] and Graczyk-Swiatek [GS] proved that in the quadratic family there exists an open and dense set of parameters corresponding to regular unimodal maps (for which the critical point is asymptotic to an attracting periodic orbit). However Jakobson [J] showed that there is a positive measure set of parameters $c$ (near -2) corresponding to stochastic unimodal maps (with an absolutely continuous invariant probability measure with positive Lyapunov exponent). Thus while only regular behavior is "topologically robust", both regular and stochastic behaviors are "measure-theoretically robust". Such results extend to more general analytic unimodal maps, the density of regular behavior being however much harder in higher degree [KSS].

With these preliminaries, we can now present the main result on the measure-theoretic dynamics of unicritical polynomials (in the quadratic case, it is due to Lyubich [L5]).

Theorem 3 ([AL1], [AL2]). Almost every unicritical polynomial $x^{d}+c$ is either regular or stochastic.

What about infinitely renormalizable maps? Those are neither regular nor stochastic, so to get to Theorem 3 one must show in particular that infinitely renormalizable parameters correspond to a zero Lebesgue measure set of parameters. ${ }^{8}$ While the explanation of the Feigenbaum-Coullet-Tresser phenomenon lies in understanding the dynamics of the renormalization operator of period 2 (governed by a single hyperbolic fixed point), here we will need to understand the full renormalization dynamics, incorporating all renormalization combinatorics.

It follows from the density of regular parameters that the set of infinitely renormalizable parameters in the unicritical family (with $d$ fixed) is homeomorphic to the set of irrational numbers in $(0,1)$. Indeed, the combinatorics of successive renormalization behaves much like the digits in the continued fraction expansion of an irrational number: Any sequence of renormalization combinatorics is realized by a unique parameter value. This hints to the fact that "along the direction of the unicritical families" the dynamics of renormalization should resemble to some extent the shift on $\mathbb{N}^{\mathbb{N}}$.

If instead of specifying the full renormalization combinatorics one merely specify the the combinatorics of the first $n$ renormalizations, one obtains an interval (or renormalization window) of parameters. The idea of the measuretheoretic analysis of infinitely renormalizable parameters is that the renormalization window is a distorted copy of the full parameter space. Corresponding, e.g., to the tame end of the parameter space consisting of regular dynamics, one finds accordingly a region of regular parameters inside the renormalization window. If we can control the distortion involved in the renormalization process, we will conclude that there are "definite gaps" in arbitrarily small scales around any infinitely renormalizable parameter. Thus the set of infinitely renormalizable parameters has no Lebesgue density point, and must thus have zero Lebesgue measure.

The control of the dynamics of renormalization needed in the argument lies behind a deep generalization of the Renormalization Conjectures. A program in this direction was initially advanced by Sullivan [S1] in the case of bounded combinatorics, in the sense that one restricts considerations to infinitely renormalizable maps $f$ such that the renormalization periods of $R^{k} f$ is bounded (independently of $k$ ) by some fixed (but arbitrary) constant. In this setting, Sullivan [S2] (see also [MS]) constructed a global renormalization attractor (homeomorphic to the Cantor set $F^{\mathbb{Z}}$ for a finite part $F \subset \Sigma$ ), McMullen $[\mathrm{McM}]$ proved exponential convergence to the attractor, and Lyubich proved that the renormalization attractor is hyperbolic (a Smale horseshoe) with one-dimensional unstable direction [L4]. The hyperbolicity of the full renormalization operator

[^23]was proved by Lyubich in the quadratic case [L5]. In this tour de force, the analysis of exponential contraction depends on special fine geometry features of the complex dynamics of quadratic polynomials [L2].

We should note that it is quite important to choose an appropriate functional setting to study the dynamics of the renormalization operator. Following Douady-Hubbard [DH], it is natural to consider the action of renormalization in spaces of polynomial-like germs: These may be thought of as obtained from unicritical polynomials by suitable hybrid deformations of the complex structure of the Riemann sphere (by Douady-Hubbard's Straightening Theorem). In this setting, the hybrid classes provide natural candidate stable manifolds of renormalization, being easily seen to be forward invariant under renormalization. Establishing that the hybrid classes are actually stable manifolds is a crucial step in the construction of the renormalization attractor.
6.2.1. Convergence of renormalization. One central point of [AL1] is that convergence along the candidate stable manifolds can be derived from beau a priori bounds (a concept introduced by Sullivan). This is a rough geometric control that is known to hold in general and translates to universal precompactness of the renormalization orbits, by exploiting the global dynamics of the renormalization operator. While it is beyond the point of this paper to discuss how the necessary a priori bounds (due to $[\mathrm{LS}]$ and $[\mathrm{LY}]$ ) are obtained, we can give some ideas about how they lead to convergence.

The candidate stable manifolds can be endowed with a complex structure, which is respected by renormalization. It is important to note that we only get this complex structure by allowing deformations which are not real symmetric, and hence do not correspond to actual unimodal maps, and the beau a priori bounds only concern, in principle, the real-symmetric deformations.

The hybrid classes are all equivalent to a same functional space $\mathcal{E}$, hence the action of the renormalization operator along the family of all hybrid classes of infinitely renormalizable maps corresponds to the action of a certain "renormalization groupoid" $\mathcal{R}$ acting holomorphically on $\mathcal{E}$. Naturally, $\mathcal{R}$ respects the real trace $\mathcal{E}^{\mathbb{R}} \subset \mathcal{E}$ corresponding to legitimate unimodal deformations.

Using a version of the Schwarz Lemma, one obtains non-expansion of the renormalization groupoid, which together with the beau a priori bounds in $\mathcal{E}^{\mathbb{R}}$ implies that $\mathcal{R}$ is almost periodic. An abstract analysis of almost periodic groupoids shows that either the renormalization groupoid is uniformly contracting or the lack of contraction is detected by a non-constant holomorphic idempotent $P$ in its limit set $\omega(\mathcal{R})$.

We want to show that any holomorphic idempotent in $\omega(\mathcal{R})$ is non-constant. By holomorphicity, it is enough to show non-constancy along $\mathcal{E}^{\mathbb{R}}$. The beau a priori bounds imply that $P\left(\mathcal{E}^{\mathbb{R}}\right)$ is a compact set, and since $P$ is a sufficiently regular idempotent, it must be a manifold. As expected from a deformation space, $\mathcal{E}^{\mathbb{R}}$ turns out to be contractible, so its image by an idempotent is contractible as well. Since the only contractible compact manifold is a point, we
conclude that $P \mid \mathcal{E}^{\mathbb{R}}$ must be indeed constant. This implies, by contradiction, that the renormalization groupoid is uniformly contracting, as desired.

Remark 6.1. The argument above uses only a few properties of the renormalization groupoid (holomorphicity, real-symmetry, and appropriate precompacness along $\mathcal{E}^{\mathbb{R}}$ ), and can be used to establish uniform contraction of any other groupoid with those properties. In particular, finer geometric properties of infinitely renormalizable maps (that tend to be quite dependent on the combinatorics and degree) can play no role. In previous, more restricted, approaches, contraction was always ultimately obtained as a consequence of such less robust features.
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## 1. Introduction

The story of Srinivasa Ramanujan (1887-1920) is perhaps the most striking episode in modern Indian mathematics. The beauty of his results, the mark of originality in his methods, his short life and its tragic end never fail to make an impression. It is only natural that the influence of such a remarkable life should extend well beyond its time and indeed this was the case. For instance, the distinguished astrophysicist S. Chandrasekhar tells us that the facts of Ramanujan's life were "more than enough for aspiring young Indian students to break their bonds of intellectual confinement and perhaps soar the way that Ramanujan did" ([13], page 4).

Our purpose in the present article is to trace the broad influence of Ramanujan on Indian mathematics roughly from the year of his death (1920) to relatively recent times, that is, the decade of the 1980s. In doing this we hope to highlight for the present and preserve for the future, an account of mathematics in India, however limited in scope, in the decades surrounding India's independence in 1947. We believe this was a period during which much was done but about which very little has been written. Moreover, the highly composite contribution to mathematics from this period was largely made without the aid of support structures commonly available to professional mathematicians today.

[^24]In undertaking our task we have set ourselves certain limits. We end our coverage with the 1980s because much of the mathematics done in India from the mid 1980s and thereafter is by mathematicians who are still active. Also, we restrict our trace of Ramanujan's influence to mathematicians who worked in analytic number theory, for the reason that our own research interests lie in this subject. With these explicitly imposed limits, and many others implicit and somewhat arbitrary, the present article is certainly not a thorough study. It is meant, and we believe it is necessary, to provoke a genuinely scholarly enquiry into its subject.

We begin our account with Professor K. Ananda Rau, India's first analyst of repute.

## 2. An Inspiring Teacher

If Ramanujan's influence in India is the tree whose branches we describe in the following pages then K. Ananda Rau is its root. Indeed, as our narrative unfolds, the reader will not fail to notice that students of Ananda Rau and their mathematical descendants are the protagonists of much of what we have to say.

Krishnaswami Ananda Rau was born in 1893 into a well-connected family in Chennai (then Madras), where he grew up. He attended first the Hindu High School and then the Presidency College of the University of Madras, both among the best institutions in India at that time. Throughout his studies he evidently took care to maintain an excellent academic record, for we find him doing very well at every important examination that came his way ([57], page 1). In 1914, and incidentally only a few months after Ramanujan, Ananda Rau sailed for England where he entered King's College, Cambridge. In the two years that followed, Ananda Rau prepared for and took the Cambridge Mathematical Tripos examinations, finishing in 1916 with a first class honours in both parts of this exam ([11], page 260). Ananda Rau was subsequently elected a fellow of King's College and soon after came under the influence of G.H. Hardy, whose encouragement and guidance initiated Ananda Rau into mathematical research.

By 1918 Ananda Rau had published his first paper, a note in the Proceedings of the London Mathematical Society [59], and won the Smith prize for an essay written the previous year, partially advised by Hardy. Ananda Rau arrived at the subject of the note [59] through a paper of Hardy's [36] on $(\lambda, k)$ summability. Let us recall this notion. When $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}, \ldots$ is an increasing sequence of real numbers $\geq 0$ with $\lambda_{n} \rightarrow+\infty$ as $n \rightarrow+\infty$ and $k$ a positive real number, a sequence $c_{1}, c_{2}, \ldots, c_{n}, \ldots$ is said to be $(\lambda, k)$ summable to $C$ if we have

$$
\begin{equation*}
\lim _{x \rightarrow+\infty} \frac{1}{x^{k}} \sum_{\lambda_{n} \leq x}\left(x-\lambda_{n}\right)^{k} c_{n}=C . \tag{1}
\end{equation*}
$$

In [36], Hardy shows that if the sequence $c_{1}, c_{2}, \ldots, c_{n}, \ldots$ is $(\lambda, k)$ summable and $c_{n}$ satisfies the side condition $c_{n}=O\left(\frac{\lambda_{n}-\lambda_{n-1}}{\lambda_{n}}\right)$ then in fact $\sum c_{n}$ is convergent. In his note [59], Ananda Rau begins by informing the reader that Hardy's argument is not complete. He remarks that while Hardy's argument does show, given the side condition, that $(\lambda, k)$ summability implies $(\lambda, 1)$ summability when $k$ is an integer, to which case we may confine the entire discussion, it does not prove that $(\lambda, 1)$ summability implies $\sum c_{n}$ is convergent. Ananda Rau then states that he intends to fill this gap by supplying this last step and swiftly modifies Hardy's argument to achieve his goal. The note [59] is short and its contents relatively straightforward from today's perspective. But then, Ananda Rau was writing in 1918 and he was less than 24 when he communicated his note. What plainly stands out in [59], however, is the clarity of the author's exposition and his attention to detail - qualities that Ananda Rau came to be admired for later as a teacher.

In his Smith prize essay, Ananda Rau took up a different theme, also related to summability. He obtains in this essay a number of results for generalised Dirichlet series that generalise what was known, due to Hardy and Littlewood, on the abscissae of summability of ordinary Dirichlet series. We learn from the footnote on page 4 of [57] that he decided to publish results from his essay on learning accidentally that Marcel Riesz, to whom he had earlier communicated the entire essay, had referred to one of his results. A part of his essay in slightly modified form [60] finally appeared in 1932 in the Proceedings of the London Mathematical Society.

Ananda Rau, it appears, first met Ramanujan in England though it is entirely possible that he may have at least known of Ramanujan earlier. Indeed, R. Ramachandra Rao, to whom Ramanujan presented some of his work in 1910 and who remained, in Hardy's words, a "most devoted friend" of Ramanujan([41], page xxi), was a relative of Ananda Rau's ([11], page 260). At any rate, Ananda Rau and Ramanujan became good friends while at Cambridge and Ananda Rau has written that Ramanujan "was quite sociable, very polite and considerate to others. He was a man full of humour and a good conversationalist, and it was always interesting to listen to him" ([13], page 2). Ananda Rau returned to India from Cambridge in 1919 and was appointed Professor of Mathematics at his former college, the Presidency College, at the age of 26.

Among the first few papers that Ananda Rau authored upon returning to Chennai is the article [61] that has the Riemann zeta function for its subject. A fundamental property of the Riemann zeta function is the canonical factorization of the entire function $(s-1) \zeta(s)$ given by the relation

$$
\begin{equation*}
(s-1) \zeta(s)=e^{P(s)} \prod_{n \geq 1}\left(1+\frac{s}{2 n}\right) e^{-\frac{s}{2 n}} \prod_{\rho}\left(1-\frac{s}{\rho}\right) e^{\frac{s}{\rho}}, \tag{2}
\end{equation*}
$$

where $P(s)$ is the linear polynomial $A+B s$ with $A=\zeta(0), B=-\frac{\zeta^{\prime}(0)}{\zeta(0)}$ and $\rho$ varies over the zeros of $\zeta(s)$ that are not real. The relation (2) is usually
obtained by applying Hadamard's theorem on the canonical factorisation of entire functions of finite order on noting that $(s-1) \zeta(s)$ is an entire function of order 1. Indeed, an easy application of Jensen's formula taking into account the order of growth of $(s-1) \zeta(s)$ shows that $\sum \frac{1}{|\rho|^{2}}$ converges. Consequently, the product on the right hand side of (2) converges and defines an entire function with the same zeros, counted with multiplicity, as $(s-1) \zeta(s)$. The principal difficulty in the proof of (2) lies in showing that $P(s)$ is a linear polynomial. Within arguments leading to Hadamard's theorem this is often done by first obtaining an appropriate lower bound for the canonical factors on the right hand side of (2) in the complement of the union of small discs centered at the zeros of these factors. In [61], Ananda Rau gives an elegant proof of (2) that does not depend on any direct consideration of the canonical factors but relies on additional properties of $\zeta(s)$. The principle of his method is to use an integral representation for the difference of the logarithmic derivatives of the two sides of (2). More precisely, he notes that when $s \neq 1$, the Cauchy residue theorem applied to the boundary $\partial C$ of a rectangular region $C$ containing 0 and 1 and such that no zero of $\zeta(s)$ lies on $\partial C$ gives

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{\partial C} \frac{\zeta^{\prime}(z)}{\zeta(z)} \frac{d z}{z(z-s)}=\frac{1}{s} \frac{\zeta^{\prime}(s)}{\zeta(s)}+\frac{1}{s-1}-\frac{1}{s} \frac{\zeta^{\prime}(0)}{\zeta(0)}+\sum_{x \in C} \frac{1}{x(x-s)} \tag{3}
\end{equation*}
$$

where $x$ varies over zeros of $\zeta(s)$ lying in $C$. By means of the Borel-Caratheodory theorem applied to $\zeta(s)$, Ananda Rau constructs a sequence of rectangular regions $C_{m}$ with sides all going to infinity with $m$ and such that integral on the left hand side of (3) taken along $\partial C_{m}$ in place of $\partial C$ tends to 0 as $m$ tends to infinity. On applying (3) to $C_{m}$, passing to the limit and rearranging the terms of the resulting relation, Ananda Rau then completes his derivation of (2). It has been shown by K. Chandrasekharan ([14], pages 43-45) that Ananda Rau's idea of starting from an integral representation of the form (3) may in fact be adapted to give a simple proof of Hadamard's theorem in its full generality. In the literature one also finds variants of such an argument, for example it is possible to start from the Jensen-Poisson formula in place (3) ([49], page 26). Chandrasekharan remarks that his method can be extended to obtain R. Nevanlinna's factorisation theorem for meromorphic functions as well ([14], page 56).

Perhaps on account of his early work on summability and the importance that Hardy attached to this topic, Ananda Rau remained attracted to this theme for a number of years. His work, and that of his many distinguished students, in summability and the closely related Tauberian theory, gained his school a formidable international reputation. In the later part of his career, Ananda Rau turned to questions on Elliptic functions and then to the representation of integers as sums of squares and finally to Waring's problem, publishing in all 24 papers, the last of which appeared posthumously.

By all accounts, Ananda Rau was an excellent teacher. We have it from V. Ganapathy Iyer that "as a student I used to feel that his exposition of any topic
was so clear and impressive that I need not study the topic again" ([57], page 2). C.T. Rajagopal, the author of [57] and a doctoral student of Ananda Rau tells us that Ananda Rau's "way with research workers was to encourage them and expect them to formulate their own problems and then to discuss the problems with them". All of T. Vijayaraghavan, S.S. Pillai, K. Chandrasekharan and S. Meenakshisundaram, who later became famous for his work on the spectral theory of the Laplacian, were mentored by Ananda Rau.

Ananda Rau retired from the Presidency College in 1948 at the age of 55, then the normal retirement age, after 29 years of distinguished service for which he was awarded, already in 1937, the title of "Rao Bahadur" - equivalent to an O.B.E. - by the Government of India of that time. Retirement did not however ebb his enthusiasm for mathematics, and he continued working on his interests almost to the end of his life. Ananda Rau died in 1966, aged 73.

## 3. Pillai, Sathe and Integers with $k$ Prime Factors

We now turn to a problem that arose from the work of Hardy and Ramanujan on the "rarity of round numbers" and that led to the introduction by Selberg of an important method in analytic number theory for estimation of partial sums of Dirichlet series with singularities that are not poles. Our focus shall, of course, be on the key contributions to this problem from S.S. Pillai, a student of Ananda Rau, and L.G. Sathe, who was a student of S.S. Pillai. Our account here is based on a recently discovered unpublished manuscript [54] of S.S. Pillai titled "Report on Sathe's Solution of a Problem of Hardy's" that will now appear in the collected works of Pillai [10].

Let us set up our backdrop by reviewing a result from the famous paper of Hardy and Ramanujan [38] on the normal number of prime factors of natural numbers. We are told by G.H. Hardy ([41], page 48) that both Ramanujan and himself observed the phenomenon that round numbers, that is, natural numbers with a considerable number of comparatively small prime factors, are very rare. This is somewhat paradoxical since one may expect in fact the opposite to be true. In [38] Hardy and Ramanujan provide mathematical explanations for this phenomenon by showing, among other results, that almost all natural numbers $n$ have $\log \log n$ distinct prime divisors. More precisely, they show that if $\omega(n)$ is the number of distinct prime divisors of $n$ and $f(x)$ is any function that increases to $+\infty$ as $x$ increases to $+\infty$ then we have that

$$
\begin{equation*}
\operatorname{Card}\{n \mid 1 \leq n \leq x \text { and }|\omega(n)-\log \log n| \geq f(n) \sqrt{\log \log n}\}=o(x) \tag{4}
\end{equation*}
$$

The above relation marks the genesis of what is now called Probabilistic Number Theory - the application of probability theory to problems in analytic number theory. In effect, it suggests that the numbers $\omega(n)$ are well-distributed and
therefore that $(\omega(n)-\log \log n) / \sqrt{\log \log n}$ should have a distribution function, a hope that was eventually realised, following the works of Turán and Kubilius, in a famous theorem of Erdös and Kac which shows the required distribution function to be the Gaussian.

Hardy and Ramanujan motivate the results of their paper [38] by means of the following heuristic. For any positive real number $x$, let us write $\pi_{k}(x)$, for $k \geq 1$, to denote the number of integers $n \leq x$ such that $n$ has $k$ distinct prime factors. Thus, for example, $\pi_{1}(x)$ is nothing but $\pi(x)$, the counting function of the primes. With this notation we have the relation

$$
\begin{equation*}
[x]=1+\sum_{k \geq 1} \pi_{k}(x) . \tag{5}
\end{equation*}
$$

On the other hand, we have the obvious relation

$$
\begin{equation*}
x=\frac{x}{\log x} e^{\log \log x}=\sum_{k \geq 1} \frac{x(\log \log x)^{k-1}}{(k-1)!\log x} . \tag{6}
\end{equation*}
$$

Since $[x]$ is rather close to $x$, one may look upon the above relations as suggesting a term wise comparison of the terms in the sums over $k$ in (5) and (6). This heuristic is supported by the fact that a well-known theorem of E.Landau, that is relatively easily proved starting from $\pi_{1}(x) \sim \frac{x}{\log x}$ (the prime number theorem) and an induction on $k$, tells us that for any given $k \geq 1$ we have

$$
\begin{equation*}
\pi_{k}(x) \sim \frac{x(\log \log x)^{k-1}}{(k-1)!\log x} \tag{7}
\end{equation*}
$$

as $x \rightarrow+\infty$. The main step in the proof of (4) given by Hardy and Ramanujan is to show that the contribution from the tail of the sum over $k$ in (5) is small and for this they replace the asymptotic relation (7) with an inequality of the shape

$$
\begin{equation*}
\pi_{k}(x) \leq \frac{A x(C+\log \log x)^{k-1}}{(k-1)!\log x} \tag{8}
\end{equation*}
$$

where $A$ and $C$ are both independent of $k$ and $x$.
It is easily seen by comparing successive terms of the sum over $k$ in (6) that the largest terms in this sum correspond to $k$ around $\log \log x$. Moreover, the major contribution to this sum comes from the terms around the largest terms. It is then natural to ask, taking account of the aforementioned heuristic, if Landau's asymptotic relation (7), which is stated for a fixed integer $k$, remains valid with $k=[\log \log x]$. Hardy posed this as a problem to his class while he was at Oxford, which he was from 1919 to 1931. T. Vijayaraghavan, whom we will meet in the following section, was at Oxford from 1925 to 1928 working with Hardy and learnt of this problem. He then transmitted this problem to S.S. Pillai, according to [54].

Dr. Subbayya Pillai Sivasankaranarayana Pillai, to give S.S. Pillai his full name, was, together with his friend and collaborator Sarvadaman Chowla, one
of the two greatest Indian number theorists to emerge in the era immediately after Ramanujan; a mathematician whose contributions may well have been much greater were his life not repeatedly visited by misfortune. S.S. Pillai was born on 5 April, 1901 in Vallam, a small town in present day Tamilnadu, where his father was a contractor for the government. Pillai, however, lost both his parents before he completed his High School, his mother passing away within a year of his birth. Nevertheless, with the aid of a scholarship and financial assistance from a teacher at high school who recognised the talent in young Pillai, he persevered. He first went to the Scott Christian College at Nagercoil in Tamilnadu and then to Maharaja's College at Thiruvananthapuram in Kerala, where he obtained his B.A.

On being awarded a stipendiary research studentship from the University of Madras, he moved to Chennai around 1927. It was at the University of Madras that Pillai's talents blossomed under the inspiring guidance of T. Vaidyanathaswamy and Ananda Rau, influenced, by the reason of his mathematical interests, more by the latter than the former. Through his time at this university, Pillai wrote a number of papers, three of which constituted his thesis for a Master's degree, and met a number of his contemporaries including Vijayaraghavan, from whom, as we have already said, he learnt of Hardy's problem of obtaining the asymptotic of Landau for $k=[\log \log x]$.

In 1929, Pillai was appointed a lecturer at Annamalai University, Chidambaram in Tamilnadu. In the same year Pillai [53] announced an important breakthrough on Hardy's problem. He was able to show that the inequality

$$
\begin{equation*}
\pi_{k}(x)>\frac{H x(\log \log x)^{k-1}}{(k-1)!\log x} \tag{9}
\end{equation*}
$$

holds for any $k<e \log \log x$ and a constant $H$. Moreover, that Landau's asymptotic relation holds for all $k$ with $k=o(\log \log x)$. These results enabled him to easily deduce that $\pi_{k}(x)>C x /(\log \log x)^{1 / 2}$, for $k=[\log \log x]$ and a positive $C$, a result also conjectured by Hardy and obtained, independently, by Paul Erdös ([37], page 56). For reasons that are not clear, Pillai did not publish a detailed proof of these results.

Pillai remained at Annamalai University for 12 years following his appointment. In the course of these years Pillai was awarded the degree of D.Sc. by the University of Madras, the first to be awarded by this University in Mathematics ([15], page 2), and carried out some of his best work, including much of his remarkable researches on Waring's problem that we summarize in Section 6. Pillai himself tells us in [54] that he also continued to work at Hardy's problem off and on. In 1941, Pillai moved to Travancore from Chidambaram and left in the following year to take up a position at Calcutta University.

In Calcutta (now Kolkata) Pillai met the brilliant L.G. Sathe, who became his student. In 1943, Pillai suggested Hardy's problem to Sathe and put at Sathe's disposal all of his manuscripts on this problem. In the course of less than two years, L.G. Sathe produced a monumentally complex induction argument,
that ran into 134 printed pages when published, and that did much more than solve Hardy's problem. In particular, and for the first time, Sathe was able to show that Landau's asymptotic remained valid for $k<e \log \log x$. When finally published in 1954, Sathe's result would supercede a theorem of Erdös [33], which appeared in 1948 and which solves Hardy's problem by obtaining Landau's asymptotic for $k$ in an interval of length about $\sqrt{\log \log x}$ around $\log \log x$.

The sequence of events leading to publication of Sathe's work, however, remain somewhat unclear. It is clear, though, that Sathe submitted his work to the Transactions of American Math. Society (see [15], page 2) and, from the footnote on the first page of [72], that Selberg's comments on this work were sought by the editors of the Transactions. Finally, however, Sathe's work appeared in the Journal of Indian Mathematical Society, of which K. Chandrasekharan was the editor at that time, in four parts, the first part in 1953 and the last in 1954 [71]. Selberg's observations on this work, originally prepared for the Transactions of the American Math. Society, were written up in the form of a note titled "Note on a paper of L.G. Sathe" that follows the last part of Sathe's paper in the Journal of the Indian Math. Society.

Selberg begins his note [72] by telling us that while the results of Sathe's paper are "very beautiful and highly interesting" the proof is a "rather complicated and involved one, and this by necessity since a proof by induction starting from the case $k=1$ presents overwhelming difficulties in keeping track of the estimates of the remainder terms..". Selberg then goes on to give a simple analytic proof of a stronger version of Sathe's result by considering the complex powers of $\zeta(s)$. For a modern expert's account of Selberg's method we refer to [73], Chapters II. 5 and II. 6.

Pillai's good fortune in having Sathe's association did not, unfortunately, last long. Shortly after his work on Hardy's problem, Sathe was struck by a cruel illness that incapacitated him ([15], page 2). The final twist in Pillai's life occurred on August 31, 1950 when the plane carrying him to the United States crashed near Cairo, killing all on board. Pillai was on his way to the I.C.M. of 1950 at Harvard and was to spend the following year at the Institute for Advanced Studies at Princeton. Dr. S.S. Pillai was 49 years old when he died.

## 4. Chowla-Pillai Correspondence and Vijayaraghavan

Sarvadaman Chowla was, as his biographical sketch [45] puts it, one of the best-known number theorists from India to have followed in the tradition of Ramanujan. Sarvadaman Chowla was an extraordinarily productive mathematician and authored around 350 papers through a span of 60 years. It is difficult, as the authors of [50] suggest, to survey in one sweep the full breadth
of his vast contributions. On account of Chowla's collected papers [44] being available, prefaced by a number of first hand accounts of his life and an elegant summary of his work [50], we shall be brief in our coverage here, meaning only to supplement [45] and [50].

Born in London in 1907, Chowla was brought up in Lahore from where he eventually went for his doctoral studies to Cambridge in 1929 and completed his dissertation in 1931 under the supervision of J.E. Littlewood. On his return to India, he was appointed a lecturer at St. Stephen's College, Delhi and subsequently taught at the Benares Hindu University and the Andhra University, Waltair before returning to a professorship once held by his father at the Government College in Lahore in 1936. He remained in this position till 1948, when he emigrated to the United States. Following a stay at the Institute for Advanced Studies, Princeton, he took up appointments at Kansas, Boulder and finally Pennsylvania State University in 1963. Professor Chowla died in 1995, aged 88.

Starting in the late 1920s, and up to one month before his death, S.S. Pillai and Sarvadaman Chowla maintained a regular correspondence for about 20 years. Through the years they corresponded, Chowla and Pillai published five joint papers and met numerous times at the conventions of the Indian Mathematical Society, of which both were very active members. Their correspondence is very revealing for the insight it gives us, as one may expect, into the mathematics and the friendship of Chowla and Pillai. The earliest letter from Chowla available in the papers left behind by Pillai is dated 8 January, 1929. This letter discusses, among a number of questions, the number $175,95,9000$, the smallest integer that is expressible as a sum of two positive cubes in three different ways. The letter ends with Chowla expressing the hope that they will soon "begin proper work". This in fact did happen and by the middle of 1929 they were well on their way to their first joint paper (paper number 25 in [44]), which appeared in 1930. In this paper, Chowla and Pillai obtain for $E(x)$ defined by the relation

$$
\begin{equation*}
\sum_{1 \leq n \leq x} \phi(n)=\frac{3}{\pi^{2}} x^{2}+E(x), \tag{10}
\end{equation*}
$$

where $\phi(n)$ is the Euler function, an asymptotic for its mean and an $\Omega$-result. An $\Omega$-result is an expression of the form $f(x)=\Omega(g(x))$, where $g(x)>0$ for sufficiently large $x$, and means that there is an $A>0$ such that $|f(x)|>A g(x)$ for an unbounded sequence of real numbers $x$. Chowla and Pillai showed that $\sum_{1 \leq n \leq x} E(n) \sim \frac{3}{2 \pi^{2}} x^{2}$ and that $E(x)=\Omega(x \log \log \log x)$. In his letter to Pillai postmarked 29 April 1929 Chowla discusses a preliminary form of their mean value result and says that he thinks very likely that $E(x)$ changes sign infinitely often. This suggestion is interesting because Sylvester, who made tables of the left hand side and the first term on the right hand side of (10) upto 1000, had in fact conjectured just the opposite, that $E(x)$ is always positive. It turned out, however, that Sylvester missed noticing that $E(820)<0$, a fact observed
in 1936, seven years after Chowla's letter, by M.L.N. Sarma [52]. Chowla's conjecture was proved to be correct in 1951 by Erdös and Shapiro [33]. For the details on this matter, including a copy of Chowla's letter, we refer to [1]. Chowla and Pillai followed up their study of $E(x)$ with a study (paper number 26 in [44]) of analogous questions in the case when $\phi(n)$ is replaced by $\sigma(n)$, the sum of the divisors of $n$.

The second theme that Pillai and Chowla worked together on was a problem that has its roots in Indian mathematics from the first millennium. Given a natural number $N$, it is of interest in the solution of the so-called Pell equation $x^{2}-N y^{2}=1$ to determine the length $L$ of period of the continued fraction representation for $\sqrt{N}$. It is relatively easy to show that this length is $\leq 2 N$. T. Vijayaraghavan [78] showed in 1927 that in fact this length is $\leq C \sqrt{N} \log N$, for an explicitly determined constant $C>0$, whose value Chowla subsequently improved in 1929 (paper 20 in [44]). In 1931 Chowla and Pillai (paper 36 in [44]) improved this bound to $L=O(\sqrt{N} \log \log N)$ under the Riemann hypothesis for the Dirichlet L-functions. Thereafter, their joint works related to topics around Waring's problem, a theme that was of great interest to both Pillai and Chowla, and to which we will turn in Section 6. The last letter from Chowla to Pillai is dated June, 1950 and in it Chowla tells Pillai that he may not be in Princeton when Pillai arrives - which, as we saw at the end of the last section, did not happen.

Tirukkannapuram Vijayaraghavan, whom we have had occasion to mention in the preceding paragraph and in Section 2, was born in 1902 in what is now Tamilnadu. He schooled at a number of places and did well. He then went to Pachaiyappa's College in Madras (now Chennai) for his honours degree but this time did not do well enough to obtain his degree. Fortunately, however, his talent came to the attention of K. Ananda Rau, who arranged to have him admitted into the Presidency College. Vijayaraghavan published his first mathematical works even before he completed his college studies. In an early note in 1924 [79] he showed that rational numbers of the form $\phi(n) / n$, where $\phi(n)$ is the Euler function, are dense in $[0,1]$. Around 1921, Vijayaraghavan began sending his work to G.H. Hardy, much in the fashion of Ramanujan, whose story was by now well-known. Hardy, it appears, did not respond immediately this time but when he did, he urged the University of Madras to provide Vijayaraghavan a scholarship so that Vijayaraghavan could visit him. This was done and Vijayaraghavan worked with Hardy through the years 1925 to 1928.

Vijayaraghavan was a problem solver in the best sense of the phrase. Not one to be confined to a particular branch of mathematics, he worked on any problem that interested him. While the most important parts of his work fall in the area of summability and Diophantine approximations - the Pisot -Vijayaraghavan numbers bear his name - he returned to questions in analytic number theory from time to time, on account of his close friendship with Pillai and Chowla. Chowla and Vijayaraghavan collaborated on three papers, the last of which appeared the year Chowla left for the United States. Professor Vijayaraghavan
died in 1955, at the age of 53. For more extensive biographies of Vijayaraghavan we refer to [16], which is our source, and to [28].

Chowla's lasting contribution to Indian mathematics has been through the number of young persons of his time that he encouraged and taught. R.P. Bambah, F.C. Auluck, Abdul Majid Mian and the great physicist Abdus Salam, were all taught by Chowla. Professor Bambah vividly describes his time with Chowla on page xxxi of [44], that led among a number of other results, to their famous argument showing that for any $\epsilon>0$ there is a sum of two squares in the interval $\left[x, x+2 \sqrt{2+\epsilon} x^{\frac{1}{4}}\right]$ for all sufficiently large $x$ (paper 167 in [44]). After his time with Chowla in Lahore, Bambah himself went to Cambridge, where he worked with Mordell, and thereafter set up the famous school in the Panjab University, Chandigarh, on Geometry of Numbers. The reader will find a summary, authored by Professor Hans-Gill, of some of the key results of this school in the notes to Chapter 24 of [42].

## 5. TIFR and Ramachandra

With the departure of Chowla to the United States in 1948 and the death of Pillai in 1950, we leave the first epoch of development of analytic number theory in India and enter the second. The influence of Ramanujan continued to abide even as the emphasis shifted to themes related to the more analytic and modular parts of his work. If a single event can be said to mark the beginning of this epoch, it is the emergence of the school of mathematics at the Tata Institute of Fundamental Research (TIFR), Mumbai under the guidance of K. Chandrasekharan.

Komaravolu Chandrasekharan was born in 1920 at Machillipatnam in Andhra Pradesh. After his schooling in Bapatla, Andhra Pradesh he left for Madras (now Chennai) to study at the Presidency College from where he obtained his M.A. and came under the influence of K. Ananda Rau. In 1942 Chadrasekharan obtained his Ph.D. from the University of Madras for a thesis written under the supervision of Ananda Rau. For a few years after his Ph.D., Chandrasekharan taught at the Presidency College. Around 1947, Chandrasekharan left for a term at the Institute for Advanced Studies in Princeton.

Chandrasekharan's early work, following the trend in Ananda Rau's school, was in the area of Summability theory, a topic to which his research remained connected throughout the 1940s. Indeed, by 1950 he had authored an important monograph with S. Meenakshisundaram on Riesz's Typical Means [17]. In Princeton, and working jointly with Salomon Bochner, he also took up a number of issues in Fourier Transform theory, on which he published in 1948 a now well-known book with Bochner. Nevertheless, throughout this period we see in his papers an undercurrent of analytic number theory that eventually surfaced in his later work with Bochner and in the long series of papers with Raghavan Narasimhan. In 1949 Chandrasekharan moved to the TIFR on the invitation of its founder Homi J. Bhabha, who met him that year on a visit to Princeton.

The crucial role that Chandrasekharan has played in transforming TIFR into a centre of excellence in mathematical research has been described by Professor M.S. Raghunathan in ([62], page 536), to which we refer the reader. It would be, however, very remiss for us not to mention here the important contribution Chandrasekharan has made through his well-known expository books on analytic number theory, the first books by an Indian author on this topic. These books have served a number of mathematicians after him, such as the author, as elegant introductions to their subjects. Professor Chandrasekharan retired from the TIFR in 1965 and moved to Zürich, Switzerland, where he now resides.

In his efforts at building the school of mathematics at TIFR, Chandrasekharan was ably aided by K.G. Ramanathan, who joined this school in 1951. Kollagunta Gopalaiyer Ramanathan was born in Andhra Pradesh (at Hyderabad) in 1920, only eight days before Chandrasekharan and he too eventually went to the University of Madras from which he obtained his M.A. and worked for some time as a research scholar. Like Chandrasekharan, he then visited the Institute for Advanced Studies, Princeton. At Princeton, he was an assistant to Hermann Weyl and became an admirer of Siegel's mathematics. Siegel, who at that time, was visiting the IAS made a deep impression on Chandrasekharan and Ramanathan and, through them, and his own visits to the TIFR, greatly influenced the problems in number theory that the TIFR school took up. Ramanathan was an "illustrious and colourful personality" ([70], page 4) and energetically guided the study of number theory at the TIFR. For a fuller biography of Professor K.G. Ramanathan, who died in 1992, we refer to [70].

With Chandrasekharan and Ramanathan for its helmsmen, the fledgling TIFR school did not take long to make a mark in number theory. By 1965, very significant results in number theory were obtained in at least three directions - the works of K. Chandrasekharan and Raghavan Narasimhan on $O$ and $\Omega$-results for Riesz means, mean values of error terms for the summatory functions of a wide class of arithmetical functions [18],[19], [21] and on approximate functional equations [20], the work of C.P. Ramanujan on cubic forms [66] and his solution of Siegel's conjecture on Waring's problem for number fields [67], and K. Ramachandra's thesis [63] on applications of the Kronecker limit formula.

Raghavan Narasimhan, who is now famous for his contributions to function theory, joined TIFR as a student in 1957. Chandrasekharan's works with Raghavan Narasimhan were the first major works done in the theory of zeta functions in India after Chowla. The above cited papers are a selection from a long series of papers in which Chandrasekharan and Narasimhan undertook to obtain for a wide class of Dirichlet series satisfying a functional equation resembling that of the Riemann zeta function, a number of key properties that were at that time known essentially only for the Riemann zeta function. By means of their results they were easily able to deduce, for example, that if $p=\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ is any point in $\mathbf{R}^{n}$, for some integer $n \geq 1$, and if for any $x>0, N(x, p)$ denotes the number of lattice points in the ball of radius $x$
centered at $p$ and $V(x, p)$ is its volume then

$$
\begin{equation*}
N(x, p)-V(x, p)=\Omega_{ \pm}\left(x^{\frac{n-1}{2}}\right) \tag{11}
\end{equation*}
$$

This result, given in [22] as an illustration of the results in [19] and [18], vastly generalises what was originally known only for the case of circle in the plane, by Hardy.

The bare sketch of the life of C.P. Ramanujam reads, sadly, like that of his namesake Srinivasa Ramanujan - a highly original mind and a tragic death at a young age. His works mentioned above are his earliest, after which, he turned to Algebraic Geometry. The problems considered in [66] and [67] were suggested to Ramanujam by K.G. Ramanathan. Since we cannot hope to substitute for the moving account of Ramanujam's life and the elegant summary of his papers [66] and [67] written by K.G. Ramanathan in ([65], pages 1 to 7), we refer the reader to this source.

Kanakanahalli Ramachandra was born in 1933 and after his studies at the Central College, Bangalore where he obtained his B.Sc.(Hons) and M.Sc. degree, Ramachandra joined the TIFR as a student in 1958. In the following year, he attended the famous course given by Siegel [76] at the TIFR centered on the Kronecker limit formula, and, at the suggestion of K.G. Ramanathan, subsequently took up the questions addressed in [63]. In this paper Ramachandra makes a remarkable application of Kronecker's second limit formula to the theory of complex multiplication, to the construction of a certain maximally independent set of units in a given class field of an imaginary quadratic field and to the evaluation of a certain elliptic integral, originally given by Chowla and Selberg and also by Ramanujan. The units constructed by Ramachandra in [63] have come to be known as Siegel-Ramachandra-Robert units or, sometimes, elliptic units.

Starting about the end of the 1960s, Ramachandra's interests turned to the theory of the Riemann zeta function and to Baker's method in transcendental number theory. The intense passion with which he pursued these subjects have made him synonymous with their development in India. His work attracted a number of students and associates some of whom are Professor T.N. Shorey, who is renowned for his contributions to the applications of Baker's theory, and the distinguished mathematicians the brothers Professors Ram and Kumar Murty, whose own role in the progress of number theory in India is visible in the curriculum vitae of almost every number theorist in India today, and Professor Kannan Soundararajan.

We now present a small and personal selection of simple yet powerful ideas from Ramachandra's garden. We begin with an exposition of a simple method for obtaining lower bounds for the mean square on a vertical line segment of a function $f(s)$ which is the analytic continuation of an absolutely convergent Dirichlet series. This method, sometimes called the multiple averaging method, which first appeared in the thesis of the author, written under the supervision of Ramachandra [3] and the resulting lower bound have been put to a number
of uses by Ramachandra and his collaborators. Throughout the remainder of this section, $s$ will denote a complex number with real part $\sigma$ and imaginary part $t$, following established notation in analytic number theory. We will also use $\ll$ and $\gg$ to mean Vinogradov's well-known notation.

Suppose that $f(s)$ is a holomorphic function in a neighbourhood of the half plane $\sigma>0$ and is given by absolutely convergent Dirichlet series

$$
\begin{equation*}
\sum_{n \geq 1} \frac{a(n)}{n^{s}} \tag{12}
\end{equation*}
$$

when $\sigma>2$. Let $H \geq 1$ be a real number and $M$ be a positive integer with $M \leq H^{1-\epsilon}$ for an $\epsilon>0$ and sufficiently small. Let us set $A(s)$ to be the Dirichlet polynomial given by the sum of the first $M$ terms of the series (12) and write $B(s)$ to denote $f(s)-A(s)$. Our aim is to show, under conditions that are often met in practice, that

$$
\begin{equation*}
\int_{T}^{T+H}|f(i t)|^{2} d t \gg H \sum_{1 \leq n \leq M}|a(n)|^{2} \tag{13}
\end{equation*}
$$

which gives an essentially optimal lower bound for the mean square of $f(s)$ on a segment of the imaginary axis. To do this we start from the obvious relation

$$
\begin{equation*}
|f(i t)|^{2}=|A(i t)|^{2}+|B(i t)|^{2}+2 \operatorname{Re}(\overline{A(i t)} B(i t)) \tag{14}
\end{equation*}
$$

Let $I$ be any interval satisfying the condition

$$
\begin{equation*}
[T, T+H] \supseteq I \supseteq\left[T+\frac{H}{4}, T+\frac{3 H}{4}\right] \tag{15}
\end{equation*}
$$

On integrating both sides of (14) over the interval $I$ we deduce by positivity that

$$
\begin{equation*}
\int_{T}^{T+H}|f(i t)|^{2} d t \geq \int_{T+\frac{H}{4}}^{T+\frac{3 H}{4}}|A(i t)|^{2} d t+2 \int_{I} \operatorname{Re}(\overline{A(i t)} B(i t)) d t \tag{16}
\end{equation*}
$$

The principle now is to exploit the flexibility in (16) with respect to the interval $I$ by averaging this relation over a family of intervals $I$ satisfying (15). In effect, let $r$ be a positive integer and $U$ a positive real number such that $r U \leq \frac{H}{4}$. Then, for any real numbers $u_{1}, u_{2}, \ldots, u_{r}$ lying in the interval [ $0, U$ ], the interval

$$
\begin{equation*}
I=\left[T+u_{1}+u_{2} \ldots+u_{r}, T+\frac{3 H}{4}+u_{1}+u_{2} \ldots+u_{r}\right] \tag{17}
\end{equation*}
$$

satisfies (15). We apply (16) to the above $I$ and integrate over all the $u_{i}$, with each $u_{i}$ varying in $[0, U]$. On dividing the resulting relation by $U^{r}$ and using $\operatorname{Re}(z) \geq-|z|$ for any complex number $z$ we deduce that

$$
\begin{equation*}
\int_{T}^{T+H}|f(i t)|^{2} d t \geq \int_{T+\frac{H}{4}}^{T+\frac{3 H}{4}}|A(i t)|^{2} d t-2|P| \tag{18}
\end{equation*}
$$

where $P$ denotes the integral

$$
\begin{equation*}
\frac{1}{U^{r}} \int_{0}^{U} \int_{0}^{U} \ldots \int_{0}^{U} \int_{T+u_{1}+u_{2} \ldots+u_{r}}^{T+\frac{3 H}{4}+u_{1}+u_{2} \ldots+u_{r}} \overline{A(i t)} B(i t) d t d u_{1} d u_{2} \ldots d u_{r} . \tag{19}
\end{equation*}
$$

By a well-known theorem of Montgomery and Vaughan, the first integral on the right hand side of (18) is $\gg H \sum_{1 \leq n \leq M}|a(n)|^{2}$ since $H \geq M$. To obtain our lower bound (13) it therefore suffices to show that $|P|$ is small compared to the right hand side of (13). To this end let us set

$$
\begin{equation*}
F(s)=\sum_{1 \leq n \leq M} \overline{a(n)} n^{s} . \tag{20}
\end{equation*}
$$

Then $F(s)$ is an entire function whose restriction to the the imaginary axis is $A(i t)$. Moreover, the growth properties of $B(s)$, which are the same as that of $f(s)$, are such that error in replacing the integral (19) with the integral

$$
\begin{equation*}
\frac{1}{U^{r}} \int_{0}^{U} \int_{0}^{U} \ldots \int_{0}^{U} \int_{T+u_{1}+u_{2} \ldots+u_{r}}^{T+\frac{3 H}{4}+u_{1}+u_{2} \ldots+u_{r}} F(3+i t) B(3+i t) d t d u_{1} d u_{2} \ldots d u_{r} \tag{21}
\end{equation*}
$$

by Cauchy's integral formula is small compared to the right hand side of (13). We now note that $B(3+i t)$ is given by an absolutely convergent Dirichlet series. Using this expression for $B(s)$ together with (20) and integrating term-by-term we conclude that the integral (21) is the same as

$$
\begin{equation*}
\sum_{\substack{n \leq M \\ m>M}} \overline{a(n)} a(m) P(n, m)\left(\frac{n}{m}\right)^{3} \tag{22}
\end{equation*}
$$

where $P(n, m)$ is the integral

$$
\begin{equation*}
\frac{1}{U^{r}} \int_{0}^{U} \int_{0}^{U} \ldots \int_{0}^{U} \int_{T+u_{1}+u_{2} \ldots+u_{r}}^{T+\frac{3 H}{4}+u_{1}+u_{2} \ldots+u_{r}}\left(\frac{n}{m}\right)^{i t} d t d u_{1} d u_{2} \ldots d u_{r} \tag{23}
\end{equation*}
$$

On making the change of variable $t \mapsto t+u_{1}+u_{2} \ldots+u_{r}$ in the integral with respect to $t$ in (23) we easily see that

$$
\begin{equation*}
P(n, m)=\left(\int_{T}^{T+\frac{3 H}{4}}\left(\frac{n}{m}\right)^{i t} d t\right)\left(\frac{1}{U} \int_{0}^{U}\left(\frac{n}{m}\right)^{-i u} d u\right)^{r} . \tag{24}
\end{equation*}
$$

Let us recall that $\int_{x}^{y} a^{i t} d t=\left(a^{i y}-a^{i x}\right) / \log a$ for positive real $a$. Using this to evaluate the integrals in (24) and then applying the triangle inequality we deduce that

$$
\begin{equation*}
|P(n, m)| \leq \frac{2^{r+1}}{U^{r}\left|\log \left(\frac{n}{m}\right)\right|^{r+1}} \leq \frac{(2 M)^{r+1}}{U^{r}} \tag{25}
\end{equation*}
$$

where the last inequality follows on noting that $n \leq M$ and $m \geq M+1$ and therefore that $\left|\log \left(\frac{n}{m}\right)\right| \geq \frac{1}{M}$. On now taking $U=H^{1-\frac{\epsilon}{2}}, r$ to be the largest integer with $4 r \leq H^{\frac{\varepsilon}{2}}$ and recalling that $M \leq H^{1-\epsilon}$, we see that $P(n, m) \ll$ $H^{-k}$ for any $k>0$ and sufficiently large $H$ depending only on $k$ and $\epsilon$. This bound is sufficient to offset any contribution from the remaining terms of the sum (22), making $|P|$ as small as required.

A key advantage of the lower bound (13) is that $H$ does not depend on $T$. This allows us, in applications, to take $H$ as small as a power of $\log T$. Ramachandra and his collaborators have applied this observation to obtain a number of $\Omega$-results. Thus, for example, by applying the lower bound (13) to $\zeta\left(\frac{1}{2}+s\right)^{k}$ for any positive integer $k$, we evidently get lower bounds for mean value of $|\zeta(s)|^{2 k}$ on an interval of the form $[T, T+H]$ on the line $\sigma=\frac{1}{2}$. These lower bounds are uniform in $k$. By letting $k$ tend to $+\infty$, it has then been shown in [8] that

$$
\begin{equation*}
\sup _{T \leq t \leq T+H}\left|\zeta\left(\frac{1}{2}+i t\right)\right| \geq \exp \left(\frac{1}{2} \frac{(\log H)^{\frac{1}{2}}}{(\log \log H)^{\frac{1}{2}}}\right) \tag{26}
\end{equation*}
$$

for $H$ as small as a power of $\log T$. Thus we infer that $\zeta\left(\frac{1}{2}+i t\right)$ takes large values rather frequently. Let us remark here that in [8] the above relation is given with an indeterminate constant $D$ in place of $\frac{1}{2}$; the constant was given the value $\frac{3}{4}$ in [5] in place of $\frac{1}{2}$ above. It has, however, been kindly pointed out to the author by Professor Soundararajan that the method of [5] does not yield a constant larger than 0.57 . Soundararajan has recently made a remarkable improvement to the above result by showing that we may take the constant to be as large as 3.5 .

One may also apply the lower bound (13) to obtain $\Omega$-results for error terms in the asymptotic expansion of the summatory functions of various arithmetical functions. To see how this is done, let us assume that $f(s)$ is a meromorphic function in $\sigma>0$ but is given by the Dirichlet series (12) when $\sigma>1$. Then define $E(x)$ by the relation

$$
\begin{equation*}
\sum_{n \leq x} a(n)=M(x)+E(x) \tag{27}
\end{equation*}
$$

where $M(x)$ is the main term, that is, the contribution to the asymptotic expansion (27) from a given set of poles $S$ of $f$ in $\sigma \geq 0$. By a classical argument, we have $E(T)=\Omega\left(T^{a}\right)$ for an $a$ in $(0,1)$ if

$$
\begin{equation*}
\int_{T}^{2 T}|f(a+i t)|^{2} d t \gg T^{2} \tag{28}
\end{equation*}
$$

and $f$ is holomorphic in a neighbourhood of $\sigma \geq a$ except for the poles $S$. This is shown by an application of Parseval formula for the Mellin transform together with a contour integration over a rectangular contour that has one vertical side on $\sigma=a$ and the other vertical side at a $\sigma$ where $f$ is given by the Dirichlet
series (13). Roughly speaking, we would like to extend the method so as to cover the case when $f$ has infinitely many poles in the half-plane $\sigma \geq a$, with $a$ such that (28) holds and a condition controlling the growth of the number of poles of $f$ up to an ordinate $T$. Such a result will allow us to obtain an $\Omega$-result when $a(n)$ is the characteristic function of the square-full numbers, that is, $n$ such that $p\left|n \Longrightarrow p^{2}\right| n$. In this case $f(s)=\zeta(2 s) \zeta(3 s) / \zeta(6 s)$.

If a rectangular contour is used in the setting we have described, then this contour must necessarily lie to right of all the poles of $f$ not contained in $S$; but this will not allow us to use (28) since the contour no more extends to the line $\sigma=a$. It therefore becomes necessary to use a contour that is the union of a number of vertical and horizontal line segments designed so as to avoid the poles of $f$ in an appropriate manner. The vertical line segments making up such a contour could be of length a power of $\log T$. Then, in order to calculate a lower bound for the mean square of $f$ on such segments, we necessarily require (13). Indeed, it is by such an argument that Ramachandra, M.V. Subbarao and the author [9] were able to improve the $\Omega$-result in the square full numbers problem from $T^{\frac{1}{12}}$, given by the classical method of Landau, to $T^{\frac{1}{10}}$. For an exposition of this method together with a number of other applications we refer to [48].

We now turn to what Ramachandra has called the Hooley-Huxley contour - the name was meant as Ramachandra's expression of thanks to M.N. Huxley for explaining to him a closely related idea of C. Hooley's. The purpose of this contour is to evaluate, for $x$ a sufficiently large real number, $h$ satisfying $1 \leq h \leq x, c=1+\frac{D}{\log x}$, for some $D>0, T=x^{\theta}$ for some $\theta$ with $0<\theta<1$, the integral

$$
\begin{equation*}
\int_{c-i T}^{c+i T} f(s) \frac{(x+h)^{s}-x^{s}}{s} d s \tag{29}
\end{equation*}
$$

where $f(s)$ is given in $\sigma>1$ by the absolutely convergent Dirichlet series (12) with $a(n) \ll n^{\epsilon}$ and the implicit constant depending only on $\epsilon$. The interest in this integral is due to the fact that it appears in the following relation, which is a particular case of the well-known Perron's formula.

$$
\begin{equation*}
\sum_{x \leq n \leq x+h} a(n)=\frac{1}{2 \pi i} \int_{c-i T}^{c+i T} f(s) \frac{(x+h)^{s}-x^{s}}{s} d s+O\left(\frac{x^{1+\epsilon}}{T}\right) \tag{30}
\end{equation*}
$$

where the constant implicit in the $O$ symbol depends only on $\epsilon$. The sum on the left hand side of (30) is called a short interval sum of $a(n)$ and is of interest in numerous problems in number theory. The goal is to obtain an asymptotic formula for the left hand side for all large enough $x$ and $h$ suitably small compared to $x$. We assume that there are positive real numbers $a_{1}, a_{2}, a_{3}$ and $a_{4}$, with $a_{1}$ satisfying the crucial requirement that $a_{1}<1$, such that the inequalities

$$
\begin{align*}
& \sigma>1-\frac{a_{2}}{(\log |t|)^{a_{1}}} \text { when }|t| \geq a_{3}  \tag{31}\\
& \sigma>1-a_{4} \text { when }|t|<a_{3} \tag{32}
\end{align*}
$$

define an open neighbourhood $U$ of $\sigma \geq 1$ to which $f$ extends as a meromorphic function with a unique pole and that at $s=1$. This assumption simplifies what one sees in a number of applications, where $f$ has an algebraic singularity at $s=1$ rather than a pole. The method below may, however, be adapted to serve in such situations as well. For sufficiently large $x$, our assumptions on $U$ allow us to treat the integral (29) by moving the line of integration in (29) to the line $\sigma=\beta_{0}$, where

$$
\begin{equation*}
\beta_{0}=1-\frac{a_{2}}{2(\log T)^{a_{1}}} . \tag{33}
\end{equation*}
$$

When this is done, we pick up the main term of the asymptotic expansion for the left hand side of (30) at the pole $s=1$ and replace $c$ in the integral (29) with $\beta_{0}$, with an error that is negligible with respect to this main term, which is of order $h$.

In order to show that the integral (29) with $c=\beta_{0}$, is also small compared to $h$, we would ordinarily move the line of integration further into the half plane $\sigma<1$. In a number of interesting cases, however, this is obstructed by the presence of algebraic singularities of $f$ in the strip $0<\sigma<1$. The main observation of Ramachandra [64], following Hooley and Huxley, is that this set of singularities is sparsely distributed close to the line $\sigma=1$ and that this may be taken advantage of by deforming the line of integration in (29) into a contour - the Hooley-Huxley contour - that stays away from these singularities but over which the integral may readily be shown to be of smaller order than $h$. Let us now provide a more precise description of this contour.

Let $Z$ be a discrete closed subset of the strip $0<\sigma<1$ and let $\Omega$ be the complement in $\sigma>0$ of the union of the line segments $0<\sigma \leq \operatorname{Re}(z)$, with $z$ varying over $Z$. Let us suppose that $U$ is contained in $\Omega$ and that $f$ extends meromorphically to $\Omega$ with a unique pole and this at $s=1$. Further, we assume that there exists a real number $A \geq 1$ such that for any $\sigma \geq 1-\frac{1}{A}$ we have

$$
\begin{equation*}
\operatorname{Card}\left\{z \in Z|\sigma \leq \operatorname{Re}(z),|\operatorname{Im}(z)| \leq|T|\} \ll T^{A(1-\sigma)} \text { for all } T \geq 1\right. \tag{34}
\end{equation*}
$$

Finally, let us set $B=1-\frac{1}{A}, T=x^{1-B-\epsilon}$ and write $L$ to denote $\frac{1}{\log T}$.
Let $t_{0}<t_{1}<\ldots<t_{m}$ be an increasing sequence of real numbers lying in the interval $[-T, T]$, with $t_{0}=-T$ and $t_{m}=T$, and

$$
\begin{equation*}
(\log T)^{p} \leq t_{i}-t_{i-1} \leq 2(\log T)^{p} \tag{35}
\end{equation*}
$$

for each $i$ and some fixed integer $p \geq 1$. Define $\mathcal{K}_{i}$ for $1 \leq i \leq m$ as the set of complex numbers $s=\sigma+i t$ with $\sigma$ in $\left[B+L, \beta_{0}\right]$ and $t$ in $\left[t_{i-1}, t_{i}\right]$ that satisfy the additional condition

$$
\begin{equation*}
\sigma \geq \operatorname{Re}(z)+L \text { for each } z \in S \text { with } t_{i-1}-L \leq \operatorname{Im}(z) \leq t_{i}+L \tag{36}
\end{equation*}
$$

It is easily verified that each $K_{i}$ is a rectangle lying in $U$, and that, by (31) and (32), the left side of each of the rectangles $K_{i}$ lies in the strip $B+L \leq \sigma \leq$ $\beta_{0}-2 L$ for sufficiently large $x$, while the right side of $K_{i}$ is the line segment
$\left[\beta_{0}+i t_{i}, \beta_{0}+i t_{i-1}\right]$. The complement of the open line segment $\left(\beta_{0}-i T, \beta_{0}+i T\right)$ in the oriented boundary of the union of the rectangles $K_{i}$ is the Hooley-Huxley contour $\mathcal{H}$. By (36) each point on $\mathcal{H}$ is at a distance at least $L$ from $Z$. This allows us to show, for $f$ we meet in applications, that $|f(s)| \ll(\log T)^{k}$ for all $s$ on $\mathcal{H}$ and some integer $k \geq 1$. By the mean value theorem, we have $\left|\left((x+h)^{s}-x^{s}\right) / s\right| \leq x^{\sigma-1}$, for all $s$ with $\sigma>0$. Consequently, the integrand in (29) is $\ll h x^{\sigma-1}(\log T)^{k}$, for all $s$ on $\mathcal{H}$.

Let the abscissae of the vertical line segments of $\mathcal{H}$ be $\beta_{1}, \beta_{2} \ldots, \beta_{n}$, numbered along the orientation of $\mathcal{H}$, for some integer $n \geq 1$, and set $\beta_{n+1}=\beta_{0}$. Also, for any $j$, let $l_{j}$ denote the length of the vertical segment with abscissa $\beta_{j}$. With this notation let us show that the integral over $\mathcal{H}$ of the integrand in (29) is majorised, up to a constant, by

$$
\begin{equation*}
h(\log T)^{p+k}\left(x^{\beta_{0}-1}+\sum_{B+L<\beta_{j}<\beta_{0}} N\left(\beta_{j}-L\right) x^{\beta_{j}-1}+x^{B+L-1} \sum_{\beta_{j}=B+L} l_{j}\right) . \tag{37}
\end{equation*}
$$

For any $j$, the contribution to the integral from the vertical segment with abscissa $\beta_{j}$ is $\ll h(\log T)^{k} l_{j} x^{\beta_{j}-1}$. For any $\beta \geq B$ let us write $N(\beta)$ for the number of $z$ in $Z$ with $\operatorname{Re}(z)=\beta$ and $|\operatorname{Im}(z)| \leq 2 T$. Then if $B+L<\beta_{j}$, it is easily seen that the number of $K_{i}$ whose left sides make up the vertical segment with abscissa $\beta_{j}$ does not exceed $2 N\left(\beta_{j}-L\right)$. Consequently, for such $\beta_{j}$ we have $l_{j} \ll N\left(\beta_{j}-L\right)(\log T)^{p}$. Summing over $j$, for $1 \leq j \leq n$, we see that the contribution from the vertical segments of $\mathcal{H}$ is majorised, up to a constant, by (37). The length of any horizontal segment of $\mathcal{H}$ is $\leq 1$. Therefore, for any $j$ with $1 \leq j \leq n+1$, the contribution to the integral from the horizontal segment of $\mathcal{H}$ with end points at abscissae $\beta_{j-1}$ and $\beta_{j}$ is $\ll h(\log T)^{k}\left(x^{\beta_{j-1}-1}+x^{\beta_{j}-1}\right)$. Summing over $j$, and noting that $N\left(\beta_{j}-1\right) \geq 1$ for $1 \leq j \leq n$, we conclude that the contribution from the horizontal segments of $\mathcal{H}$ is also majorised, up to a constant, by (37).

It remains to check that (37) is $o(h)$ for a sufficiently large $x$. The first term in the parenthesis is of the form $\exp \left(-C(\log x)^{1-a_{1}}\right)$, for some $C>0$ taking account of our choice of $T$. Since $x^{L} \ll 1$, second sum in (37) does not exceed $\sum_{B<\beta<\beta_{0}} N(\beta) x^{\beta-1}$, which is finite since $N(\beta) \neq 0$ for only finitely many $\beta$. On partitioning the interval $[B, 0]$ into sub-intervals, each of length between $L$ and $2 L$, we obtain using (34) that this last sum is majorised by

$$
\begin{equation*}
\frac{1}{L} \max _{B \leq \sigma \leq \beta_{0}} \sum_{\sigma<\beta<\sigma+2 L} N(\beta) x^{\beta-1} \ll \max _{B \leq \sigma \leq \beta_{0}} x^{\sigma+2 L-1} T^{A(1-\sigma)} \log T . \tag{38}
\end{equation*}
$$

Since $T=x^{\frac{1}{A}-\epsilon}$, we conclude from (38) that the second sum in (37) is $\ll$ $x^{A \epsilon\left(\beta_{0}-1\right)}$, which is of the form $\exp \left(-C(\log x)^{1-a_{1}}\right)$, for some $C>0$. The last sum in the parenthesis is $\leq 2 T$. Since $x^{L} \ll 1$, it follows that the last term in the parenthesis is $\ll x^{B-1} T \ll x^{-\epsilon}$. Collecting these estimate together and
recalling that $a_{1}<1$, we conclude that (37) is indeed $o(h)$. Since we have chosen $T=x^{\frac{1}{A}-\epsilon}$, we require that $h \geq x^{B+3 \epsilon}$ so that $h$ dominate the error term in (30). Thus for this choice of $h$ the preceding method yields an asymptotic formula for the short interval sum under the various hypotheses that have been made. For a number of applications of the Hooley-Huxley contour we refer the reader to the papers of M.D. Coleman ([24], [25], [26]) and P.Zarzycki [83],

Our final section considers a problem that has seen substantial Indian contribution over the last century.

## 6. Waring's Problem

A famous theorem of Lagrange, originally conjectured by Fermat, states that every natural number is the sum of 4 squares of natural numbers. By way of extending this theorem, the English mathematician Edward Waring wrote down in 1770 an assertion that now bears his name and that has since been interpreted as saying that for every integer $k \geq 1$ we have that

$$
\begin{equation*}
\sup _{n \geq 0} \inf \left\{s \mid s \geq 1, n=x_{1}^{k}+\ldots+x_{s}^{k} \text { for some } x_{1}, \ldots, x_{k} \in \mathbf{N}\right\} \tag{39}
\end{equation*}
$$

is finite and that this supremum is 9 when $k=3$, is 19 when $k=4$ and so on. Here and below, $\mathbf{N}$ denotes the set of natural numbers $\{0,1,2, \ldots\}$.

Modern notation for the supremum defined in (39) is $g(k)$, while that for the closely related

$$
\begin{equation*}
\limsup _{n \rightarrow+\infty} \inf \left\{s \mid s \geq 1, n=x_{1}^{k}+\ldots+x_{s}^{k} \text { for some } x_{1}, \ldots, x_{k} \in \mathbf{N}\right\} \tag{40}
\end{equation*}
$$

is $G(k)$. In less formal terms $g(k)$, for any integer $k \geq 1$, is nothing but the smallest number of $k$-th powers of natural numbers required to represent every natural number as a sum of $k$-th powers of natural numbers. Similarly, $G(k)$ is the smallest number of $k$-th powers of natural numbers required to represent every sufficiently large natural number as a sum of $k$-th powers of natural numbers. With this notation, Waring's assertion is that $g(k)$ is finite for all $k \geq 1$ and that $g(3)=9, g(4)=19$ and so on.

The problem of supplying a proof of Waring's assertion, and more generally, of determining the values of $g(k)$ and $G(k)$ for all $k \geq 1$, has occupied a number of mathematicians over the last three centuries, during which period this question came to be known as Waring's problem. A thorough account of the history of Waring's problem being plainly out of the scope of this article, we present here a sketch detailed enough for us to discuss the salient Indian contribution to this problem.

The earliest recorded work on Waring's problem dates to 1772 and is due J.A. Euler, a son of Leonard Euler, who obtained, for all $k \geq 1$, the lower bound

$$
\begin{equation*}
g(k) \geq\left[\frac{3^{k}}{2^{k}}\right]+2^{k}-2 . \tag{41}
\end{equation*}
$$

The inequality (41) is easily justified. In effect, for a given $k \geq 1$ let $n<3^{k}$ be a natural number and $a, b$ be natural numbers such that $n=a 2^{k}+b$, with $b \leq 2^{k}-1$. Then the smallest number $s$ such that $n$ is a sum of $s k$-th powers is $a+b$. Further, the maximum value of $a+b$ when $a, b$ are natural numbers such that $a 2^{k}+b<3^{k}$ is attained when $a=\left[\frac{3^{k}}{2^{k}}\right]-1$ and $b=2^{k}-1$. Consequently, we deduce that the integer $c(k)$ defined by

$$
\begin{equation*}
c(k)=\left(\left[\frac{3^{k}}{2^{k}}\right]-1\right) 2^{k}+2^{k}-1=2^{k}\left[\frac{3^{k}}{2^{k}}\right]-1 \tag{42}
\end{equation*}
$$

requires, among the natural numbers $n<3^{k}$, the largest number of $k$-th powers in order to be represented as their sum. Since, moreover, the number of $k$-th powers so required is the right hand side of (41), this inequality is verified.

Intuitively speaking, the smaller the number of $k$-th powers not exceeding a natural number $n$, the larger the number of $k$-th powers that may be required to represent $n$ as the sum of $k$-th powers of natural numbers. It is therefore reasonable to expect that the value of $g(k)$ is determined by an initial segment of the $k$-th powers of natural numbers. This expectation is fortified by the observation that the right hand side of (41), which, as we noted above, is smallest number of $k$-th powers required to represent $c(k)$, coincides with the values of $g(k)$ for $k=1,2,3,4$ given by Lagrange's theorem and Waring. All of this leads us to the conjecture that (41) is an equality for all $k \geq 1$.

Plainly, the first step in proving the preceding conjecture is to show that $g(k)$ is indeed finite for any integer $k \geq 1$ and this is already not trivial. The original proof of this fact, due to Hilbert [43] in 1909, is an induction on $k$ and is based on the existence of polynomial identities of the shape

$$
\begin{equation*}
\left(x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}\right)^{k}=\sum_{1 \leq i \leq N} a_{i}\left(c_{1 i} x_{i}+\ldots+c_{n i} x_{n}\right)^{2 k} \tag{43}
\end{equation*}
$$

for any integers $n, k \geq 1$ and a suitable positive integer $N$, positive rational numbers $a_{i}$ and integers $c_{i j}$ dependent on $n$ and $k$. Let us remark here that the first determination of $g(k)$, for $k$ different from 1 and 2 , was $g(3)=9$ by Weiferich in 1909, together with Kempner in 1912, was also by exploiting polynomial identities. Hilbert's argument has since been revisited and simplified by a number of authors, our preference being for the account of W. Ellison on pages 23 to 29 of [35].

Hilbert's method in [43] is ineffective in the sense that it shows the finiteness of $g(k)$ without providing any upper bound for $g(k)$ in terms of $k$. Even when this method is rendered effective, as is now known to be possible from Rieger [68], the upper bounds for $g(k)$ so obtained are generally stratospherically high owing to the inductive structure of the method. For this reason the problem of obtaining upper bounds for $g(k)$ of the same strength as the right hand side (41) required a different current of ideas, which came with the work of Hardy and Ramanujan [39] on the partition function.

In their paper [39], Hardy and Ramanujan inaugurated a new analytic method for obtaining the asymptotic behaviour of an arithmetical function, that is, a complex valued function on $\mathbf{N}$. More precisely, suppose that $c$ is an arithmetical function and that the associated generating series $f(z)=\sum_{n \in \mathbf{N}} c(n) z^{n}$ has the unit disc for its domain of holomorphy. The Cauchy integral formula then gives the relation

$$
\begin{equation*}
c(n)=\frac{1}{2 \pi i} \int_{|z|=r} \frac{f(z)}{z^{n+1}} d z, \tag{44}
\end{equation*}
$$

for any $r<1$ and $n \in \mathbf{N}$. In this setting Hardy and Ramanujan had the extremely fertile insight that for a number of arithmetical functions the dominant contribution to the integral on the right hand side of (44), when $r$ is sufficiently close to 1 , comes from the neighbourhood of points $z=e^{2 \pi i \frac{p}{q}}$ where $\frac{p}{q}$ is a rational number with "small" denominator $q$. With the aid of this observation, applied to case when $c(n)$ is the arithmetical function $p(n)$, the number of ways of writing $n$ as a sum of natural numbers, Hardy and Ramanujan [39] obtained a famously sharp asymptotic formula for $p(n)$. In the final section of this paper they discuss briefly the applicability of their method to the problem of studying the number of representations of a natural number by the sum of a given number of squares of integers.

In a pioneering series of papers titled "Some problems of Partitio Numerorum", Hardy and Littlewood developed the insight of Hardy and Ramanujan into a powerful tool for the treatment of additive problems often called the Hardy-Littlewood circle method, the circle in this name being in reference to the integral on the boundary of a disc on the right hand side of (44). In particular, Hardy and Littlewood applied their method to Waring's problem by considering this integral with

$$
\begin{equation*}
f(z)=\left(1+\sum_{n \geq 1} 2 z^{n^{k}}\right)^{s} \tag{45}
\end{equation*}
$$

and obtained, in the fourth paper [40] of their series published in 1922, the bound $G(k) \leq(k-2) 2^{k-1}+5$, for any $k \geq 1$.

The work of Hardy and Littlewood made it clear that the problem of improving upon their upper bound for $G(k)$ was central to further progress on Waring's problem. This goal remained elusive up to the end of the 1920s, when I.M. Vinogradov entered the scene. Vinogradov's first paper on the subject [81], published in 1928, introduced major technical simplifications into the method of Hardy and Littlewood that allowed him to recover their bound with "incomparable brevity and simplicity" ([80], page 101). In effect, Vinogradov replaces the infinite series $f(z)$ of (45) with the finite trigonometric sum

$$
\begin{equation*}
f(t)=\sum_{1 \leq x \leq P} e^{2 \pi i x^{k} t} \tag{46}
\end{equation*}
$$

where $x$ and $P$ denote integers, and the integral on the right hand side of (44) with

$$
\begin{equation*}
\int_{0}^{1} f(t)^{s} e^{-2 \pi i n t} d t \tag{47}
\end{equation*}
$$

On expanding the $f(t)^{s}$ and using the orthogonality of the exponentials $e^{2 \pi i n t}$ as functions on $[0,1]$, it is immediate that the integral (47) evaluates to the number of representations $r_{s}(n)$ of $n$ as a sum of $k$-th powers of positive integers when $n \leq P^{k}$. Vinogradov then applies the Hardy-Littlewood-Ramanujan method to deduce the asymptotic behaviour of this integral for suitably large $n$ and $P$, from which he recovers the Hardy-Littlewood bound for $G(k)$. In the years following [81], Vinogradov introduced a number of important innovations into the treatment of trigonometric sums with the aid of which he obtained in 1935 the remarkable inequality

$$
\begin{equation*}
G(k) \leq 6 k \log k+k \log 216 . \tag{48}
\end{equation*}
$$

Vinogradov's method, as also the original Hardy-Littlewood method, is completely effective. In other words, it is possible to compute from this method a natural number $N_{0}(k)$ such that every $n \geq N_{0}(k)$ is represented as $x_{1}^{k}+\ldots+x_{s}^{k}$ with $s \ll k \log k$ and natural numbers $x_{i}$.

Vinogradov's method for the bound (48) rendered viable, for the first time, the following simple two step strategy for showing that (41) is an equality for all $k \geq 1$. We set $s$ to be the right hand side of (41) for a given $k$.
(i) Compute using Vinogradov's method a natural number $N_{1}(k)$ such that the number of $k$-th powers required to represent any $n \geq N_{1}(k)$ does not exceed $s$.
(ii) Directly verify that every natural number $n<N_{1}(k)$ is the sum of $s$ $k$-th powers.

The first step works out because the right hand side of (48) is much smaller than the right hand side of (39) for large $k$. The step (ii) is then executed by means of a clever argument called the method of ascent, developed largely by L.E. Dickson. This method works in two stages. First, one observes by a direct computation that for a given $k$ and natural numbers $n$ in a range beyond $c(k)$, the number of $k$-th powers required to represent $n$ decreases sharply from the number required for $c(k)$, that is, $s$. One then exploits this reduction in the number of $k$-th powers required to represent these $n$ to show that the number of $k$-th powers required to represent all larger $n$ up to $N_{1}(k)$ does not exceed $s$.

With the field so set by Vinogradov's method, the years 1935 to 1940 saw an intense amount of work on the determination of $g(k)$. A leading role in this effort was played by S.S. Pillai, and essentially independently, by L.E. Dickson. We present below a summary of S.S. Pillai's work on $g(k)$ based in part on a talk given by him at a symposium in 1939 [55] and an unpublished manuscript of
his, which will now appear in [10], pages 656-659. For a description of Dickson's results we refer to his paper [32] and the references in it.

Let $k$ be a natural number $\geq 1$ and let $a$ and $b$ be respectively the quotient and remainder obtained on dividing $3^{k}$ by $2^{k}$. Thus $3^{k}=a 2^{k}+b$ and $a, b$ are natural numbers with $b \leq 2^{k}-1$. By December, 1935 Pillai showed that if

$$
\begin{equation*}
b<2^{k}-1-a-1 \tag{49}
\end{equation*}
$$

then (41) is an equality for all sufficiently large $k$. He published this result in the Journal of the Annamalai University, Vol. V(2) that appeared in March, 1936. In January, 1936, he improved this result and showed that (41) is an equality for all $k$ with $8 \leq k \leq 100$ and also for any $k>100$ satisfying the condition (49). This result was published in the Journal of the Indian Mathematical Society, Vol. II which appeared in May-June, 1936. He then took up the situation complementary to the condition (49) considering, more precisely, the case when

$$
\begin{equation*}
b \geq 2^{k}-1-a+2 \tag{50}
\end{equation*}
$$

When (50) holds it is no more true that $g(k)$ is given by the right hand side of (41) and Pillai's paper in the Journal of Annamalai University, VI(1) that appeared in October-November, 1936 gives the correct expression for $g(k)$ in this case. Since this expression for $g(k)$ is slightly complicated, we do not reproduce it here, but refer the reader to page 50 of Pillai's paper or page 447 of [42]. In a second paper in the same issue of the Journal of Annamalai University, Pillai completed his determination of $g(7)$ by showing that $g(7)=143$. Then in 1940, following the work of Van Der Corput on Weyl's inequality, Pillai obtained $g(6)=73$ in his paper [56]. This result of Pillai was probably the most important mathematical achievement in India of his time.

Pillai's interest in Waring's problem was not limited to the determination of $g(k)$. In his collected works [10] the reader will find his contributions to Waring's problem with prime power summands, to the problem of representing a number as a sum of $k$ non-negative $k$-th powers and to the polynomial case, together with all his papers cited in our summary above.

When neither of the conditions (49) and (50) hold, we must either have equality in (49) or that $b=2^{k}-a-1$ or $b=2^{k}-a$. In the first of these cases, it was shown by I. Niven [51] in 1944 that we in fact have equality in (41). On the other hand, Dickson showed in 1936 that $b \neq 2^{k}-a-1$ for any $k$, leaving us with the possibility that $b=2^{k}-a$. This was also shown to be impossible for $k>1$ by R.K. Rubugunday in 1942 [69].

Raghunath Krishna Rubugunday was born in Chennai (then Madras) in 1918 and after a brilliant performance at school and Presidency college, where he did his B.A. Hons., he left following family tradition - K. Ananda Rau was an uncle on his father's side - for Cambridge. At Cambridge, Rubugunday was classed as Wrangler of Cambridge Tripos Part II in 1938 ([58], page 192) and subsequently came under the influence of Hardy. On his return to India, Rubugunday taught at various universities, his last position being the Head of
the Department of Mathematics at Saugar University (now Dr. Hari Singh Gaur University), Madhya Pradesh. Professor Rubugunday passed away in Chennai in the year 2000 .

In summary, we have seen that by 1944 all values of $g(k)$ were determined except for $g(4)$ and $g(5)$ but that this determination was subject to one of the conditions (49) and (50). It has been conjectured that the condition (50) which can be written in the form

$$
\begin{equation*}
2^{k}\left\{\left(\frac{3}{2}\right)^{k}\right\}+\left[\left(\frac{3}{2}\right)^{k}\right]>2^{k} \tag{51}
\end{equation*}
$$

does not hold for any $k \geq 4$. The problem of proving this conjecture is sometimes called the ideal Waring's problem because it's truth, from what we have said above, will imply that (41) is an equality for all $k \geq 1$. It is known from the work of Mahler that the number of $k$ for which (50) holds is in fact finite, though an effective bound for such a $k$ is unknown at present. For more details on this matter we refer the reader to page 302 of [77].

As the reader will no doubt have noticed by now, an essential feature of Waring's problem of determining $g(k)$ is that the smaller the value of $k$ the harder it has been to determine $g(k)$. This is rooted in the fact that for smaller values of $k, G(k)$ and $g(k)$ do not differ by much. For example, when $k=4$, the right hand side of (41) evaluates to 19. On the other hand, by a celebrated result of Davenport [27] from 1939 we have $G(4) \leq 16$. When taken together with a remark of Kempner [47] that, for any $n \geq 0$, the number $31.16^{n}$ requires at least 16 fourth powers for its representation as their sum, Davenport's result gives $G(4)=16$.

When $g(k)$ and $G(k)$ are close, the natural number $N_{1}(k)$ of step $(i)$ above worked out from Vinogradov's method in its original form turns out far too large to be accessible to the ascent argument of step (ii). Thus the determination of $g(5)$ had to wait almost 25 years after the phase of activity we have described. This was done in 1965 by the noted Chinese mathematician Jing-Run Chen who showed in [23] that $g(5)=37$.

We shall now discuss in some detail the determination of $g(4)$ by Deshouillers, Dress and author in 1986, who showed that $g(4)=19$, which is to say that every natural number is a sum of no more than 19 biquadrates, that is fourth powers of natural numbers, as originally asserted by Waring. We begin with the work of F.C. Auluck around 1940.

Perhaps spurred by the exciting results of his friend and collaborator S.S. Pillai, Sarvadaman Chowla encouraged Faqir Chand Auluck to apply the method of Vinogradov as modified by Gelbcke to Waring's problem for biquadrates. Auluck, who was born in 1912 in Jalandhar, Punjab, was then a lecturer at the Dyal Singh College, Lahore and had, not long before, secured the distinction of having obtained the first rank in both the B.A. and M.A. degree examinations of the Panjab University, Lahore. Auluck took up

Chowla's suggestion and in 1940 showed that every natural number $n$ such that $\log _{10} \log _{10} n \geq 89$ is indeed a sum of 19 biquadrates [2].

Even if Auluck's bound was, by its author's own admission in the introduction to [2], far beyond the reach of any computing power so as to allow improvements on upper bounds for $g(4)$, it was cited for a long time as the only explicit bound known on the representation by 19 biquadrates. While he continued to work with Chowla and by himself on problems in number theory, Auluck subsequently became a physicist well-known for his work in Statistical Physics. He moved from Lahore to New Delhi where he was eventually Professor Emeritus and Aryabhata Professor of Physics at the University of Delhi. Professor F.C. Auluck died in 1987, aged 75.

In his thesis [74] of 1973, H.E. Thomas made explicit Davenport's refinement of Vinogradov's method in [27] to obtain remarkable gains in Waring's problems for biquadrates. In particular, he improved vastly upon Auluck's bound by showing that every natural number exceeding $10^{1409}$ is a sum of 19 biquadrates and also that every natural number exceeding $10^{568}$ is a sum of 22 biquadrates. From his bounds, Thomas concluded that $g(4) \leq 23$, thereby improving substantially on earlier results F.Dress and J.-.R Chen who had $g(4) \leq 30$ and $g(4) \leq 27$, respectively. In the following year, Thomas [75] revisited the problem, and this time by means of a superior ascent technique, he improved his result to $g(4) \leq 22$.

Referring the reader to Deshouillers [29] for a deeper discussion of the method of Thomas, we note that his results were still the best that were known in 1978, when Professor Ramachandra proposed to the author that he consider the problem of showing that $g(4)=19$. Let us sketch the argument that is used in [4] to show that $g(4) \leq 21$. We caution the reader that in order to keep the following exposition simple, we shall be slightly lax with the details at various points. Here and below we shall write $e(z)$ to denote $e^{2 \pi i z}$, for any complex number $z$.

When Vinogradov's method is implemented for biquadrates, we are eventually reduced to obtaining numerically explicit estimates for the sum

$$
\begin{equation*}
S=\sum_{n \leq P} e\left(\alpha n^{4}\right), \tag{52}
\end{equation*}
$$

where $\alpha$ is a suitable point in $[0,1], P$ is a given large positive integer lying in a given interval, say, between $10^{30}$ and $10^{53}$. To estimate $S$, which is trivially bounded by $P$, one applies a device called Weyl's differencing process, originally due to Hermann Weyl in this context. This amounts to taking the square of the absolute value of both sides of (52), rearranging the terms and applying the triangle inequality so as to obtain

$$
\begin{equation*}
|S|^{2}=\sum_{m, n \leq P} e\left(\alpha\left(m^{4}-n^{4}\right)\right) \leq \sum_{|h| \leq P}\left|\sum_{n \leq P} e\left(\alpha\left((n+h)^{4}-n^{4}\right)\right)\right| \tag{53}
\end{equation*}
$$

Let us note that the polynomial $(n+h)^{4}-n^{4}$ is of degree 3 in the variable $n$. Thus by an application of Weyl differencing we have succeeded in reducing the estimation of an exponential sum whose phase is a polynomial of degree 4 to a sum of exponential sums with phases polynomials of degree 3 . On now applying the Cauchy-Schwarz inequality we deduce from (53) that

$$
\begin{equation*}
|S|^{4} \leq P \sum_{|h| \leq P}\left|\sum_{n \leq P} e\left(4 \alpha h n^{3}+\ldots\right)\right|^{2} \tag{54}
\end{equation*}
$$

where we have written $4 \alpha h n^{3}+\ldots$ to denote $(n+h)^{4}-n^{4}$, whose leading terms as a polynomial in $n$ is $4 \alpha h n^{3}$. On now applying the Weyl differencing process to the inner sum on the right hand side of (54), we obtain

$$
\begin{equation*}
|S|^{4} \leq P \sum_{\left|h_{1}\right| \leq P} \sum_{\left|h_{2}\right| \leq P}\left|\sum_{n \leq P} e\left(12 \alpha h_{1} h_{2} n^{2}+\ldots\right)\right| . \tag{55}
\end{equation*}
$$

A final application of the Cauchy-Schwarz inequality together with the Weyl differencing process gives us the inequality

$$
\begin{equation*}
|S|^{8} \leq 4 P^{4} \sum_{\left|h_{1}\right| \leq P} \sum_{h_{2} \leq P} \sum_{h_{3} \leq P}\left|\sum_{n \leq P} e\left(24 \alpha h_{1} h_{2} h_{3} n+\ldots\right)\right| . \tag{56}
\end{equation*}
$$

Since the innermost sum on the right hand side of (56) has a linear phase, this may be summed as a geometric series. On then applying the triangle inequality and setting $h_{1} h_{2} h_{3}=h$ we deduce that

$$
\begin{equation*}
|S|^{8} \leq 4 P^{4} \sum_{h \leq P^{3}} d_{3}(h) \min \left(P, \frac{1}{\|24 h \alpha\|}\right) \tag{57}
\end{equation*}
$$

where $d_{3}(h)$ is the number of ways of writing $h$ as a product of three integers with $d_{3}(0)=4 P^{2}$. Let us now recall that our aim is to obtain a numerically explicit upper bound for $|S|$ and therefore for the right hand side of (57). It turns out that at the point such a bound is required in Vinogradov's method we already have an estimate of the shape

$$
\begin{equation*}
\sum_{h \leq P^{3}} \min \left(P, \frac{1}{\|24 h \alpha\|}\right) \leq C(P) P^{3} \log P \tag{58}
\end{equation*}
$$

where $C(P)$ is an explicitly determined constant. Now, it is known and in fact easily seen, that for any $\epsilon>0$ there is a constant $C(\epsilon)$ such that $d_{3}(h) \leq C(\epsilon) P^{\epsilon}$. On inserting this bound into (57) and using (58) we obtain a bound of the shape

$$
\begin{equation*}
|S| \leq C_{1}(\epsilon) P^{\frac{7}{8}+\epsilon} \tag{59}
\end{equation*}
$$

for any $\epsilon>0$. Unfortunately, however, when $\epsilon$ is small, the constant $C_{1}(\epsilon)$ turns out to be far too large in comparison to the size of $P$ for such a bound to be of value. Put differently, our problem is to obtain a bound for $|S|$ that may well be worse than (59) asymptotically, that is, as $P \rightarrow+\infty$ but is better than (59) for the given range of $P$.

The method devised in [4] to address this problem proceeds by introducing an auxillary arithmetical function $f(n)$ in the Cauchy-Schwarz steps (54) and (56). Indeed, let $f(n)$ be any arithmetical function with $f(n)>0$ for all natural numbers $n$. By means of the Cauchy-Schwarz inequality we then obtain from (53) that

$$
\begin{equation*}
|S|^{4} \leq\left(\sum_{|h| \leq P} \frac{1}{f(h)}\right) \sum_{|h| \leq P} f(h)\left|\sum_{n \leq P} e\left(4 \alpha h n^{3}+\ldots\right)\right|^{2} \tag{60}
\end{equation*}
$$

Let us denote the second sum over $h$ on the right hand side of (60) by $S_{1}$. Then an application of Weyl differencing yields

$$
\begin{equation*}
\left|S_{1}\right| \leq \sum_{|l| \leq P} f(l) \sum_{|k| \leq P}\left|\sum_{n \leq P} e\left(12 \alpha l k n^{2}+\ldots\right)\right| . \tag{61}
\end{equation*}
$$

On putting $h=l k$ we may rewrite the right hand side of the above inequality as

$$
\begin{equation*}
\sum_{|h| \leq P^{2}}\left(\sum_{\substack{l k=h \\|l| \leq P \\|k| \leq P}} f(l)\right)\left|\sum_{n \leq P} e\left(24 \alpha l k n^{2}+\ldots\right)\right| . \tag{62}
\end{equation*}
$$

By means of a final application of Cauchy-Schwarz inequality followed by Weyl differencing we obtain from the above relations that

$$
\begin{equation*}
|S|^{8} \leq A B \sum_{|h| \leq P^{3}}\left(\sum_{\substack{l k=h \\|l| \leq P^{2},|k| \leq P .}} f(l)^{2}\right) \min \left(P, \frac{1}{\|24 \alpha h\|}\right), \tag{63}
\end{equation*}
$$

where $A$ and $B$ are given by the relations

$$
\begin{equation*}
A=\left(\sum_{|h| \leq P} \frac{1}{f(h)}\right)^{2}, B=\sum_{|h| \leq P^{2}} \frac{1}{f(h)^{2}}\left(\sum_{\substack{l k=h, l| | \leq P,|k| \leq P}} f(l)\right)^{2} \tag{64}
\end{equation*}
$$

In summary, we have replaced $d_{3}(h)$ by the function

$$
\begin{equation*}
\sum_{\substack{l k=h \\|l| \leq P^{2} \\|k| \leq P}} f(l)^{2} . \tag{65}
\end{equation*}
$$

When $f$ is chosen to be multiplicative, the above function may be easily estimated in terms of $\sum_{d \mid h} f^{2}(d)$. It turns out that a good choice for $f$ is

$$
\begin{equation*}
f(n)=n^{\beta} \prod_{p \mid n}\left(1-p^{-2 \beta}\right)^{\frac{1}{2}} \tag{66}
\end{equation*}
$$

for $n \geq 1$ and a $\beta$ fixed depending on the range of values for $P$. With the aid of this device and the numerical computations of Thomas we cited earlier, it was thus possible to show $g(4) \leq 21$ - the claim $g(4) \leq 20$ made by the author in [6] was based on a bound given by Thomas, which Deshouillers [29] pointed out was not substantiated. Thus in 1979 with $g(4) \leq 21$ we were literally two steps away from $g(4)=19$. Tantalisingly close but not yet there.

Fortunately for the author, Deshouillers and Dress were also working on this problem around the same time, based in part on a marvellous probabilistic idea of Deshouillers. It remained for Deshouillers to realize that our improvements were in fact in different parts of the problem and that a combination of our methods would yield $g(4)=19$. Once this was checked, the result was announced in [7].

The ideas that went into the proof of $g(4)=19$ have been recently applied to obtain an explicit version of Davenport's theorem that $G(4)=16$. More precisely, Deshouillers, Kawada and Wooley [30] have combined these ideas with an ingenious use of a polynomial identity due to Kawada and Wooley [46] to show that every integer exceeding $10^{216}$ that is not divisible by 16 is a sum of 16 biquadrates. When taken together with the numerical work of Deshouillers, Hennecart and Landreau [31] this result implies the remarkable conclusion that every integer exceeding 13792 is a sum of at most 16 biquadrates, which is Theorem 1 of [30]. The reader will also find in the appendix of [30] a proof of $g(4)=19$, that requires much less computational effort than earlier, based on the methods of that paper.

In our enthusiasm for a problem that occupied our attention for some years we have mostly hewed to a single path of progress through Waring's problem - that of determining the values of $g(k)$. Naturally there have been other developments, and indeed, in the recent years these developments have yielded extremely impressive results in Waring's problem on $G(k)$ and, more generally, in Diophantine problems to which the circle method has been applied. A proper description of these advances would, however, require another essay and other authors. We conclude by warmly recommending [12] and [77].
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#### Abstract

Historically, Langlands has introduced the theory of endoscopy in order to measure the failure of automorphic forms from being distinguished by their $L$-functions as well as the defect of stability in the Arthur-Selberg trace formula and $\ell$-adic cohomology of Shimura varieties. However, the number of important achievements in the domain of automorphic forms based on the idea of endoscopy has been growing impressively recently. Among these, we will report on Arthur's classification of automorphic representations of classical groups and recent progress on the determination of $\ell$-adic galois representations attached to Shimura varieties originating from Kottwitz's work. These results have now become unconditional; in particular, due to recent progress on local harmonic analysis. Among these developments, we will report on Waldspurger's work on the transfer conjecture and the proof of the fundamental lemma.
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## 1. Langlands' Functoriality Conjecture

This section contains an introduction of the functoriality principle conjectured by Langlands in [39].
1.1. L-functions of Dirichlet and Artin. The proof by Dirichlet for the infiniteness of prime numbers in an arithmetic progression of the form $m+N x$ for some fixed integers $m, N$ with $(m, N)=1$, was a triumph of

[^25]the analytic method in elementary number theory, $c f$. [13]. Instead of studying congruence classes modulo $N$ which are prime to $N$, Dirichlet attached to each character $\chi:(\mathbb{Z} / N \mathbb{Z})^{\times} \rightarrow \mathbb{C}^{\times}$of the group $(\mathbb{Z} / N \mathbb{Z})^{\times}$of invertible elements in $\mathbb{Z} / N \mathbb{Z}$, the Euler product
\[

$$
\begin{equation*}
L_{N}(s, \chi)=\prod_{p \nmid N}\left(1-\chi(p) p^{-s}\right)^{-1} . \tag{1}
\end{equation*}
$$

\]

This infinite product converges absolutely for all complex numbers $s$ having real part $\Re(s)>1$ and defines a holomorphic function on this domain of the complex plane. For $N=1$ and trivial character $\chi$, this function is the Riemann zeta function. As for the Riemann zeta function, general Dirichlet $L$-function has a meromorphic continuation to the whole complex plane. However, in contrast with the Riemann zeta function that has a simple pole at $s=1$, the Dirichlet $L$-function associated with a non trivial character $\chi$ admits a holomorphic continuation. This property of holomorphicity was a key point in Dirichlet's proof for the infiniteness of prime numbers in an arithmetic progression. Another important property is the functional equation relating $L(s, \chi)$ and $L(1-s, \bar{\chi})$.

Let $\sigma: \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q}) \rightarrow \mathbb{C}^{\times}$be a finite order character of the Galois group of the field of rational numbers $\mathbb{Q}$. For each prime number $p$, we choose an embedding of the algebraic closure $\overline{\mathbb{Q}}$ of $\mathbb{Q}$ into the algebraic closure $\overline{\mathbb{Q}}_{p}$ of the field of $p$-adic numbers $\mathbb{Q}_{p}$. This choice induces a homomorphism $\operatorname{Gal}\left(\mathbb{Q}_{p} / \mathbb{Q}_{p}\right) \rightarrow \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$ from the local Galois group at $p$ to the global Galois group. The Galois group $\operatorname{Gal}\left(\overline{\mathbb{F}}_{p} / \mathbb{F}_{p}\right)$ of the finite field $\mathbb{F}_{p}$ is a canonical quotient of $\operatorname{Gal}\left(\overline{\mathbb{Q}}_{p} / \mathbb{Q}_{p}\right)$. We have the exact sequence

$$
\begin{equation*}
1 \rightarrow I_{p} \rightarrow \operatorname{Gal}\left(\overline{\mathbb{Q}}_{p} / \mathbb{Q}_{p}\right) \rightarrow \operatorname{Gal}\left(\overline{\mathbb{F}}_{p} / \mathbb{F}_{p}\right) \rightarrow 1 \tag{2}
\end{equation*}
$$

where $I_{p}$ is the inertia group. Recall that $\operatorname{Gal}\left(\mathbb{F}_{p} / \mathbb{F}_{p}\right)$ is an infinite procyclic group generated by the substitution of Frobenius $x \mapsto x^{p}$ in $\overline{\mathbb{F}}_{p}$. Let the inverse of this substitution denote $\mathrm{Fr}_{p}$.

Let $\sigma: \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q}) \rightarrow \mathbb{C}^{\times}$be a character of finite order. For all but finitely many primes $p$, say for all $p \nmid N$ for some integer $N$, the restriction of $\sigma$ to the inertia group $I_{p}$ is trivial. In that case $\sigma\left(\operatorname{Fr}_{p}\right) \in \mathbb{C}^{\times}$is a well defined root of unity. Artin defines the $L$-function

$$
\begin{equation*}
L_{N}(s, \sigma)=\prod_{p \nmid N}\left(1-\sigma\left(\operatorname{Fr}_{p}\right) p^{-s}\right)^{-1} . \tag{3}
\end{equation*}
$$

Artin's reciprocity law implies the existence of a Dirichlet character $\chi$ such that

$$
\begin{equation*}
L_{N}(s, \chi)=L_{N}(s, \sigma) \tag{4}
\end{equation*}
$$

As a consequence, the $L_{N}(s, \sigma)$ satisfies all the properties of the Dirichlet $L$ functions. In particular, it is holomorphic for nontrivial $\sigma$ and it satisfies a functional equation with respect to the change of variables $s \leftrightarrow 1-s$.

Finite abelian quotients of $\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$ correspond to finite abelian extensions of $\mathbb{Q}$. According to Kronecker-Weber's theorem, abelian extensions are obtained by adding roots of unity to $\mathbb{Q}$. Since general extensions of $\mathbb{Q}$ are not abelian, it is natural to seek a non abelian generalization of Artin's reciprocity law.

Let $\sigma: \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q}) \rightarrow \operatorname{GL}(n, \mathbb{C})$ be a continuous $n$-dimensional complex representation. Since Galois groups are profinite groups, the image of $\sigma$ is a finite subgroup of $\mathrm{GL}(n, \mathbb{C})$. There exists an integer $N$, such that for every prime $p \nmid N$, the restriction of $\sigma$ to the inertia group $I_{p}$ is trivial. In that case, $\sigma\left(\operatorname{Fr}_{p}\right)$ is well defined in $\mathrm{GL}(n, \mathbb{C})$, and its conjugacy class does not depend on the particular choice of embedding $\overline{\mathbb{Q}} \rightarrow \overline{\mathbb{Q}}_{p}$. The Artin $L$-function attached to $\sigma$ is the Euler product

$$
\begin{equation*}
L_{N}(s, \sigma)=\prod_{p \nmid N} \operatorname{det}\left(1-\sigma\left(\operatorname{Fr}_{p}\right) p^{-s}\right)^{-1} . \tag{5}
\end{equation*}
$$

Again, this infinite product converges absolutely for a complex number $s$ with real part $\Re(s)>1$ and defines a holomorphic function on this domain of the complex plane. It follows from the Artin-Brauer theory of characters of finite groups that the Artin $L$-function has meromorphic continuation to the complex plane.

Conjecture 1 (Artin). If $\sigma$ is a nontrivial irreducible $n$-dimensional complex representation of $\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$, the L-function $L(s, \sigma)$ admits holomorphic continuation to the complex plane.

The case $n=1$ follows from Artin's reciprocity theorem and Dirichlet's theorem. The general case would follow from Langlands's conjectural nonabelian reciprocity law. According to this conjecture, it should be possible to attach to $\sigma$ as above a cuspidal automorphic representation $\pi$ of the group GL $(n)$ with coefficients in the ring of the adeles $\mathbb{A}_{\mathbb{Q}}$ so that the Artin $L$-function of $\sigma$ has the same Eulerian development as the principal $L$-function attached to $\sigma$. According to the Tamagawa-Godement-Jacquet theory $c f$. [62, 17], the latter extends to an entire function on complex plane that satisfies a functional equation. In the case $n=2$, if the image of $\sigma$ is solvable, the reciprocity law was established by Langlands and Tunnel by means of the solvable base change theory. The case where the image of $\sigma$ in $\mathrm{PGL}_{2}(\mathbb{C})=\mathrm{SO}_{3}(\mathbb{C})$ is the the nonsolvable group of symmetries of the icosahedron is not known in general, though some progress on this question has been made [64].
1.2. Elliptic curves. Algebraic geometry is a generous supply of representations of Galois groups. However, most interesting representations have $\ell$-adic coefficients instead of complex coefficients. Any system of polynomial equations with rational coefficients, homogeneous or not, defines an algebraic variety. The groups of $\ell$-adic cohomology attached to it are equipped with a continuous action of $\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$. In contrast with complex representations, $\ell$-adic representations might not have finite image.

The study of the case of elliptic curves is the most successful so far. Let $E$ be an elliptic curve defined over $\mathbb{Q}$. The first $\ell$-adic cohomology group of $E$ is a 2 -dimensional $\mathbb{Q}_{\ell}$-vector space equipped with a continuous action of $\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$. In other words, we have a continuous 2 -dimensional $\ell$-adic representation

$$
\begin{equation*}
\sigma_{E, \ell}: \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q}) \rightarrow \operatorname{GL}\left(2, \mathbb{Q}_{\ell}\right) \tag{6}
\end{equation*}
$$

for every prime $\ell$. The $\mathbb{Q}$-elliptic curve $E$ can be extended to a $\operatorname{Spec}\left(\mathbb{Z}\left[N^{-1}\right]\right)$ elliptic curve $E_{N}$ for some integer $N$, i.e. $E$ can be defined by homogeneous equation with coefficients in $\mathbb{Z}\left[N^{-1}\right]$ such that for every prime $p \nmid N$, the reduction of $E_{N}$ modulo $p$ is an elliptic curve defined over the finite field $\mathbb{F}_{p}$. If $p \neq \ell$, this implies that the restriction of $\sigma_{E, \ell}$ to inertia $I_{p}$ is trivial. It follows that the conjugacy class of $\sigma_{E, \ell}\left(\operatorname{Fr}_{p}\right)$ in $\mathrm{GL}\left(2, \mathbb{Q}_{\ell}\right)$ is well defined. The number of points on $E_{N}$ with coefficients in $\mathbb{F}_{p}$ is given by the Grothendieck-Lefschetz fixed points formula

$$
\begin{equation*}
\left|E_{N}\left(\mathbb{F}_{p}\right)\right|=1-\operatorname{tr}\left(\sigma_{E, \ell}\left(\operatorname{Fr}_{p}\right)\right)+p . \tag{7}
\end{equation*}
$$

It follows that $\operatorname{tr}\left(\sigma_{E, \ell}\left(\operatorname{Fr}_{p}\right)\right)$ is an integer independent of the prime $\ell$. Since it is also known that $\operatorname{det}\left(\sigma_{E, \ell}\left(\operatorname{Fr}_{p}\right)\right)=p$, the eigenvalues of $\sigma_{E}\left(\operatorname{Fr}_{p}\right)$ are conjugate algebraic integers of eigenvalue $p^{1 / 2}$, independent of $\ell$. We can therefore drop the $\ell$ in the expressions $\operatorname{tr}\left(\sigma_{E, \ell}\left(\operatorname{Fr}_{p}\right)\right)$ and $\operatorname{det}\left(\sigma_{E, \ell}\left(\operatorname{Fr}_{p}\right)\right)$ as well as in the characteristic polynomial of $\sigma_{E, \ell}\left(\operatorname{Fr}_{p}\right)$.

The $L$-function attached to the elliptic curve $E$ is defined by Euler product

$$
\begin{equation*}
L_{N}(s, E)=\prod_{p \nmid N} \operatorname{det}\left(1-\sigma_{E}\left(\operatorname{Fr}_{p}\right) p^{-s}\right)^{-1} . \tag{8}
\end{equation*}
$$

Since the complex eigenvalues of $\sigma_{E}\left(\operatorname{Fr}_{p}\right)$ are of complex absolute value $p^{1 / 2}$, the above infinite product is absolute convergent for $\Re(s)>3 / 2$ and converges to a homolomorphic function on this domain of the complex plane.

Shimura, Taniyama and Weil conjectured that the there exists a weight two holomorphic modular form $f$ whose $L$-function $L(s, E)$ has the same Eulerian development as $L_{N}(s, E)$ at the places $p \nmid N$. It follows, in particular, that $L(s, E)$ has a meromorphic continuation to the complexe plane and it satisfies a functional equation. As it was shown by Frey and Ribet, a more spectacular consequence is the last Fermat's theorem is actually true. The Shimura-Taniyama-Weil conjecture is now a celebrated theorem of Wiles and Taylor $[73,63]$ in the semistable case. The general case is proved in [7].

The Shimura-Taniyama-Weil conjecture fits well with Langlands's reciprocity conjecture, cf. [39]. Though the main drive of Wiles's work consists of the theory of deformation of Galois representations, it needed as input the reciprocity law for solvable Artin representations $\sigma: \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q}) \rightarrow \mathrm{GL}_{2}(\mathbb{C})$ that was proved by Langlands and Tunnell. The interplay between the $p$-adic theory of deformations of Galois representations and Langlands's functoriality principle should be a fruitful theme to reflect upon $c f$. [44].
1.3. The Langlands conjectures. Let $G$ be a reductive group over a global field $F$ which can be a finite extension of $\mathbb{Q}$ or the field of rational functions of a smooth projective curve over a finite field. For each absolute value $v$ on $F, F_{v}$ denotes the completion of $F$ with respect to $v$, and if $v$ is nonarchimedean, $\mathcal{O}_{v}$ denotes the ring of integers of $F_{v}$. Let $\mathbb{A}_{F}$ denote the ring of adeles attached to $F$, defined as the restricted product of the $F_{v}$ with respect to $\mathcal{O}_{v}$.

By discrete automorphic representation, we mean an irreducible representation of the group $G\left(\mathbb{A}_{F}\right)$, the group of adeles points of $G$, that occurs as a subrepresentation of

$$
\begin{equation*}
L^{2}\left(G(F) \backslash G\left(\mathbb{A}_{F}\right)\right)_{\chi} \tag{9}
\end{equation*}
$$

where $\chi$ is an unitary character of the center of $G[6]$. Such a representation can develop as a completed tensor product $\pi=\hat{\bigotimes}_{v} \pi_{v}$ where $\pi_{v}$ are irreducible admissible smooth representations of $G\left(F_{v}\right)$ for all nonarchimedean place $v$. For almost all nonarchimedean place $v, \pi_{v}$ has a unique $G\left(\mathcal{O}_{v}\right)$-invariant line $l_{v}$. The Hecke algebra $\mathcal{H}_{v}$ of compactly supported complex valued functions on $G\left(F_{v}\right)$ that are bi-invariant under the action of $G\left(\mathcal{O}_{v}\right)$ acts on that line. Assume that $G$ is unramified at $v$ then $\mathcal{H}_{v}$ is a commutative algebra whose structure could be described in terms of a duality between reductive groups, [8].

Reductive groups over an algebraically closed field are classified by their root datum ( $X^{*}, X_{*}, \Phi, \Phi^{\vee}$ ), where $X^{*}$ and $X_{*}$ are the group of characters, respectively cocharacters of a maximal torus and $\Phi \subset X^{*}, \Phi^{\vee} \subset X_{*}$ are, respectively, the finite subset of roots and of coroots, cf. [61]. By the exchange of roots and coroots, we have the dual root datum which is the root datum of a complex reductive group $\hat{G}$. The reductive group $G$ is defined over $F$ and becomes split over a Galois extension $E$ of $F$. The group $\operatorname{Gal}(E / F)$ acts on the root datum of $G$ in fixing a basis. It thus defines an action of $\operatorname{Gal}(E / F)$ on the complex reductive group $\hat{G}$. The semi-direct product ${ }^{L} G=\hat{G} \rtimes \operatorname{Gal}(E / F)$ was introduced by Langlands and is known as the $L$-group attached to $G$, cf. [39].

Suppose $G$ unramified at a nonarchimedean place $v$; in other words, assume that the finite extension $E$ is unramified over $v$. After a choice of embedding $E \rightarrow \bar{F}_{v}$, the Frobenius element $\operatorname{Fr}_{v} \in \operatorname{Gal}\left(\overline{\mathbb{F}}_{v} / \mathbb{F}_{v}\right)$, where $\mathbb{F}_{v}$ denotes the residue field of $F_{v}$, defines an element of $\operatorname{Fr}_{v} \in \operatorname{Gal}(E / F)$. There exists an isomorphism, known as the Satake isomorphism, between the Hecke algebra $\mathcal{H}_{v}$ and the algebra of $\hat{G}$-invariant polynomial functions on the connected component $\hat{G} \rtimes$ $\left\{\mathrm{Fr}_{v}\right\}$ of ${ }^{L} G=\hat{G} \rtimes \operatorname{Gal}(E / F)$. The line $l_{v}$ acted on by the Hecke algebra $\mathcal{H}_{v}$ defines a semisimple element $s_{v} \in \hat{G} \rtimes\left\{\operatorname{Fr}_{v}\right\}$ up to $\hat{G}$-conjugacy in this component.

Unramified representations of $G\left(F_{v}\right)$ are classified by semisimple $\hat{G}$ conjugacy classes in $\hat{G} \rtimes\left\{\operatorname{Fr}_{v}\right\}$. In order to classify all irreducible admissible smooth representations of $G\left(F_{v}\right)$ for all non-archimedean $v$, Langlands introduced the group

$$
L_{F_{v}}=W_{F_{v}} \times \operatorname{SL}(2, \mathbb{C})
$$

where $W_{F_{v}}$ is the Weil group of $F_{v}$. The subgroup $W_{F_{v}}$ of $\operatorname{Gal}\left(\bar{F}_{v} / F_{v}\right)$ consists of elements whose image in $\operatorname{Gal}\left(\overline{\mathbb{F}}_{v} / \mathbb{F}_{v}\right)$ is an integral power of $\operatorname{Fr}_{v}$.

According to theorems of Laumon, Rapoport, and Stuhler in equal characteristic case, and Harris-Taylor and Henniart in unequal characteristic case, there is a natural bijection between the set of $n$-dimensional representations of $L_{F_{v}}$ and the set of irreducible admissible smooth representations of $\mathrm{GL}_{n}\left(F_{v}\right)$ preserving $L$-factors and $\epsilon$-factors of pairs, [51, 20, 22, 23].

According to Langlands, there should be also a group $L_{F}$ attached to the global field $F$ such that automorphic representations of $\mathrm{GL}_{n}\left(n, \mathbb{A}_{F}\right)$ are classified by $n$-dimensional complex representations of $L_{F}$. The hypothetical group $L_{F}$ should be equipped with a surjective homomorphism to the Weil group $W_{F}$.

When $F$ is the field of rational functions of a curve defined over a finite field $\mathbb{F}_{q}$, the situation is much better. Instead of complex representations of the hypothetical $L$-group $L_{F}$, one parametrizes automorphic representations by $\ell$-adic representations of the Weil group $W_{F}$. Recall that in the function field case $W_{F}$ is the subgroup of $\operatorname{Gal}(\bar{F} / F)$ consisting of elements whose image in $\operatorname{Gal}\left(\overline{\mathbb{F}}_{q} / \mathbb{F}_{q}\right)$ is an integral power of $\mathrm{Fr}_{q}$. In a tour de force, Lafforgue proved that there exists a natural bijection between irreducible $n$-dimensional $\ell$-adic representation of the Weil group $W_{F}$ and cuspidal automorphic representations of $G L_{n}\left(\mathbb{A}_{F}\right)$ following a strategy initiated by Drinfeld, who settled the case $n=2[14,46,47]$. In the number fields case, only a part of $\ell$-adic representations of $W_{F}$ coming from motives should correspond to a part of automorphic representations.

Let us come back to the general case where $G$ is a reductive group over a global field that can be either a number field or a function field. According to Langlands, automorphic representations should be partitioned into packets parametrized by conjugacy classes of homomorphisms $L_{F} \rightarrow{ }^{L} G$ compatible with the projections to $W_{F}$. At non-archimedean places, irreducible admissible smooth representations of $G\left(F_{v}\right)$ should also be partitioned into finite packets parametrized by conjugacy of homomorphism $L_{F_{v}} \rightarrow \hat{G} \rtimes W_{F_{v}}$ compatible with the projections to $W_{F_{v}}$. The parametrization of the local component of an automorphic representation should dervie from the global parametrization by the homomorphism $L_{F_{v}} \rightarrow L_{F}$ that is only well defined up to conjugation.

This reciprocity conjecture on global parametrization of automorphic representations seems for the moment out of reach, in particular because of the hypothetical nature of the group $L_{F}$. In constrast, Langlands' functoriality conjecture is not dependent on the existence of $L_{F}$.

Conjecture 2 (Langlands). Let $H$ and $G$ be reductive groups over a global field $F$ and let $\phi$ be a homomorphism between their L-groups ${ }^{L} H \rightarrow{ }^{L} G$ compatible with projection to $W_{F}$. Then for each automorphic representation $\pi_{H}$ of $H\left(\mathbb{A}_{F}\right)$, there exists an automorphic representation $\pi$ of $G\left(\mathbb{A}_{F}\right)$ such that at each unramified place $v$ where $\pi_{H}$ is parametrized by a conjugacy class $s_{v}\left(\pi_{H}\right)$ in $\hat{H} \rtimes\left\{\operatorname{Fr}_{v}\right\}$, the local component of $\pi$ is also unramified and parametrized by $\phi\left(s_{v}\left(\pi_{H}\right)\right)$.

At least in the number field case, the existence of $L_{F}$ seems to depend upon the validity of the functoriality principle. Some of the most important conjectures in number theory and in the theory of automorphic representations. As explained in [39], Artin conjecture follows from the case of functoriality when $\hat{H}$ is trivial. It is also explained in loc. cit how the generalized Ramanujan conjecture and the generalized Sato-Tate conjecture would also follow from the functoriality conjecture.

The approach based on a combination of the converse theorem of Cogdell and Piateski-Shairo, and the Langlangs-Shahidi method was succesful in establishing some startling cases of functoriality beyond endoscopy, cf. [26]. However, it suffers obvious limitation as Langlands-Shahidi method is based on the representation of a Levi component of a parabolic group on the Lie algebra of its unipotent radical.

Recently, the $p$-adic method was also successful in establishing a weak form of the functoriality conjecture. The most spectacular result is the proof of the Sato-Tate conjecture [21] deriving from this weak form. We will not discuss this topic in this survey.

So far, the most successful method in establishing special cases of functoriality is endoscopy. We will discuss this topic in more details in the next section.

## 2. Endoscopy Theory and Applications

The endoscopy theory is primarily focused in the structure of the packet of representations that have the same conjectural parametrization, either global $L_{F} \rightarrow{ }^{L} G$ or local $L_{F_{v}} \rightarrow \hat{G} \rtimes W_{F_{v}}$. The existence of the packet is closely related to the lack of stability in the trace formula. As shown in [42], the answer to this question derives from the comparison of trace formulas. It is quite remarkable that the inconvenient unstability in the trace formula turned out to be a possibility. The quest for a stable trace formula bringing the necessity of comparing two trace formulas, turned out to be an efficient tool for establishing particular cases of functoriality.

A good number of known cases of functoriality fits into a general scheme that is nowadays known as the theory of endoscopy and twisted endoscopy: Jacquet-Langlands theory, solvable base change, automorphic induction and the Arthur lift from classical groups to linear groups.

Another source of endoscopic phenomenon was the study of continuous cohomology of Shimura varieties as first recognized by Langlands [40]. The work of Kottwitz has definitely shaped this theory by proposing precise conjecture on the $\ell$-adic cohomology of Shimura variety as Galois module [34]. This description has been established in many important cases by means of comparison of the Grothendieck-Lefschetz fixed points formula and the Arthur-Selberg trace formula.
2.1. Packets of representations. First intuitions of endoscopy come from the theory of representations of $\operatorname{SL}(2, \mathbb{R})$. The restriction of discrete series representations of $\mathrm{GL}(2, \mathbb{R})$ to $\mathrm{SL}(2, \mathbb{R})$ is reducible. Their irreducible factors having the same Langlands parameter obtained by composition $W(\mathbb{R}) \rightarrow$ $\mathrm{GL}(2, \mathbb{C}) \rightarrow \mathrm{PGL}(2, \mathbb{C})$ and thus belong to the same packet. Packet of representations is understood to be dual stable conjugacy relation between conjugacy classes. For instance, the rotations of angle $\theta$ and $-\theta$ centered at the origin of the plane are not conjugate in $\operatorname{SL}(2, \mathbb{R})$, but become conjugate either in $\mathrm{GL}(2, \mathbb{R})$ or in $\mathrm{SL}(2, \mathbb{C})$.

In general, if $G$ is a quasi-split reductive group over a local field $F_{v}$, and $\Pi_{v}(G)$ is the set of irreducible representations of $G$, Langlands conjectured that $\Pi(G)$ is a disjoint union of finite sets $\Pi_{v, \phi}(G)$ that are called $L$-packets and indexed by admissible homomorphisms $\phi_{v}: L_{F_{v}} \rightarrow{ }^{L} G_{v}$. The work of Shelstad [59] in the real case suggested the following description of the set $\Pi_{v}(G)$ in general, $c f$. [42].

Let $S_{\phi_{v}}$ denote the centralizer of the image of $\phi_{v}$ in $\hat{G}$, and $S^{0}\left(\phi_{v}\right)$ its neutral component. Let $Z(\hat{G})$ denote the center of $Z(\hat{G})$ and $Z(\hat{G})^{\Gamma}$ denote the subgroup of invariants under the action of the Galois group $\Gamma$. The group $\mathcal{S}_{\phi_{v}}=S_{\phi_{v}} / S_{\phi_{v}}^{0} Z(\hat{G})^{\Gamma}$ should control completely the structure of the finite set $\Pi_{\phi_{v}}$ and also the characters of the representations belonging to $\Pi_{\phi_{v}}$. If we further assume $\phi_{v}$ tempered, i.e its image is contained in a relatively compact subset of $\hat{G}$, then there should be a bijection $\pi \mapsto\langle s, \pi\rangle$ from $\Pi_{\phi_{v}}$ onto the set of irreducible characters of $\mathcal{S}_{\phi_{v}}$. In particular, the cardinal of the finite set $\Pi_{\phi_{v}}$ should equal the number of conjugacy classes of $\mathcal{S}_{\phi_{v}}$.

There is also a conjectural description of multiplicity in the automorphic spectrum of each member of a global $L$-packet. We can attach any admissible homomorphism $\phi: L_{F} \rightarrow{ }^{L} G$ local parameter $\phi_{v}: L_{F_{v}} \rightarrow{ }^{L} G_{v}$. By definition, the global $L$-packet $\Pi_{\phi}$ is the infinite product of local $L$-packets $\Pi_{\phi_{v}}$. For a representation $\pi=\otimes_{v} \pi_{v}$ with $\pi_{v} \in \Pi_{v}$ to appear in the automorphic spectrum, all but finitely many local components must be unramified. For those representations, there is a conjectural description of its automorphic multiplicity $m(\pi, \phi)$ that was made precise by Kottwitz based on the case of $\mathrm{SL}_{2}$ worked out by Labesse and Langlands cf. [38]. In [31], Kottwitz introduced a group $\mathcal{S}_{\phi}$ equipped with homomorphism $\mathcal{S}_{\phi} \rightarrow \mathcal{S}_{\phi_{v}}$. The conjectural formula for $m(\pi, \phi)$ is

$$
m(\pi, \phi)=\left|\mathcal{S}_{\phi}\right|^{-1} \sum_{\epsilon \in \mathcal{S}_{\phi}} \prod_{v}\left\langle\epsilon_{v}, \pi_{v}\right\rangle .
$$

For each $v, \epsilon_{v}$ denotes the image of $\epsilon$ in $\mathcal{S}_{\phi_{v}}$ and $\left\langle\epsilon_{v}, \pi_{v}\right\rangle$, the value of the character of $\mathcal{S}_{\phi_{v}}$ corresponding to $\pi_{v}$ evaluated on $\epsilon_{v}$.

If the above general description has an important advantage of putting the automorphic theory in perspective, it also suffers a considrable inconvenience of being dependent on the hypothetical Langlands group $L_{F}$.

For quite a long time, we have known only a few low rank cases including the case of inner forms of SL(2) due to Labesse and Langlands [38], the
cyclic base change for GL(2) due to Saito, Shintani and Langlands [41] and the case of $U(3)$ and its base change due to Rogawski [58]. Later, the cyclic base change for GL $(n)$ was established by Arthur and Clozel [3]. Recently, this field has been undergoing spectacular developments. For quasisplit classical groups, Arthur has been able to establish the existence and the description of local packets as well as an automorphic multiplicity formula for global packets [2]. For $p$-adic groups, the local description becomes unconditional based on the local Langlands conjecture for GL $(n)$ proved by Harris-Taylor and Henniart. Arthur's description of global packet as well as his automorphic multiplicity formula is based on cuspidal automorphic representations of GL $(n)$ instead of the hypothetical group $L_{F}$. This description relies on a little bit of intricate combinatorics that goes beyond the scope of this report. The unitary case was also settled by Moeglin [52], the case of inner forms of SL $(n)$ by Hiraga and Saito [24]. The general case of Jacquet-Langlands correspondence has been also established by Badulescu [4].

Most of the above developments were made possible by the formidable machine that is the Arthur trace formula and its stabilization. The comparison of the trace formula for two different groups, one being endoscopic to the other, proved to be a quite fruitful method. Arthur's parametrization of automorphic forms on quasisplit classical groups derives from the possibility of realizing these groups as twisted endoscopic groups of GL $(n)$ and the comparison between the twisted trace formula of $\mathrm{GL}(n)$ and the ordinary trace formula for the classical group. This procedure is known as the stabilization of the twisted trace formula. The structure of the $L$-packets derives from the stabilization of ordinary trace formula for classical groups. For both twisted and untwisted, Arthur needed to assume the validity of certain conjectures on orbital integrals: the transfer and the fundamental lemma.
2.2. Construction of Galois representations. Based on indications given in Shimura's work, Langlands proposed a general strategy to constructing Galois representations attached to automorphic representation incorporated in $\ell$-adic cohomology of Shimura varieties. This domain also recorded important developments due to Kottwitz, Clozel, Harris, Taylor, Yoshida, Labesse, Morel, Shin and others.

In particular, a non negligible portion of the global Langlands correspondence for number fields is now known. A number field $F$ is of complex multiplication if it is a totally imaginary quadratic extension of a totally real number field $F^{+}$. In particular, the complex conjugation induces an automorphism $c$ of $F$ that is independent of complex embedding of $F$. Let $\Pi=\bigotimes_{v} \Pi_{v}$ be a cuspidal automorphic representation of $\operatorname{GL}\left(n, \mathbb{A}_{F}\right)$ such that $\Pi^{\vee} \simeq \Pi \circ c$, whose component at infinity $\Pi_{\infty}$ has the same infinitesimal character as some irreducible algebraic representation satisfying certain regularity condition. Then for every prime number $\ell$, there exists a continuous representation $\sigma: \operatorname{Gal}(\bar{F} / F) \rightarrow \operatorname{GL}\left(n, \overline{\mathbb{Q}}_{\ell}\right)$ so that for every prime $p$ of $F$ that does
not lie above $\ell$, the local component $\pi_{v}$ of $\pi$ corresponds to the $\ell$-adic local representation of $\operatorname{Gal}\left(\bar{F}_{v} / F_{v}\right)$ via the local Langlands correspondence established by Harris-Taylor and Henniart. This important theorem is due to Clozel, Harris, and Labesse [11], Morel [53] and Shin [60] with some difference in the precision.

Under the above assumptions on the number field $F$ and the automorphic representation $\Pi$, there exists a unitary group $U\left(F^{+}\right)$with respect to the quadratic extension $F / F^{+}$that gives rise to a Shimura variety and an automorphic representation $\pi$ of $U$ whose base change to $\mathrm{GL}(n, F)$ is $\Pi$. The base change from the unitary group $U$ to the linear group $\operatorname{GL}(n, F)$ is a case of the theory of twisted endoscopy. It is based on a comparison of the twisted trace formula for $\mathrm{GL}(n, F)$ and the ordinary trace formula for $U\left(F^{+}\right)$. For more details, see [10, 37].

Following the work of Kottwitz on Shimura varieties, it is possible to attach Galois representation to automorphic forms. Algebraic cuspidal automorphic representations of unitary group appears in $\ell$-adic cohomology of Shimura variety. In [35], Kottwitz proved a formula for the number of points on certain type of Shimura varieties with values in a finite field at a place of good reduction, and in [34], he showed how to stabilize this formula in a very similar manner to the stabilization of the trace formula. He also needed to assume the validity of the same conjectures on local orbital integrals as in the case of stabilization of the trace formula.

Kottwitz' formula for the number of points allow to show the compatibility with the local correspondence at the unramified places. More recently, Shin proved a formula for fixed points on Igusa varieties that looks formally similar to Kottwitz' formula that allows him to prove the compatibility with the local correspondence at a ramified place [60].

Morel was able to calculate the intersection cohomology of non-compact unitary Shimura varieties when the other authors confined themselves in the compact case [53]. The description of the intersection cohomology has been conjectured by Kottwitz.

We observe the remarkable similarity between Arthur's works on the classification of automorphic representations of classical groups and the construction of Galois representations attached to automorphic representations by Shimura varieties. Both need the stablization of a twisted trace formula and of an ordinary trace formula or similar formula thereof.

## 3. Stabilization of the Trace Formula

The main focus of the theory of endoscopy is the stabilization of the trace formula. The trace formula allows us to derive properties of automorphic representations from a careful study of orbital integrals. The orbital side of the trace formula is not stable but the defect of stability can be expressed by an endoscopic group. It follows the endoscopic case of the functoriality conjecture.

This section will give more details about the stabilization of the orbital side of the trace formula.
3.1. Trace formula and orbital integrals. In order to simplify the exposition, we will consider only semisimple groups $G$ defined over a global field $F$. The Arthur-Selberg trace formula for $G$ has the following form

$$
\begin{equation*}
\sum_{\gamma \in G(F) / \sim} \mathbf{O}_{\gamma}(f)+\cdots=\sum_{\pi} \operatorname{tr}_{\pi}(f)+\cdots \tag{10}
\end{equation*}
$$

where $\gamma$ runs over the set of anisotropic conjugacy classes of $G(F)$ and $\pi$ over the set of discrete automorphic representations. The trace formula contains also more complicated terms related to hyperbolic conjugacy classes on one side and the continuous spectrum on the other side.

The test function $f$ is of the form $f=\bigotimes_{v} f_{v}$ where for $v, f_{v}$ is a smooth compactly supported function on $G\left(F_{v}\right)$ and for almost all nonarchimedean places $v, f_{v}$ the unit function of the unramified Hecke algebra of $G\left(F_{v}\right)$. The global orbital integral

$$
\begin{equation*}
\mathbf{O}_{\gamma}(f)=\int_{I_{\gamma}(F) \backslash G(\mathbb{A})} f\left(g^{-1} \gamma g\right) d g \tag{11}
\end{equation*}
$$

is convergent for anisotropic conjugacy classes $\gamma \in G(F)$. Here $I_{\gamma}(F)$ is the discrete group of $F$-points on the centralizer $I_{\gamma}$ of $\gamma$. After choosing a Haar measure $d t=\otimes d t_{v}$ on $I_{\gamma}(\mathbb{A})$, we can express the above global integral as follows

$$
\begin{equation*}
\mathbf{O}_{\gamma}(f)=\operatorname{vol}\left(I_{\gamma}(F) \backslash I_{\gamma}(\mathbb{A}), d t\right) \prod_{v} \mathbf{O}_{\gamma}\left(f_{v}, d g_{v} / d t_{v}\right) \tag{12}
\end{equation*}
$$

The torus $I_{\gamma}$ has an integral form well defined up to finitely many places, and the measure $d t$ is chosen so that $I_{\gamma}\left(\mathcal{O}_{v}\right)$ has volume one for almost all $v$. Over a nonarchimedean place, the local orbital integral

$$
\begin{equation*}
\mathbf{O}_{\gamma}\left(f_{v}, d g_{v} / d t_{v}\right)=\int_{I_{\gamma}\left(F_{v}\right) \backslash G\left(F_{v}\right)} f\left(g^{-1} \gamma g\right) \frac{d g_{v}}{d t_{v}} \tag{13}
\end{equation*}
$$

is defined for every locally constant function $f_{v} \in C_{c}^{\infty}\left(G\left(F_{v}\right)\right)$ with compact support. Local orbital integral $\mathbf{O}_{\gamma}\left(f_{v}, d g_{v} / d t_{v}\right)$ is convergent for every $v$ and equals 1 for almost all $v$. The volume term is finite when the global conjugacy class $\gamma$ is anisotropic.

Arthur introduced a truncation operator to deal with the continuous spectrum in the spectral expansion and hyperbolic conjugacy classes in the geometric expansion. In the geometric expansion, Arthur has more complicated local integrals that he calls weighted orbital integrals, see [2].
3.2. Stable orbital integrals. For $\mathrm{GL}(n)$, two regular semisimple elements in $\mathrm{GL}(n, F)$ are conjugate if and only if they are conjugate in $\mathrm{GL}(n, \bar{F})$, where $\bar{F}$ is an algebraic closure of $F$ and this latter condition is tantamount to request that $\gamma$ and $\gamma^{\prime}$ have the same characteristic polynomial. For a general reductive group $G$, we also have a characteristic polynomial map $\chi: G \rightarrow T / W$ where $T$ is a maximal torus and $W$ is its Weyl group. An element is said to be strongly regular semisimple if its centralizer is a torus. Strongly regular semisimple elements $\gamma, \gamma^{\prime} \in G(\bar{F})$ have the same characteristic polynomial if and only if they are $G(\bar{F})$-conjugate. However, there are possibly more than one $G(F)$-conjugacy classes within the set of strongly regular semisimple elements having the same characteristic polynomial in $G(F)$. These conjugacy classes are said to be stably conjugate.

Let $\gamma, \gamma^{\prime} \in G(F)$ be such that there exist $g \in G(\bar{F})$ with $\gamma^{\prime}=g \gamma g^{-1}$. For all $\sigma \in \operatorname{Gal}(\bar{F} / F)$, since $\gamma, \gamma^{\prime}$ are defined over $F, \sigma(g)^{-1} g$ belongs to the centralizer of $\gamma$. The map

$$
\begin{equation*}
\sigma \mapsto \sigma(g)^{-1} g \tag{14}
\end{equation*}
$$

defines a cocycle with values in $I_{\gamma}(\bar{F})$ whose image in $G(\bar{F})$ is a boundary. For a fixed $\gamma \in G(F)$, assumed strongly regular semisimple, the set of $G(F)$ conjugacy classes in the stable conjugacy class of $\gamma$ can be identified with the subset $A_{\gamma}$ of elements $\mathrm{H}^{1}\left(F, I_{\gamma}\right)$ whose image in $\mathrm{H}^{1}(F, G)$ is trivial. For local fields, the group $\mathrm{H}^{1}\left(F, I_{\gamma}\right)$ is finite but for global field, it can be infinite.

For a local non-archimedean field $F, A_{\gamma}$ is a subgroup of the finite abelian group $\mathrm{H}^{1}\left(F, I_{\gamma}\right)$. One can form linear combinations of orbital integrals within a stable conjugacy class using characters of $A_{\gamma}$. In particular, the stable orbital integral

$$
\mathbf{S O}_{\gamma}(f)=\sum_{\gamma^{\prime}} \mathbf{O}_{\gamma^{\prime}}(f)
$$

is the sum over a set of representatives $\gamma^{\prime}$ of conjugacy classes within the stable conjugacy class of $\gamma$. One needs to choose in a consistent way Haar measures on different centralizers $I_{\gamma^{\prime}}(F)$. For strongly regular semisimple $\gamma$, the tori $I_{\gamma^{\prime}}$ for $\gamma^{\prime}$ in the stable conjugacy class of $\gamma$, are in fact canonically isomorphic, so that we can transfer a Haar measure from $I_{\gamma}(F)$ to $I_{\gamma^{\prime}}(F)$. Obviously, the stable orbital integral $\mathbf{S O}_{\gamma}$ depends only on the characteristic polynomial of $\gamma$. If $a$ is the characteristic polynomial of a strongly regular semisimple element $\gamma$, we set $\mathbf{S O}_{a}=\mathbf{S O} \mathbf{S O}_{\gamma}$. A stable distribution is an element in the closure of the vector space generated by the distributions of the forms $\mathbf{S O}_{a}$ with respect to the weak topology.

In some sense, stable conjugacy classes are more natural than conjugacy classes. In order to express the difference between orbital integrals and stable orbital integrals, one needs to introduce other linear combinations of orbital integrals known as $\kappa$-orbital integrals. For each character $\kappa: A_{\gamma} \rightarrow \mathbb{C}^{\times}, \kappa$-orbital
integral is a linear combination

$$
\mathbf{O}_{\gamma}^{\kappa}(f)=\sum_{\gamma^{\prime}} \kappa\left(\operatorname{cl}\left(\gamma^{\prime}\right)\right) \mathbf{O}_{\gamma^{\prime}}(f)
$$

over a set of representatives $\gamma^{\prime}$ of conjugacy classes within the stable conjugacy class of $\gamma, \operatorname{cl}\left(\gamma^{\prime}\right)$ being the class of $\gamma^{\prime}$ in $A_{\gamma}$. For any $\gamma^{\prime}$ in the stable conjugacy class of $\gamma, A_{\gamma}$ and $A_{\gamma^{\prime}}$ are canonical isomorphic so that the character $\kappa$ on $A_{\gamma}$ defines a character of $A_{\gamma^{\prime}}^{\prime}$. Now, $\mathbf{O}_{\gamma}^{\kappa}$ and $\mathbf{O}_{\gamma^{\prime}}^{\kappa}$ are not equal but differ by the scalar $\kappa\left(\operatorname{cl}\left(\gamma^{\prime}\right)\right)$ where $\operatorname{cl}\left(\gamma^{\prime}\right)$ is the class of $\gamma^{\prime}$ in $A_{\gamma}$. Even though this transformation rule is simple enough, we can't a priori define $\kappa$-orbital $\mathbf{O}_{a}^{\kappa}$ for a characteristic polynomial $a$ as in the case of stable orbital integral. This is a source of an important technical difficulty in the theory of endoscopy: the transfer factor.
3.3. Stable distributions and the trace formula. Test functions for the trace formula are finite combination of functions $f$ on $G(\mathbb{A})$ of the form $f=\bigotimes_{v \in|F|} f_{v}$ where for all $v, f_{v}$ is a smooth function with compact support on $G\left(F_{v}\right)$ and for almost all finite place $v, f_{v}$ is the characteristic function of $G\left(\mathcal{O}_{v}\right)$ with respect to an integral form of $G$ which is well defined almost everywhere.

The trace formula defines a linear form in $f$. For each $v$, it induces an invariant linear form in $f_{v}$. There exists a Galois theoretical cohomological obstruction that prevents this linear form from being stably invariant. Let $\gamma \in$ $G(F)$ be a strongly regular semisimple element. Let $\left(\gamma_{v}^{\prime}\right) \in G(\mathbb{A})$ be an adelic element with $\gamma_{v}^{\prime}$ stably conjugate to $\gamma$ for all $v$ and conjugate for almost all $v$. There exists a cohomological obstruction that prevents the adelic conjugacy class $\left(\gamma_{v}^{\prime}\right)$ from being rational. In fact the map

$$
\begin{equation*}
\mathrm{H}^{1}\left(F, I_{\gamma}\right) \rightarrow \bigoplus_{v} \mathrm{H}^{1}\left(F_{v}, I_{\gamma}\right) \tag{15}
\end{equation*}
$$

is not surjective in general. Let $\hat{I}_{\gamma}$ denote the dual complex torus of $I_{\gamma}$ equipped with a finite action of the Galois group $\Gamma=\operatorname{Gal}(\bar{F} / F)$. For each place $v$, the Galois group $\Gamma_{v}=\operatorname{Gal}\left(\bar{F}_{v} / F_{v}\right)$ of the local field also acts on $\hat{I}_{\gamma}$. By local TateNakayama duality as reformulated by Kottwitz, $\mathrm{H}^{1}\left(F_{v}, I_{\gamma}\right)$ can be identified with the group of characters of $\pi_{0}\left(\hat{I}_{\gamma}^{\Gamma_{v}}\right)$. By global Tate-Nakayama duality, an adelic class in $\bigoplus_{v} \mathrm{H}^{1}\left(F_{v}, I_{\gamma}\right)$ comes from a rational class in $\mathrm{H}^{1}\left(F, I_{\gamma}\right)$ if and only if the corresponding characters on $\pi_{0}\left(\hat{I}_{\gamma}^{\Gamma} v\right)$, after restriction to $\pi_{0}\left(\hat{I}_{\gamma}^{\Gamma}\right)$, sum up to the trivial character. The original problem with conjugacy classes within a stable conjugacy class, complicated by the presence of the strict subset $A_{\gamma}$ of $\mathrm{H}^{1}\left(F, I_{\gamma}\right)$, was solved in Langlands [42] and in a more general setting by Kottwitz [32].

In [42], Langlands outlined a program to derive from the usual trace formula a stable trace formula. The key point is to apply Fourier transform on the finite group $\pi_{0}\left(\hat{I}_{\gamma}^{\Gamma}\right)$ and the part of the trace formula corresponding to the stable conjugacy class of $\gamma$ becomes a sum over the group of characters of $\pi_{0}\left(\hat{I}_{\gamma}^{\Gamma}\right)$.

By definition, the term corresponding to the trivial character of $\pi_{0}\left(\hat{I}_{\gamma}^{\Gamma}\right)$ is the stable trace formula. The other terms can be expressed as product of $\kappa$-orbital integrals.

Langlands conjectured that these $\kappa$-orbital integrals can also be expressed in terms of stable orbital integrals of endoscopic groups. The precise constant occuring in these conjectures were worked out in his joint work with Shelstad $c f$. [45]. There are in fact two conjectures: the transfer and the fundamental lemma that we will review in a similar but simpler context of Lie algebras. Admitting these conjectures, Langlands and Kottwitz proved that the correction terms in the elliptic part match with the stable trace formula for endoscopic groups. This equality is known under the name of the stabilization of the elliptic part of the trace formula.

The whole trace formula was eventually stabilized by Arthur under more local assumptions that are the weighted transfer and the weighted fundamental lemma cf. [1]. Arthur's classification of automorphic forms of quasisplit classical groups depends upon the stabilization of twisted trace formula. For this purpose, Arthur's local assumptions are more demanding: the twisted weighted transfer and the twisted weighted fundamental lemma.
3.4. The transfer and the fundamental lemma. We will state the two conjectures about local orbital integrals known as the transfer conjecture and the fundamental lemma in the case of Lie algebra. The statements in the case of Lie group are very similar but the constant known as the transfer factor more complicated.

Assume for simplicity that $G$ is a split group over a local non-archimedean field $F$. Let $\hat{G}$ denote the connected complex reductive group whose root system is related to the root system of $G$ by exchanging roots and coroots. Let $\gamma$ be a regular semisimple $F$-point on the Lie algebra $\mathfrak{g}$ of $G$. Its centralizer $I_{\gamma}$ is a torus defined over $F$. By the Tate-Nakayama duality, a character $\kappa$ of $\mathrm{H}^{1}\left(F, I_{\gamma}\right)$ corresponds to a semisimple element of $\hat{G}$ that is well defined up to conjugacy. Let $\hat{H}$ be the neutral component of the centralizer of $\kappa$ in $\hat{G}$. For a given torus $I_{\gamma}$, we can define an action of the Galois group of $F$ on $\hat{H}$ that factors through the component group of the centralizer of $\kappa$ in $\hat{G}$. By duality, we obtain a quasi-split reductive group $H$ over $F$ which is an endoscopic group of $G$.

The endoscopic group $H$ is not a subgroup of $G$ in general. Nevertheless, it is possible to transfer stable conjugacy classes from $H$ to $G$, and from the Lie algebra $\mathfrak{h}=\operatorname{Lie}(H)$ to $\mathfrak{g}$. Assume for simplicity that $H$ is also split. The inclusion $\hat{H}=\hat{G}_{\kappa} \subset \hat{G}$ induces an inclusion of Weyl groups $W_{H} \subset W$. It follows that there exists a canonical map $\mathfrak{t} / W_{H} \rightarrow \mathfrak{t} / W$ that realizes the transfer of stable conjugacy classes from $\mathfrak{h}$ to $\mathfrak{g}$. If $\gamma_{H} \in \mathfrak{h}(F)$ has characteristic polynomial $a_{H} \in \mathfrak{t} / W_{H}(F)$ mapping to the characteristic polynomial $a$ of $\gamma \in G(F)$, we will say that the stable conjugacy class of $\gamma_{H}$ transfers to the stable conjugacy class of $\gamma$.

Kostant has constructed a section $\mathfrak{t} / W \rightarrow \mathfrak{g}$ of the characteristic polynomial morphism $\mathfrak{g} \rightarrow \mathfrak{t} / W c f$. [29]. For every $a \in(\mathfrak{t} / W)(F)$, the Kostant section defines a distinguished conjugacy class with the stable conjugacy class of $a$. As showed by Kottwitz cf. [36], the Kostant section provides us a rather simple definition of the Langlands-Shelstad transfer factor in the case of Lie algebra. Let $\Delta\left(\gamma_{H}, \gamma\right)$ be the unique complex function depending on regular semisimple conjugacy classes $\gamma_{H} \in \mathfrak{h}(F)$ and $\gamma \in \mathfrak{g}(F)$ with the characteristic polynomial $a_{H} \in\left(\mathfrak{t} / W_{H}\right)(F)$ of $\gamma_{H}$ mapping to the characteristic polynomial $a \in(\mathfrak{t} / W)(F)$ of $\gamma$ and satisfying the following property

- $\Delta\left(\gamma_{H}, \gamma\right)$ depends only on the stable conjugacy class of $\gamma_{H}$,
- if $\gamma$ and $\gamma^{\prime}$ are stably conjugate then $\Delta\left(\gamma_{H}, \gamma^{\prime}\right)=\left\langle\operatorname{inv}\left(\gamma, \gamma^{\prime}\right), \kappa\right\rangle \Delta\left(\gamma_{H}, \gamma\right)$ where $\operatorname{inv}\left(\gamma, \gamma^{\prime}\right)$ is the cohomological invariant lying in $\mathrm{H}^{1}\left(F, I_{\gamma}\right)$ defined by the coccyle (14),
- if $\gamma$ is conjugate to the Kostant section at $a, \Delta\left(\gamma_{H}, \gamma\right)=$ $\left|\Delta_{G}(\gamma)^{-1} \Delta_{H}\left(\gamma_{H}\right)\right|^{1 / 2}$ where $\Delta_{G}, \Delta_{H}$ are the usual discriminant functions on $\mathfrak{g}$ and $\mathfrak{h}$ and |.| denotes the standard absolute value of the nonarchimedean field $F$.

Conjecture 3 (Transfer). For every $f \in C_{c}^{\infty}(G(F))$ there exists $f^{H} \in$ $C_{c}^{\infty}(H(F))$ such that

$$
\begin{equation*}
\mathbf{S O}_{\gamma_{H}}\left(f^{H}\right)=\Delta\left(\gamma_{H}, \gamma\right) \mathbf{O}_{\gamma}^{\kappa}(f) \tag{16}
\end{equation*}
$$

for all strongly regular semisimple elements $\gamma_{H}$ and $\gamma$ with the characteristic polynomial $a_{H} \in\left(\mathfrak{t} / W_{H}\right)(F)$ of $\gamma_{H}$ mapping to the characteristic polynomial $a \in(\mathfrak{t} / W)(F)$ of $\gamma$.

Under the assumption $\gamma_{H}$ and $\gamma$ regular semisimple with the characteristic polynomial $a_{H} \in\left(\mathfrak{t} / W_{H}\right)(F)$ of $\gamma_{H}$ mapping to the characteristic polynomial $a \in(\mathfrak{t} / W)(F)$ of $\gamma$, their centralizers in $H$ and $G$ are canonically isomorphic tori. We can therefore transfer Haar measures between those locally compact groups.

Assume that we are in unramified situation i.e. both $G$ and $H$ have reductive models over $\mathcal{O}_{F}$. Let $1_{\mathfrak{g}\left(\mathcal{O}_{F}\right)}$ be the characteristic function of $\mathfrak{g}\left(\mathcal{O}_{F}\right)$ and $1_{\mathfrak{h}\left(\mathcal{O}_{F}\right)}$ the characteristic function of $\mathfrak{h}\left(\mathcal{O}_{F}\right)$.

Conjecture 4 (Fundamental lemma). The equality (16) holds for $f=1_{\mathfrak{g}\left(\mathcal{O}_{F}\right)}$ and $f^{H}=1_{\mathfrak{h}\left(\mathcal{O}_{F}\right)}$.

In the case of Lie group instead of Lie algebra, there is a more general version of the fundamental lemma. Let $\mathcal{H}_{G}$ be the algebra of $G\left(\mathcal{O}_{F}\right)$-biinvariant functions with compact support on $G(F)$ and $\mathcal{H}_{H}$ the similar algebra for $H(F)$. Using Satake isomorphism, we have a canonical homomorphism b: $\mathcal{H}_{G} \rightarrow \mathcal{H}_{H}$.
Conjecture 5. The equality (16) holds for any $f \in \mathcal{H}_{G}$ and for $f^{H}=b(f)$.

In [68], Waldspurger also stated another beautiful conjecture in the same spirit. Let $G_{1}$ and $G_{2}$ be two semisimple groups with isogeneous root systems i.e. there exists an isomorphism between their maximal tori which maps a root of $G_{1}$ on a scalar multiple of a root of $G_{2}$ and conversely. In this case, there is an isomorphism $\mathfrak{t}_{1} / W_{1} \simeq \mathfrak{t}_{2} / W_{2}$. We can therefore transfer regular semisimple stable conjugacy classes from $\mathfrak{g}_{1}(F)$ to $\mathfrak{g}_{2}(F)$ and back.

Conjecture 6 (Nonstandard fundamental lemma). Let $\gamma_{1} \in \mathfrak{g}_{1}(F)$ and $\gamma_{2} \in \mathfrak{g}_{2}(F)$ be regular semisimple elements having the same characteristic polynomial. Then we have

$$
\begin{equation*}
\mathbf{S O}_{\gamma_{1}}\left(1_{\mathfrak{g}_{1}\left(\mathcal{O}_{F}\right)}\right)=\mathbf{S O}_{\gamma_{2}}\left(1_{\mathfrak{g}_{2}\left(\mathcal{O}_{F}\right)}\right) . \tag{17}
\end{equation*}
$$

3.5. The long march. Let us remember the long march to the conquest of the transfer conjecture and the fundamental lemma.

The theory of endoscopy for real groups is almost entirely due to Shelstad. She proved, in particular, the transfer conjecture for real groups. The fundamental lemma does not make sense for real groups.

Particular cases of the fundamental lemma were proved in low rank case by Labesse-Langlands for SL(2) [38], Kottwitz for SL(3) [30], Rogawski for U(3) [58], Hales, Schroder and Weissauer for $\mathrm{Sp}(4)$. The first case of twisted fundamental lemma was proved by Saito, Shintani and Langlands in the case of base change for GL(2). The conjecture 4 in the case of stable base change was proved by Kottwitz [33] for unit and then 5 by Clozel and Labesse independently for Hecke algebra. Kazhdan [27], and Waldspurger [66] proved 4 for SL(n). More recently, Laumon and myself proved the case $\mathrm{U}(\mathrm{n})$ [50] in equal characteristic.

The following result is to a large extent a collective work.
Theorem 7. The conjectures 3, 4, 5 and 6 are true for p-adic fields.
In the landmark paper [67], Waldspurger proved that the fundamental lemma implies the transfer conjectures. Due to his and Hales' works, the case of Lie group follows from the case of Lie algebra. Waldspurger also proved that the twisted fundamental lemma follows from the combination of the fundamental lemma with his nonstandard variant [68]. In [19], Hales proved that if we know the fundamental lemma for the unit for almost all places, we know it for the entire Hecke algebra for all places. In particular, if we know the fundamental lemma for the unit element at all but finitely many places, we also know it at the remaining places. More details on Hales' argument can be found in [53].

The problem is reduced to the fundamental lemma for Lie algebra. Following Waldspurger and, independently, Cluckers, Hales and Loeser, it is enough to prove the fundamental lemma for a local field in characteristic $p$, see [69] and [12].

For local fields of characteristic $p$, the approach using algebraic geometry was eventually successful. This approach originated in the work of Kazhdan and Lusztig who introduced the affine Springer fiber, cf. [28]. In [18], Goresky,

Kottwitz and MacPherson gave an interpretation of the fundamental lemma in terms of the cohomology of the affine Springer. They also introduced the use of the equivariant cohomology and proved the fundamental lemma for unramified elements assuming the purity of cohomology of affine Springer fiber. Later in [49], Laumon proved the fundamental lemma for general element in the Lie algebra of unitary group also by using the equivariant cohomology and admitting the same purity assumption. The conjecture of purity of cohomology of affine Springer fiber is still unproved.

The Hitchin fibration was introduced in this context in [54]. Laumon and I used this approach, combined with [49], to prove the fundamental lemma for unitary group in [50]. The equivariant cohomology is no longer used for effective calculation of cohomology but to prove a qualitative property of the support of simple perverse sheaves occurring in the cohomology of Hitchin fibration. Later, I realized that the equivariant cohomology does not work in general simply due to the lack of toric action. The general case was proved in [56] with essentially the same strategy as in [50] but with a major difference. Since the equivariant cohomology does not provide a general argument for the determination of the support of simple perverse sheaves occurring in the cohomology of Hitchin fibration, an entirely different argument was needed. This new argument is a blend of an observation of Goresky and MacPherson on perverse sheaves and Poincaré duality with some particular geometric properties of algebraic integrable systems $c f$. [57].

## 4. Affine Springer Fibers and the Hitchin Fibration

In this section, we will describe the geometric approach to the fundamental lemma.
4.1. Affine Spriger fibers. Let $k=\mathbb{F}_{q}$ be a finite field with $q$ elements. Let $G$ be a reductive group over $k$ and $\mathfrak{g}$ its Lie algebra. Let $F=k((\pi))$ and $\mathcal{O}_{F}=k[[\pi]]$. Let $\gamma \in \mathfrak{g}(F)$ be a regular semisimple element. According to Kazhdan and Lusztig [28], there exists a $k$-scheme $\mathcal{M}_{\gamma}$ whose set of $k$ points is

$$
\mathcal{M}_{\gamma}(k)=\left\{g \in G(F) / G\left(\mathcal{O}_{F}\right) \mid \operatorname{ad}(g)^{-1}(\gamma) \in \mathfrak{g}\left(\mathcal{O}_{F}\right)\right\} .
$$

They proved that the affine Springer fiber $\mathcal{M}_{\gamma}$ is finite dimensional and locally of finite type.

The centralizer $I_{\gamma}(F)$ acts on $\mathcal{M}_{\gamma}(k)$. The group $I_{\gamma}(F)$ can be given a structure of infinite dimensional group $\tilde{\mathcal{P}}_{\gamma}$ over $k$, acting on $\mathcal{M}_{\gamma}$. There exists a unique quotient $\mathcal{P}_{\gamma}$ of $\tilde{\mathcal{P}}_{\gamma}$ such that the above action factors through $\mathcal{P}_{\gamma}$ and there exists an open subvariety of $\mathcal{M}_{\gamma}$ over which $\mathcal{P}_{\gamma}$ acts simply transitively.

Here is a simple but important example. Let $G=\mathrm{SL}_{2}$ and let $\gamma$ be the diagonal matrix

$$
\gamma=\left(\begin{array}{cc}
\pi & 0 \\
0 & -\pi
\end{array}\right) .
$$

In this case $\mathcal{M}_{\gamma}$ is an infinite chain of projective lines with the point $\infty$ in each copy being identified with the point 0 of the next one. The group $\mathcal{P}_{\gamma}$ is $\mathbb{G}_{m} \times \mathbb{Z}$ with $\mathbb{G}_{m}$ acting on each copy of $\mathbb{P}^{1}$ by rescaling and the generator of $\mathbb{Z}$ acting by translation from each copy to the next one. The dense open orbit is obtained by removing from $\mathcal{M}_{\gamma}$ its double points.

We have a cohomological interpretation for stable $\kappa$-orbital integrals. Let us fix an isomorphism $\overline{\mathbb{Q}} \ell \simeq \mathbb{C}$ so that $\kappa$ can be seen as taking values in $\overline{\mathbb{Q}}_{\ell}$. Then we have the formula

$$
\mathbf{O}_{\gamma}^{\kappa}\left(1_{\mathfrak{g}\left(\mathcal{O}_{F}\right)}\right)=\sharp \mathcal{P}_{\gamma}^{0}(k)^{-1} \operatorname{tr}\left(\operatorname{Fr}_{q}, \mathrm{H}^{*}\left(\mathcal{M}_{\gamma} \otimes_{k} \bar{k}, \overline{\mathbb{Q}}_{\ell}\right)_{\kappa}\right)
$$

where $\mathrm{Fr}_{q}$ denotes the action of the geometric Frobenius on the $\ell$-adic cohomology of the affine Springer fiber. In the case where the component group $\pi_{0}\left(\mathcal{P}_{\gamma}\right)$ is finite, $\mathrm{H}^{*}\left(\mathcal{M}_{\gamma}, \overline{\mathbb{Q}}_{\ell}\right)_{\kappa}$ is the biggest direct summand of $\mathrm{H}^{*}\left(\mathcal{M}_{\gamma}, \overline{\mathbb{Q}}_{\ell}\right)$ on which $\mathcal{P}_{\gamma}$ acts through the character $\kappa$. By taking $\kappa=1$, we obtained a cohomological interpretation of the stable orbital integral

$$
\mathbf{S O}_{\gamma}\left(1_{\mathfrak{g}\left(\mathcal{O}_{F}\right)}\right)=\sharp \mathcal{P}_{\gamma}^{0}(k)^{-1} \operatorname{tr}\left(\operatorname{Fr}_{q}, \mathrm{H}^{*}\left(\mathcal{M}_{\gamma}, \overline{\mathbb{Q}}_{\ell}\right)_{s t}\right)
$$

where the index st means the direct summand where $\mathcal{P}_{\gamma}$ acts trivially. When $\pi_{0}\left(\mathcal{P}_{\gamma}\right)$ is infinite, the definition of $\mathrm{H}^{*}\left(\mathcal{M}_{\gamma}, \overline{\mathbb{Q}}_{\ell}\right)_{s t}$ and $\mathrm{H}^{*}\left(\mathcal{M}_{\gamma}, \overline{\mathbb{Q}}_{\ell}\right)_{\kappa}$ is a little bit more complicated.

Cohomological interptration of the fundamental lemma follows from the above cohomological interpretation of stable and $\kappa$-orbital integrals. In general, it does not seem possible to prove the cohomological fundamental lemma by a direct method because the $\ell$-adic cohomology of the affine Springer fiber is as complicated as the orbital integrals. Nevertheless, in the case of unramified conjugacy classes, by using a large torus action of the affine Springer fiber and the Borel-Atiyah-Segal localization theorem for equivariant cohomology, Goresky, Kottwitz and MacPherson proved a formula for the $\ell$-adic cohomology of unramified affine fibers in assuming the purity conjecture. It shuold be noticed however that there may be no torus action on the affine Springer fibers associated to most ramified conjugacy classes.
4.2. The Hitchin fibration. The Hitchin fibration appears in a quite remote area from the trace formula and the theory of endoscopy. It is fortunate that the geometry of the Hitchin fibration and the arithmetic of endoscopy happen to be just different smiling faces of Bayon Avalokiteshvara.

In [25], Hitchin constructed a large family of algebraic integrable systems. Let $X$ be a smooth projective complex curve and $\operatorname{Bun}_{G}^{s t}$ the moduli space of stable $G$-principal bundles on $X$. The cotangent bundle $T^{*} \mathrm{Bun}_{G}^{s t}$ is natuturally
a symplectic variety so that its algebra of analytic functions is equipped with a Poisson bracket $\{f, g\}$. It has dimension $2 d$ where $d$ is the dimension of $\mathrm{Bun}_{G}$. Hitchin proves the existence of $d$ Poisson commuting algebraic functions on $T^{*} \mathrm{Bun}_{G}$ that are algebraically independent

$$
\begin{equation*}
f=\left(f_{1}, \ldots, f_{d}\right): T^{*} \operatorname{Bun}_{G}^{s t} \rightarrow \mathbb{C}^{d} \tag{18}
\end{equation*}
$$

The Hamiltonian vector fields associated to $f_{1}, \ldots, f_{d}$ form $d$ commuting vector fields along the fiber of $f$. Hitchin proved that generic fibers of $f$ are open subsets of abelian varieties and Hamiltonian vector fields are linear.

To recall the construction of Hitchin, it is best to relax the stability condition and consider the algebraic stack $\mathrm{Bun}_{G}$ of all principal $G$-bundles instead of its open substack $\operatorname{Bun}_{G}^{s t}$ of stable bundles. Following Hitchin, a Higgs bundle is a pair $(E, \phi)$, where $E \in \operatorname{Bun}_{G}$ is a principal $G$-bundle over $X$ and $\phi$ is a global section of $\operatorname{ad}(E) \otimes K, K$ being the canonical bundle of $X$. Over the stable locus, the moduli space $\mathcal{M}$ of all Higgs bundles coincide with $T^{*} \mathrm{Bun}_{G}^{s t}$ by Serre's duality.

According to Chevalley and Kostant, the algebra $\mathbb{C}[\mathfrak{g}]^{G}$ of adjoint invariant function is a polynomial algebra generated by homogeneous functions $a_{1}, \ldots, a_{r}$ of degree $e_{1}+1, \ldots, e_{r}+1$ where $e_{1}, \ldots, e_{r}$ are the exponents of the root system. If $(E, \phi)$ is a Higgs bundle then $a_{i}(\phi)$ is well defined as a global section of $K^{\otimes\left(e_{i}+1\right)}$. This defines a morphism $f: \mathcal{M} \rightarrow \mathcal{A}$ where $\mathcal{A}$ is the affine space

$$
\mathcal{A}=\bigoplus_{i=1}^{r} \mathrm{H}^{0}\left(X, K^{\otimes\left(e_{i}+1\right)}\right)
$$

whose dimension equals somewhat miraculously the dimension $d$ of $\operatorname{dim}\left(\operatorname{Bun}_{G}\right)$. This construction applies also to a more general situation where $K$ is replaced by an arbitrary line bundle, but of course the symplectic form as well as the equality of dimension are lost. It is not difficult to extend Hitchin's argument to prove that, after passing from the coarse moduli space to the moduli stack, the generic fiber of $f$ is isomorphic to an extension of a finite group by an abelian variety. More canonically, the generic fiber of $f$ is a principal homogeneous space under the action of the extension of a finite group by an abelian variety. On the infinitesimal level, this action is nothing but the action of the Hamiltonian vector fields along the fibers of $f$. We observe that Hamiltonian vector fields act also on singular fibers of $f$, and we would like to understand the the geometry of those fibers by this action.

In [54], we constructed a smooth Picard stack $g: \mathcal{P} \rightarrow \mathcal{A}$ that acts on $f: \mathcal{M} \rightarrow \mathcal{A}$. In particular, for every $a \in \mathcal{A}, \mathcal{P}_{a}$ acts on $\mathcal{M}_{a}$ in integrating the infinitesimal action of the Hamiltonian vector fields. For generic parameters $a$, the action of $\mathcal{P}_{a}$ on $\mathcal{M}_{a}$ is simply transitive but for degenerate parameters $a$, it is not. We observe the important product formula

$$
\begin{equation*}
\left[\mathcal{M}_{a} / \mathcal{P}_{a}\right]=\prod_{v \in X}\left[\mathcal{M}_{a, v} / \mathcal{P}_{a, v}\right] \tag{19}
\end{equation*}
$$

that expresses the quotient $\left[\mathcal{M}_{a} / \mathcal{P}_{a}\right]$ as an algebraic stack as the product of affine Springer fibers $\mathcal{M}_{a, v}$ by its group of symmetry $\mathcal{P}_{a, v}$. For almost all $v$, $\mathcal{M}_{a, v}$ is a disrete set acted on simply transitively by $\mathcal{P}_{a, v}$.

In order to get an insight of the product formula, it is best to switch the base field from the field of complex numbers to a finite field $k$. In this case, it is instructive to count the number of $k$-points on the Hitchin fiber $\mathcal{M}_{a}$ as well as on the quotients $\left[\mathcal{M}_{a} / \mathcal{P}_{a}\right]$. In order to get actual numbers, we assume that the component group $\pi_{0}\left(\mathcal{P}_{a}\right)$ is finite. This is the case for $a$ in an open subset $\mathcal{A}^{\text {ell }}$ of $\mathcal{A}$, called the elliptic part, to which we will restrict ourselves from now on.

More details about the following discussion can be found in [54, 55]. For $a \in \mathcal{A}^{\text {ell }}(k)$, the fiber $\mathcal{M}_{a}$ is a proper Deligne-Mumford stack and the number of its $k$-points can be expressed as a sum

$$
\begin{equation*}
\left|\mathcal{M}_{a}(k)\right|=\sum_{\gamma \in \mathfrak{g}(F) / \sim, \chi(f)=a} \mathbf{O}_{\gamma}\left(1_{D}\right) \tag{20}
\end{equation*}
$$

over rational conjugacy classes $\gamma \in \mathfrak{g}(F) / \sim, F$ denoting the function field of $X$ within the stable conjugacy class defined by $a$, of global orbital integral (11) of certain adelic function $1_{D}$, whose local expression $1_{D}=\prod_{v \in|X|} 1_{D_{v}}$ is given by the choice of a global section of the line bundle $K=\mathcal{O}_{X}(D)$. The number of $k$-points on the quotient $\left[\mathcal{M}_{a} / \mathcal{P}_{a}\right]$ can be expressed as a product of stable orbital integrals

$$
\begin{equation*}
\left|\left[\mathcal{M}_{a} / \mathcal{P}_{a}\right](k)\right|=\prod_{v \in|X|} \mathbf{S O}_{a}\left(1_{K_{v}}\right) \tag{21}
\end{equation*}
$$

We will now look for an expression of the sum of global orbital integrals (20) in terms of stable orbital (21) plus correcting terms as in the stabilization of the trace formula. In our geometric terms, this expression becomes

$$
\begin{equation*}
\left|\mathcal{M}_{a}(k)\right|=\left|\mathcal{P}_{a}^{0}(k)\right| \sum_{\kappa} \mathbf{O}_{\gamma_{a}}^{\kappa}\left(1_{D}\right) \tag{22}
\end{equation*}
$$

where $\mathbf{O}_{\gamma_{a}}^{\kappa}$ are $\kappa$-orbital integrals attached to the Kostant conjugacy class $\gamma_{a}$ in the stable class $a$ with respect to a Frobenius invariant character $\kappa: \pi_{0}\left(\mathcal{P}_{a}\right) \rightarrow$ $\mathbb{Q}_{\ell}{ }^{\times}$. The component group $\pi_{0}\left(\mathcal{P}_{a}\right)$ or the smile of Avalokiteshvara is the origin of endoscopic pain.

The cohomological interpretation of the formula (22) is the decomposition into direct sum of the cohomology of $\mathcal{M}_{a}$ with respect to the action of $\pi_{0}\left(\mathcal{P}_{a}\right)$

$$
\begin{equation*}
\mathrm{H}^{*}\left(\mathcal{M}_{a} \otimes_{k} \bar{k}, \mathbb{Q}_{\ell}\right)=\bigoplus_{\kappa: \pi_{0}\left(\mathcal{P}_{a}\right) \rightarrow \mathbb{Q}_{\ell} \times} \mathrm{H}^{*}\left(\mathcal{M}_{a} \otimes_{k} \bar{k}, \mathbb{Q}_{\ell}\right)_{\kappa} . \tag{23}
\end{equation*}
$$

It is not obvious to understand how this decomposition depends on $a$ since the component group $\pi_{0}\left(\mathcal{P}_{a}\right)$ also depends on $a$. According to a theorem of Grothendieck, the component groups $\pi_{0}\left(\mathcal{P}_{a}\right)$ for varying $a$ can be interpolated
as fiber of a sheaf of abelian groups $\pi_{0}(\mathcal{P})$ for the étale topology of $\mathcal{A}$. Restricted to the elliptic part $\mathcal{A}^{\text {ell }}, \pi_{0}(\mathcal{P})$ is a sheaf of finite abelian groups. One of the difficulties to understand the decomposition (23) lies in the fact that $\pi_{0}(\mathcal{P})$ is not a constant sheaf. Nevertheless, the sheaf $\pi_{0}(\mathcal{P})$ acts on the perverse sheaves of cohomology

$$
{ }^{p} \mathrm{H}^{n}\left(\left.f_{*} \mathbb{Q} \ell\right|_{\mathcal{A}}\right)
$$

and decomposes it into a direct sum canonically indexed by a finite set of semisimple conjugacy classes of the dual group $\hat{G}$

$$
{ }^{p} \mathrm{H}^{n}\left(\left.f_{*} \mathbb{Q}_{\ell}\right|_{\mathcal{A}^{e l l}}\right)=\bigoplus_{[\kappa] \in \hat{G} / \sim}{ }^{p} \mathrm{H}^{n}\left(\left.f_{*} \mathbb{Q}_{\ell}\right|_{\mathcal{A}^{e l l}}\right) .
$$

This peculiar decomposition reflects the combinatorial complexity of the stabilization of the trace formula, see [54, 55]. Among the direct summand, the main term corresponding to $\kappa=1$ is called the stable piece. For instance, the surprising appearance of semisimple conjugacy classes of the dual group reflects the presence of the equivalence classes of endoscopic groups in the stabilization of the trace formula.

The stabilization of the trace formula as envisionned by Langlands and Kottwitz suggests that the $[\kappa]$-part in the above decomposition should correspond to the stable part in the similar decomposition for an endoscopic group. This prediction can be realized in a clean geometric formulation after we pass to the étale scheme $\tilde{\mathcal{A}}$ over $\mathcal{A} c f$. [56] which depends on the choice of a point $\infty \in X$. It was constructed in such a way that over $\tilde{\mathcal{A}}, \pi_{0}(\mathcal{P})$ becomes a quotient of the constant sheaf, whose sections over any connected test scheme are cocharacters of the maximal torus $T$. Over $\tilde{\mathcal{A}}^{\text {ell }}$, we obtain a finer decomposition

$$
{ }^{p} \mathrm{H}^{n}\left(\left.f_{*} \mathbb{Q}_{\ell}\right|_{\tilde{\mathcal{A}} e l l}\right)=\bigoplus_{\kappa \in \hat{T}}{ }^{p} \mathrm{H}^{n}\left(\left.f_{*} \mathbb{Q}_{\ell}\right|_{\tilde{\mathcal{A}} e l l}\right)_{\kappa}
$$

indexed by a finite subset of the maximal torus $\hat{T}$ in $\hat{G}$.
Let $\kappa \in \hat{T}$ correspond to a nontrivial piece in the above decomposition. The $\kappa$-component of the above direct sum is supported by the locus $\tilde{\mathcal{A}}_{\kappa}^{\text {ell }}$ in $\tilde{\mathcal{A}}^{\text {ell }}$ given by the elements $\tilde{a} \in \tilde{\mathcal{A}}^{\text {ell }}$ such that $\kappa: \mathbf{X}_{*}(T) \rightarrow \mathbb{Q}_{\ell}^{\times}$factors through $\pi_{0}\left(\mathcal{P}_{\tilde{a}}\right)$. This locus is not connected; its connected components are classified by homomorphism $\rho: \pi_{1}(X, \infty) \rightarrow \pi_{0}\left(\hat{G}_{\kappa}\right)$. Such a homomorphism defines a reductive group scheme $H$ over $X$ whose dual group is $\hat{H}_{\rho}$ by outer twisting. It can be checked that the connected component of $\tilde{\mathcal{A}}_{\kappa}^{\text {ell }}$ corresponding to $\rho$ is just the Hitchin base $\mathcal{A}_{H_{\rho}}$ for the reductive group scheme $H_{\rho}$. Let $\iota_{\kappa, \rho}: \tilde{\mathcal{A}}_{H_{\rho}} \rightarrow \tilde{\mathcal{A}}$ denote this closed immersion.

Theorem 8. Let $G$ be a split semisimple group. There exists an isomorphism

$$
\bigoplus_{n}^{p} \mathrm{H}^{n}\left(\left.f_{*} \mathbb{Q} \ell\right|_{\tilde{\mathcal{A}} e l l}\right)_{\kappa}[2 r](r) \sim \bigoplus_{\rho}\left(\iota_{\kappa, \rho}\right)_{*} \bigoplus_{n}^{p} \mathrm{H}^{n}\left(f_{H_{\rho}, *} \mathbb{Q}_{\hat{\mathcal{A}}}{\tilde{\tilde{\tilde{H}}}{ }_{H_{\rho}}}\right)_{s t}
$$

where $\rho$ are homomorphisms $\rho: \pi_{1}(X, \infty) \rightarrow \pi_{0}\left(\hat{G}_{\kappa}\right)$ and where $r$ is some multiple of $\operatorname{deg}(K)$.

Here we stated our theorem in the case of split group, but it is valid for quasi-split group as well. In fact, the theorem was first proved for quasi-split unitary group by Laumon and myself in [50] before the general case was proved in [56]. To be more precise, the above theorem is proved under the assumption that the characteristic of the residue field is at least twice the Coxeter number of $G$.

The fundamental lemma for Lie algebra in equal characteristic case follows from the above theorem by a local-global argument. The unequal characteristic case follows from the equal characteristic case by theorem of Waldspurger [69] oand Cluckers, Hales, Loeser [12]. Waldspurger assumes that $p$ does not divide the order of the Weyl group and Cluclers, Hales, Loeser needs a much stronger lower bound on $p$. In number field case, these assumptions do not matter as Hales proved that the validity of the fundamental lemma at almost all places implies its validity at the remaining places. Currently, the fundamental lemma for local fields of positive characteristic small with respect to $G$, is not known.
4.3. Support theorem. The main ingredient in the proof of theorem 8 is the determination of the support of simple perverse sheaves that appear as constituent of perverse cohomology of $f_{*} \mathbb{Q}_{\ell}$.

Let $C$ be a pure $\ell$-adic complex over a scheme $S$ of finite type over a finite field $k$. Its perverse cohomology ${ }^{p} \mathrm{H}^{n}(C)$ are then perverse sheaves and geometrically semisimple according to a theorem of Beilinson, Bernstein, Deligne and Gabber cf. [5]. According to Goresky and MacPherson, geometrically simple perverse sheaves are of the following form: let $Z$ be a closed irreducible subscheme of $S \otimes_{k} \bar{k}$ with $i: Z \rightarrow S \otimes_{k} \bar{k}$ denoting the closed immersion, let $U$ be a smooth open subscheme of $Z$ with $j: U \rightarrow Z$ denoting the open immersion, let $\mathcal{K}$ be a local system on $U$, then $K=i_{*} j_{!*} \mathcal{K}[\operatorname{dim}(Z)]$ is a simple perverse sheaf, $j_{!*}$ being the functor of intermediate extension, and every simple perverse sheaf on $S \otimes_{k} \bar{k}$ is of this form. In particular, the support $Z=\operatorname{supp}(K)$ of a simple perverse sheaf is well defined. For a pure $\ell$-adic complex $C$ over a scheme $S$, we can ask the question what is the set of supports of simple perverse sheaves occurring as direct factors of the perverse sheaves of cohomology ${ }^{p} \mathrm{H}^{n}(C)$.

The main topological ingredient in the proof of theorem 8 is the determination of this set of supports. We state only the result in characteristic zero. In characteristic $p$, we prove a weaker result, more complicated to state but enough for the purposes of the fundamental lemma.

Theorem 9. Assume the base field $k$ is the field of complex numbers. Then for any simple perverse sheaf $K$ direct factor of ${ }^{p} \mathrm{H}^{n}\left(\left.f_{*} \mathbb{Q}_{\ell}\right|_{\tilde{\mathcal{A}}^{\text {ell }}}\right)_{\text {st }}$, the support of $K$ is $\tilde{\mathcal{A}}^{\text {ell }}$. Similarly, if $K$ is a direct factor of ${ }^{p} \mathrm{H}^{n}\left(\left.f_{*} \mathbb{Q}_{\ell}\right|_{\tilde{\mathcal{A}}^{\text {ell }}}\right)_{\kappa}$, then the support of $K$ is of the form $\iota_{\rho}\left(\tilde{\mathcal{A}}_{H_{\rho}}\right)$ for certain homomorphism $\rho: \pi_{1}(X, \infty) \rightarrow \pi_{0}\left(\hat{G}_{\kappa}\right)$.

If we know two perverse sheaves having simple constituents of the same support, in order to construct an isomorphism between them, it is enough to construct an isomorphism over an open subset of the support. Over a small enough open subscheme, the isomorphism can be constructed directly.

Let us explain the proof of the nonstandard fundamental lemma conjectured by Waldspurger. Let $G_{1}, G_{2}$ be semisimple groups with isogeneous root systems. Their Hitchin moduli spaces $\mathcal{M}_{1}, \mathcal{M}_{2}$ map to the same base $\mathcal{A}=\mathcal{A}_{1}=\mathcal{A}_{2}$. Let restrict to the elliptic locus and put $\mathcal{A}=\mathcal{A}^{\text {ell }}$. In order to prove $\left(f_{1 *} \mathbb{Q}_{\ell}\right)_{s t} \sim\left(f_{2 *} \mathbb{Q}_{\ell}\right)_{s t}$, it is enough to prove that they are isomorphic over an open subscheme of $\mathcal{A}$, as we know every simple perverse sheaf occurring in either one of these two complexes have support $\mathcal{A}^{\text {ell }}$. Over an open subscheme of $\mathcal{A}^{\text {ell }}, \mathcal{M}_{1}$ is acted on simply transitively by extension of a finite group by an abelian scheme and so is $\mathcal{M}_{2}$. The nonstandard fundamental lemma follows now from the fact that the above two abelian schemes are isogeneous and isogeneous abelian varieties have the same cohomology.
4.4. Weighted fundamental lemma. According to Waldspurger, the twisted fundamental lemma follows from the usual fundamental lemma and its nonstandard variant. Combining with his theorem that the fundamental lemma implies the transfer, the local results needed to stabilize the elliptic part of the trace formula and the twisted trace formula.

The classification of automorphic forms on quasisplit classical group requires the full power of the stabilization of the entire trace formula. For this purpose, Arthur needs more the twisted weighted fundamental lemma. This conjecture is an identity between twisted weighted orbital integrals.

The weighted fundamental lemma is now a theorem due to Chaudouard and Laumon $c f$. [9]. In the particular case of $\operatorname{Sp}(4)$, it was previously proved by Whitehouse $c f$. [72]. They introduced a condition of $\chi$-stability in Higgs bundles such that the restriction of the Hitchin map $f: \mathcal{M} \rightarrow \mathcal{A}$ to the open subset $\mathcal{A}^{\bowtie}$ of stable conjugacy classes that are generically regular semisimple and to moduli stack of $\chi$-stable bundles $\mathcal{M}_{\chi-s t}^{\varrho}$

$$
f_{\chi-s t}^{\odot}: \mathcal{M}_{\chi-s t}^{\odot} \rightarrow \mathcal{A}^{\odot}
$$

is a proper morphism. This is an extension of the proper morphism fell : $\mathcal{M}^{\text {ell }} \rightarrow \mathcal{A}^{\text {ell }}$ that depends on a stability parameter $\chi$. Chaudouard and Laumon extended the support theorem from $f^{\text {ell }}$ to $f_{\chi-s t}^{\varrho}$. They also showed that the number of points on a hyperbolic fiber of $\mathcal{A}^{\ominus}$ can be expressed in terms of weighted orbital integrals. The weighted fundamental lemma follows. It is quite remarkable that the moduli space depends on the stability parameter $\chi$, though the number of points and the $\ell$-adic complex of cohomology don't.

Finally, Waldspurger showed that the twisted weighted fundamental lemma follows from the weighted fundamental lemma and its nonstandard variant. He also showed that, if these statements are known for a local field of characteristic
$p$, tehy are also known for a $p$-adic local field with the same residue field, provided the residual characteristic does not divide the order of the Weyl group.

## 5. Functoriality Beyond Endoscopy

The unstability of the trace formula has been instrumental in establishing the first cases of the functoriality conjecture. The stable trace formula now fully established by Arthur should be the main tool in our quest for more general functoriality.

In [43], Langlands proposed new insights for the general case of functoriality principle. He observed that we are primarily concerned with the question how to distinguish automorphic representations $\pi$ of $G$ whose hypothetical parametrization $\sigma: L_{F} \rightarrow{ }^{L} G$ has image contained in a smaller subgroup. Assume $\pi$ of Ramanujan type (or tempered), the Zariski closure of the image of $\sigma$ is not far from being determined by the order of the pole at 1 of the $L$-functions $L(s, \rho, \pi)$ for all representations $\rho$ of ${ }^{L} G$. Though we are not in position to work directly with these $L$-functions individually, the stable trace formula can be effective in dealing with the sum of $L$-functions attached to all automorphic representations $\pi$ or the sum of their logarithmic derivative. Nontempered representations, especially the trivial representation, represent an obstacle to this strategy as they contribute to this sum the dominant term. The subsequent article [15], directly inspired from [43], might have proposed a method to subtract the dominant contribution. Other works [65, 48, 16], more or less inspired from [43], are the first encouraging steps on this new path that might lead us to the general case of functoriality.
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#### Abstract

A control system is a dynamical system on which one can act by using controls. A classical issue is the controllability problem: Is it possible to reach a desired target from a given starting point by using appropriate controls? We survey some methods to handle this problem when the control system is modeled by means of a nonlinear partial differential equation and when the nonlinearity plays a crucial role.
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## 1. Introduction

A control system is a dynamical system on which one can act by using suitable controls. Very often it is modeled by a differential equation of the following type

$$
\begin{equation*}
\dot{y}=f(y, u) \tag{1}
\end{equation*}
$$

The variable $y$ is the state and belongs to some space $\mathcal{Y}$. The variable $u$ is the control and belongs to some space $\mathcal{U}$. The spaces $\mathcal{Y}$ and $\mathcal{U}$ can be of infinite dimension and the differential equation (1) can be a partial differential equation (PDE). There are many problems that appear when studying a control system. One of the most common ones is the controllability problem, which, roughly speaking, is the following one. Given two states, is it possible to steer the control system from the first one to the second one? In the framework of (1), this means that, given the state $a \in \mathcal{Y}$ and the state $b \in \mathcal{Y}$, does there exist

[^26]a map $u:[0, T] \rightarrow \mathcal{U}$ such that the solution of the Cauchy problem $\dot{y}=$ $f(y, u(t)), y(0)=a$, satisfies $y(T)=b$ ? If the answer is yes, the control system is said to be controllable.

The purpose of this article is to survey some results on the controllability of nonlinear control systems in the case where the nonlinearity plays a crucial role. This is, for example, the case when the linearized control system around the equilibrium of interest is not controllable. This is also the case when the nonlinearity is big at infinity and one looks for global results. For convenience, we start by recalling in Section 2 some classical controllability results for control systems in finite dimension. Then, in Section 3, we turn to systems modeled by means of nonlinear partial differential equations.

## 2. Controllability of Finite Dimensional Control Systems

Let, for $i \in\{0,1, \ldots, m\}, f_{i} \in C^{\infty}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)$. In this section, our control system is

$$
\begin{equation*}
\dot{y}=f(y, u)=f_{0}(y)+\sum_{i=1}^{m} u_{i} f_{i}(y), \tag{2}
\end{equation*}
$$

where the state is $y=\left(y_{1}, \ldots, y_{n}\right)^{\text {tr }} \in \mathbb{R}^{n}$ and the control is $u=$ $\left(u_{1}, \ldots, u_{m}\right)^{\operatorname{tr}} \in \mathbb{R}^{m}$. We assume that $\left(y_{e}, u_{e}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{m}$ is an equilibrium, i.e., $f\left(y_{e}, u_{e}\right)=0$.
Example 1 (Inverted pendulum on a cart). This is the traditional example that one can find in most of the textbooks on control theory. This control system consists of a cart with an inverted pendulum on it, as represented on Figure 1. The mass of the cart is $M$. The pendulum rod is considered massless; its length is denoted by $l$. The mass of the point mass at the end of the rod is denoted by $m$. The force applied to the cart is the control and is denoted by $F$. Let $x_{1}:=\xi, x_{2}:=\theta, x_{3}:=\dot{\xi}, x_{4}:=\dot{\theta}$ and $u:=F$. The dynamical equations governing the motion of this control system can be written in the form $\dot{y}=f(y, u)$, with $y=\left(y_{1}, y_{2}, y_{3}, y_{4}\right)^{\mathrm{tr}}$ and

$$
f(y, u):=\left(\begin{array}{c}
y_{3}  \tag{3}\\
y_{4} \\
\frac{m l y_{4}^{2} \sin y_{2}-m g \sin y_{2} \cos y_{2}}{M+m \sin ^{2} y_{2}}+\frac{u}{M+m \sin ^{2} y_{2}} \\
\frac{-m l y_{4}^{2} \sin y_{2} \cos y_{2}+(M+m) g \sin y_{2}}{\left(M+m \sin ^{2} y_{2}\right) l}-\frac{u \cos y_{2}}{\left(M+m \sin ^{2} y_{2}\right) l}
\end{array}\right) .
$$

Example 2 (Baby stroller). Let us consider the following control system, which models a baby stroller,

$$
\begin{equation*}
\dot{y}_{1}=u_{1} \cos y_{3}, \dot{y}_{2}=u_{1} \sin y_{3}, \dot{y}_{3}=u_{2}, \tag{4}
\end{equation*}
$$



Figure 1. An inverted pendulum on a moving cart.
where the state is $\left(y_{1}, y_{2}, y_{3}\right)^{\operatorname{tr}} \in \mathbb{R}^{3}$ and the control is $\left(u_{1}, u_{2}\right)^{\operatorname{tr}} \in \mathbb{R}^{2}$. The variable $y_{3}$ is an angle which gives the orientation of the baby stroller and $y_{1}, y_{2}$ are the coordinates of the midpoint between the two back wheels; see Figure 2.


Figure 2. A baby stroller.

This control system is sometimes also called the "unicycle" or "shopping cart" control system. Note that, however, in many shops, the four wheels of a shopping cart are castor wheels. For the baby stroller control system, only the two front wheels are castor wheels: The back wheels have a fixed direction
(relatively to the baby stroller). For the control system (4), $n=3, m=2$ and, for every $y=\left(y_{1}, y_{2}, y_{3}\right)^{\operatorname{tr}} \in \mathbb{R}^{3}, f_{1}(y)=\left(\cos y_{3}, \sin y_{3}, 0\right)^{\text {tr }}, f_{2}(y)=(0,0,1)^{\operatorname{tr}}$.

There are many possible choices for natural definitions of local controllability. The most popular one is the following one.

Definition 3 (Small-Time Local Controllability (STLC)). The control system $\dot{y}=f(y, u)$ is small-time locally controllable at $\left(y_{e}, u_{e}\right)$ if, for every real number $\varepsilon>0$, there exists a real number $\eta>0$ such that, for every $y^{0} \in B_{\eta}\left(y_{e}\right):=\{y \in$ $\left.\mathbb{R}^{n} ;\left|y-y_{e}\right|<\eta\right\}$ and for every $y^{1} \in B_{\eta}\left(y_{e}\right)$, there exists $u \in L^{\infty}\left((0, \varepsilon) ; \mathbb{R}^{m}\right)$ satisfying $\left|u(t)-u_{e}\right| \leqslant \varepsilon$ for almost every $t \in(0, \varepsilon)$ and such that, if $\dot{y}=$ $f(y, u(t))$ and $y(0)=y^{0}$, then $y(\varepsilon)=y^{1}$.

The simplest control systems are linear control systems, i.e. systems such that $f(y, u)=A y+B u$, for some $A \in \mathcal{L}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ and some $B \in \mathcal{L}\left(\mathbb{R}^{m} ; \mathbb{R}^{n}\right)$, where $\mathcal{L}\left(\mathbb{R}^{k} ; \mathbb{R}^{l}\right)$ denotes the set of linear maps from $\mathbb{R}^{k}$ into $\mathbb{R}^{l}$. For linear systems, a necessary and sufficient condition for STLC is given by the Kalman rank condition that we recall in the next theorem.

Theorem 2.1 (Kalman's rank condition). The linear control system $\dot{y}=A y+$ Bu is small-time locally controllable at $(0,0) \in \mathbb{R}^{n} \times \mathbb{R}^{m}$ if and only if

$$
\begin{equation*}
\text { Span }\left\{A^{i} B u ; u \in \mathbb{R}^{m}, i \in\{0,1, \ldots, n-1\}\right\}=\mathbb{R}^{n} . \tag{5}
\end{equation*}
$$

In "real life" there are very few linear control systems. But, by linearization, controllability of linear control systems is important to study the controllability of nonlinear systems. This is similar to the following classical result: Let $F \in$ $C^{1}\left(\mathbb{R}^{k}, \mathbb{R}^{l}\right)$ and let $a \in \mathbb{R}^{l}$. Then, if $F^{\prime}(a)$ is onto, $F$ is locally onto at $a$, i.e., the image by $F$ of every neighborhood of $a$ is a neighborhood of $F(a)$. This just follows from the inverse mapping theorem. For the control system (2) and the equilibrium $\left(y_{e}, u_{e}\right)$, the analog of $F^{\prime}(a)$ is the linearized control system at the equilibrium $\left(y_{e}, u_{e}\right)$, i.e. the linear control system

$$
\begin{equation*}
\dot{y}=\frac{\partial f}{\partial y}\left(y_{e}, u_{e}\right) y+\frac{\partial f}{\partial u}\left(y_{e}, u_{e}\right) u \tag{6}
\end{equation*}
$$

where the state is $y \in \mathbb{R}^{n}$ and the control is $u \in \mathbb{R}^{m}$. Using again the inverse mapping theorem, one has the easy but important following theorem.

Theorem 2.2 (Linear test). If the linear control system (6) is small-time locally controllable at $(0,0) \in \mathbb{R}^{n} \times \mathbb{R}^{m}$, then $\dot{y}=f(y, u)$ is small-time locally controllable at $\left(y_{e}, u_{e}\right)$.

Example 4. We go back to the inverted pendulum on a cart, already considered in Example 1. The dynamics is $\dot{y}=f(y, u)$ where $f: \mathbb{R}^{4} \times \mathbb{R}$ is defined by (3). Note that $f(0,0)=0$. Hence $(0,0) \in \mathbb{R}^{4} \times \mathbb{R}$ is an equilibrium of the
control system $\dot{y}=f(y, u)$. The linearized control system at this equilibrium is $\dot{y}=A y+B u$ with

$$
A:=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & -\frac{m g}{M} & 0 & 0 \\
0 & \frac{(M+m) g}{M l} & 0 & 0
\end{array}\right), B:=\frac{1}{M l}\left(\begin{array}{c}
0 \\
0 \\
l \\
-1
\end{array}\right) .
$$

Simple computations show that

$$
\operatorname{det}\left(B, A B, A^{2} B, A^{3} B\right)=-\frac{g^{2}}{M^{4} l^{4}} \neq 0
$$

Hence the linear control system $\dot{y}=A y+B u$ satisfies the Kalman rank condition (5) and therefore, by Theorem 2.1, is small-time locally controllable at $(0,0) \in$ $\mathbb{R}^{4} \times \mathbb{R}$. By Theorem 2.2, this implies that the cart-pendulum system is smalltime locally controllable at the equilibrium $(0,0) \in \mathbb{R}^{4} \times \mathbb{R}$.

Example 5. We return to the baby stroller control system (4) considered in Example 2. Note that $(0,0) \in \mathbb{R}^{3} \times \mathbb{R}^{2}$ is an equilibrium of this control system. The linearized control system around this equilibrium is the linear control system

$$
\begin{equation*}
\dot{y}_{1}=u_{1}, \dot{y}_{2}=0, \dot{y}_{3}=u_{2}, \tag{7}
\end{equation*}
$$

where the state is $\left(y_{1}, y_{2}, y_{3}\right)^{\text {tr }} \in \mathbb{R}^{3}$ and the control is $\left(u_{1}, u_{2}\right)^{\text {tr }} \in \mathbb{R}^{2}$. The linear control system (7) is clearly not controllable (one cannot control $y_{2}$ ).

Of course, if the linearized control system around an equilibrium is not controllable, one cannot conclude anything about the small-time local controllability of the nonlinear control system at this equilibrium. This leads naturally to the question: What to do if the linearized control system is not controllable? In finite dimension the basic tool to deal with this problem is the use of (iterated) Lie brackets. Let us recall that, if $X \in C^{\infty}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ and $Y \in C^{\infty}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ are two smooth vector fields on $\mathbb{R}^{n}$, the Lie bracket $[X, Y]$ of $X$ and $Y$ is the vector field on $\mathbb{R}^{n}$ defined by $[X, Y](y):=Y^{\prime}(y) X(y)-X^{\prime}(y) Y(y)$. Examples of iterated Lie brackets are $[X,[X, Y]],[[Y, X],[X,[X, Y]]]$ etc.

Let us explain why Lie brackets are natural objects to study the local controllability problem. Let us start with the case $f_{0}=0$ (then the control system is called a driftless control system). Hence the control system is

$$
\begin{equation*}
\dot{y}=\sum_{i=1}^{m} u_{i} f_{i}(y), \tag{8}
\end{equation*}
$$

where the state is $y=\left(y_{1}, \ldots, y_{n}\right)^{\operatorname{tr}} \in \mathbb{R}^{n}$ and the control is $u=\left(u_{1}, \ldots, u_{m}\right) \in$ $\mathbb{R}^{m}$. Let us fix $\eta_{1} \in \mathbb{R}, \eta_{2} \in \mathbb{R}$ and $a \in \mathbb{R}^{n}$. For $\varepsilon>0$, we consider the following
control $u:(0,4 \varepsilon) \rightarrow \mathbb{R}^{m}$

$$
\begin{array}{rll}
u(t) & =\left(\eta_{1}, 0,0, \ldots, 0\right)^{\operatorname{tr}}, & \\
t \in(0, \varepsilon) \\
u(t) & =\left(0, \eta_{2}, 0, \ldots, 0\right)^{\operatorname{tr}}, & \\
t \in(\varepsilon, 2 \varepsilon) \\
u(t) & =\left(-\eta_{1}, 0,0, \ldots, 0\right)^{\operatorname{tr}}, & \\
t \in(2 \varepsilon, 3 \varepsilon) \\
u(t) & =\left(0,-\eta_{2}, 0, \ldots, 0\right)^{\operatorname{tr}}, & t \in(3 \varepsilon, 4 \varepsilon)
\end{array}
$$

Let $y:[0,4 \varepsilon] \rightarrow \mathbb{R}^{n}$ be the solution of the Cauchy problem $\dot{y}=\sum_{i=1}^{m} u_{i}(t) f_{i}(y)$, $y(0)=a$. Straightforward computations lead to

$$
y(4 \varepsilon)=a+\varepsilon^{2} \eta_{1} \eta_{2}\left[f_{1}, f_{2}\right](a)+\mathcal{O}\left(\varepsilon^{3}\right) \text { as } \varepsilon \rightarrow 0
$$

With these controls, starting from $a$, we have therefore succeeded to move in the directions $\left[f_{1}, f_{2}\right](a)$ and $-\left[f_{1}, f_{2}\right](a)$. This can be "iterated": suitable controls allow to move in the directions $\pm\left[f_{1},\left[f_{1}, f_{2}\right]\right](a), \pm\left[\left[f_{2}, f_{1}\right],\left[f_{1},\left[f_{1}, f_{2}\right]\right]\right](a)$ etc. (see in particular [76]) and one has the following theorem.

Theorem $2.3([63,16])$. Let $y_{e} \in \mathbb{R}^{n}$. Let us assume that

$$
\begin{equation*}
\left\{h\left(y_{e}\right) ; h \in \operatorname{Lie}\left(\left\{f_{1}, \ldots, f_{m}\right\}\right)\right\}=\mathbb{R}^{n} \tag{9}
\end{equation*}
$$

Then the control system (8) is small-time locally controllable at the equilibrium $\left(y_{e}, 0\right) \in \mathbb{R}^{n} \times \mathbb{R}^{m}$.
(A proof of this theorem is also given in [23, Section 3.3].) In (9) and in the following, for a nonempty subset $\mathcal{E}$ of $C^{\infty}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)$, Lie $(\mathcal{E})$ denotes the Lie algebra generated by $\mathcal{E}$, i.e. the smallest (for the inclusion) vector subspace $\mathcal{V}$ of $C^{\infty}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ containing $\mathcal{E}$ and such that $[X, Y] \in \mathcal{V}$, for every $X \in \mathcal{V}$ and for every $Y \in \mathcal{V}$.

In fact, for driftless control systems, one can also get a global controllability result relying on iterated Lie brackets. One has the following theorem.
Theorem $2.4([63,16])$. Let $\Omega$ be a nonempty open connected subset of $\mathbb{R}^{n}$. Let us assume that

$$
\begin{equation*}
\left\{h(y) ; h \in \operatorname{Lie}\left(\left\{f_{1}, \ldots, f_{m}\right\}\right)\right\}=\mathbb{R}^{n}, \forall y \in \Omega \tag{10}
\end{equation*}
$$

Then the control system (8) is globally controllable in every time in $\Omega$ in the following sense: For every $y^{0} \in \Omega$, for every $y^{1} \in \Omega$ and for every $T>0$, there exists $u \in L^{\infty}\left((0, T) ; \mathbb{R}^{m}\right)$ such that the solution of the Cauchy problem

$$
\dot{y}=\sum_{i=1}^{m} u_{i}(t) f_{i}(y), y(0)=y^{0}
$$

satisfies $y(T)=y^{1}$ and $y([0, T]) \subset \Omega$.
(A proof of this theorem is again also given in [23, Section 3.3].) When (10) does not hold, the set of points which can be reached from a given point while remaining in $\Omega$ is an immersed submanifold of $\Omega$ whose tangent space can be precisely described: See [73].

Example 6. Let us return to the baby stroller control system (4). This control system can be written as $\dot{y}=u_{1} f_{1}(y)+u_{2} f_{2}(y)$, with $f_{1}(y):=\left(\cos y_{3}, \sin y_{3}, 0\right)^{\text {tr }}$ and $f_{2}(y):=(0,0,1)^{\operatorname{tr}}$. One has $\left[f_{1}, f_{2}\right](y)=\left(\sin y_{3},-\cos y_{3}, 0\right)^{\operatorname{tr}}$. Hence $f_{1}(y)$, $f_{2}(y)$ and $\left[f_{1}, f_{2}\right](y)$ span all of $\mathbb{R}^{3}$, for every $y \in \mathbb{R}^{3}$. This implies the smalltime local controllability of the baby stroller at $(y, 0) \in \mathbb{R}^{3} \times \mathbb{R}^{2}$, for every $y \in \mathbb{R}^{3}$ (see Theorem 2.3) and also the global controllability in every time of this control system (see Theorem 2.4).

When there is a drift term $f_{0}$, iterated Lie brackets are still useful. Let us explain, for example, how to move in the direction $\pm\left[f_{0}, f_{1}\right]$. Let $\eta \in \mathbb{R}$. Let $a \in \mathbb{R}^{n}$ be such that $f_{0}(a)=0$. Let, for $\varepsilon>0, u:(0,2 \varepsilon) \rightarrow \mathbb{R}^{m}$ be defined by

$$
\begin{array}{ll}
u(t):=(-\eta, 0, \ldots, 0)^{\operatorname{tr}}, & t \in(0, \varepsilon) \\
u(t):=(\eta, 0, \ldots, 0)^{\operatorname{tr}}, & t \in(\varepsilon, 2 \varepsilon) .
\end{array}
$$

Let $y:[0,2 \varepsilon] \rightarrow \mathbb{R}^{n}$ be the solution of the Cauchy problem

$$
\dot{y}=f_{0}(y)+\sum_{i=1}^{m} u_{i}(t) f_{i}(y), y(0)=a
$$

Straightforward computations lead now to $y(2 \varepsilon)=a+\varepsilon^{2} \eta\left[f_{0}, f_{1}\right](a)+\mathcal{O}\left(\varepsilon^{3}\right)$ as $\varepsilon \rightarrow 0$. Hence, starting from $a$, one can move in the directions $\pm\left[f_{0}, f_{1}\right](a)$.

Let us emphasize also that the Kalman rank condition (5) is also a condition on (iterated) Lie brackets. Indeed, for $k \in \mathbb{N}, X \in C^{\infty}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ and $Y \in$ $C^{\infty}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)$, one defines $\operatorname{ad}_{X}^{k} Y \in C^{\infty}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ by induction on the integer $k$ by $\operatorname{ad}_{X}^{0} Y:=Y, \operatorname{ad}_{X}^{k} Y:=\left[X, \operatorname{ad}_{X}^{k-1} Y\right]$. Let us write the linear control system $\dot{y}=A y+B u$ as $\dot{y}=f_{0}(y)+\sum_{i=1}^{m} u_{i} f_{i}(y)$ with

$$
f_{0}(y):=A y, f_{i}(y):=B_{i}, B_{i} \in \mathbb{R}^{n},\left(B_{1}, \ldots, B_{m}\right):=B
$$

Then

$$
\begin{equation*}
\operatorname{ad}_{f_{0}}^{k} f_{i}=(-1)^{k} A^{k} B_{i}, \forall k \in \mathbb{N}, \forall i \in\{1, \ldots, m\} \tag{11}
\end{equation*}
$$

Hence the Kalman rank condition (5) can be written in the following way

$$
\begin{equation*}
\operatorname{Span}\left\{\operatorname{ad}_{f_{0}}^{k} f_{i}(0) ; k \in\{0, \ldots, n-1\}, i \in\{1, \ldots, m\}\right\}=\mathbb{R}^{n} \tag{12}
\end{equation*}
$$

Moreover, one easily checks that Kalman rank condition (5) is also equivalent to

$$
\begin{equation*}
\left\{h(0) ; h \in \operatorname{Lie}\left(\left\{f_{0}, \ldots, f_{m}\right\}\right)\right\}=\mathbb{R}^{n} \tag{13}
\end{equation*}
$$

It turns out that, for analytic systems, condition (13) is necessary for small-time local controllability at the equilibrium $(0,0)$ : One has the following theorem.

Theorem 2.5 ([46, 62]). Assume that

$$
\begin{equation*}
f_{0}\left(y_{e}\right)=0 \tag{14}
\end{equation*}
$$

Assume that the control system (2) is small-time locally controllable at the equilibrium point $\left(y_{e}, 0\right)$ and that the $f_{i}$ 's $(i \in\{0, \ldots, m\})$ are analytic. Then

$$
\begin{equation*}
\left\{h\left(y_{e}\right) ; h \in \operatorname{Lie}\left(\left\{f_{0}, \ldots, f_{m}\right\}\right)\right\}=\mathbb{R}^{n} \tag{15}
\end{equation*}
$$

Hence, condition (15) is necessary for small-time local controllability of analytic control systems (Theorem 2.5) and is also sufficient for small-time local controllability for control systems without drift (Theorem 2.3) as well as for linear control systems (Theorem 2.1 and (11)). However this condition is far from being sufficient for small-time local controllability in general. Let us give a simple example. We take $n=2$ and $m=1$ and consider the control system

$$
\begin{equation*}
\dot{y}_{1}=y_{2}^{2}, \dot{y}_{2}=u \tag{16}
\end{equation*}
$$

where the state is $y:=\left(y_{1}, y_{2}\right)^{\operatorname{tr}} \in \mathbb{R}^{2}$ and the control is $u \in \mathbb{R}$. This control system can be written as $\dot{y}=f_{0}(y)+u f_{1}(y)$ with $f_{0}(y):=\left(y_{2}^{2}, 0\right)^{\operatorname{tr}}, f_{1}(y):=$ $(0,1)^{\operatorname{tr}}$. One has $\left[f_{1},\left[f_{1}, f_{0}\right]\right]=(2,0)^{\operatorname{tr}}$ and therefore $f_{1}(0)$ and $\left[f_{1},\left[f_{1}, f_{0}\right]\right](0)$ span all of $\mathbb{R}^{2}$. However the control system $(16)$ is clearly not small-time locally controllable at the equilibrium $(0,0) \in \mathbb{R}^{2} \times \mathbb{R}$ since $\dot{y}_{1} \geqslant 0$.

One knows powerful sufficient conditions for small-time local controllability. Let us mention, in particular, $[1,2,3,9,10,54,34,74,75,77]$ and references therein. One knows also powerful necessary conditions which are stronger than the one given in Theorem 2.5. See, in particular, [74, Proposition 6.3] and [72]. However, one does not know an (interesting) necessary and sufficient condition for small-time local controllability. One has the following challenging open problem.

Open problem 2.6. Let $k$ be a positive integer. Let $\mathcal{X}_{k}$ be the set of vector fields in $\mathbb{R}^{n}$ whose components are polynomials of degree $k$. Let

$$
S:=\left\{\left(f_{0}, f_{1}\right) \in \mathcal{X}_{k} \times \mathcal{X}_{k} ; f_{0}(0)=0, \dot{y}=f_{0}(y)+u f_{1}(y) \text { is } S T L C\right\}
$$

Is $S$ a semi-algebraic set?
Let us recall that a semi-algebraic set is a subset of a real finite dimensional space (here $\mathcal{X}_{k}^{2}$ ) defined by a finite sequence of polynomial equations and polynomial inequalities on the coordinates or any finite union of such sets. Let us point out that the set of $\left(f_{0}, f_{1}\right) \in \mathcal{X}_{k}^{2}$ satisfying the Lie algebra rank condition $(15)$ at $y_{e}=0$ is a semi-algebraic set: See [64, 41, 40].

## 3. Controllability of PDE Control Systems

We now turn to the cases of control systems modeled by partial differential equations. Again the simplest cases concern the case of linear partial differential
equations. There are many powerful tools to study the controllability of linear control systems in infinite dimension. The most popular ones are based on the duality between observability and controllability (related to the J.-L. Lions Hilbert uniqueness method $[58,59]$ ). This leads to try to prove observability inequalities. There are many methods to prove these observability inequalities. For example, let us mention the following methods (together with the pioneering works where they have been introduced in control theory)

- Ingham's inequalities [67],
- Multipliers method [47, 58, 59],
- Microlocal analysis [5],
- Carleman's inequalities $[49,56,50,36]$. (See also [78] in these proceedings.)

However there are still plenty of open problems on the controllability of linear partial differential equations.

Of course, when one wants to study the local controllability around an equilibrium of a control system in infinite dimension, the first step is again to study the controllability of the linearized control system. If this linearized control system is controllable, one can usually deduce the local controllability of the nonlinear control system. However this might be sometimes difficult due to some loss of derivatives issues. One may need to use suitable complicated iterative schemes. If the nonlinearity is not too big at infinity, one can get a global controllability result (see in particular [79, 55, 80] for semilinear wave equations and $[31,36,33]$ for semilinear parabolic equations).

Let us now focus on cases where either the linearized control system around the equilibrium is not controllable or when the nonlinearity is too big at infinity to use this method for global controllability. Let us start with an example for the first case, namely the Euler control system. (For the second case, see the Navier-Stokes control system below.) Let $\Omega$ be a smooth connected nonempty bounded open subset of $\mathbb{R}^{n}$. Let $\Gamma_{0}$ be a nonempty open subset of the boundary $\partial \Omega$ of $\Omega$. We denote by $\nu: \partial \Omega \rightarrow \mathbb{R}^{n}$ the outward unit normal vector field to $\Omega$. The controllability problem is the following one. Let $T>0$. Let $y^{0}, y^{1}: \bar{\Omega} \rightarrow \mathbb{R}^{n}$ be such that

$$
\begin{equation*}
\operatorname{div} y^{0}=\operatorname{div} y^{1}=0 \text { in } \Omega \text { and } y^{0} \cdot \nu=y^{1} \cdot \nu=0 \text { on } \partial \Omega \backslash \Gamma_{0} . \tag{17}
\end{equation*}
$$

Does there exist $y:[0, T] \times \bar{\Omega} \rightarrow \mathbb{R}^{n}$ and $p:[0, T] \times \bar{\Omega} \rightarrow \mathbb{R}$ such that

$$
\begin{gather*}
y_{t}+(y \cdot \nabla) y+\nabla p=0, \operatorname{div} y=0, \text { in }(0, T) \times \Omega,  \tag{18}\\
y \cdot \nu=0 \text { on }[0, T] \times\left(\partial \Omega \backslash \Gamma_{0}\right),  \tag{19}\\
y(0, \cdot)=y^{0}, y(T, \cdot)=y^{1} ? \tag{20}
\end{gather*}
$$

(For simplicity we do not specify the regularity of $y^{0}, y^{1}, y, p$ etc: For these regularities, see the given references.) This system models the flow in $\Omega$ of an inviscid, incompressible fluid with constant density, which is equal to one without loss of generality. The vector $y(t, x) \in \mathbb{R}^{n}$ is the velocity of the fluid and $p(t, x) \in \mathbb{R}$ is the pressure, both at time $t$ and position $x \in \Omega$. Condition (19) states that the fluid does not flow through the boundary $\partial \Omega \backslash \Gamma_{0}$ : It slips on this boundary without friction. The first equation of (18) is Newton's second law: It states that the acceleration of a fluid particle is proportional to the pressure-force acting on it. The second equation of (18) is the incompressibility condition: It states that the volume of any part of the fluid does not change under the flow.

Note that, in the above formulation, the control does not appear explicitly: We consider a control system as an underdetermined equation. However one can specify the control if one wants to do so. Many choices are in fact possible. For example, one can take as the control $y \cdot \nu$ on $\Gamma_{0}$ with $\int_{\Gamma_{0}} y \cdot \nu=0$ together with curl $y$ if $n=2$ and the tangent vector (curl $y$ ) $\times \nu$ if $n=3$ at the points of $[0, T] \times \Gamma_{0}$ where $y \cdot \nu<0$, where curl $y$ is the vorticity of the velocity field $y$.

The problem of the controllability of this control system (and of the NavierStokes control system considered below) has been raised in [60, 61].

We start by giving an obstruction to the controllability for $n=2$, when there is a connected component $\Gamma_{1}$ of $\partial \Omega$ which does not meet $\Gamma_{0}$. Let $\gamma_{0}$ be a given curve in $\bar{\Omega}$. Let, for $t \in[0, T], \gamma(t)$ be the Jordan curve obtained, at time $t \in[0, T]$, from the points of the fluids which, at time 0 , were on $\gamma_{0}$. The Kelvin law tells us that, if $\gamma(t)$ does not intersect $\Gamma_{0}, \int_{\gamma(t)} y(t, \cdot) \cdot \overrightarrow{d s}=\int_{\gamma_{0}} y(0, \cdot) \cdot \overrightarrow{d s}$, $\forall t \in[0, T]$. We take $\gamma_{0}:=\Gamma_{1}$. Then $\gamma(t)=\Gamma_{1}$ for every $t \in[0, T]$. Hence, if $\int_{\Gamma_{1}} y^{1} \cdot \overrightarrow{d s} \neq \int_{\Gamma_{1}} y^{0} \cdot \overrightarrow{d s}$, one cannot steer the control system from $y^{0}$ to $y^{1}$.

More generally, for every $n \in\{2,3\}$, if $\Gamma_{0}$ does not intersect every connected component of the boundary $\partial \Omega$ of $\Omega$, the Euler control system is not controllable. This is the only obstruction to the controllability of the Euler control system. Indeed, one has the following theorem.

Theorem 3.1 ( $[18,21]$ for $n=2$ and $[42,43]$ for $n=3$ ). Assume that $\Gamma_{0}$ intersects every connected component of $\partial \Omega$. Then the Euler control system is globally controllable in every time: For every $T>0$, for every $y^{0}, y^{1}: \Omega \rightarrow \mathbb{R}^{n}$ such that (17) holds, there exist $y:[0, T] \times \bar{\Omega} \rightarrow \mathbb{R}^{n}$ and $p:[0, T] \times \bar{\Omega} \rightarrow \mathbb{R}$ such that (18), (19) and (20) hold.

Let us sketch the main ideas of the proof of this controllability result. For simplicity we assume that $n=2$. One first studies (as usual) the controllability of the linearized control system around 0 . This linearized control system is the underdetermined system

$$
\begin{equation*}
y_{t}+\nabla p=0, \operatorname{div} y=0, \text { in }(0, T) \times \Omega, \text { and } y \cdot \nu=0 \text { on }[0, T] \times\left(\partial \Omega \backslash \Gamma_{0}\right) . \tag{21}
\end{equation*}
$$

Taking the curl of the first equation of (21), on gets (curl $y)_{t}=0$. Thus curl $y$ is constant along the trajectories for the linearized control system, which shows that (21) is not controllable.

In Section 2, for finite dimensional control systems, we saw that when the linearized control system is not controllable, the usual tool to use is (iterated) Lie brackets. This can also be used for some infinite dimensional control systems. See in particular [4, 68] for Euler and Navier-Stokes equations and [13] for a Schrödinger equation. However one does not know how to use this tool for numerous examples of infinite dimensional control systems (including our Euler control system). Let us explain the difficulty on the simplest PDE control system, namely

$$
\begin{equation*}
y_{t}+y_{x}=0, t \in(0, T), x \in(0, L), \text { and } y(t, 0)=u(t), t \in(0, T) . \tag{22}
\end{equation*}
$$

This is a control system where, at time $t$, the state is $y(t, \cdot):(0, L) \rightarrow \mathbb{R}$ and the control is $u(t) \in \mathbb{R}$. A natural state space is $\mathcal{Y}:=L^{2}(0, L)$ and for the control $u$ it then suffices to take $u \in L^{2}(0, T)$ in order to have a well-posed Cauchy problem. Of course, using the explicit expression of the solutions of (22), it is easy to see that this control system is controllable on $[0, T]$ if and only if $T \geqslant L$. Let us try to understand what is $\left[f_{0}, f_{1}\right]$ for the control system (22). We proceed as in Section 2. Let $\eta \in \mathbb{R}$. Let us consider, for $\varepsilon>0$, the control defined on $[0,2 \varepsilon]$ by

$$
u(t):=-\eta \text { for } t \in(0, \varepsilon), u(t):=\eta \text { for } t \in(\varepsilon, 2 \varepsilon) .
$$

Let $y:(0,2 \varepsilon) \times(0, L) \rightarrow \mathbb{R}$ be the (weak) solution of the Cauchy problem

$$
\begin{gathered}
y_{t}+y_{x}=0, t \in(0,2 \varepsilon), x \in(0, L) \\
y(t, 0)=u(t), t \in(0,2 \varepsilon), y(0, x)=0, x \in(0, L)
\end{gathered}
$$

Then one readily gets, if $2 \varepsilon \leqslant L$,

$$
y(2 \varepsilon, x)=\eta, x \in(0, \varepsilon), y(2 \varepsilon, x)=-\eta, x \in(\varepsilon, 2 \varepsilon), y(2 \varepsilon, x)=0, x \in(2 \varepsilon, L) .
$$

Unfortunately

$$
\left|\frac{y(2 \varepsilon, \cdot)-y(0, \cdot)}{\varepsilon^{2}}\right|_{L^{2}(0, L)} \rightarrow+\infty \text { as } \varepsilon \rightarrow 0^{+} .
$$

In fact, for every $\phi \in H^{2}(0, L)$, one gets, after suitable computations,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\varepsilon^{2}} \int_{0}^{L} \phi(x)(y(2 \varepsilon, x)-y(0, x)) d x=-\eta \phi^{\prime}(0) \tag{23}
\end{equation*}
$$

So, in some sense, (23) says that, for the control system (22), $\left[f_{0}, f_{1}\right](0)=\delta_{0}^{\prime}$. Unfortunately it is not clear how to use this derivative of a Dirac mass at 0 in the framework of our controllability problem.

Remark 3.2. In fact the above problem already appears for $f_{1}=a d_{f_{0}}^{0} f_{1}$. Proceeding as for $\left[f_{0}, f_{1}\right]$, one finds that, in some sense, we could say that, for the control system (22), ad $d_{0}^{0} f_{1}(0)=\delta_{0}$.

In order to overcome this difficulty, we use the return method, a method introduced in [17] for a stabilization problem. Let us explain this method first in the framework of the local controllability of a control system in finite dimension. Thus we consider the control system $\dot{y}=f(y, u)$, where $y \in \mathbb{R}^{n}$ is the state and $u \in \mathbb{R}^{m}$ is the control. We assume that $f$ is of class $C^{\infty}$ and satisfies $f(0,0)=0$. The return method consists in reducing the local controllability of a nonlinear control system to the existence of suitable trajectories and to the controllability of linear systems. The idea is the following one: Assume that, for every positive real number $T$ and every positive real number $\varepsilon$, there exists a measurable bounded function $\bar{u}:[0, T] \rightarrow \mathbb{R}^{m}$ with $\|\bar{u}\|_{L^{\infty}(0, T)} \leqslant \varepsilon$ such that, if we denote by $\bar{y}$ the (maximal) solution of $\dot{\bar{y}}=f(\bar{y}, \bar{u}(t)), \bar{y}(0)=0$, then

$$
\begin{equation*}
\bar{y}(T)=0, \tag{24}
\end{equation*}
$$

the linearized control system around $(\bar{y}, \bar{u})$ is controllable on $[0, T]$.
Then, from the inverse mapping theorem, one gets the existence of $\eta>0$ such that, for every $y^{0} \in \mathbb{R}^{n}$ and for every $y^{1} \in \mathbb{R}^{n}$ such that $\left|y^{0}\right|<\eta$ and $\left|y^{1}\right|<\eta$, there exists $u \in L^{\infty}\left((0, T) ; \mathbb{R}^{m}\right)$ such that

$$
|u(t)-\bar{u}(t)| \leqslant \varepsilon, t \in(0, T)
$$

and such that, if $y:[0, T] \rightarrow \mathbb{R}^{n}$ is the solution of the Cauchy problem $\dot{y}=$ $f(y, u(t)), y(0)=y^{0}$, then $y(T)=y^{1}$. Since $T>0$ and $\varepsilon>0$ are arbitrary, one gets that $\dot{x}=f(x, u)$ is small-time locally controllable at the equilibrium $(0,0) \in \mathbb{R}^{n} \times \mathbb{R}^{m}$.

Let us show how this method works on the baby stroller control system (4). For every $\bar{u} \in C^{\infty}\left([0, T] ; \rightarrow \mathbb{R}^{2}\right)$ such that, for every $t$ in $[0, T], \bar{u}(T-t)=-\bar{u}(t)$, every solution $\bar{y}:[0, T] \rightarrow \mathbb{R}^{3}$ of $\dot{\bar{y}}_{1}=\bar{u}_{1} \cos \bar{y}_{3}, \dot{\bar{y}}_{2}=\bar{u}_{1} \sin \bar{y}_{3}, \dot{\bar{y}}_{3}=\bar{u}_{2}$, satisfies $\bar{y}(0)=\bar{y}(T)$. We impose $\bar{y}(0)=0$. We then have $\bar{y}(T)=0$. The linearized control system around $(\bar{y}, \bar{u})$ is

$$
\begin{equation*}
\dot{y}_{1}=-\bar{u}_{1} y_{3} \sin \bar{y}_{3}+u_{1} \cos \bar{y}_{3}, \dot{y}_{2}=\bar{u}_{1} y_{3} \cos \bar{y}_{3}+u_{1} \sin \bar{y}_{3}, \dot{y}_{3}=u_{2} . \tag{26}
\end{equation*}
$$

Using a Kalman rank condition for time varying linear systems (see [69] or [23, Theorem 1.18, page 11]), one can easily check that the linear control system (26) is controllable if (and only if) $\bar{u} \not \equiv 0$. Hence we have given a new proof of the small-time local controllability of the baby stroller control system (4) at $(0,0) \in$ $\mathbb{R}^{3} \times \mathbb{R}^{2}$ which does not use Lie brackets: this proof uses only controllability results for linear (time-varying) control systems.

The next proposition shows some kind of converse: The return method essentially always works if the control system is small-time locally controllable. More precisely, let us go back to the control system (2) and assume that (14) holds.

We also assume that (15) holds. (Let us recall that, if the $f_{i}$ 's are analytic, (15) is a necessary condition for small-time local controllability at $\left(y_{e}, 0\right) \in \mathbb{R}^{n} \times \mathbb{R}^{m}$ : See Theorem 2.5). Then one has the following proposition.

Proposition 3.3 ([70, 19]). Let us assume that the control system (2) is smalltime locally controllable at $\left(y_{e}, 0\right) \in \mathbb{R}^{n} \times \mathbb{R}^{m}$. Then, for every $\varepsilon>0$, there exists $\bar{u} \in L^{\infty}\left((0, \varepsilon) ; \mathbb{R}^{m}\right)$ satisfying $|u(t)| \leqslant \varepsilon$ for almost every $t \in(0, T)$ such that, if $\bar{y}:[0, \varepsilon] \rightarrow \mathbb{R}^{n}$ is the solution of $\dot{\bar{y}}=f(\bar{y}, \bar{u}(t)), \bar{y}(0)=y_{e}$, then

$$
\bar{y}(T)=y_{e},
$$

the linearized control system around $(\bar{y}, \bar{u})$ is controllable.
However there is a fundamental drawback for the return method: it does not provide any insight on strategies to construct $(\bar{y}, \bar{u})$.

Let us show how to construct ( $\bar{y}, \bar{u}$ ) for our Euler control system. One looks for $(\bar{y}, \bar{p}):[0, T] \times \bar{\Omega} \rightarrow \mathbb{R}^{n} \times \mathbb{R}$ such that

$$
\begin{gather*}
\bar{y}_{t}+(\bar{y} \cdot \nabla \bar{y})+\nabla \bar{p}=0, \operatorname{div} \bar{y}=0, \text { in }(0, T) \times \Omega,  \tag{27}\\
\bar{y} \cdot \nu=0 \text { on }[0, T] \times\left(\partial \Omega \backslash \Gamma_{0}\right),  \tag{28}\\
\bar{y}(T, \cdot)=\bar{y}(0, \cdot)=0, \tag{29}
\end{gather*}
$$

the linearized control system around ( $\bar{y}, \bar{p}$ ) is controllable.
We construct ( $\bar{y}, \bar{p}$ ) if $n=2$ and $\Omega$ is simply connected. Let us take $\theta: \bar{\Omega} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\Delta \theta=0 \text { in } \Omega, \frac{\partial \theta}{\partial \nu}=0 \text { on } \partial \Omega \backslash \Gamma_{0} . \tag{31}
\end{equation*}
$$

Then, let $\alpha:[0, T] \rightarrow[0,+\infty)$ be such that $\alpha(0)=\alpha(T)=0$. Finally, we define $(\bar{y}, \bar{p}):[0, T] \times \bar{\Omega} \rightarrow \mathbb{R}^{2} \times \mathbb{R}$ by

$$
\bar{y}(t, x):=\alpha(t) \nabla \theta(x), \bar{p}(t, x):=-\dot{\alpha}(t) \theta(x)-\frac{\alpha(t)^{2}}{2}|\nabla \theta(x)|^{2} .
$$

Then $(\bar{y}, \bar{p})$ is a trajectory of the Euler control system which goes from 0 to 0 , i.e. it satisfies (27)-(28)-(29). Let us now study (30). The linearized control system around ( $\bar{y}, \bar{p}$ ) is

$$
\left\{\begin{array}{l}
y_{t}+(\bar{y} \cdot \nabla) y+(y \cdot \nabla) \bar{y}+\nabla p=0, \quad \operatorname{div} y=0, \text { in }[0, T] \times \Omega,  \tag{32}\\
y \cdot \nu=0 \text { on }[0, T] \times\left(\partial \Omega \backslash \Gamma_{0}\right) .
\end{array}\right.
$$

Taking once more the curl of the first equation, one gets

$$
\begin{equation*}
(\operatorname{curl} y)_{t}+(\bar{y} \cdot \nabla)(\operatorname{curl} y)=0 \text { in }[0, T] \times \Omega . \tag{33}
\end{equation*}
$$

This is a simple transport equation on curl $y$. If there exists $a \in \bar{\Omega}$ such that $\nabla \theta(a)=0$, then $\bar{y}(t, a)=0$ and $(\operatorname{curl} y)_{t}(t, a)=0$, which shows that (33) is not controllable. This is the only obstruction: If
$\nabla \theta$ does not vanish in $\bar{\Omega}$,
one can (easily) prove that (33), and then (32), are controllable if $\int_{0}^{T} \alpha(t) d t$ is large enough. For the construction of $\theta: \bar{\Omega} \rightarrow \mathbb{R}$ satisfying (31) and (34), let $\Gamma_{+}$and $\Gamma_{-}$be two nonempty open connected subsets of $\Gamma_{0}$ such that

$$
\overline{\Gamma_{+}} \cap \overline{\Gamma_{-}}=\emptyset, \overline{\Gamma_{+}} \cup \overline{\Gamma_{-}} \subset \Gamma_{0} .
$$

Let $g: \partial \Omega \rightarrow \mathbb{R}$ be such that

$$
\{x \in \partial \Omega ; g(x)>0\}=\Gamma_{+},\{x \in \partial \Omega ; g(x)<0\}=\Gamma_{-}, \int_{\partial \Omega} g(s) d s=0 .
$$

Let $\theta: \bar{\Omega} \rightarrow \mathbb{R}$ be the solution of the following Neumann problem

$$
\Delta \theta=0 \text { in } \Omega, \frac{\partial \theta}{\partial \nu}=g \text { on } \partial \Omega, \int_{\Omega} \theta=0 .
$$

Then one can check that (34) holds (apply the strong maximum principle to the harmonic conjugate of $\theta$ together with Morse or degree theory).

From the above argument, one expects only a local controllability result around 0 . However this local controllability result leads to a global controllability result by using the following simple scaling argument, which works in every dimension $n$. If $(y, p):[0,1] \times \bar{\Omega}: \rightarrow \mathbb{R}^{n} \times \mathbb{R}$ is a solution of our Euler control system (18)-(19), then, for every $\varepsilon>0,\left(y^{\varepsilon}, p^{\varepsilon}\right):[0, \varepsilon] \times \bar{\Omega} \rightarrow \mathbb{R}^{n} \times \mathbb{R}$ defined by

$$
y^{\varepsilon}(t, x):=\frac{1}{\varepsilon} y\left(\frac{t}{\varepsilon}, x\right), p^{\varepsilon}(t, x):=\frac{1}{\varepsilon^{2}} p\left(\frac{t}{\varepsilon}, x\right)
$$

is also a solution of our Euler control system.
Let us now turn to the controllability of a Navier-Stokes control system. The Navier-Stokes control system is deduced from the Euler control system by adding the linear term $-\mu \Delta y$ : The equation is now

$$
\begin{equation*}
y_{t}-\mu \Delta y+(y \cdot \nabla) y+\nabla p=0, \operatorname{div} y=0, \text { in }(0, T) \times \Omega \tag{35}
\end{equation*}
$$

where $\mu>0$ is the viscosity of the fluid (a positive constant). For the boundary condition, one requires now that

$$
\begin{equation*}
y=0 \text { on }[0, T] \times\left(\partial \Omega \backslash \Gamma_{0}\right), \tag{36}
\end{equation*}
$$

meaning that the viscous fluid sticks to the boundary $\partial \Omega \backslash \Gamma_{0}$. Here, for the control $u$, one can take, for example, $y=u$ on $[0, T] \times \Gamma_{0}$.

Due to the regularizing effect of the Navier-Stokes equations, the "right" controllability problem is not to go from a given state to another given state. The right problem is to go from a state to a given trajectory. For simplicity we assume that this given trajectory is 0 . The controllability problem is then the following one. Let $T>0$. Let $y^{0}: \bar{\Omega} \rightarrow \mathbb{R}^{n}$ be such that

$$
\operatorname{div} y^{0}=0 \text { in } \Omega, y^{0}=0 \text { on } \partial \Omega \backslash \Gamma_{0},
$$

Does there exist $y:[0, T] \times \bar{\Omega} \rightarrow \mathbb{R}^{n}$ and $p:[0, T] \times \bar{\Omega} \rightarrow \mathbb{R}$ such that (35) (36) hold, $y(0, \cdot)=y^{0}$ and $y(T, \cdot)=0$ ? One has the following theorem.

Theorem 3.4 ([51, 52]; see also $[35,37,38,32])$. Such a $(y, p)$ exists if $y^{0}$ is small enough (in $\left.L^{2 n-2}(\Omega)^{n}\right)$.

A challenging open problem is the following one.
Open problem 3.5. Does $(y, p)$ exist even if $y^{0}$ is not small?
One has a positive answer to this problem if $\Gamma_{0}=\partial \Omega$ :
Theorem 3.6 ( $[20,25,39])$. Such a $(y, p)$ always exists if $\Gamma_{0}=\partial \Omega$.
Note that the linearized control system around $(0,0)$ is controllable (this is a key point for the proof of Theorem 3.4 and this property is known to be true even if $\left.\Gamma_{0} \neq \partial \Omega\right)$. However this result seems to give only a local controllability result (i.e. Theorem 3.4). The main idea is to consider other trajectories going from 0 to 0 which have a better controllability around them. Let us explain this in the context of a linear perturbation of a quadratic control system in finite dimension. We consider the following control system

$$
\begin{equation*}
\dot{y}=F(y)+B u(t), \tag{37}
\end{equation*}
$$

where the state is $y \in \mathbb{R}^{n}$, the control is $u \in \mathbb{R}^{m}, B$ is a $n \times m$ matrix and $F \in C^{1}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ is quadratic: $F(\lambda y)=\lambda^{2} F(y), \forall \lambda \in[0,+\infty), \forall y \in \mathbb{R}^{n}$. We assume that there exists a trajectory $(\bar{y}, \bar{u}) \in C^{0}\left(\left[0, T_{0}\right] ; \mathbb{R}^{n}\right) \times L^{\infty}\left(\left(0, T_{0}\right) ; \mathbb{R}^{m}\right)$ of the control system (37) such that the linearized control system around $(\bar{y}, \bar{u})$ is controllable and such that $\bar{y}(0)=\bar{y}\left(T_{0}\right)=0$.

Remark 3.7. One has $F(0)=0$. Hence $(0,0)$ is an equilibrium of the control system (37). The linearized control system around this equilibrium is $\dot{y}=B u$, which is not controllable if (and only if) $B$ is not onto.

Let $A$ be a $n \times n$ matrix and let us consider the following control system

$$
\begin{equation*}
\dot{y}=A y+F(y)+B u(t), \tag{38}
\end{equation*}
$$

where the state is $y \in \mathbb{R}^{n}$, the control is $u \in \mathbb{R}^{m}$. For the application to incompressible fluids, (37) is the Euler control system and (38) is the NavierStokes control system.

One has the following (easy) theorem.
Theorem 3.8. Under the above assumptions, the control system (38) is globally controllable in arbitrary time: For every $T>0$, for every $y^{0} \in \mathbb{R}^{n}$ and for every $y^{1} \in \mathbb{R}^{n}$, there exists $u \in L^{\infty}\left((0, T) ; \mathbb{R}^{m}\right)$ such that

$$
\left(\dot{y}=f(y, u(t)), y(0)=y^{0}\right) \Rightarrow\left(y(T)=y^{1}\right) .
$$

Proof of Theorem 3.8. Let $y^{0} \in \mathbb{R}^{n}$ and $y^{1} \in \mathbb{R}^{n}$. Let

$$
\begin{array}{rlcc}
G: \mathbb{R} \times L^{\infty}\left(\left(0, T_{0}\right) ; \mathbb{R}^{m}\right) & \rightarrow & \mathbb{R}^{n} \\
(\varepsilon, \tilde{u}) & \mapsto \tilde{y}\left(T_{0}\right)-\varepsilon y^{1}
\end{array}
$$

where $\tilde{y}:\left[0, T_{0}\right] \rightarrow \mathbb{R}^{n}$ is the solution of $\dot{\tilde{y}}=F(\tilde{y})+\varepsilon A \tilde{y}+B \tilde{u}(t), \tilde{y}(0)=\varepsilon y^{0}$. The $\operatorname{map} G$ is of class $C^{1}$ in a neighborhood of $(0, \bar{u})$. One has $G(0, \bar{u})=0$. Moreover $G_{\tilde{u}}^{\prime}(0, \bar{u}) v=y\left(T_{0}\right)$ where $y:\left[0, T_{0}\right] \rightarrow \mathbb{R}^{n}$ is the solution of $\dot{y}=F^{\prime}(\bar{y}) y+B v$, $y(0)=0$. Hence $G_{\tilde{u}}^{\prime}(0, \bar{u})$ is onto. Therefore there exist $\varepsilon_{0}>0$ and a $C^{1}$-map $\varepsilon \in\left(-\varepsilon_{0}, \varepsilon_{0}\right) \mapsto \tilde{u}^{\varepsilon} \in L^{\infty}\left(\left(0, T_{0}\right) ; \mathbb{R}^{m}\right)$ such that

$$
\begin{gathered}
G\left(\varepsilon, \tilde{u}^{\varepsilon}\right)=0, \forall \varepsilon \in\left(-\varepsilon_{0}, \varepsilon_{0}\right) \\
\tilde{u}^{0}=\bar{u}
\end{gathered}
$$

Let $\tilde{y}^{\varepsilon}:\left[0, T_{0}\right] \rightarrow \mathbb{R}^{n}$ be the solution of the Cauchy problem $\dot{\tilde{y}}^{\varepsilon}=F\left(\tilde{y}^{\varepsilon}\right)+$ $\varepsilon A \tilde{y}^{\varepsilon}+B \tilde{u}^{\varepsilon}(t), \tilde{y}^{\varepsilon}(0)=\varepsilon y^{0}$. Then $\tilde{y}^{\varepsilon}\left(T_{0}\right)=\varepsilon y^{1}$. Let $y:\left[0, \varepsilon T_{0}\right] \rightarrow \mathbb{R}^{n}$ and $u:\left[0, \varepsilon T_{0}\right] \rightarrow \mathbb{R}^{m}$ be defined by

$$
y(t):=\frac{1}{\varepsilon} \tilde{y}^{\varepsilon}\left(\frac{t}{\varepsilon}\right), u(t):=\frac{1}{\varepsilon^{2}} \tilde{u}^{\varepsilon}\left(\frac{t}{\varepsilon}\right)
$$

Then $\dot{y}=F(y)+A y+B u, y(0)=y^{0}$ and $y\left(\varepsilon T_{0}\right)=y^{1}$. This concludes the proof of Theorem 3.8 if $T$ is small enough. If $T$ is not small, it suffices, with $\varepsilon>0$ small enough, to go from $y^{0}$ to 0 during the interval of time $[0, \varepsilon]$, stay at 0 during the interval of time $[\varepsilon, T-\varepsilon]$ and finally go from 0 to $y^{1}$ during the interval of time $[T-\varepsilon, T]$.

The "morality" behind Theorem 3.8 is that the quadratic term $F(y)$ wins against the linear term $A y$. Note, however, that for Euler/Navier-Stokes equations the linear term $\mu \Delta y$ contains more derivatives than the quadratic term $(y \cdot \nabla) y$. This creates many new difficulties and the proof requires important modifications. In particular, one first gets a global approximate controllability result and then concludes with a local controllability result (see Theorem 3.4).

Of course, as one can see by looking at the proof of Theorem 3.8, this method works only if we have a (good) convergence of the solution of the Navier-Stokes equations to the solution of the Euler equations when the viscosity tends to 0 . Let us recall that this is not known even in dimension $n=2$ if there is no control. More precisely, let us assume that $\Omega$ is of class $C^{\infty}$, that $n=2$ and that $\varphi \in C_{0}^{\infty}\left(\Omega ; \mathbb{R}^{2}\right)$ is such that $\operatorname{div} \varphi=0$. Let $T>0$. Let $y \in C^{\infty}\left([0, T] \times \bar{\Omega} ; \mathbb{R}^{2}\right)$ and $p \in C^{\infty}([0, T] \times \bar{\Omega})$ be the solution to the Euler equations

$$
(E)\left\{\begin{array}{l}
y_{t}+(y \cdot \nabla) y+\nabla p=0, \text { div } y=0, \text { in }(0, T) \times \Omega \\
y \cdot \nu=0 \text { on }[0, T] \times \partial \Omega \\
y(0, \cdot)=\varphi \text { on } \bar{\Omega}
\end{array}\right.
$$

Let $\varepsilon \in(0,1]$. Let $y^{\varepsilon} \in C^{\infty}\left([0, T] \times \bar{\Omega} ; \mathbb{R}^{2}\right)$ and $p^{\varepsilon} \in C^{\infty}([0, T] \times \bar{\Omega})$ be the solution to the Navier-Stokes equations

$$
(N S)\left\{\begin{array}{l}
y_{t}^{\varepsilon}-\varepsilon \Delta y^{\varepsilon}+\left(y^{\varepsilon} \cdot \nabla\right) y^{\varepsilon}+\nabla p^{\varepsilon}=0, \operatorname{div} y^{\varepsilon}=0, \text { in }(0, T) \times \Omega \\
y^{\varepsilon}=0 \text { on }[0, T] \times \partial \Omega \\
y(0, \cdot)=\varphi \text { on } \bar{\Omega}
\end{array}\right.
$$

One knows that there exists $C>0$ such that $\left|y^{\varepsilon}\right|_{C^{0}\left([0, T] ; L^{2}\left(\Omega ; \mathbb{R}^{2}\right)\right)} \leqslant C$, for every $\varepsilon \in(0,1]$. One has the following challenging open problem.

Open problem 3.9. (i) Does $y^{\varepsilon}$ converge weakly to $y$ in $L^{2}\left((0, T) \times \Omega ; \mathbb{R}^{2}\right)$ as $\varepsilon \rightarrow 0^{+}$?
(ii) Let $K$ be a compact subset of $\Omega$ and $m$ be a positive integer. Does $y_{[0, T] \times K}^{\varepsilon}$ converge to $y_{[0, T] \times K}$ in $C^{m}\left([0, T] \times K ; \mathbb{R}^{2}\right)$ as $\varepsilon \rightarrow 0^{+}$? (Of course, due to the difference of boundary conditions between the Euler equations and the Navier-Stokes equations, one does not have a positive answer to this last question if $K=\bar{\Omega}$.)

The return method turns out to give controllability results on many other partial differential equations, for example, Burgers equations [48, 15, 53], SaintVenant equations [22] (see also below), Vlasov Poisson equations [44], Isentropic Euler equations [45], Schrödinger equations [6, 7], Korteweg-de Vries equations [14], Hyperbolic equation [26], Navier-Stokes equations with a control force having a vanishing component [27], Ensemble controllability of Bloch equation [8]. For finite dimensional control systems, this method is much less interesting since one then has at one's disposal the powerful tool of iterated Lie brackets; see however [71].

As mentioned above, there is an important difficulty in the application of the return method, namely it is often difficult to construct the reference trajectory $(\bar{y}, \bar{u})$ satisfying $\bar{y}(0)=0,(24)$ and (25). Let us present a method to take care of this problem in some cases and that has been applied to get controllability results for the Saint-Venant equation (shallow water equation) in [22] (which is motivated by [30]) and a Schrödinger equation $[6,7]$ (which is motivated by [66]). Let us deal with the control system modeled by the Saint-Venant equation. It concerns the motion of a 1-D tank containing an inviscid incompressible irrotational fluid. The tank is subject to one-dimensional horizontal moves. We assume that the horizontal acceleration of the tank is small compared to the gravity constant and that the height of the fluid is small compared to the length of the tank. This motivates the use of the Saint-Venant equations (also called shallow water equations) to describe the motion of the fluid; see e.g. [29, Section 4.2]. After suitable scaling arguments, the length of the tank, the gravity constant and the height of the fluid at rest can be taken to be equal to 1 ; see [22]. Then the dynamics equations are (see [30])

$$
\left\{\begin{array}{l}
H_{t}(t, x)+(H v)_{x}(t, x)=0  \tag{39}\\
v_{t}(t, x)+\left(H+\frac{v^{2}}{2}\right)_{x}(t, x)=-u(t) \\
v(t, 0)=v(t, 1)=0 \\
\frac{\mathrm{~d} s}{\mathrm{~d} t}(t)=u(t), \frac{\mathrm{d} D}{\mathrm{~d} t}(t)=s(t)
\end{array}\right.
$$

where, see Figure 3, at time $t$ and position $x \in[0,1]$,

- $H(t, x)$ is the height of the fluid,


Figure 3. Fluid in the 1-D tank

- $v(t, x)$ is the horizontal water velocity of the fluid in a referential attached to the tank (in the Saint-Venant model, the points on the same vertical line have the same horizontal velocity),
- $u(t)$ is the horizontal acceleration of the tank in the absolute referential,
- $s(t)$ is the horizontal velocity of the tank,
- $D(t)$ is the horizontal displacement of the tank.

This is a control system, where at time $t$, the control is $u(t) \in \mathbb{R}$ and the state is $Y(t)=(H(t, \cdot), v(t, \cdot), s(t), D(t))$.

One is interested in the local controllability of the control system (39) around the equilibrium point $\left(Y_{e}, u_{e}\right):=((1,0,0,0), 0)$. Of course, the total mass of the fluid is conserved so that, for every solution of (39),

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{0}^{1} H(t, x) \mathrm{d} x=0 . \tag{40}
\end{equation*}
$$

(One gets (40) by integrating the first equation of (39) on [0, 1] and by using the third equation of (39).) Moreover, if $H$ and $v$ are of class $C^{1}$, it follows from the second and third equation of (39) that

$$
\begin{equation*}
H_{x}(t, 0)=H_{x}(t, 1) \quad(=-u(t)) \tag{41}
\end{equation*}
$$

Therefore, we introduce the vector space $\mathcal{E}$ of functions

$$
Y=(H, v, s, D) \in C^{1}([0,1]) \times C^{1}([0,1]) \times \mathbb{R} \times \mathbb{R}
$$

such that $H_{x}(0)=H_{x}(1)$ and $v(0)=v(1)=0$. We consider the affine subspace $\mathcal{Y} \subset \mathcal{E}$ of $Y=(H, v, s, D) \in \mathcal{E}$ satisfying

$$
\begin{equation*}
\int_{0}^{1} H(x) d x=1 . \tag{42}
\end{equation*}
$$

For general controllability results for 1-D quasilinear hyperbolic systems, let us refer to [57]. However, the results of [57] cannot be applied here since they all deal with cases where the linearized control system around the equilibrium of interest is controllable and, as pointed in [30], the linearized control system of (39) around the equilibrium point $\left(Y_{e}, u_{e}\right)$ is not controllable. However, as for the Euler control system (18)-(19), the nonlinearity allows to get the controllability: One has the following theorem, where $|\varphi|_{1}$ denotes the usual $C^{1}$-norm of $\varphi \in C^{1}([0,1])$.

Theorem 3.10 ([22]). There exists $T>0$ satisfying the following property: For every $\varepsilon$, there exists $\eta>0$ such that, for every $Y_{0}=\left(H_{0}, v_{0}, s_{0}, D_{0}\right) \in \mathcal{Y}$ and for every $Y_{1}=\left(H_{1}, v_{1}, s_{1}, D_{1}\right) \in \mathcal{Y}$ such that

$$
\left|H_{0}-1\right|_{1}+\left|v_{0}\right|_{1}+\left|s_{0}\right|+\left|D_{0}\right|<\eta,\left|H_{1}-1\right|_{1}+\left|v_{1}\right|_{1}+\left|s_{1}\right|+\left|D_{1}\right|<\eta,
$$

there exists ( $H, v, s, D, u$ ) satisfying
$H$ and $v$ are in $C^{1}([0, T] \times[0,1])$, s and $D$ are in $C^{1}([0, T]), u$ in $C^{0}([0, T])$,

$$
\text { (39) holds for every }(t, x) \in[0, T] \times[0,1] \text {, }
$$

$$
\begin{gathered}
(H(0, \cdot), v(0, \cdot), s(0), D(0))=Y_{0} \text { and }(H(T, \cdot), v(T, \cdot), s(T), D(T))=Y_{1}, \\
|H(t, \cdot)-1|_{1}+|v(t, \cdot)|_{1}+|s(t)|+|D(t)|+|u(t)|<\varepsilon, \forall t \in[0, T] .
\end{gathered}
$$

Note that, as a consequence of this theorem, it is possible to move the tank from a given position to a desired position with the fluid at rest at the beginning and at the end (see also [30] for such motion for the linearized control system).

For simplicity, we explain some of the main ideas of the proof of Theorem 3.10 on the following toy control problem in finite dimension

$$
\begin{equation*}
\dot{y}_{1}=y_{2}, \dot{y}_{2}=-y_{1}+y_{2} y_{3}+u, \dot{y}_{3}=y_{4}, \dot{y}_{4}=-y_{3}+2 y_{1} y_{2}, \tag{43}
\end{equation*}
$$

where the state is $y=\left(y_{1}, y_{2}, y_{3}, y_{4}\right)^{\operatorname{tr}} \in \mathbb{R}^{4}$ and the control is $u \in \mathbb{R}$. The linearized control system of (43) around $(0,0) \in \mathbb{R}^{4} \times \mathbb{R}$ is

$$
\begin{equation*}
\dot{y}_{1}=y_{2}, \dot{y}_{2}=-y_{1}+u, \dot{y}_{3}=y_{4}, \dot{y}_{4}=-y_{3} . \tag{44}
\end{equation*}
$$

This linear control system is again not controllable (look at $\left(y_{3}, y_{4}\right)^{\text {tr }}$ ). The analog of Theorem 3.10 for the control system (43) is the following proposition.
Proposition 3.11. There exists $T>0$ such that, for every $\varepsilon>0$, there exists $\eta>0$ such that, for every $y^{0} \in \mathbb{R}^{4}$ and every $y^{1} \in \mathbb{R}^{4}$ with $\left|y^{0}\right|<\eta$ and $\left|y^{1}\right|<\eta$, there exists $u \in L^{\infty}((0, T) ; \mathbb{R})$ satisfying $|u(t)|<\varepsilon$ for almost every $t \in(0, T)$ and the following property: If $y=\left(y_{1}, y_{2}, y_{3}, y_{4}\right)^{\mathrm{tr}}:[0, T] \rightarrow \mathbb{R}^{4}$ is the solution of the Cauchy problem

$$
\dot{y}_{1}=y_{2}, \dot{y}_{2}=-y_{1}+y_{2} y_{3}+u, \dot{y}_{3}=y_{4}, \dot{y}_{4}=-y_{3}+2 y_{1} y_{2}, y(0)=y^{0}
$$

then $y(T)=y^{1}$.

Let us prove this proposition by using the return method and quasi-static deformations. (Of course, for the finite dimensional control system (43), a simpler method relying on iterated Lie brackets can be used; but one does not know how to adapt this method to the Saint-Venant control system (39).) In order to use the return method, one needs, at least, to know trajectories of the control system (43) such that the linearized control systems around these trajectories are controllable. The simplest trajectories one can consider are the trajectories

$$
\begin{equation*}
\left(\left(y_{1}^{\gamma}, y_{2}^{\gamma}, y_{3}^{\gamma}, y_{4}^{\gamma}\right)^{\operatorname{tr}}, u^{\gamma}\right):=\left((\gamma, 0,0,0)^{\operatorname{tr}}, \gamma\right) \tag{45}
\end{equation*}
$$

where $\gamma$ is any real number different from 0 . These trajectories are here just equilibrium points (they could be more complicated: for the SaintVenant and Schrödinger control systems these special trajectories do depend on time). The linearized control system around the trajectory $\left(y^{\gamma}, u^{\gamma}\right):=$ $\left(\left(y_{1}^{\gamma}, y_{2}^{\gamma}, y_{3}^{\gamma}, y_{4}^{\gamma}\right)^{\text {tr }}, u^{\gamma}\right)$ is the linear control system

$$
\begin{equation*}
\dot{y}_{1}=y_{2}, \dot{y}_{2}=-y_{1}+u, \dot{y}_{3}=y_{4}, \dot{y}_{4}=-y_{3}+2 \gamma y_{2}, \tag{46}
\end{equation*}
$$

Using the usual Kalman rank condition for controllability (Theorem 2.1), one easily checks that this linear control system is small-time locally controllable at $(0,0) \in \mathbb{R}^{4} \times \mathbb{R}$ if (and only if) $\gamma \neq 0$. Let us now choose $\gamma \neq 0$ and $\tau_{1}>0$. Then, by this controllability of (46) and Theorem 2.2, there exists $\delta_{1}>0$ such that for every $y^{0} \in B\left(y^{\gamma}, \delta_{1}\right):=\left\{y \in \mathbb{R}^{4} ;\left|y-y^{\gamma}\right|<\delta_{1}\right\}$ and for every $y^{1}$ in $B\left(y^{\gamma}, \delta_{1}\right)$ there exists $u \in L^{\infty}\left(\left(0, \tau_{1}\right) ; \mathbb{R}\right)$ such that $|u(t)-\gamma|<\gamma$ for almost every $t \in\left(0, \tau_{1}\right)$ and

$$
\begin{aligned}
\left(\dot{y}_{1}=y_{2}, \dot{y}_{2}=-y_{1}+y_{2} y_{3}+u, \dot{y}_{3}=y_{4}, \dot{y}_{4}=-y_{3}+2 y_{1} y_{2}\right. & \left., y(0)=y^{0}\right) \\
& \Rightarrow\left(y\left(\tau_{1}\right)=y^{1}\right)
\end{aligned}
$$

Let us first deal with the weaker statement where one replaces, in Proposition 3.11, "There exists $T>0$ such that, for every $\varepsilon>0$, there exists $\eta>0$ such that..." by "For every $\varepsilon>0$, there exist $T>0$ and $\eta>0$ such that...". Then, by the continuity of the solutions of the Cauchy problem with respect to the initial condition, it suffices to check that
(i) there exist $\tau_{2}>0$ and a trajectory $(\tilde{y}, \tilde{u}):\left[0, \tau_{2}\right] \rightarrow \mathbb{R}^{4} \times \mathbb{R}$ of the control system (43) such that $\tilde{y}(0)=0$ and $\left|\tilde{y}\left(\tau_{2}\right)-y^{\gamma}\right|<\delta_{1}$.
(ii) there exist $\tau_{3}>\tau_{2}+\tau_{1}$ and a trajectory $(\hat{y}, \hat{u}):\left[\tau_{2}+\tau_{1}, \tau_{3}\right] \rightarrow \mathbb{R}^{4} \times \mathbb{R}$ of the control system (43) such that $\hat{y}\left(\tau_{3}\right)=0$ and $\left|\hat{y}\left(\tau_{2}+\tau_{1}\right)-y^{\gamma}\right|<\delta_{1}$.

In order to prove (i), we consider quasi-static deformations. Let $g \in$ $C^{2}([0,1] ; \mathbb{R})$ be such that $g(0)=0$ and $g(1)=1$. Let $\tilde{u}:[0,1 / \varepsilon] \rightarrow \mathbb{R}$ be defined by $\tilde{u}(t)=\gamma g(\varepsilon t)$. Let $\tilde{y}:=\left(\tilde{y}_{1}, \tilde{y}_{2}, \tilde{y}_{3}, \tilde{y}_{4}\right)^{\text {tr }}:[0,1 / \varepsilon] \rightarrow \mathbb{R}^{4}$ be defined by

$$
\dot{\tilde{y}}_{1}=\tilde{y}_{2}, \dot{\tilde{y}}_{2}=-\tilde{y}_{1}+\tilde{y}_{2} \tilde{y}_{3}+\tilde{u}, \dot{\tilde{y}}_{3}=\tilde{y}_{4}, \dot{\tilde{y}}_{4}=-\tilde{y}_{3}+2 \tilde{y}_{1} \tilde{y}_{2}, \tilde{y}(0)=0 .
$$

One easily checks that

$$
\tilde{y}(1 / \varepsilon) \rightarrow(\gamma, 0,0,0)^{\operatorname{tr}} \text { as } \varepsilon \rightarrow 0
$$

which ends the proof of (i).
In order to get (ii) one just needs to modify a little bit the above construction. In order to have the required statement "There exists $T>0$ such that, for every $\varepsilon>0$, there exists $\eta>0$ such that...", one needs some further estimates which are omitted.

Remark 3.12. If $g(y):=\left(y_{2},-y_{1}+\gamma+y_{2} y_{3}, y_{3},-y_{3}+2 y_{1} y_{2}\right)^{\operatorname{tr}}$, then the eigenvalues of $g^{\prime}\left(y^{\gamma}\right)$ are $i$ and $-i$. This is why the quasi-static deformations are so easy to perform. If this linear map had eigenvalues with strictly positive real part, it is still possible to perform in some cases quasi-static deformations by stabilizing the equilibriums by suitable feedbacks, as it has been pointed out in [28] for a parabolic equation.

The method which we have used in order to prove Proposition 3.11 has still an important drawback: Due to the quasi-static deformation parts, it leads to too conservative estimates on the time $T$ for controllability. Let us now propose another method which gives the optimal estimate on the time $T$ for local controllability. This method, called "power series expansion" has been introduced for the first time in infinite dimension for a KdV control system in [24], a paper motivated by[65]. (For other applications of this method, see [7, 11, 12].) This method consists in looking for "higher order variations" which allows to move in the directions which are missed by the controllability of the linearized control system. These directions are $\pm(0,0,1,0)$ and $\pm(0,0,0,1)$ for the control system (43). Let us describe this method in order to show that Proposition 3.11 holds more precisely for every $T>\pi$. (Again, for the finite dimensional control system (43), a simpler method relying on iterated Lie brackets can be used; but, again, one does not know how to adapt these methods to the PDE control systems considered in $[24,7,11,12]$.)

One first looks to the linearized control system around 0 , i.e. the linear control system (44). Let $T>0$ and let $\left(e_{i}\right)_{i \in\{1, \ldots, 4\}}$ be the usual basis of $\mathbb{R}^{4}$. One easily sees that, for every $i \in\{1,2\}$, there exists $u_{i} \in L^{\infty}(0, T)$ such that

$$
\left(\dot{y}_{1}=y_{2}, \dot{y}_{2}=-y_{1}+u_{i}, \dot{y}_{3}=y_{4}, \dot{y}_{4}=-y_{3}, y(0)=0\right) \Rightarrow\left(y(T)=e_{i}\right) .
$$

Let us assume for the time being that, for every $i \in\{3,4\}$, there exist $u_{i}^{ \pm} \in$ $L^{\infty}(0, T)$ such that

$$
\begin{align*}
\left(\dot{y}_{1}=y_{2}, \dot{y}_{2}=-y_{1}+u_{i}^{ \pm}, \dot{y}_{3}=y_{4}, \dot{y}_{4}=-y_{3}+2 y_{1} y_{2}\right. & , y(0)=0) \\
& \Rightarrow\left(y(T)= \pm e_{i}\right) . \tag{47}
\end{align*}
$$

Note that in the left hand side of (47), we have put $\dot{y}_{2}=-y_{1}+u_{i}^{ \pm}$and not $\dot{y}_{2}=-y_{1}+y_{2} y_{3}+u_{i}^{ \pm}$. The reason is that the $y_{i}$ with $i \in\{1,2\}$ and $u$
are considered to be of order 1 , and the $y_{i}$ with $i \in\{3,4\}$ are considered to be of order 2 . With this choice of scaling, the left hand side of (47) is the approximation of order 2 of the control system (43). Then, let $b:=\sum_{i=1}^{4} b_{i} e_{i}$. Let, for $i \in\{3,4\}$,

$$
u_{i}:=u_{i}^{+} \text {if } b_{i} \geq 0 \text { and } u_{i}:=u_{i}^{-} \text {if } b_{i}<0 .
$$

Let $u \in L^{\infty}(0, T)$ be defined by $u:=\sum_{i \in\{1,2\}} b_{i} u_{i}+\sum_{i \in\{3,4\}}\left|b_{i}\right|^{1 / 2} u_{i}$. Let $y:[0, T] \rightarrow \mathbb{R}^{4}$ be the solution of the Cauchy problem

$$
\dot{y}_{1}=y_{2}, \dot{y}_{2}=-y_{1}+y_{2} y_{3}+u, \dot{y}_{3}=y_{4}, \dot{y}_{4}=-y_{3}+2 y_{1} y_{2}, y(0)=0 .
$$

Then straightforward estimates lead to $y(T)=b+o(b)$ as $b \rightarrow 0$. Hence, using the Brouwer fixed point theorem (and standard estimates on ordinary differential equations), one gets the local controllability of (43) (around $(0,0) \in$ $\mathbb{R}^{4} \times \mathbb{R}$ ) in the considered time $T$ (and therefore Proposition 3.11 for that $T$ ). It then remains to prove the existence of $u_{i}^{ \pm} \in L^{\infty}(0, T)$ for every $i \in\{3,4\}$ and for $T>\pi$. Easy computations show that

$$
\begin{aligned}
& \left(\dot{y}_{1}=y_{2}, \dot{y}_{3}=y_{4}, \dot{y}_{4}=-y_{3}+2 y_{1} y_{2}, y(0)=0\right) \\
& \Rightarrow\left(y_{3}(T)=\int_{0}^{T} y_{1}^{2}(t) \cos (T-t) d t, y_{4}(T)=y_{1}^{2}(T)-\int_{0}^{T} y_{1}^{2}(t) \sin (T-t) d t\right) .
\end{aligned}
$$

Then, taking $u_{i}^{ \pm}:=y_{1}+\dot{y}_{2}$, it is not hard to get that the existence of $u_{i}^{ \pm} \in$ $L^{\infty}(0, T)$ for every $i \in\{3,4\}$ holds if (and only if) $T>\pi$. Unfortunately, one does not know how to use this power series expansion method for the SaintVenant control system (39) and the optimal value of $T$ in Theorem 3.10 is not known.
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#### Abstract

NP is the complexity class of problems for which it is easy to check that a solution is correct. In contrast, finding solutions to certain NP problems is widely believed to be hard. The canonical example is the Sat problem: given a Boolean formula, it is notoriously difficult to come up with a satisfying assignment, whereas given a proposed assignment it is trivial to plug in the values and verify its correctness. Such an assignment is an "NP-proof" for the satisfiability of the formula.

Although the verification is simple, it is not local, i.e., a verifier must typically read (almost) the entire proof in order to reach the right decision. In contrast, the landmark PCP theorem [4, 3] says that proofs can be encoded into a special "PCP" format, that allows speedy verification. In the new format it is guaranteed that a PCP proof of a false statement will have many many errors. Thus such proofs can be verified by a randomized procedure that is $l o$ cal: it reads only a constant (!) number of bits from the proof and with high probability detects an error if one exists.

How are these PCP encodings constructed? First, we describe the related and possibly cleaner problem of constructing locally testable codes. These are essentially error correcting codes that are testable by a randomized local algorithm. We point out some connections between local testing and questions about stability of various mathematical systems. We then sketch two known ways of constructing PCPs.
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## 1. Introduction

In this paper we discuss the computational complexity class NP and a robust characterization of this class through Probabilistically Checkable Proofs (PCPs). We describe the

NP is the complexity class of problems for which it is easy to check that a solution is correct. In contrast, finding solutions to NP problems is widely believed to be hard. Consider for example the problem 3 -SAT ${ }^{1}$. Given a $3-$ CNF Boolean formula, it is notoriously difficult to come up with a satisfying assignment, whereas given a proposed assignment it is trivial to plug in the values and verify its correctness. Such an assignment is an "NP-proof" for the satisfiability of the formula. Indeed, an alternative way to define NP is as the class of all sets $L \subset\{0,1\}^{*}$ that have efficient proof systems: proof systems in which there is a polynomial-time algorithm that verifies correctness of the statement $x \in L$ with assistance of a proof. This significantly generalizes systems such as Frege's propositional calculus in which a proof system is defined by a set of axioms and inference rules, and a valid proof consists of a sequence of steps that are either axioms or inferred from previous steps through an inference rule.

Intuitively, a proof is very sensitive to error. A false theorem can be "proven" by a proof that consists of only one erroneous step. Similarly, a 3 -SAT formula $\varphi$ can be unsatisfiable, yet have an assignment that satisfies all clauses save one. In these cases, the verifier must check every single proof step / clause in order to make sure that the proof is correct.

Probabilistically Checkable Proofs. In contrast, the PCP theorem gives each set in NP an alternative proof system, in which proofs are robust. In this system a proof for a false statement is guaranteed to have so many errors that a verifier can randomly read only a few bits from the proof and decide, with high probability of success, whether the proof is valid or not.

More formally, a PCP verifier for a set $L \in \mathbf{N P}$ is an extension of the standard NP verifier. Whereas the standard verifier is given an input $x \stackrel{?}{\in} L$ and access to a proof $\pi$ and is required to accept or reject, the PCP verifier is also allowed to read some $r$ random bits. However, it is restricted to read only at most $q$ bits from the proof. The class $P C P[r, q]$ is defined to contain all languages $L$ for which there is a verifier $V$ that uses $O(r)$ random bits, reads $O(q)$ bits from the proof, and guarantees the following. Let $V^{\pi}(x, \rho)$ denote the output of $V$ on input $x$, randomness $\rho$, and proof $\pi$.

- (Completeness:) If $x \in L$ then there is a proof $\pi$ such that

$$
\underset{\rho}{\operatorname{Pr}}\left[V^{\pi}(x, \rho) \text { accepts }\right]=1 .
$$

[^28]- (Soundness:) If $x \notin L$ then for any proof $\pi$,

$$
\operatorname{Pr}_{\rho}\left[V^{\pi}(x, \rho) \text { accepts }\right] \leq \frac{1}{2} .
$$

The PCP theorem says that every $L \in \mathbf{N P}$ has a verifier that uses at most $O(\log n)$ random bits and reads only $O(1)$ bits from the proof. In other words,

Theorem 1.1 (PCP Theorem, [4, 3]). NP $\subseteq \operatorname{PCP}[\log n, 1]$.
Consider, as an example, the PCP verifier for 3-sat. Given an instance, i.e. a 3 -CNF Boolean formula $\varphi$, the PCP verifier reads $\varphi$, but is only allowed access to a constant $q$ number of bits from a proof string $\pi$. What should be written in these bits? This clearly cannot be the "obvious" proof which is just an assignment to the variables of $\varphi$. Such a proof will miserably fail the soundness condition: unsatisfiable formulae that can be almost satisfied will fool the verifier into accepting with too high a probability.

Locally Testable Codes. The fact that in a PCP proof system, a proof for a false statement is guaranteed to have many errors begs the analogy to error correcting codes. An error correcting code is a mapping $C:\{0,1\}^{k} \rightarrow\{0,1\}^{n}$ in which even a tiny distance between two message strings $x \neq y \in\{0,1\}^{k}$ is guaranteed to become huge: the encoded strings $C(x), C(y)$ will differ on at least (say) $20 \%$ of their bits. In this analogy, it is the number of erroneous steps in a proof that needs to be greatly amplified.

Can a PCP proof be constructed simply by encoding the standard NP proof? This seems like a promising path to follow since error correcting codes are easy to come by. In fact, the answer is yes, but with a caveat. A simple error correcting code will certainly not do the trick. The encoding must be much more subtle, and the main additional ingredient that is needed is local testability. Local testability is the ability to decide if a string is a valid codeword by looking at a (randomly selected) small part of it. This leads us to the definition of locally testable codes (LTCs) whose construction is the combinatorial heart of constructing PCPs. LTCs are a clean mathematical analog of PCPs whose definition is direct and requires no mention of computation. We will discuss testability and LTCs in Section 4.

Stability. Local testability is related to the notion of stability of mathematical systems. Generally speaking, a system of constraints (e.g. equations) is considered stable if small perturbations of the system result in small perturbations of the solution set. In such systems the only way to approximately satisfy the system is by taking a valid solution and perturbing it. In other words, approximate solutions are always perturbations of exact solutions.

In the discrete setting, when the constraints are, for example, Boolean, a system of constraints is stable if any approximate solution, i.e. one that satisfies
many of the constraints, must be close to a perfect solution, i.e. one that satisfies the entire system. This notion naturally appears in various other mathematical contexts, and there are interesting connections between results on PCPs and stability results in areas such as discrete Fourier analysis, geometry, probability, and arithmetic combinatorics.

Stability and hardness of approximation. The PCP machinery allows one to transform any system (that belongs to NP) into a stable system. The transformation can be done efficiently, even if solving the system is infeasible. For example, the following is equivalent to the PCP theorem:

Theorem 1.2 (Informal Statement). There is an efficiently computable transformation $r_{\mathrm{PCP}}$ that on input a 3-CNF formula $\varphi$ generates a 3-CNF formula $\varphi^{\prime}=r_{\mathrm{PCP}}(\varphi)$ such that the set $s\left(\varphi^{\prime}\right)=\left\{x \mid x\right.$ satisfies $\left.\varphi^{\prime}\right\}$ is stable (i.e., whenever $x^{\prime}$ satisfies many of the clauses of $\varphi^{\prime}$ it must be close to some $x \in s\left(\varphi^{\prime}\right)$ ).

Feige et. al. [16] were the first to discover the equivalence of this theorem and Theorem 1.1, and this has had far reaching implications for the complexity of approximation problems. We will discuss this further in Section 3.2.

Let us point out that Theorem 1.2 implies that if $\mathbf{P} \neq \mathbf{N P}$ there is no algorithm that inputs a 3 -CNF formula and approximates the maximal number of satisfiable clauses to within increasingly better precision. The reason is that by applying such an algorithm on $r_{\text {PCP }}(\varphi)$ one can determine if $\varphi$ is satisfiable or not, thus solving an NP-complete problem.

In other words, we have just established the hardness of finding, even approximately, the maximal number of satisfiable clauses in a 3-sAT formula.

Gap amplification. The key to constructing PCPs is a transformation that amplifies errors in a proof, had there been any in the first place. The original proof and formulation of the PCP theorem stemmed out of research on proof verification. The techniques used in the proof are largely based on algebraic encodings and testing results that are generally called "low degree tests". More recently, a combinatorial proof was given by the author [13]. This proof is described more naturally as a hardness of approximation result, and it relies on rapid mixing of random walks on expanding graphs. In Section 5 we sketch these two approaches.

Organization. We begin in Section 2 with basic definitions, as well as an introduction of the class NP aimed at the non-experts. In Section 3 we formally state the PCP theorem, and connect it to hardness of approximation problems. In Section 4 we discuss stability and local testable codes, and give a concrete example of a locally testable code. This is intended to provide some intuition as to how PCPs work. Finally, in Section 5 we sketch the algebraic and combinatorial constructions of PCPs.

## 2. Preliminaries

2.1. Computational Problems. A computational (search) problem is formally described by a relation $S \subset\{0,1\}^{*} \times\{0,1\}^{*}$. We interpret the pair $(x, y) \in S$ to mean that $y$ is a valid solution for problem instance $x$. Some examples are

- SATISFY $=\{(\varphi, a)\}$ where $\varphi$ describes a Boolean logic formula; and $a$ describes a satisfying assignment to the variables (i.e., an assignment under which the formula evaluates to true).
- Clique $=\{(G, K)\}$ where $G$ describes a graph, and $K$ describes a clique in the graph, i.e. a set of vertices each pair of which are connected by an edge.
- Proofs $=\{(T, \pi)\}$ where $T$ describes a theorem in some fixed logic proof system, and $\pi$ describes a proof for $T$ in that proof system.

An optimization problem is a search problem $S$ together with a valuation function $v:\{0,1\}^{*} \rightarrow \mathbb{R}^{+}$that assigns a value to each solution. For example the maximum clique problem is the search problem CLIQUE together with a valuation function that counts the number of vertices in a given solution. The goal is to find a clique of largest size.

An algorithm is called efficient if its running time is bounded by a polynomial function in the length of the input. Whenever we consider an algorithm it is implicitly assumed to be efficient. An algorithm solves an optimization (maximization or minimization) problem if for every instance $x \in\{0,1\}^{*}$ it finds a $y \in\{0,1\}^{*}$ such that $(x, y) \in S$ (if one exists) and $v(y)$ is optimal (maximal or minimal).

An $r$-approximation algorithm for a given combinatorial optimization problem is an algorithm that always finds a solution whose value is within multiplicative factor $r$ of the optimal value.

It is often simpler to work with decision problems. A decision problem, or a language, is a set $L \subset\{0,1\}^{*}$. For a search problem $S$, denote by $S(x)=$ $\{y \mid(x, y) \in S\}$. A set $L$ is a called a decision version of a search problem $S$ if

$$
L=\left\{x \in\{0,1\}^{*} \mid S(x) \neq \phi\right\}
$$

2.2. The class NP. It is natural to restrict attention to search problems in which a correct solution can be efficiently recognized, regardless of how it is reached.

Definition 1. An NP search problem is a search problem $S$ for which there is an efficient algorithm that inputs an instance $x$ and a purported solution for it $y$ such that $|y| \leq|x|^{O(1)}$ and outputs 'yes' if and only if $(x, y) \in S$.

Definition 2 (The Class NP). The class NP is the set of languages $L \subseteq\{0,1\}^{*}$ that are decision versions of NP search problems.

A canonical example of a language in NP is Satisfiability (SAT). It consists of all satisfiable formulae $\varphi$. The corresponding search problem, described earlier as SATISFY, consists of all pairs $(\varphi, a)$ where $\varphi$ describes a logical Boolean formula, and $a$ describes an assignment to the variables that satisfies the formula. Clearly, one can efficiently verify that $a$ is a valid solution simply by plugging in the values and simplifying. Intuitively, this seems much easier to do than to actually find $a$ from scratch. Indeed, an equivalent way to state the famous $\mathbf{P} \neq \mathbf{N P}$ conjecture is to say that there is no efficient way to always find $a$ given $\varphi$.

We next describe an optimization problem called max-CSP, which is NPcomplete. First, let us define a constraint.

Definition 3 (Constraint). Let $V=\left\{v_{1}, \ldots, v_{n}\right\}$ be a set of variables that take values in some finite alphabet $\Sigma$. A $q$-ary constraint $C=\left(\psi, i_{1}, \ldots, i_{q}\right)$ consists of a $q$-tuple of indices $i_{1}, \ldots, i_{q} \in[n]$ and a predicate $\psi: \Sigma^{q} \rightarrow$ $\{0,1\}$. A constraint is satisfied by a given assignment $a: V \rightarrow \Sigma$ iff $\psi\left(a\left(v_{i_{1}}\right), a\left(v_{i_{2}}\right), \ldots, a\left(v_{i_{q}}\right)\right)=1$.

The CSP problem with parameters $q$ and $|\Sigma|$ is defined as follows. The problem instance is a set $V$ of variables, an alphabet $\Sigma$, and a set of constraints $C_{1}, \ldots, C_{m}$. The goal is to find an assignment to the variables that satisfies all of the constraints. Several well-known problems in NP are special cases of CSP. For example,

- 3 -sAT is the problem when $\Sigma=\{0,1\}$, all constraints have $q=3$ and a predicate that can be written as a disjunction of three literals, e.g. $\psi(a, b, c)=a \vee \neg b \vee c$.
- 3-COL is usually defined as a problem on graphs: given a graph, find a 3 coloring of the vertices $\chi: V \rightarrow\{1,2,3\}$ such that no two adjacent vertices are colored by the same color. Clearly, this is a special case of CSP if we take variable for each vertex, $q=2, \Sigma=\{1,2,3\}$, and let each edge represent a constraint whose predicate is the unequal predicate $\psi(a, b)=1$ iff $a \neq b$.
- 3-LIN is the CSP problem when $\Sigma=\{0,1\}$, all constraints have $q=3$ and all predicates are affine equations over the field $G F(2)$.

The related optimization problem max-CSP is the problem of finding an assignment that maximizes the number of satisfied constraints.
2.3. NP and Efficient Proof Systems. An equivalent definition of the class NP, is as a class of efficient proof systems. Roughly speaking, a logic proof system consists of a set of axioms and inference rules, such that any of its theorems can be obtained through a sequence of steps each of which is either an axiom, or is inferred from previous steps through application of
one of the inference rules. As an example, one should keep in mind Frege's propositional calculus (see [11]) which consists of six axioms and one inference rule. A proof system has two important properties called completeness and soundness. Completeness means that every provable statement is true, and soundness means that every true statement has a proof.

One can generalize this notion of a proof system as follows. First, observe that one can fully describe the proof system through its verification process, which we will call its verifier from now on. The verifier is nothing but an algorithm that checks that each step is either an axiom or a result of applying a derivation rule on some previous steps. Now, since the verifier fully defines the proof system, we generalize by allowing a wider class of verifiers. Indeed, we allow the verifier to be any efficient algorithm. We insist on the efficiency of the verifier to maintain the intuitive notion that checking a proof should be an easy and technical matter, unlike, perhaps, coming up with one.

More formally,
Definition 4. A language $L \subset\{0,1\}^{*}$, has an efficient proof system if there is an efficient algorithm, called a verifier, that inputs a string $x$ and also a purported proof string $y$. The verifier and runs in time polynomial in $|x|$ and either accepts or rejects, and

- (Completeness:) If $x \in L$ then there is some $y$ that the verifier accepts. (In other words for every $x \in L$ there is an acceptable proof $y$ ).
- (Soundness:) If $x \notin L$ then for every $y$ the verifier rejects. (In other words, no proof $y$ will be able to prove a false statement).

In this proof system the set $L$ is interpreted to be the set of all 'theorems', or 'true' statements.

Definition 5 (The class NP, second definition). The class NP is the set of all languages $L$ that have efficient proof systems.

For example, the set SAT of all logical Boolean formulae that are satisfiable has an efficient proof system. The verifier is a simple algorithm that expects, as proof, a string $y$ that represents a satisfying assignment, and then plugs it in the formula and simplifies. From this example it becomes clear that NP provides a rich variety of proof systems, quite different from the sequential ones with which we began our discussion.

Reductions and NP completeness One can move quite freely between different NP languages through reductions. A reduction from $L_{1}$ to $L_{2}$ is a mapping $r:\{0,1\}^{*} \rightarrow\{0,1\}^{*}$ that has two properties. First, it is computable in polynomial time, and second, it guarantees that $x \in L_{1}$ if and only if $r(x) \in L_{2}$. There are languages in NP, called NP-complete, that are "hardest" in the sense that any other NP language can be reduced to them. SAT is a canonical example
for an NP-complete set, and there are many others. The NP-completeness of SAT implies that for every $L \in \mathbf{N P}$ there is a reduction $r$ mapping it to SAT.

Through the notion of reductions we can see that one set can have many different NP verifiers (or proof systems). For example, let $L$ denote the set of all graphs containing a clique of size at least $k$, for some $k$. Since $L \in \mathbf{N P}$ and since SAT is NP-complete, there is a reduction from $L$ to SAT. This gives rise to the following (not so natural) verifier for $L$ : Given an instance $G \stackrel{?}{\in} L$, the verifier will first run the reduction to compute the formula $r(G)$, and then check that the proof is a satisfying assignment for this formula.

This example demonstrates that one NP set can have many proof systems, quite different from one another. We will see in Section 3 that some of these proof systems turn out to have quite remarkable properties.
2.4. Error Correcting Codes. The Hamming distance of a pair of strings $x, y \in\{0,1\}^{n}$ is denoted $\operatorname{Dist}(x, y)$ and is the number of bits on which they differ. The relative Hamming distance is denoted by $\operatorname{dist}(x, y)$ and is equal to $\operatorname{Dist}(x, y) / n$.

We define an error correcting code with relative distance $\delta$ to be a mapping $C:\{0,1\}^{k} \rightarrow\{0,1\}^{n}$ for which the following holds:

$$
\forall x \neq y \in\{0,1\}^{k}, \quad \operatorname{dist}(C(x), C(y)) \geq \delta
$$

We usually think of an error correcting code as part of an asymptotic family of codes $C_{k}$ one for each message length $k$, but this will be suppressed from the following discussion.

Let us remark that error correcting codes with constant relative distance are not hard to come by. A $G F(2)$-linear mapping $C:\{0,1\}^{k} \rightarrow\{0,1\}^{n}$ with $n=$ $\Theta(k)$ that is defined by an $n \times k$ matrix with $0 / 1$ entries selected independently at random will have constant relative distance with overwhelming probability.

## 3. The PCP Theorem

Probabilistically Checkable Proofs (PCPs) have evolved from the celebrated notion of interactive proofs [23,5] and the complexity class IP. This line of research was originally motivated by cryptography and the study of what it means for two entities to prove something to one another. Soon it lead to a list of remarkable complexity-theoretic results (e.g., see [30, 40, 9, 17, 7]), which seemed to suggest existence of a PCP verifier for every language in NP. At the same time, a surprising connection was discovered by [16], showing that existence of such a PCP verifier would imply that it is NP-hard to determine the size of the maximum clique in a graph, even approximately. With this additional motivation, the proof was soon found, first partially in [4] and then fully in [3], and came to be known as the PCP theorem (Theorem 1.1).

In this section we present the PCP theorem in two guises. First we follow the standard presentation, as done in the introduction, but in more formal details. Next, we present the PCP theorem as an NP-hardness result about approximating constraint satisfaction problems.
3.1. The PCP theorem - formal statement. The PCP theorem $[4,3]$ describes, for every language $L \in \mathbf{N P}$, a proof system in which the verifier is both enhanced with additional randomness and restricted in its access to the proof.

Notation For any $n \in \mathbb{N}$ we denote by $[n]$ the set of $n$ elements $\{1, \ldots, n\}$. For a string $s \in\{0,1\}^{n}$ and a set of indices $I=\left\{i_{1}<\cdots<i_{t}\right\} \subset[n]$, we denote by $s_{\mid I}$ the $t$-bit string $s_{i_{1}} s_{i_{2}} \cdots s_{i_{t}}$ obtained by restricting $s$ to $I$.

We now define formally the class $P C P[r, q]$ through the notion of an $(r, q)$ verifier.

Definition 6. An $(r, q)$-verifier for a language $L \in$ NP is given an input $x \in\{0,1\}^{n}$ and is also allowed to read $r$ random bits. It then computes a set of $q$ indices $I=\left\{i_{1}, \ldots, i_{q}\right\}$ and a Boolean predicate $\psi:\{0,1\}^{q} \rightarrow\{0,1\}$ and accepts if and only if $\psi\left(\pi_{\mid I}\right)=1$.

Definition 7. The class $P C P_{c, s}[r, q]$ contains all languages $L$ for which there is an $(O(r), O(q))$-verifier $V$ such that

- (Completeness:) If $x \in L$ then there is a proof $\pi$ such that

$$
\operatorname{Pr}\left[\psi\left(\pi_{\mid I}\right)=1\right] \geq c,
$$

- (Soundness:) If $x \notin L$ then for any proof $\pi$,

$$
\operatorname{Pr}\left[\psi\left(\pi_{\mid I}\right)=1\right] \leq s .
$$

where the probability is over the $r$ bits of randomness of the verifier that are used to compute $\psi, I$.

The PCP theorem says that every language in NP has a verifier that uses at most $O(\log n)$ random bits and reads only $O(1)$ bits from the proof. Here $n$ denotes the input length and the $O(\cdot)$ notation refers to asymptotic growth of $n \rightarrow \infty$. In other words,

Theorem 3.1 (PCP Theorem, $[4,3])$. NP $\subseteq \mathrm{PCP}_{1, \frac{1}{2}}[O(\log n), O(1)]$.
3.2. The PCP theorem - a hardness of approximation result. The beautiful connection discovered by Feige et. al. [16] shed new light on the hardness of approximating combinatorial optimization problems. (A formal definition of approximation and optimization problems can be found in Section 2). This entire field was soon completely transformed, when many known algorithms found nearly matching lower bounds via the PCP theorem.

Approximation algorithms are a natural way to cope with NP-hard problems. By the late 1980's approximation algorithms have been developed for a variety of NP-hard problems. Different problems were found to have approximation algorithms with vastly differing values of the approximation ratio $r$. Predating the discovery of the PCP theorem and the connection of [16], there were no lower bounds on approximation: it seemed possible that approximation is never NP-hard when $r>1$, and even that every NP-problem can be approximated up to any precision, in polynomial time.

An extreme example is the difference between the approximation behavior of minimum vertex cover ${ }^{2}$ and maximum independent set ${ }^{3}$. In any graph $G=$ $(V, E)$, if $S$ is an independent set then $V \backslash S$ is a vertex cover. Thus finding an exact solution for one problem is the same as for the other. In contrast, the best approximation for the maximum independent set is within a factor only slightly below the trivial factor of $n$, whereas vertex cover can be 2 -approximated quite easily.

The PCP theorem implied, for the first time, that numerous problems (including, for example, the problems mentioned above) are hard to approximate to within some constant factor. This has had a tremendous impact on the study of combinatorial optimization problems, and today the PCP theorem stands at the heart of nearly all hardness-of-approximation results.

The equivalence between the PCP theorem (as stated in Theorem 3.1) and a hardness of approximation result is easily described in terms of the constraint satisfaction problem CSP (see definition in Section 2). First, let us state a typical hardness of approximation result. We will then prove that it is equivalent to the PCP theorem.

Theorem 3.2. For every $L \in \mathbf{N P}$ there is an absolute constant $q \in \mathbb{N}$ and $a$ reduction that maps $x \stackrel{?}{\in} L$ to a CSP instance with $|\Sigma|=2$ and $q$-ary constraints such that if $x \in L$ then there is an assignment satisfying all constraints, and if $x \notin L$ then every assignment satisfies at most $\frac{1}{2}$ of them.
Proposition 3.3 ([16]). Theorem 3.1 and Theorem 3.2 are equivalent.
Proof. $(\Rightarrow)$ : Let $L \in \mathbf{N P}$ and let Ver be the $(r, q)$-verifier for $L$ with $r=$ $O(\log |x|)$ and $q=O(1)$. Recall that for each random string $\rho$, when Ver is

[^29]run on the input $x$ with randomness $\rho$, it computes a predicate and a set of indices, i.e., a $q$-ary constraint. The reduction will simulate Ver on every possible random string, thus generating a list of $2^{O(\log n)}$ constraints over variables that represent the proof bits. This is the output CsP instance of the reduction. It is easy to see that the completeness and soundness of Ver translate to the desired behavior of the CSP instance.
$(\Leftarrow)$ : Let $L \in \mathbf{N P}$, we design an $(O(\log n), O(1))$-verifier for it. The verifier will input $x$, run the reduction computing from $x$ a CSP instance, and then expect the proof $\pi$ to contain an assignment to the variables of the CSP instance $\mathcal{C}=\left\{C_{1}, \ldots, C_{m}\right\}$. The verifier will use its randomness select a random constraint $C_{i}=\left(\psi, i_{1}, \ldots, i_{q}\right) \in \mathcal{C}$, read the corresponding bits from the proof and accept iff $\psi\left(\pi_{\mid\left\{i_{1}, \ldots, i_{q}\right\}}\right)=1$.

We discuss the proof of this theorem in Section 5.
3.3. Further Results. One way to study the class NP is by examining its limits, or "boundary". The search for tightest parameters and parameter tradeoffs of PCP verifiers that still capture NP has been the focus of research in the past two decades. Some questions of particular interest are

- Suppose the verifier is restricted to make exactly $q \geq 2$ queries. What is the smallest possible probability of error ? (this refers to the probability that the verifier accepts an $x \notin L$, or rejects an $x \in L$ ).
- Viewing a PCP as an encoding of an NP proof, what is the smallest possible encoding length? For example, could there be a mapping that takes an $n$ bit NP proof into an $O(n)$ bit PCP ? Currently, the shortest known PCPs take $n$ bit NP proofs to PCPs of length $n \cdot(\log n)^{O(1)}$.

In terms of inapproximability, similar efforts have been made. Here, one is interested in finding, for each approximation problem, what is the largest $r$ for which it is still NP-hard ${ }^{4}$ to $r$-approximate the problem. In several cases this $r$ matches the best known approximation algorithm, and in other cases there is still a huge gap.

The Unique Games Conjecture. One direction that has been very successful in recent years stems from the unique games conjecture of Khot [25]. This conjecture says that a certain restricted type of CSP instance is NP-hard. This can be viewed as a conjectured "strengthening" of the PCP theorem. There have been many works $[28,27,14,29,12,39,35]$ showing that if this conjecture were true, then various approximation problems would be even harder to approximate, often to within factors that match their best approximation algorithms. Very recently Arora et. al [2] found a slightly subexponential algorithms

[^30]for unique games. This can be taken as evidence that the unique games CSP may not be NP hard, and in the least, it seems easier than other CSP's such as 3 -sat.

## 4. Local Testing and Stability

The idea that global phenomena can be determined based on local behavior is commonplace. Whether it is astronomers that study the universe through observing a tiny fraction of it, or statisticians deducing about entire populations from polled data. Even when local observations are somewhat noisy we still manage to deduce global properties quite nicely, or at least so we think. In fact, what makes this paradigm go through is the fact that these properties are stable.

Generally speaking, a system of constraints (e.g. equations) characterizes a set in a stable manner if any approximate solution to the system is nothing but a perturbation of some exact solution.

A system of constraints over Boolean variables is stable if any solution that satisfies many of the constraints must be close to a solution that satisfies the entire system.

In theoretical computer science the focus shifts to the solution set itself rather than the constraints that characterize it. A set that can be characterized by a stable set of local constraints (i.e., where each constraint looks at only at most $q$ bits of the proposed solution) is called locally testable.

In what follows we will formally define local testability. Next, we will give an example of a locally testable property. We will then define and discuss locally testable codes, which are an important notion in the construction of PCPs. Finally, we will discuss connections to other mathematical areas in which similar stability phenomena are studied.
4.1. Local Testing. A property of binary strings is a subset $L \subset\{0,1\}^{*}$, alternatively described as a sequence $\left(L_{n}\right)_{n \in \mathbb{N}}$, where $L_{n} \subseteq\{0,1\}^{n}$. We next define what a locally testable property is. First let us recall that a constraint over a string $x \in\{0,1\}^{n}$ is defined by a predicate $\psi:\{0,1\}^{q} \rightarrow\{0,1\}$ and $q$ indices $i_{1}, \ldots, i_{q} \in[n]$ and is satisfied on string $x \in\{0,1\}^{n}$ if $\psi\left(x_{i_{1}}, \ldots, x_{i_{q}}\right)=$ 1.

Definition 8 (Local testability). A property $L_{n} \subset\{0,1\}^{n}$ is locally testable with $q$ queries and error $\epsilon$ if there is a set of $q$-ary constraints $C_{1}, \ldots C_{m}$ over $n$ bits such that for every $x \in\{0,1\}^{n}$

- If $x \in L$ then $\operatorname{Pr}_{j \in[m]}\left[x\right.$ satisfies $\left.C_{j}\right]=1$
- If $x \notin L$ then $\operatorname{Pr}_{j \in[m]}\left[x\right.$ satisfies $\left.C_{j}\right] \leq \epsilon$

A property $\left(L_{n}\right)_{n \in \mathbb{N}}$ is locally testable if $L_{n}$ is locally testable for every $n \in \mathbb{N}$.

What is it that makes a property testable? Questions regarding what types of properties are locally testable are the topic of a field called property testing. This field started out from works on testing low algebraic degree of functions [4, $3,16,37,19,6,33]$ similar to the example below, and more recently has evolved into property testing of graph properties [21], codes [37, 22], and various other types of objects. For a survey, see [20, 36].
4.2. Example: low degree testing. In this section we describe a property that is locally testable. The purpose is to give a sense of what it means to be locally testable. As our example, we chose the linearity testing of [10] which also plays a role in the actual construction of PCPs. We will return to this example later when we describe the PCP construction.

Let our universe consist of all functions $f: \mathbb{F}_{2}^{k} \rightarrow \mathbb{F}_{2}$, where $\mathbb{F}_{2}=\{0,1\}$ is the field with two elements, and $k \in \mathbb{N}$. The property under consideration is the subset of all linear functions:

$$
\text { LIN }=\left\{f: \mathbb{F}_{2}^{k} \rightarrow \mathbb{F}_{2} \mid \exists a_{1}, \ldots, a_{k} \in \mathbb{F}_{2}, \text { s.t. } \forall x f(x)=\sum_{i=1}^{k} a_{i} x_{i}\right\}
$$

Although we only defined local testability for properties of strings, Definition 8 easily extends to functions by identifying a function $f: \mathbb{F}_{2}^{k} \rightarrow \mathbb{F}_{2}$ with the string $f \in\{0,1\}^{2^{k}}$ that describes its truth table.

In order to show that the property LIN is testable, we must find a set of local constraints that characterize the property in a stable way. This seems easy: for each pair of points $x, y \in \mathbb{F}_{2}^{k}$ think of the constraint that is satisfied if and only if

$$
f(x)+f(y)=f(x+y) .
$$

Denoting this constraint by $C_{x, y}$ we define $\mathcal{C}=\left\{C_{x, y}\right\}_{x, y \in \mathbb{F}_{2}^{k}}$ to be our system of constraints. It remains to verify that the definition of testability holds.

For sanity check we observe that if $f$ is linear then every constraint will be satisfied. Moreover, if every constraint is satisfied then surely the function is linear. What is less obvious is what happens when $f$ satisfies almost all of the constraints, but not quite all. Does it necessarily have to be close to some linear function?. A priori, one could imagine a function $g$ for which

$$
\begin{equation*}
\operatorname{Pr}_{x, y \in \mathbb{F}_{2}^{k}}[g(x)+g(y)=g(x+y)]>0.99 \tag{1}
\end{equation*}
$$

and yet $g$ is far from every linear function.
Nevertheless, the linearity testing theorem of [10] implies that any $g$ for which (1) holds must agree with some linear function on at least $99 \%$ of the domain.
Theorem $4.1([10,8])$. Let $g: \mathbb{F}_{2}^{k} \rightarrow \mathbb{F}_{2}$ be a function for which $\operatorname{dist}(g$, LIN $) \leq$ $\frac{1}{2}$. Then

$$
\operatorname{Pr}_{x, y \in \mathbb{F}_{2}^{k}}[g(x)+g(y) \neq g(x+y)] \geq \operatorname{dist}(g, \operatorname{LIN}) .
$$

The proof of this theorem turns out to be a relatively simple exercise in discrete Fourier analysis. However, even straightforward generalizations of it (for example, for the property of functions having degree 2,3 , etc.) require significantly more work $[1,38,24,42]$ and many open questions still remain.
4.3. Locally testable codes. Let us return to the main topic of this paper, Probabilistically Checkable Proofs. Recall our attempt to construct probabilistically checkable proofs by encoding the NP proof. This encoding should amplify errors in the original proof had there been any. The PCP verifier must check that the given proof string is valid, i.e., that it is a valid encoding of a valid NP proof. Focusing on the first part of the requirement (i.e., that of being a valid encoding) is the task of locally testing a code.

Definition 9 (Locally testable code). A locally testable code is an error correcting code $C:\{0,1\}^{k} \rightarrow\{0,1\}^{n}$ whose image $\operatorname{Im}(C)=\left\{C(x) \mid x \in\{0,1\}^{k}\right\}$ is locally testable.

One usually considers error correcting codes with large relative distance, $\delta=\Omega(1)$. In such cases, every bit in the encoding should depend, on average, on a constant fraction of the message bits. In contrast, the fact that $\operatorname{Im}(C)$ is locally testable means that there are very local correlations between the encoding bits. These two requirements are in tension with one another, and this is partly what makes the construction of locally testable codes more challenging.

There are few known constructions of LTCs with reasonable parameters. A first example is the Hadamard code

$$
H:\{0,1\}^{k} \rightarrow\{0,1\}^{2^{k}}
$$

that encodes a message $a=\left(a_{1}, \ldots, a_{k}\right) \in\{0,1\}^{k}$ by a string $H(a) \in\{0,1\}^{2^{k}}$ that is the truth table of the linear function $f$ defined by $f(x)=\sum_{i=1}^{k} a_{i} x_{i}$. First, note that if $a \neq b \in\{0,1\}^{k}$ then $\operatorname{dist}(H(a), H(b))=\frac{1}{2}$, so this code has good relative distance. Next, note that $H$ is locally testable. This follows from the testability of the property LIN described in the previous section.

The main drawback of the Hadamard code as an LTC is its encoding length, encoding $k$ bits by $2^{k}$. There are much more efficient constructions, yet they are much more complicated and less 'explicit'. In general these come by stripping down a construction of an equivalent PCP. It is a challenging question to find a construction of an LTC that is as explicit as the Hadamard code, yet with better parameters.
4.4. Connections with other fields. Questions about stability of systems appear in various other fields of mathematics. Below we describe a few examples that have some direct connections with PCPs.
4.4.1. Approximate Polynomials. Polynomial functions obey local constraints that come essentially from interpolation formulae. For example, a degree $d$ univariate polynomial obeys many constraints on $d+2$ points: simply use the first $d+1$ points to compute the value on the remaining point, and test that this is indeed the value. That these constraints are also stable is the topic of "low degree tests" which play a key role in the proof of $[4,3]$ of the PCP theorem.

Similarly a multi-variate polynomial of degree $d$ that must behave in a certain way on subspaces of dimension $d+1$ (again due to interpolation). The fraction of subspaces on which a function behaves like a polynomial is exactly captured by the so-called Gowers $d+1$ uniformity norm.

A sequence of works $[1,38,24,42]$ has been focused on characterizing what functions have Gowers uniformity norm that is strictly above the value the norm of a random function. This is called the inverse conjecture for the Gowers uniformity norm, see also [41]. These questions are related to questions in arithmetic combinatorics which study the behavior of sets containing many arithmetic progressions. In PCPs, such results have been used for constructing PCPs with near optimal tradeoff between the number of queries and the error probability [39].
4.4.2. Approximate Dictatorships. Dictatorships are functions $f$ : $\{0,1\}^{n} \rightarrow\{0,1\}$ that depend on only one variable. There are $n$ such basic functions, $\chi_{i}\left(x_{1}, \ldots, x_{n}\right)=x_{i}$ for each $i \in[n]$. There are many different ways to characterize dictatorships in the hypercube, and each way leads to a different, and often interesting, stability question. Here are two examples.

- One can measure the average sensitivity of a function. This is the probability that $f(x)=f\left(x+e_{i}\right)$ when $x \in\{0,1\}^{n}$ and $i \in[n]$ are chosen at random (and $e_{i}$ is the unit vector with 1 in the $i$-th coordinate). For balanced functions this value is minimized on dictators. A stability question is to characterize all functions with average sensitivity that is within a constant factor of the minimum. Friedgut [18] proved that such functions must be close to "juntas" which are functions that depend on a constant number of their $n$ variables. Friedgut's theorem has been used in results related to the hardness of approximating the minimum vertex cover in a graph [15, 28].
- The "majority is stablest" theorem is concerned with the noise sensitivity of Boolean functions. This is the probability that $f(x)=f(y)$ when $y$ is a "noisy" copy of $x$, i.e. when each coordinate of $x$ is flipped with probability $\epsilon$. Dictatorships are the least sensitive to noise, and the conjecture above says that every function that is "far" from being a dictatorship must have sensitivity at least as much as the majority function does (the majority function evaluates to 1 on inputs $x$ that have more 1's than 0 's). The "majority is stablest" theorem was conjectured in [27] as part
of an inapproximability result about mAX-CUT. It was later proved in [32] and led to the discovery of a powerful 'invariance principle' [32, 31]. At the heart of these results one needs a method to differentiate between dictatorships and between functions that are "smooth" and have no variable that has large influence. The 'invariance principle' is a generalization of the central-limit-theorem showing that smooth polynomials behave almost the same regardless of how each individual variable is distributed.
Raghavendra [35] relied on the invariance principle to prove a very general inapproximability result for CSP's.
We point the reader to Khot's article [26] for more illuminating examples.


## 5. Construction of Probabilistically Checkable Proofs

The original proof and formulation of the PCP theorem came from study of proof verification. The techniques are largely based on algebraic encodings and testing results that are generally called "low degree tests". More recently, a combinatorial proof was given by the author [13]. This proof is framed more naturally as a hardness of approximation result, and it relies on rapid mixing of random walks on expanding graphs. In this section we sketch these two approaches.
5.1. PCPs using algebra. The original proof of the PCP theorem, relies on "algebraic" encodings of NP witnesses by low degree functions. This proof proceeds by constructing a $(O(\log n), O(1))$-verifier for every language in NP, thus proving Theorem 3.1.
5.1.1. A verifier for linear CSPs. Before constructing a $(\log n, 1)$-verifier for every NP language, let us construct such a verifier for the CSP language defined by linear and affine predicates. In other words, the input is a set of linear or affine constraints, say each over two variables, and the goal is to verify that a given assignment $a$ satisfies all constraints. This is really only a baby case since a verifier can determine efficiently whether the system is satisfiable without looking at a proof at all. Nevertheless, it gives some intuition for the actual proof.

We can encode the assignment $a$ that satisfies all of these constraints using the so-called Hadamard code, that was described in Section 4.3. The PCP verifier would expect as proof the encoding $H(a)$ of an assignment. Since the Hadamard code is a locally testable code, the verifier can test that a purported proof $w$ is a valid encoding of some $a$. Moreover, it is not hard to see, that since this encoding consists of all linear forms in the input message $a$, it is also easy to test whether $a$ satisfies some set of affine predicates.
5.1.2. The general case. Moving on to the general case, here are some of the points that are resolved along the way.

- First, we need to be able to encode non-linear predicates. It turns out that it suffices to consider degree 2 predicates since these are already expressive enough to capture NP (in other words, the CSP problem with degree 2 predicates is NP-complete).
- Our second concern is the exponential length of the Hadamard encoding. The PCP encoding should be efficient. In particular, we cannot afford to encode $n$ bits of message by $2^{n}$ bits, as done by the Hadamard code. This again is resolved by considering polynomials of higher degree, say $d=\log n$, over a larger field (of size say $\left.(\log n)^{O(1)}\right)$. In other words, the encoding of an $n$-bit assignment would be the point evaluation of a polynomial function $p: \mathbb{F}^{m} \rightarrow \mathbb{F}$ whose restriction to some predefined set of points $S \subset \mathbb{F}^{m}$ agrees with the original assignment. This brings the length of the encoding down, but causes a new problem. Although "low degree tests" for such functions have been proven, these tests necessarily use at least $d$ queries to test whether a function has degree $d$. This is no longer constant when $d=\log n$.
- In order to reduce the number of queries from $\log n$ to $O(1)$ one relies on several steps and most importantly, on composition. We do not describe this here.
- Finally, we neglected to describe how to check that the encoded proof encodes a valid proof, i.e., one that satisfies the original constraints. This is done by additional machinery and in particular using a so-called sumcheck procedure. For details see $[4,3]$.
5.2. PCPs using random walks on graphs. We now describe a combinatorial proof of the PCP theorem due to the author, see [13, 34]. This proof is best described as an inapproximability result, i.e., as a proof for Theorem 3.2, which we quote again for convenience:

Theorem 3.2. For every $L \in \mathbf{N P}$ there is a $q \in \mathbb{N}$ and a reduction that maps $x \stackrel{?}{\in} L$ to a CSP instance with $|\Sigma|=2$ and $q$-ary constraints such that if $x \in L$ then there is an assignment satisfying all constraints, and if $x \notin L$ then every assignment satisfies at most $\frac{1}{2}$ of them.

It is enough to fix $L$ to be one NP-complete language, say 3 - col. Recall that in this problem the input is a graph $G=(V, E)$ and the goal is to decide whether there is a coloring $c: V \rightarrow\{1,2,3\}$ such that for every $(u, v) \in E$, $c(u) \neq c(v)$.

We construct an algorithm that inputs a graph $G$ and outputs a new graph $G^{\prime}$ such that

- If $G$ is 3 colorable then so is $G^{\prime}$.
- If $G$ is not 3 colorable, then every coloring of the vertices of $G^{\prime}$ must have at least some $\epsilon>0$ fraction of unsatisfied (i.e., monochromatic) edges.

Let the unsat value of a graph $G$, denoted unsat $(G)$, be the minimum fraction of monochromatic edges, when going over all possible 3-colorings of $G$

$$
\operatorname{unsat}(G)=\min _{c: V \rightarrow[3]}\left[\operatorname{Pr}_{(u, v) \in E}[c(u)=c(v)]\right] .
$$

Note that $G$ is 3 -colorable if and only if unsat $(G)=0$. If $G$ is not 3 -colorable then surely unsat $(G) \geq 1 /|E|$.

Our algorithm proceeds by a sequence of encodings,

$$
G \rightarrow G_{1} \rightarrow G_{2} \rightarrow \cdots \rightarrow G^{\prime}
$$

where the unsat value is amplified a little in each step.
The basic transformation $G_{i} \rightarrow G_{i+1}$ will amplify this value by a constant multiplicative factor. This will be done without harming the 3 -colorability of $G$ in case it was 3 -colorable. In other words, if $G_{i}$ is 3 -colorable, then so is $G_{i+1}$, but otherwise unsat $\left(G_{i+1}\right) \geq 2 \cdot \operatorname{unsat}\left(G_{i}\right)$ (unless unsat $\left(G_{i}\right)$ exceeds some constant threshold).

After repeating this basic step $O(\log n)$ times the unsat value will become some absolute constant and we are done. The transformation taking $G_{i}$ to $G_{i+1}$ only causes a linear increase in the size of $G$, so repeating it this many times $(O(\log n))$ will not cause the output to be too large.
5.2.1. Amplifying the unsat value. Let us sketch a description of the transformation taking $G_{i}$ to $G_{i+1}$. For notation convenience we denote the input and output graphs of the transformation by $G, H$ instead of $G_{i}, G_{i+1}$.

This transformation involves two main steps.

1. In the first step $G$ is encoded by a graph $G^{\prime}$ and a 3-coloring for $G$ is encoded by a $k$-coloring for $G^{\prime}$, where $k>3$ is some constant. The vertices of $G^{\prime}$ are the same as those of $G$, and the color of a vertex in $G^{\prime}$ is supposed to encode the colors of all of its neighbors in $G$. The constraints on the edges of $G^{\prime}$ are not "inequality" constraints as in a proper $k$-colorability problem, but rather more general constraints that check that the local colorings are consistent with each other. E.g., if two vertices assign a different color to a common neighbor then this is an inconsistency.

Finally, we place an edge between two vertices in $G^{\prime}$ if they are at distance up to 100 from each other.

By construction, if $G$ were 3 -colorable, then there is a $k$-coloring that satisfies all of the new constraints. The main thing to prove is the converse. Under some (expansion) conditions on the structure of $G$, one can show that if the unsat value of $G$ was $\alpha$, the fraction of unsatisfiable constraints on $G^{\prime}$ is at least $2 \alpha$.
2. The second step involves an alphabet reduction, taking the $k$-colorability instance $G^{\prime}$ back into a 3 -colorability instance $H$ without harming the unsat value too much. This step relies on composition similarly to the way it is applied in the original proof of the PCP theorem, and is beyond our scope.
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## 1. Introduction

Ergodic theory treats measure preserving dynamical systems. We recall: a quadruple $\mathbf{X}=(X, \mathcal{B}, \mu, T)$ is a measure preserving system (m.p.s.) if ( $X, \mathcal{B}, \mu$ ) is a measure space with $\mu(X)<\infty$, and $T: X \rightarrow X$ is a measurable, measure preserving map. That is to say, for $B \in \mathcal{B}, T^{-1}(B) \in \mathcal{B}$ and $\mu\left(T^{-1} B\right)=\mu(B)$. The dynamical character of such a system appears when the transformation $T$ is iterated so that $T^{n} x$ describes the state at the time $n$ when the initial state is $x$. There are two theorems at the foundation of classical ergodic theory:

Poincaré's Recurrence Theorem. If $(X, \mathcal{B}, \mu, T)$ is an m.p.s. and $A \in \mathcal{B}$ with $\mu(A)>0$, then for some $n=1,2,3, \ldots, \mu\left(A \cap T^{-n} A\right)>0$.

It is not hard to deduce from this that in fact almost every point of $A$ returns to $A$ infinitely often.

Birkhoff's Pointwise Ergodic Theorem. If $(X, \mathcal{B}, \mu, T)$ is an m.p.s. and $f \in L^{1}(X, \mathcal{B}, \mu)$, then for almost every $x \in X$, the limit as $N \rightarrow \infty$ of ergodic averages

$$
\begin{equation*}
A_{N}(f, x)=\frac{1}{N} \sum_{n=0}^{N-1} f\left(T^{n} x\right) \tag{1.1}
\end{equation*}
$$

exists, and the limit function $\bar{f}(x)=\lim A_{N}(f, x)$ satisfies $\bar{f}(T x)=\bar{f}(x)$ and $\int \bar{f} d \mu=\int f d \mu$.

[^31]Our focus here will be on "non-conventional ergodic averages",

$$
\begin{equation*}
\frac{1}{N} \sum_{n=0}^{N-1} f_{1}\left(T^{p_{1}(n)} x\right) f_{2}\left(T^{p_{2}(n)} x\right) \cdots f_{k}\left(T^{p_{k}(n)} x\right) \tag{1.2}
\end{equation*}
$$

and their limits, in which several functions are involved simultaneously, and these are evaluated on the orbit of a point $x$ at polynomial times $p_{1}(n), p_{2}(n), \ldots, p_{k}(n)$ respectively. The polynomial character of the times has no special dynamical significance, but is meaningful for diophantine applications.

The diophantine significance of expressions of the form (1.2) showed up first in the ergodic theoretic proof of Szemerédi's theorem. This theorem states that if a set $E$ of integers has positive upper density, then it contains arbitrarily long arithmetic progressions. It can be shown - via a correspondence principle ([EW10], [TT09, p. 163]) - that this is equivalent to the following extension of the Poincaré recurrence theorem:

The Multiple Recurrence Theorem. For any m.p.s. $\mathbf{X}=(X, \mathcal{B}, \mu, T)$, if $A \in \mathcal{B}$ with $\mu(A)>0$ and $k \in \mathbb{N}$, then for some $n$

$$
\begin{equation*}
\mu\left(A \cap T^{-n} A \cap T^{-2 n} A \cap \cdots \cap T^{-k n} A\right)>0 \tag{1.3}
\end{equation*}
$$

This recurrence result was first proved by a consideration of averages. Namely, ([FU77]) one showed that for any $k$,

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} \mu\left(A \cap T^{-n} A \cap T^{-2 n} A \cap \cdots \cap T^{-k n} A\right)>0 \tag{1.4}
\end{equation*}
$$

This raises the question as to whether the limit in question exists, and this will be the case, if, setting $f(x)=1_{A}(x)$ the "non-conventional average"

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} f\left(T^{n} x\right) f\left(T^{2 n} x\right) \cdots f\left(T^{k n} x\right)
$$

exists in $L^{2}(X, \mathcal{B}, \mu)$. This in fact is true but considerably more effort was required to obtain this "mean ergodic theorem" than was needed for (1.4). (See [EW10], [BL96] and [FU81] for a more detailed exposition.)

One is now able to extend the two types of phenomena further to polynomial times, as we'll see. We can talk of a "polynomial mean ergodic theorem" as well as a "polynomial multiple recurrence theorem". The former is of interest in its own right as a legitimate topic in ergodic theory; the latter is of interest also for its diophantine and combinatorial implications. The polynomial mean ergodic theorem is the statement that for any bounded measurable functions $f_{1}, f_{2}, \ldots, f_{k}$ and integer valued polynomials $p_{1}(n), p_{2}(n), \ldots, p_{k}(n)$, the averages in (1.2) converge, as $N \rightarrow \infty$, in $L^{2}(X, \mathcal{B}, \mu)$. It is believed that
one also has almost everywhere convergence but this has been proved so far only for some special cases. A polynomial multiple recurrence theorem is the analogue of (1.3) or (1.4) with $n, 2 n, \ldots, k n$ replaced by a suitable set of polynomials. Some restrictions on the polynomials $p_{j}(n)$ have to be made since, e.g., it is easy to construct systems with $\mu\left(A \cap T^{-(2 n+1)} A\right)=0$ for certain $A$ for all $n$.

## 2. Ergodicity, Factors and the Basic Structure Theorems

A system $(X, \mathcal{B}, \mu, T)$ is ergodic if for $A, B \in \mathcal{B}$ with $\mu(A), \mu(B)>0$ there exists $n$ with $\mu\left(A \cap T^{-n} B\right)>0$. This is equivalent to the condition that if $f$ is measurable and $f \circ T=f$ then $f$ is almost everywhere constant. The ergodic theorem implies in this case that the limit $\bar{f}$ of (1.1) is constant, and the condition $\int \bar{f} d \mu=\int f d \mu$ implies that $\bar{f}(x)=\frac{1}{\mu(X)} \int f d \mu$. We will be assuming throughout that $\mu(X)=1$, so that for ergodic systems we obtain $A_{N}(f, x) \rightarrow$ $\int f d \mu$ a.e.

For two measure spaces $(X, \mathcal{B}, \mu)$ and $(Y, \mathcal{D}, \nu)$, a map $\pi: X \rightarrow Y$ is measurable if the $\sigma$-algebra $\pi^{-1}(\mathcal{D}) \subset \mathcal{B}$ and $\pi$ is measure preserving if for $D \in \mathcal{D}, \mu\left(\pi^{-1}(D)\right)=\nu(D)$. For $(X, \mathcal{B}, \mu)$ a "Lebesgue space" we have the notion of "decomposition of $\mu$ relative to ( $Y, \mathcal{D}, \nu)$ " and conditional expectation. (See [GL03], [FU81] for details). Namely there is an almost everywhere defined map from $Y$ to probability measures on $X, y \rightarrow \mu_{y}$, so that $\mu=\int \mu_{y} d \nu(y)$, meaning that $\int f d \mu=\int\left\{\int f d \mu_{y}\right\} d \nu(y)$ for $f \in L^{1}(X, \mathcal{B}, \mu)$. The function $\phi(y)=\int f d \mu_{y}$ is denoted $E\left(f \mid \pi^{-1}(\mathcal{D})\right)$ (See [DO53]). The lift of the latter function to $X, E\left(f \mid \pi^{-1}(\mathcal{D})\right) \circ \pi$ belongs to $L^{1}(X, \mathcal{B}, \mu)$ and for $f \in L^{2}(X, \mathcal{B}, \mu)$, the linear map $f \rightarrow E\left(f \mid \pi^{-1} \mathcal{D}\right) \circ \pi$ is the orthogonal projection of $L^{2}(X, \mathcal{B}, \mu)$ to the subspace $L^{2}(Y, \mathcal{D}, \nu) \circ \pi$. We will use the notation $E(f \mid Y)$ interchangeably for the function $E\left(f \mid \pi^{-1}(\mathcal{D})\right)$ on $Y$ and its lift to $X$.

For two measure preserving systems $(X, \mathcal{B}, \mu, T),(Y, \mathcal{D}, \nu, S)$ we will speak of a measurable, measure preserving map $\pi: X \rightarrow Y$ as a homomorphism if for a.e. $x \in X, S \pi(x)=\pi(T x)$. It will follow that for almost every $y, T\left(\mu_{y}\right)=\mu_{S y}$ and that $E(f \circ T \mid Y)=E(f \mid Y) \circ S$ as functions on $Y$. When we have a homomorphism of a system $\mathbf{X}$ to a system $\mathbf{Y}$ we speak of the latter as a factor of the former and of the former as an extension of the latter.

Suppose $\mathbf{Y}=(Y, \mathcal{D}, \nu, S)$ is a degenerate system meaning that $S y=y$ for each $y \in Y$, and suppose $\pi: \mathbf{X} \rightarrow \mathbf{Y}$ is a homomorphism. Then the measures $\mu_{y}$ are $T$-invariant for a.e. $y$. We can then form systems $\left(X, \mathcal{B}, \mu_{y}, T\right)$. One now has the ergodic decomposition theorem:

Theorem. For any m.p.s. $\mathbf{X}=(X, \mathcal{B}, \mu, T)$ there is a degenerate factor $\mathbf{Y}=(Y, \mathcal{S}, \nu, S)$ for which the systems $\left(X, \mathcal{B}, \mu_{y}, T\right)$ are almost all ergodic.

A consequence of this ergodic decomposition theorem, together with the representation $\mu=\int \mu_{y} d \nu(y)$, is that the issues we are dealing with, recurrence and convergence of ergodic averages, can be confined to the case of an ergodic system. We proceed to present a structure theorem for ergodic systems. We will describe two types of extensions for ergodic systems and the basic structure theorem for ergodic systems will be the assertion that combining these two forms of extensions one can arrive at any ergodic system starting from the trivial 1-point system.

For a compact metric space $M$ we denote by $\operatorname{Isom}(M)$ the compact group of isometries of $M$. We will say that $\mathbf{X}=(X, \mathcal{B}, \mu, T)$ is an isometric extension of $\mathbf{Y}=(Y, \mathcal{D}, \nu, S)$ if the former can be represented as $X=Y \times M$ for compact metric $M$ with $\mu=\nu \times m_{M}$ where $m_{M} \in \mathcal{P}(M)$ is invariant under isometries, and $T(y, u)=(S y, \rho(y) u)$ where $\rho: Y \rightarrow \operatorname{Isom}(M)$ is measurable. When $\mathbf{Y}$ is a trivial system and $\mathbf{X}$ an ergodic isometric extension, it can be seen that $X \approx M$ is a compact abelian group and $T x=a x$ where $a \in M$ generates a dense subgroup of $M$. We call such a system a Kronecker system and denote the action of $S$ additively: $z \rightarrow z+\alpha$, and denote the system ( $M$, Borel sets, Haar measure, translation by $\alpha$ ) briefly by ( $M, \alpha$ ).

Let $\mathbf{X}=(X, \mathcal{B}, \mu, T)$ be an ergodic m.p.s. with $\operatorname{Kronecker}$ factor $(Z, \alpha)$ and let $\varphi: X \rightarrow Z$ define the corresponding homomorphism. Any character $\chi: Z \rightarrow S^{1}$ satisfies $\chi(z+\alpha)=\chi(\alpha) \chi(z)$ and so lifting to $X$, if $f=\chi \circ \varphi$, $f(T x)=\chi \circ \varphi(T x)=\chi(\varphi(x)+\alpha)=\chi(\alpha) \chi \circ \varphi(x)=\chi(\alpha) f(x)$, we obtain an eigenfunction $f$ of the operator $f \rightarrow f \circ T$. For ergodic systems all eigenfunctions come about in this way, and indeed, using the group of eigenfunctions of the induced operator $T f=f \circ T$, we can construct a "universal" Kronecker factor $(\tilde{Z}, \tilde{\alpha})$ of $\mathbf{X}$ such that all Kronecker factors of $\mathbf{X}$ are factors of $(\tilde{Z}, \tilde{\alpha})$. We refer to $(\tilde{Z}, \tilde{\alpha})$ as the Kronecker factor of $\mathbf{X}$.

A broader family of systems is obtained by taking successive isometric extensions of previously defined systems. This leads to the notion of a distal system: $\mathbf{X}$ is distal if it is a member of a (possibly) transfinite tower of systems $\left\{\mathbf{X}_{\eta}, \eta\right.$ ordinal $\}$ having at its base $\mathbf{X}_{0}$ the trivial 1-point system, and with $\mathbf{X}_{\eta+1}$ an isometric extension of $\mathbf{X}_{\eta}$, and for a limit ordinal $\eta, \mathbf{X}_{\eta}=\lim _{\xi<\eta} \mathbf{X}_{\xi}$.

The other type of extension which will appear in our general structure theorem is that of a (relatively) weakly mixing extension, which we abbreviate to WM extension. Recall that a system is (absolutely) weakly mixing if $\mathbf{X} \times \mathbf{X}$ is ergodic. In the relative notion we introduce the "relative product". If $\left(X_{i}, \mathcal{B}_{i}, \mu_{i}\right), i=1,2$, are two measure spaces, $f_{i}, i=1,2$, two measurable function on these spaces respectively, we denote by $f_{1} \otimes f_{2}$ the function on $X_{1} \times X_{2}$ with $f_{1} \otimes f_{2}\left(x_{1}, x_{2}\right)=f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right)$. Suppose $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ are both extensions of a system $\mathbf{Y}$ there will be a unique measure $\tilde{\mu}$ or $X_{1} \times X_{2}$ with $\int f_{1} \otimes f_{2} d \tilde{\mu}=\int E\left(f_{1} \mid Y\right) E\left(f_{2} \mid Y\right) d \nu(y)$. If $\mathbf{X}_{i}=\left(X_{i}, \mathcal{B}_{i}, \mu_{i}, T_{i}\right)$ then $T_{1} \times T_{2}$ will
preserve the measure $\tilde{\mu}$. We can speak of the m.p.s. $\left(X_{1} \times X_{2}, \mathcal{B}_{1} \times \mathcal{B}_{2}, \tilde{\mu}, T_{1} \times T_{2}\right)$ which we denote $\mathbf{X}_{1} \underset{\mathbf{Y}}{\times} \mathbf{X}_{2}$. We now make the definition:
Definition. A system $\mathbf{X}$ is a $W M$ extension of a factor $\mathbf{Y}$ if $\underset{\mathbf{Y}}{\times} \mathbf{X}$ is ergodic.
Our main structure theorem is:
Theorem. Every ergodic system is a WM extension of its maximal distal factor.

It follows from this that every ergodic system arises by taking successively isometric and WM extensions beginning with the trivial system.

The ergodic decomposition theorem together with the foregoing structure theorem were made use of in the original proof of (linear) multiple recurrence in the form (1.4) which implies Szemerédi's theorem. (See [FKO82]). A variant of that argument in the spirit of the proof of Szemerédi's theorem for commuting transformations ([FK78]) is the following. Call a system an MR system when (1.4) holds for all sets $A$ of positive measure and for all $k$. It is relatively straightforward to show that a WM extension of an MR system is MR. Using van der Waerden's theorem on arithmetic progressions, one can show that the MR property is also preserved under isometric extensions. Finally one argues that every system has a maximal MR factor and this proves that every ergodic system is MR. Ultimately by ergodic decomposition the phenomenon of (linear) multiple recurrence is established.

A similar strategy was adopted by V. Bergelson and A. Leibman in [BL96] to obtain a polynomial multiple recurrence theorem:
Theorem. Let $p_{1}(n), p_{2}(n), \ldots, p_{k}(n)$ be polynomials with integer coefficients and with vanishing constant term $\left(p_{i}(0)=0\right)$, then for any m.p.s. $\mathbf{X}=$ $(X, \mathcal{B}, \mu, T)$ and a set $A \in \mathcal{B}$ with $\mu(A)>0$, there exists $n \neq 0$ with

$$
\mu\left(A \cap T^{-p_{1}(n)} A \cap T^{-p_{2}(n)} A \cap \cdots \cap T^{-p_{k}(n)} A\right)>0
$$

The proof in [FK78] of multiple recurrence which is needed for Szemerédi's theorem on arithmetic progressions and its higher dimensional analogues makes use of the related, classical van der Waerden theorem. For the BergelsonLeibman polynomial version, a polynomial version of van der Waerden's theorem is needed and this too is established in their paper [BL96].

We remark that the formulation in the foregoing theorem is not the final word on multiple recurrence. The result can be refined to include certain sets of polynomials which do not vanish at 0 , but this will require additional machinery which will be discussed.

We may make use of the same correspondence principle alluded to earlier to derive the following result regarding "polynomial progressions":
Theorem. Let $E \subset \mathbb{Z}$ be a subset of positive upper density, and let $p_{1}(n)$, $p_{2}(n), \ldots, p_{k}(n)$ be $k$ polynomials vanishing for $n=0$. Then $E$ contains $a$ progression $\left\{a, a+p_{1}(n), a+p_{2}(n), \ldots, a+p_{k}(n)\right\}$ with $n \neq 0$.

## 3. Characteristic Factors and the van der Corput Lemma

We shall refer to families $\left\{p_{1}(n), p_{2}(n), \ldots, p_{k}(n)\right\}$ of integer valued polynomials as schemes.

Definition. If $\mathbf{X}$ is a m.p.s. and $\mathbf{Y}$ is a factor of $\mathbf{X}$, we shall say that $\mathbf{Y}$ is a characteristic factor for the scheme $\left\{p_{1}(n), \ldots, p_{k}(n)\right\}$ if for every choice of $f_{1}, f_{2}, \ldots, f_{k} \in L^{\infty}(X, \mathcal{B}, \mu)$,

$$
\begin{aligned}
& \frac{1}{N} \sum_{0}^{N-1} T^{p_{1}(n)} f_{1} T^{p_{2}(n)} f_{2} \cdots T^{p_{k}(n)} f_{k} \\
& \quad-\frac{1}{N} \sum_{0}^{N-1} T^{p_{1}(n)} E\left(f_{1} \mid Y\right) T^{p_{2}(n)} E\left(f_{2} \mid Y\right) \cdots T^{p_{k}(n)} E\left(f_{k} \mid Y\right) \rightarrow 0
\end{aligned}
$$

in $L^{2}(X, \mathcal{B}, \mu)$.
Here we have abbreviated $f \circ T$ to $T f$. Finding a characteristic factor for a scheme often gives a reduction of the problem of evaluating limit behavior of non-conventional averages to special systems. This will be the case in the proof of the polynomial mean ergodic theorem, which is carried out by first showing the convergence for nilsystems and showing that the latter serve as characteristic factors for all polynomial schemes.

Perhaps the principal tool in identifying characteristic factors is the following lemma which we will refer to as the "Hilbert space van der Corput lemma":

Lemma. Let $\mathcal{H}$ be a Hilbert space with inner product $\langle$,$\rangle . Let \left\{u_{n}\right\}$ be a bounded sequence of vectors in $\mathcal{H}$ and assume that for each $m$, the limit

$$
\gamma_{m}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N}\left\langle u_{n}, u_{n+m}\right\rangle
$$

exists. If $\frac{1}{M} \sum_{1}^{M} \gamma_{m} \rightarrow 0$ as $M \rightarrow \infty$, then $\left\|\frac{1}{N} \sum_{1}^{N} u_{n}\right\| \rightarrow 0$.
We will illustrate the use of this lemma in showing that for any ergodic system $\mathbf{X}$, its Kronecker factor $(Z, \alpha)$ is a characteristic factor for the scheme $\{n, 2 n\}$. It suffices to show that if $E(f \mid Z)=0$ or $E(g \mid Z)=0$ then

$$
\frac{1}{N} \sum_{n=1}^{N} T^{n} f T^{2 n} g \rightarrow 0
$$

in $L^{2}(X, \mathcal{B}, \mu)$. Regarding the products $T^{n} f T^{2 n} g$ as elements in $L^{2}(X, \mathcal{B}, \mu)$, we set $u_{n}=T^{n} f T^{2 n} g$. Then

$$
\left\langle u_{n}, u_{n+m}\right\rangle=\int T^{n}\left(f T^{m} \bar{f}\right) T^{2 n}\left(g T^{2 m} \bar{g}\right) d \mu=\int f T^{m} \bar{f} \cdot T^{n}\left(g T^{2 m} \bar{g}\right) d \mu
$$

By the ergodic theorem the average of these expressions over $n$ exists and by ergodicity

$$
\begin{aligned}
\gamma_{m} & =\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N}\left\langle u_{n}, u_{n+m}\right\rangle=\int f T^{m} \bar{f} d \mu \int g T^{2 m} \bar{g} d \mu \\
& =\int f \otimes g\left(T \times T^{2}\right)^{m} \bar{f} \otimes \bar{g} d(\mu \times \mu) .
\end{aligned}
$$

The average over $m$ exists: $\frac{1}{M} \sum_{1}^{M} \gamma_{m} \rightarrow \int f \otimes g H d(\mu \times \mu)$ where $T \times T^{2} H=$ $H$. Now invariant functions on a product system are formed from products of eigenfunctions for the individual systems, from which it follows that if either $E(f \mid Z)=0$ or $E(g \mid Z)=0$, then $\int f \otimes g H d(\mu \times \mu)=0$. This proves that the Kronecker factor is a characteristic factor for $\{n, 2 n\}$ as claimed. We remark that following T. Ziegler [ZI07], for any scheme and any system there exists a "minimal" characteristic factor. If we take into account expressions $\frac{1}{N} \Sigma_{n=1}^{N} T^{n} \varphi^{2} T^{2 n} \bar{\varphi}$ where $\varphi$ is an eigenfunction we see that all eigenfunctions of $T$ appear in any characteristic factor for $\{n, 2 n\}$. Thus we have identified the minimal characteristic factor for $\{n, 2 n\}$ as the Kronecker factor.

One conclusion that can be drawn is the existence of $\lim \frac{1}{N} \Sigma_{n=1}^{N} T^{n} f T^{2 n} g$ in $L^{2}(X, \mathcal{B}, \mu)$ for any system. From the foregoing this is reduced to the special case of a Kronecker system and $L^{2}$-convergence is readily established in this case. Namely, for convergence in $L^{2}$ it suffices to consider $f, g$ in an $L^{4}$-dense subset of $L^{2}$, and particularly for $f, g$ continuous. For this case we can use the equidistribution of $\{n \alpha\}$ in $Z$ :

$$
\frac{1}{N} \sum_{n=1}^{N} f(z+n \alpha) g(z+2 n \alpha) \rightarrow \int f(z+\theta) g(z+2 \theta) d \theta
$$

which is true pointwise and consequently also in $L^{2}$.
Since strong convergence in $L^{2}(X, \mathcal{B}, \mu)$ implies weak convergence, we can formulate a consequence of the foregoing:

For $f, g, h \in L^{\infty}(X, \mathcal{B}, \mu)$,

$$
\begin{aligned}
& \frac{1}{N} \sum \int f(x) g\left(T^{n} x\right) h\left(T^{2 n} x\right) d \mu \rightarrow \\
& \quad \int E(f \mid Z)(z) E(g \mid Z)(z+\theta) E(h \mid Z)(z+2 \theta) d z d \theta
\end{aligned}
$$

An instructive interpretation of this is that as $x$ ranges over $X$ and $n$ ranges over non-negative integers, the triple $\left(x, T^{n} x, T^{2 n} x\right)$ ranges "freely" over $X \times X \times X$ subject to the condition that $\varphi(x), \varphi\left(T^{n} x\right), \varphi\left(T^{2 n} x\right)$ form an arithmetic progression in $Z$, where $\varphi: X \rightarrow Z$ is the projection of $X$ to its Kronecker factor. Thus the role played by the characteristic factor here is that of determining the constraints on $\left(x, T^{n} x, T^{2 n} x\right)$. It is remarkable that the constraints are purely algebraic.

There is a situation when no constraints exist on $\left(x, T^{p_{1}(n)} x\right.$, $\left.T^{p_{2}(n)} x, \ldots, T^{p_{k}(n)} x\right)$. Another way of saying this is to say that the characteristic factor of $\mathbf{X}$ for $\left\{p_{1}(n), p_{2}(n), \ldots, p_{k}(n)\right\}$ is trivial so that

$$
\frac{1}{N} \sum T^{p_{1}(n)} f_{1} T^{p_{2}(n)} f_{2} \ldots T^{p_{n}(n)} f_{k} \rightarrow \int f_{1} d \mu \cdot \int f_{2} d \mu \ldots \int f_{k} d \mu
$$

in $L^{2}(X, \mathcal{B}, \mu)$. This will be the case when $\mathbf{X}$ is weakly mixing - or a WM extension of the trivial system - provided the polynomials $p_{i}-p_{j}$ for $i \neq j$ differ not only in their constant term. This result was proved by Bergelson [BE87] and the proof makes repeated use of the Hilbert space van der Corput lemma.

## 4. Geometric Progressions in Nilpotent Groups and on Nilmanifolds

Turning to the general case, one finds that for $k>2$ the $(k+1)$-tuples $\left(x, T^{n} x, T^{2 n} x, \ldots, T^{k n} x\right)$ are subject to further restrictions not implicit in the projection to a $(k+1)$-term arithmetic progression in the Kronecker factor of the system $\mathbf{X}=(X, \mathcal{B}, \mu, T)$. These come from "nil-factors", i.e., factors $(Y, \mathcal{D}, \nu, S)$ where $Y=\mathcal{N} / \Gamma, \mathcal{N}$ a nilpotent Lie group, $\Gamma$ a cocompact discrete subgroup. $\nu$ is an $\mathcal{N}$-invariant measure, and $S(u \Gamma)=a_{\circ} u \Gamma$ for $a_{\circ}$ fixed in $\mathcal{N}$. The existence of a nil-factor $\pi: X \rightarrow \mathcal{N} / \Gamma$ for a nilpotent group $\mathcal{N}$ of level $k-1$ imposes an algebraic condition on ( $k+1$ )-tuples $\left(x, T^{n} x, T^{2 n} x, \ldots, T^{k n} x\right)$. This condition can be stated as the requirement that $\left(\pi(x), \pi\left(T^{n} x\right), \ldots, \pi\left(T^{k n} x\right)\right)$ belong to a submanifold of $(\mathcal{N} / \Gamma)^{k+1}$ which we designate $H P_{k+1}(\mathcal{N} / \Gamma)$. H-P stands for Hall and Petresco who studied the term by term products of geometric progressions for non-commutative groups, these no longer having to be geometric progressions.

Definition. Let $G \supset G^{(1)} \supset G^{(2)} \supset \cdots$ be the lower central series of a group $G, G^{(i+1)}=\left[G, G^{(i)}\right]$. A $(k+1)$-term sequence $\left\{u_{0}, u_{1}, u_{2}, \ldots, u_{k}\right\}$ is an $\mathrm{HP}_{k+1^{-}}$ sequence if there exist $x_{1} \in G, x_{2} \in G^{(1)}, \ldots, x_{k} \in G^{(k-1)}$ so that

$$
\begin{aligned}
u_{1}=x_{1} u_{0}, u_{2}=x_{2} x_{1}^{2} u_{0}, u_{3}=x_{3} x_{2}^{3} x_{1}^{3} u_{0}, u_{4} & =x_{4} x_{3}^{4} x_{2}^{6} x_{1}^{4} u_{0} \\
\ldots, u_{k} & =x_{k} x_{k-1}^{k} \cdots x_{1}^{k} u_{0}
\end{aligned}
$$

The significance of this notion is that the $H P_{k+1}$ sequences form a group in $G^{k+1}$ ([LE98], [TT09, p. 217]). We can define the projection of such sequences on a homogeneous space $G / \Gamma$ as $H P_{k+1}$-progressions which form a subvariety of $(G / \Gamma)^{k+1}$. The role played by nilpotence comes from the following:

Lemma. If $\mathcal{N}$ is $k$-step nilpotent, i.e., $\mathcal{N}^{(k)}=\{1\}$, then the first $k+1$ terms of an $H P_{\ell}$-progression, $\ell>k+1$, determine all successive terms.

Now let $\mathbf{X}$ be an arbitrary m.p.s. possessing a $k$-step nilfactor, then the projections $\pi(x), \pi\left(T^{n} x\right), \ldots, \pi\left(T^{\ell n} x\right)$ form a $H P_{\ell+1}$ sequence on the factor and this imposes new constraints on $\left(x, T^{n} x, T^{2 n} x, \ldots, T^{\ell n} x\right)$. As in the case of $\{n, 2 n\}$ these constraints turn out to be the only ones on $\left(x, T^{n} x, T^{2 n} x, \ldots, T^{k n} x\right)$. To make this precise we formulate the notion of a $k$-step pro-nilsystem: a $k$-step pro-nilsystem is an inverse limit of nilsystems $\lim _{\leftarrow} \mathcal{N}_{j} / \Gamma_{j}$ where $\mathcal{N}_{j}$ is a nilpotent Lie group with $\mathcal{N}_{j}^{(k)}=\{1\}$, and on each of these the measure preserving action is translation by an element of $\mathcal{N}_{j}$, so that the inverse system is consistently defined. Every ergodic system $\mathbf{X}$ will have a maximal $k$-step pro-nilflow factor $\mathbf{Z}_{k}$ and Ziegler's theorem asserts that $\mathbf{Z}_{k}$ is characteristic for $\{n, 2 n, \ldots, k n\}$, and, more generally, for any linear family $\left\{a_{1} n, a_{2} n, \ldots, a_{k} n\right\}$ with distinct $a_{i}$ [ZI07].

As remarked earlier, a consequence of this identification of the characteristic factor for any ergodic system enables us to prove convergence in $L^{2}(X, \mathcal{B}, \mu)$ of

$$
\frac{1}{N} \sum_{n=1}^{N} f_{1}\left(T^{a_{1} n} x\right) f_{2}\left(T^{a_{2} n} x\right) \cdots f_{k}\left(T^{a_{k} n} x\right)
$$

as $N \rightarrow \infty$, since this will now follow for any system once it is known for translations on nilmanifolds. For nilmanifolds this was established in 1969 by W. Parry ([PA69]), and is also a special case of theorems of N. Shah ([SH96]) and Leibman ([LE05]). An explicit description of the limit appears in [ZI05] and for the special case $k=3$ was given by E. Lesigne ([Le89]). The entire theory was developed for $k=3$ by J.P. Conze and E. Lesigne in [CL84] and [CL87], who first recognized the role of nilmanifolds for 3-term non-conventional averages.

In fact pro-nilsystems serve as characteristic factors for any scheme, and both the polynomial mean ergodic theorem and polynomial multiple recurrence can be deduced from this. With the identification of the characteristic factor for any scheme, the polynomial mean ergodic theorem as well as a polynomial multiple recurrence theorem will follow for arbitrary measure preserving systems, once they are known for nilsystems. As regards the polynomial mean ergodic theorem one has available for nilsystems a pointwise ergodic theorem which is valid for all points for continuous functions by results of Leibman ([LE05]). In addition, the analysis of distribution of polynomial orbits on a nilmanifold leads to the following refinement of our earlier multiple recurrence theorem:

Call a set of integer valued polynomial $\left\{q_{1}(n), \ldots, q_{r}(n)\right\}$ intersective if for any $m \in \mathbb{N}$, there exists $n$ such that $m$ divides each $q_{i}(n)$. Then if $\left\{q_{1}(n), \ldots, q_{r}(n)\right\}$ is an intersective family, for any m.p.s. $\mathbf{X}=(X, \mathcal{B}, \mu, T)$ and $A \in \mathcal{B}$ with $\mu(A)>0$ there exists an integer $n$ with $\mu\left(A \cap T^{-q_{1}(n)} A \cap\right.$ $\left.T^{-q_{2}(n)} A \cap \cdots \cap T^{-q_{r}(n)} A\right)>0$.

Note that the sufficient condition for multiple recurrence given in $\S 2$ is a special case of the above. But there are intersective families of polynomials which don't have a common 0 and so the present theorem is strictly stronger
than the earlier one. This is noteworthy since the theorem in [BL96] makes use implicitly of the distal factor of a given ergodic system, whereas the present refinement in [BLL08] makes use of a special distal factor - namely, the pronilfactor.

## 5. Conze-Lesigne Factors

The main result of these investigations is identifying the nilfactor of an ergodic system as the characteristic factor for all schemes. Two approaches have been taken up and these show up in considering the schemes $\left\{a_{1} n, a_{2} n, \ldots, a_{k} n\right\}$. The approach of Conze and Lesigne has been mentioned and this was generalized by T. Ziegler from the case $k=3$ to arbitrary $k$ ([ZI07]). In line with this approach is the treatment in [FW96] of characteristic factors for $\left\{a_{1} n, a_{2} n, a_{3} n\right\}$ which, as is shown there, is also characteristic for $\left\{n, n^{2}\right\}$. This was the first instance of a non-linear scheme to be treated, and for which a mean ergodic theorem was proved. B. Host and B. Kra have an entirely different approach leading ultimately to the same conclusion ([HK05]).

We begin with what can be called the Conze-Lesigne approach. With Ziegler ([ZI07]) we denote by $\mathbf{Y}_{k}=\mathbf{Y}_{k}(\mathbf{X})$ the "universal" characteristic factor for schemes $\left\{a_{1} n, a_{2} n, \ldots, a_{k} n\right\}$ which, first of all, is shown to exist. It is manifest that $\mathbf{Y}_{k+1}$ is an extension of $\mathbf{Y}_{k}$. It can be shown to be an isometric extension and moreover an extension $Y_{k+1}=Y_{k} \times W_{k}$, where $W_{k}$ is a compact abelian group. The action on $Y_{k+1}$ is given by $T(y, w)=(T y, \rho(y) w)$ and further analysis shows that the "cocycle" $\rho$ is not arbitrary but satisfies a functional equation. This has led to the important notion of a "Conze-Lesigne cocycle" which appears in contemporary treatments of more general convergence questions. In the simplest situation $k=2$ where $\mathbf{Y}_{2}$ has already been shown to coincide with the Kronecker factor $(\tilde{Z}, \tilde{\alpha})$ of $\mathbf{X}$, the Conze-Lesigne condition takes the form: there exist measurable functions $K$ and $L$ with

$$
\frac{\rho(z+u)}{\rho(z)}=K(u) \frac{L(u, z+\alpha)}{L(u, z)} .
$$

Conze and Lesigne arrived at this equation in their direct treatment of convergence of ergodic averages, but Ziegler makes use of it and its analogs for higher $k$ to show that the $k$-universal factor is a $(k-1)$-step pro-nilsystem which can be denoted $\mathbf{Z}_{k-1}(\mathbf{X})$.

## 6. Gowers Seminorms and Host-Kra Factors

In his proof of Szemerédi's theorem ([GO01]), T. Gowers introduced a notion of mixing (he calls it "uniformity") which is useful in studying non-conventional averages. With B. Host and B. Kra one defines an ergodic theoretic analog of an
expression studied by Gowers: the $k$-seminorm $\left\||f \||_{k}\right.$ of a bounded measurable function which can be defined inductively by

$$
\left\|\left|f \left\|\left\|_{k+1}^{2^{k+1}}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N}\right\|\left|f \cdot T^{n} f \|\right|_{k}^{k^{k}}\right.\right.\right.
$$

and $\|\mid f\|_{0}=\int f d \mu$. These are non-decreasing with $k$ so that the condition $\|\mid f\|_{k}=0$ becomes more and more restrictive. It can be shown that if $f$ is orthogonal to the distal component of a system $\mathbf{X}$, then $\|\mid f\|_{k}=0$ for all $k$. On the other hand $\|\mid f\|_{k}=0$ if $f \perp g$ for functions $g$ on $X$ coming from the $(k-1)$-step pro-nilfactor, and indeed this nilfactor can be characterized by this quantitative condition on its orthogonal complement. A direct definition of $\|\mid\| \|_{k}$ is given in [HK05] where the seminorm appears as an autocorrelation of values of a function on "cubes", these being special $2^{k}$-tuples of points in $X$. For our purposes, the main result is the theorem of Leibman [LE05,1].
Theorem. For any $r, b \in \mathbb{N}$ there exists $k \in \mathbb{N}$ such that for any system of non-constant essentially distinct integer valued polynomials $p_{1}, \ldots, p_{r}$ of degree $\leq b$ and any $f_{1}, f_{2}, \ldots, f_{r} \in L^{\infty}(X, \mathcal{B}, \mu)$ for a m.p.s. $\mathbf{X}$ for which $\left\|\left|f_{1} \|\right|_{k}=0\right.$, one has

$$
\frac{1}{N} \sum_{0}^{N-1} T^{p_{1}(n)} f_{1} T^{p_{2}(n)} f_{2} \cdots T^{p_{r}(n)} f_{r} \rightarrow 0
$$

in $L^{2}(X, \mathcal{B}, \mu)$ as $N \rightarrow \infty$.
It follows from this theorem that for any scheme $\left\{p_{1}(n), p_{2}(n), \ldots, p_{r}(n)\right\}$, the $(k-1)$-step pro-nilfactor of $\mathbf{X}$ serves as a characteristic factor provided $k$ is sufficiently large.

Pro-nilfactors appear as characteristic in a related but different context. Namely one can form multi-parameter averages:

$$
\lim _{N_{1}, N_{2} \cdots N_{k} \rightarrow \infty} \frac{1}{N_{1} N_{2} \cdots N_{k}} \sum_{n_{1}=1}^{N_{1}} \sum_{n_{2}=1}^{N_{2}} \cdots \sum_{n_{k}=1}^{N_{k}} \prod_{\varepsilon_{1}, \ldots, \varepsilon_{k} \in\{0,1\}} T^{\varepsilon_{1} n_{1}+\cdots+\varepsilon_{k} n_{k}} f_{\varepsilon_{1} \varepsilon_{2} \cdots \varepsilon_{k}} d \mu
$$

These were first considered by Bergelson for $k=2$, who showed that

$$
\lim _{N_{1}, N_{2} \rightarrow \infty} \frac{1}{N_{1} N_{2}} \sum_{n_{1}=1}^{N_{1}} f\left(T^{n_{1}} x\right) f\left(T^{n_{1}} x\right) g\left(T^{n_{2}} x\right) h\left(T^{n_{1}+n_{2}} x\right)
$$

exists in $L^{2}(X, \mathcal{B}, \mu)$. It turns out that $\mathbf{Z}_{k-1}(\mathbf{X})$ is a characteristic factor (in this extended sense) for this expression as well. ([BE00])

We have only skimmed the surface of a large area, which is still growing. Much work has already been done when powers of a single transformation are replaced by more general commuting transformations. Another notion of interest is that of $I P$-limit (see [BE06]) replacing the usual average. This plays a central role in establishing a density version of the Hales-Jewett theorem. See [FK85] and [BM00] for further details.
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#### Abstract

We present an introduction to Isogeometric Analysis, a new methodology for solving partial differential equations (PDEs) based on a synthesis of Computer Aided Design (CAD) and Finite Element Analysis (FEA) technologies. A prime motivation for the development of Isogeometric Analysis is to simplify the process of building detailed analysis models for complex engineering systems from CAD representations, a major bottleneck in the overall engineering process. However, we also show that Isogeometric Analysis is a powerful methodology for providing more accurate solutions of PDEs, and we summarize recently obtained mathematical results and describe open problems.
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## 1. Introduction

Designers generate CAD (Computer Aided Design) files and these must be translated into analysis-suitable geometries, meshed and input to large-scale finite element analysis (FEA) codes. This task is far from trivial and for complex engineering designs is now estimated to take over $80 \%$ of the overall analysis time, and engineering designs are becoming increasingly more complex; see Figure 1. For example, presently, a typical automobile consists of about 3,000 parts, a fighter jet over 30,000 , the Boeing 777 over 100,000, and a modern nuclear submarine over $1,000,000$. Engineering design and analysis are not separate endeavors. Design of sophisticated engineering systems is based on a wide range of computational analysis and simulation methods, such as structural mechanics, fluid dynamics, acoustics, electromagnetics, heat transfer, etc. Design speaks to analysis, and analysis speaks to design. However, analysis-suitable models
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Figure 1. Engineering designs are becoming increasingly complex, making analysis a time consuming and expensive endeavor. (Courtesy of General Dynamics / Electric Boat Division.)
are not automatically created or readily meshed from CAD geometry. Although not always appreciated in the academic analysis community, model generation is much more involved than simply generating a mesh. There are many time consuming, preparatory steps involved. And one mesh is no longer enough. According to Steve Gordon, Principal Engineer, General Dynamics Electric Boat Corporation, "We find that today's bottleneck in CAD-CAE integration is not only automated mesh generation, it lies with efficient creation of appropriate 'simulation-specific' geometry." (In the commercial sector analysis is usually referred to as CAE, which stands for Computer Aided Engineering.) The anatomy of the process has been studied by Ted Blacker, Manager of Simulation Sciences, Sandia National Laboratories. At Sandia, mesh generation accounts for about $20 \%$ of overall analysis time, whereas creation of the analysis-suitable geometry requires about $60 \%$, and only $20 \%$ of overall time is actually devoted to analysis per se; see Figure 2. The 80/20 modeling/analysis ratio seems to be a very common industrial experience, and there is a strong desire to reverse it, but so far little progress has been made, despite enormous effort to do so. The integration of CAD and FEA has proven a formidable problem. It seems that fundamental changes must take place to fully integrate engineering design and analysis processes.

It is apparent that the way to break down the barriers between engineering design and analysis is to reconstitute the entire process, but at the same


Figure 2. Estimation of the relative time costs of each component of the model generation and analysis process at Sandia National Laboratories. Note that the process of building the model completely dominates the time spent performing analysis. (Courtesy of Michael Hardwick and Robert Clay, Sandia National Laboratories.)
time maintain compatibility with existing practices. A fundamental step is to focus on one, and only one, geometric model, which can be utilized directly as an analysis model, or from which geometrically precise analysis models can be automatically built. This will require a change from classical FEA to an analysis procedure based on CAD representations. This concept is referred to as Isogeometric Analysis, and it was introduced in [21]. Since then a number of additional papers have appeared $[1,2,3,5,6,7,8,9,13,14,16,18,19]$ as well as a book [12].

There are a number of candidate computational geometry technologies that may be used in Isogeometric Analysis. The most widely used in engineering design are NURBS (non-uniform rational B-splines), the industry standard (see $[17,22,23,11])$. The major strengths of NURBS are that they are convenient for free-form surface modeling, can exactly represent all conic sections, and therefore circles, cylinders, spheres, ellipsoids, etc., and that there exist many efficient and numerically stable algorithms to generate NURBS objects. They also possess useful mathematical properties, such as the ability to be refined through knot insertion, $C^{p-1}$-continuity for $p$ th-order NURBS, and the variation diminishing and convex hull properties. NURBS are ubiquitous in CAD systems, representing billions of dollars in development investment. One may argue the merits of NURBS versus other computational geometry technologies, but their preeminence in engineering design is indisputable. As such, they were the natural starting point for Isogeometric Analysis and their use in an analysis setting is the focus of this paper.

T-splines $[24,25]$ are a recently developed forward and backward generalization of NURBS technology. T-splines extend NURBS to permit local refinement and coarsening, and are very robust in their ability to efficiently sew together adjacent patches. Commercial T-spline plug-ins have been introduced in Maya and Rhino, two NURBS-based design systems (see references [27] and [28]). Initiatory investigations of T-splines in an Isogeometric Analysis context have been undertaken by [4] and [15]. These works point to a promising future for T -splines as an isogeometric technology.

## 2. Basics of NURBS-based Isogeometric Analysis

In FEA there is one notion of a mesh and one notion of an element, but an element has two representations, one in the parent domain and one in the physical space. Elements are usually defined by their nodal coordinates and the degrees-of-freedom are usually the values of the basis functions at the nodes. Finite element basis functions are typically interpolatory and may take on positive and negative values. Finite element basis functions are often referred to as "interpolation functions," or "shape functions." See [20] for a discussion of the basic concepts.

In NURBS, the basis functions are usually not interpolatory. There are two notions of meshes, the control mesh ${ }^{1}$ and the physical mesh. The control points define the control mesh, and the control mesh interpolates the control points. The control mesh consists of multilinear elements, in two dimensions they are bilinear quadrilateral elements, and in three dimensions they are trilinear hexahedra. The control mesh does not conform to the actual geometry. Rather, it is like a scaffold that controls the geometry. The control mesh has the look of a typical finite element mesh of multilinear elements. The control variables are the degrees-of-freedom and they are located at the control points. They may be thought of as "generalized coordinates." Control elements may be degenerated to more primitive shapes, such as triangles and tetrahedra. The control mesh may also be severely distorted and even inverted to an extent, while at the same time, for sufficiently smooth NURBS, the physical geometry may still remain valid (in contrast with finite elements).

The physical mesh is a decomposition of the actual geometry. There are two notions of elements in the physical mesh, the patch and the knot span. The patch may be thought of as a macro-element or subdomain. Most geometries utilized for academic test cases can be modeled with a single patch. Each patch has two representations, one in a parent domain and one in physical space.
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Figure 3. Quadratic B-spline basis functions for open, non-uniform knot vector $\Xi=$ $\{0,0,0,1,2,3,4,4,5,5,5\}$.

In two-dimensional topologies, a patch is a rectangle in the parent domain representation. In three dimensions it is a cuboid.

Each patch can be decomposed into knot spans. Knots are points, lines, and surfaces in one-, two-, and three-dimensional topologies, respectively. Knot spans are bounded by knots. These define element domains where basis functions are smooth (i.e., $C^{\infty}$ ). Across knots, basis functions will be $C^{p-m}$ where $p$ is the degree ${ }^{2}$ of the polynomial and $m$ is the multiplicity of the knot in question. Knot spans are convenient for numerical quadrature. They may be thought of as micro-elements because they are the smallest entities we deal with. They also have representations in both a parent domain and physical space. When we speak of "elements" without further description, we usually mean knot spans.

There is one other very important notion that is a key to understanding NURBS, the index space of a patch. It uniquely identifies each knot and discriminates among knots having multiplicity greater than one.

NURBS basis functions are the rational counterpart of standard B-spline basis functions. For a discussion of the construction of B-spline basis functions on the parent domain from preassigned knot vectors, see Chapter 2 of [12]. A quadratic example is presented in Figure 3. B-spline basis functions exhibit many desirable properties, including partition of unity, compact support, and point-wise positivity. Multi-dimensional basis functions are defined through a tensor product, and basis functions are defined in physical space through a push-forward, i.e. by considering a composition with the inverse of the geometrical mapping. In Isogeometric Analysis, the isoparametric concept is invoked. That is, the same basis is used for both geometry and analysis. Analogues of $h$ - and $p$-refinement also exist in Isogeometric Analysis in the form of knot insertion and order elevation, and there is a new refinement scheme called $k$-refinement. See Chapter 2.1.4 of [12].

[^34]See Table 2 for a summary of NURBS paraphernalia employed in Isogeometric Analysis. A schematic illustration of the ideas is presented in Figure 4 for a NURBS surface in $\mathbb{R}^{3}$. For more details on B-splines and NURBS, see $[17,22,23,11]$.

| Index Space |  |  |
| :---: | :---: | :---: |
| Control Mesh | Physical Mesh |  |
| Multilinear Control Elements | Patches | Knot Spans |
| Topology: <br> 1D: Straight lines defined by two consecutive control points | Patches: Images of rectangular meshes in the parent domain mapped into the actual geometry. Patches may be thought of as macro-elements or subdomains. | Topology of knots in the parent domain: <br> 1D: Points <br> 2D: Lines <br> 3D: Planes |
| 2D: Bilinear quadrilaterals defined by four control points | Topology: <br> 1D: Curves <br> 2D: Surfaces <br> 3D: Volumes | Topology of knots in the physical space: <br> 1D: Points <br> 2D: Curves <br> 3D: Surfaces |
| 3D: Trilinear hexahedra defined by eight control points | Patches are decomposed into knot spans, the smallest notion of an element. | Topology of knots spans, i.e., <br> "elements": <br> 1D: Curved <br> segments <br> connecting <br> consecutive <br> knots <br> 2D: Curved quadrilaterals bounded by four curves <br> 3D: Curved hexahedra bounded by six curved surfaces |

Table 1. NURBS paraphernalia in Isogeometric Analysis


Figure 4. Schematic illustration of NURBS paraphernalia for a one-patch surface model. Open knot vectors and quadratic $C^{1}$-continuous basis functions are used. Complex multi-patch geometries may be constructed by assembling control meshes as in standard FEA. Also depicted are $C^{1}$-quadratic $(p=2)$ basis functions determined by the knot vectors. Basis functions are multiplied by control points and summed to construct geometrical objects, in this case a surface in $\mathbb{R}^{3}$. The procedure used to define basis functions from knot vectors is described in detail in Chapter 2 of [12].

## 3. Boundary Value Problems

As an example of solving a differential equation posed over the domain defined by a NURBS geometry, let us consider Laplace's equation. The goal is to find $u: \bar{\Omega} \rightarrow \mathbb{R}$ such that

$$
\begin{align*}
\Delta u+f=0 & \text { in } \Omega,  \tag{1a}\\
u=g & \text { on } \Gamma_{D},  \tag{1b}\\
\nabla u \cdot \mathbf{n}=h & \text { on } \Gamma_{N},  \tag{1c}\\
\beta u+\nabla u \cdot \mathbf{n}=r & \text { on } \Gamma_{R}, \tag{1d}
\end{align*}
$$

where $\overline{\Gamma_{D} \bigcup \Gamma_{N} \bigcup \Gamma_{R}}=\Gamma \equiv \partial \Omega, \Gamma_{D} \cap \Gamma_{N} \bigcap \Gamma_{R}=\varnothing$, and $\mathbf{n}$ is the unit outward normal vector $\partial \Omega$. The functions $f: \Omega \rightarrow \mathbb{R}, g: \Gamma_{D} \rightarrow \mathbb{R}, h: \Gamma_{N} \rightarrow \mathbb{R}$, and $r$ : $\Gamma_{R} \rightarrow \mathbb{R}$ are all given, as is the constant $\beta$. Equation (1) constitutes the strong form of the boundary value problem (BVP). The boundary conditions given in (1b), (1c), and (1d) represent the three major types of boundary conditions one is likely to encounter. These are Dirichlet conditions, Neumann conditions, and Robin conditions, respectively.

For a sufficiently smooth domain, and under certain restrictions on $g, h$, and $r$, a unique solution $u$ satisfying (1) is known to exist, but an analytical expression will usually be impossible to obtain. However, we may seek an approximate solution of the form

$$
\begin{equation*}
u^{h}=\sum_{A} d_{A} N_{A} \tag{2}
\end{equation*}
$$

where $N_{A}$ is a basis function and $d_{A}$ is an unknown to be determined. We generically refer to techniques for doing so as numerical methods. Different numerical methods are simply different techniques for finding $d_{A}$ such that $u^{h} \approx u$. We focus here on the Bubnov-Galerkin method that underlies most of modern FEA.

The technique begins by defining a weak, or variational, counterpart of (1). To do so, we need to characterize two classes of functions. The first is to be composed of candidate, or trial solutions. From the outset, these functions will be required to satisfy the Dirichlet boundary condition of (1b).

To define the trial and weighting spaces formally, let us first define the space of square integrable functions on $\Omega$. This space, called $L^{2}(\Omega)$, is defined as the collection of all functions $u: \Omega \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\int_{\Omega} u^{2} d \Omega<+\infty \tag{3}
\end{equation*}
$$

Let us consider a multi-index $\boldsymbol{\alpha} \in \mathbb{N}^{d}$ where $d$ is the number of spatial dimensions in the space. For $\boldsymbol{\alpha}=\left\{\alpha_{1}, \ldots, \alpha_{d}\right\}$, we define $|\boldsymbol{\alpha}|=\sum_{i=1}^{d} \alpha_{i}$. We now have a concise way to represent derivative operators. Let $D^{\alpha}=D_{1}^{\alpha_{1}} D_{2}^{\alpha_{2}} \ldots D_{d}^{\alpha_{d}}$, where $D_{i}^{j}=\frac{\partial^{j}}{\partial x_{i}^{j}}$. So that certain expressions to be employed in the formulation
make sense, we shall require that the derivatives of the trial solutions be squareintegrable. Such a function is said to be in the Sobolev space $H^{1}(\Omega)$, which is characterized by

$$
\begin{equation*}
H^{1}(\Omega)=\left\{u\left|D^{\alpha} u \in L^{2}(\Omega),|\boldsymbol{\alpha}| \leq 1\right\}\right. \tag{4}
\end{equation*}
$$

We may now define the collection of trial solutions, denoted by $\mathcal{S}$, as all of the function which have square-integrable derivatives and that also satisfy

$$
\begin{equation*}
\left.u\right|_{\Gamma_{D}}=g . \tag{5}
\end{equation*}
$$

This is written as

$$
\begin{equation*}
\mathcal{S}=\left\{u\left|u \in H^{1}(\Omega), u\right|_{\Gamma_{D}}=g\right\} . \tag{6}
\end{equation*}
$$

The second collection of functions in which we are interested is called the weighting functions. This collection is very similar to the trial functions, except that we have the homogeneous counterpart of the Dirichlet boundary condition. That is, the weighting functions are denoted by a set $\mathcal{V}$ defined by

$$
\begin{equation*}
\mathcal{V}=\left\{w\left|w \in H^{1}(\Omega), w\right|_{\Gamma_{D}}=0\right\} \tag{7}
\end{equation*}
$$

We may now obtain a variational statement of the BVP by multiplying (1a) by an arbitrary test function $w \in \mathcal{V}$ and integrating by parts, incorporating (1c) and (1d) as needed. The resulting weak form of the problem is now: Given $f, g, h$, and $r$, find $u \in \mathcal{S}$ such that for all $w \in \mathcal{V}$

$$
\begin{align*}
& \int_{\Omega} \nabla w \cdot \nabla u d \Omega+\beta \int_{\Gamma_{R}} w u d \Gamma \\
& =\int_{\Omega} w f d \Omega+\int_{\Gamma_{N}} w h d \Gamma+\int_{\Gamma_{R}} w r d \Gamma . \tag{8}
\end{align*}
$$

This weak form may be rewritten as

$$
\begin{equation*}
a(w, u)=L(w) \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
a(w, u)=\int_{\Omega} \nabla w \cdot \nabla u d \Omega+\beta \int_{\Gamma_{R}} w u d \Gamma \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
L(w)=\int_{\Omega} w f d \Omega+\int_{\Gamma_{N}} w h d \Gamma+\int_{\Gamma_{R}} w r d \Gamma \tag{11}
\end{equation*}
$$

This concise notation, or variants thereof, is quite common in the finite element literature. For problems other than the Laplace equation, the details vary, but the basic form remains. It captures the essential mathematical features of the variational method (as well as suggesting features of a finite element implementation) that are more general than the details of the equation itself.

The solution to (8), or equivalently (9), is called a weak solution. Under appropriate regularity assumptions, it can be shown that the weak solution and the strong solution of (1) are equivalent; see [20].

The Bubnov-Galerkin method, abbreviated as Galerkin's method, consists of constructing finite-dimensional approximations of $\mathcal{S}$ and $\mathcal{V}$, denoted $\mathcal{S}^{h}$ and $\mathcal{V}^{h}$, respectively. Strictly speaking, these will be subsets such that

$$
\begin{array}{lll}
\mathcal{S}^{h} & \subset & \mathcal{S} \\
\mathcal{V}^{h} & \subset \mathcal{V} \tag{13}
\end{array}
$$

Furthermore, these will be associated with subsets of the space spanned by the isoparametric basis. In Isogeometric Analysis, these spaces consist of mapped NURBS functions.

We can further characterize $\mathcal{S}^{h}$ by recognizing that if we have a given function $g^{h} \in \mathcal{S}^{h}$ such that $\left.g^{h}\right|_{\Gamma_{D}}=g$, then for every $u^{h} \in \mathcal{S}^{h}$, there exists a unique $v^{h} \in \mathcal{V}^{h}$ such that

$$
\begin{equation*}
u^{h}=v^{h}+g^{h} \tag{14}
\end{equation*}
$$

We can now write a variational equation of the form of (9). The Galerkin form of the problem is: Given $g^{h}, h$, and $r$, find $u^{h}=v^{h}+g^{h}$, where $v^{h} \in \mathcal{V}^{h}$, such that for all $w^{h}$ in $\mathcal{V}^{h}$

$$
\begin{equation*}
a\left(w^{h}, u^{h}\right)=L\left(w^{h}\right) \tag{15}
\end{equation*}
$$

Recalling (14) and the bilinearity of $a(\cdot, \cdot)$, we can rewrite (15) as

$$
\begin{equation*}
a\left(w^{h}, v^{h}\right)=L\left(w^{h}\right)-a\left(w^{h}, g^{h}\right) \tag{16}
\end{equation*}
$$

In this latter form, the unknown information is on the left-hand-side, while everything on the right-hand-side is given, as before.

The finite-dimensional nature of the function spaces used in Galerkin's method leads to a coupled system of linear algebraic equations. Let the solution space consist of all linear combinations of a given set of NURBS functions $N_{A}: \hat{\Omega} \rightarrow \mathbb{R}$, where $A=1, \ldots, n_{n p}$. Without loss of generality, we may assume a numbering for these functions such that there exists an integer $n_{e q}<n_{n p}$ such that

$$
\begin{equation*}
\left.N_{A}\right|_{\Gamma_{D}}=0 \quad \forall A=1, \ldots, n_{e q} . \tag{17}
\end{equation*}
$$

Thus, for all $w^{h} \in \mathcal{V}^{h}$, there exist constants $c_{A}, A=1, \ldots, n_{e q}$ such that

$$
\begin{equation*}
w^{h}=\sum_{A=1}^{n_{e q}} N_{A} c_{A} \tag{18}
\end{equation*}
$$

Furthermore, the function $g^{h}$ (frequently called a "lifting") is given similarly by coefficients $g_{A}, A=1, \ldots, n_{n p}$. In practice, we will always choose $g^{h}$ such that $g_{1}=\ldots=g_{n_{e q}}=0$ as they have no effect on its value on $\Gamma_{D}$, and so

$$
\begin{equation*}
g^{h}=\sum_{A=n_{e q}+1}^{n_{n p}} N_{A} g_{A} \tag{19}
\end{equation*}
$$

Finally, recalling again (14), for any $u^{h} \in \mathcal{S}^{h}$ there exist $d_{A}, A=1, \ldots, n_{e q}$ such that

$$
\begin{equation*}
u^{h}=\sum_{A=1}^{n_{e q}} N_{A} d_{A}+\sum_{B=n_{e q}+1}^{n_{n p}} N_{B} g_{B}=\sum_{A=1}^{n_{e q}} N_{A} d_{A}+g^{h} \tag{20}
\end{equation*}
$$

Proceeding to define

$$
\begin{align*}
K_{A B} & =a\left(N_{A}, N_{B}\right)  \tag{21}\\
F_{A} & =L\left(N_{A}\right)-a\left(N_{A}, g^{h}\right), \tag{22}
\end{align*}
$$

and

$$
\begin{align*}
\mathbf{K} & =\left[K_{A B}\right],  \tag{23}\\
\mathbf{F} & =\left\{F_{A}\right\},  \tag{24}\\
\mathbf{d} & =\left\{d_{A}\right\}, \tag{25}
\end{align*}
$$

for $A, B=1 \ldots, n_{e q}$, we can rewrite (16) as the matrix problem

$$
\begin{equation*}
\mathbf{K d}=\mathbf{F} \tag{26}
\end{equation*}
$$

The matrix $\mathbf{K}$ is commonly referred to as the stiffness matrix, and $\mathbf{F}$ and $\mathbf{d}$ are referred to as the force and displacement vectors, respectively.

It is important to note that $\mathbf{K}$ is a sparse matrix. This is a result of the fact that the support of each basis function is highly localized. Thus, for many combinations of $A$ and $B$ in the $n_{e q} \times n_{e q}$ global stiffness matrix, $K_{A B}=a\left(N_{A}, N_{B}\right)=0$. We can take advantage of this fact in order to reduce the amount of work necessary in building and solving the algebraic system. Things are further simplified by employing Gaussian quadrature to perform integrations. This process is detailed in Section 3.3.1 of [12]. Even though the NURBS functions are not necessarily polynomials, Gaussian quadrature seems to be very effective for integrating them. Though this approach to integration is only approximate, it is important to note that integrating the classical polynomial functions by quadrature on elements with curved sides is only an approximation as well.

Once Galerkin's method has been applied and an approximation, $u^{h}$, has been obtained, it is fair to inquire as to just how good of an approximation it is. Results for classical FEA and Isogeometric Analysis are discussed in the next session. It turns out that, for elliptic problems such as the one considered in this section, the solution is optimal in a very natural sense; see Chapter 4 of [20].

## 4. Error Estimates for NURBS

4.1. FEA. Well established a priori approximation results exist for classical finite elements applied to elliptic problems (see, for example, the classic text
by [10]). The Sobolev space of order $r$ is defined by

$$
\begin{equation*}
H^{r}(\Omega)=\left\{\mathbf{u}\left|D^{\alpha} \mathbf{u} \in L^{2}(\Omega),|\boldsymbol{\alpha}| \leq r\right\} .\right. \tag{27}
\end{equation*}
$$

The norm associated with $H^{r}(\Omega)$ is given by

$$
\begin{equation*}
\|\mathbf{u}\|_{r}^{2}=\sum_{|\boldsymbol{\alpha}| \leq r} \int_{\Omega}\left(D^{\alpha} \mathbf{u}\right) \cdot\left(D^{\alpha} \mathbf{u}\right) d \mathbf{x} \tag{28}
\end{equation*}
$$

In classical FEA, the fundamental error estimate for the elliptic boundary value problem, expressed as a bound on the difference between the exact solution, $\mathbf{u}$, and the FEA solution, $\mathbf{u}^{h}$, takes the form

$$
\begin{equation*}
\left\|\mathbf{u}-\mathbf{u}^{h}\right\|_{m} \leq C h^{\beta}\|\mathbf{u}\|_{r} \tag{29}
\end{equation*}
$$

where $\|\cdot\|_{m}$ and $\|\cdot\|_{r}$ are the norms corresponding to Sobolev spaces $H^{m}(\Omega)$ and $H^{r}(\Omega)$, respectively, $h$ is a characteristic length scale related to the size of the elements in the mesh, $\beta=\min (p+1-m, r-m)$ where $p$ is the polynomial order of the basis, and $C$ is a constant that does not depend on $\mathbf{u}$ or $h$.

The term of interest in (29) is $h^{\beta}$. The mesh parameter, $h$, can be defined in several ways, with the specific definition affecting $C$. A fairly general definition is the diameter of the smallest circle (in two dimensions) or sphere (in three dimensions) that is large enough to circumscribe any element in the mesh. The order of convergence, $\beta$, expresses how the error changes under refinement of the mesh. In particular, if we use $h$-refinement to bisect each of the elements in the mesh (i.e., $h$ is replaced with $h / 2$ ), we would expect the error to decrease by a factor of $(1 / 2)^{\beta}$.
4.2. NURBS. The extremely technical details of the process of obtaining a result analogous to (29) for NURBS can be found in [3]. Here we present the basic ideas, but encourage the interested reader to consult the original publication.

For classical FEA polynomials, the result in (29) is obtained by first establishing the interpolation properties of the basis. Let $\Pi_{m}$ be the projection operator from $H^{m}(\Omega)$ into the space spanned by the FEA basis. Then the optimal interpolate is the function

$$
\begin{equation*}
\eta^{h}=\Pi_{m} u \tag{30}
\end{equation*}
$$

such that

$$
\begin{equation*}
\left\|u-\eta^{h}\right\|_{m} \leq\left\|u-v^{h}\right\|_{m} \quad \forall v^{h} \in \mathcal{S}^{h} \tag{31}
\end{equation*}
$$

where $\mathcal{S}^{h}$ is the finite element space. To establish just how good this optimal approximation is (i.e., to determine how can $\left\|u-\eta^{h}\right\|_{m}$ be bounded), we obtain a bound on each element, and then sum over all of the elements to get a global result. With this interpolation result in hand, the second step in the process is
to relate the result of the Galerkin finite element method, $u^{h}$, to the optimal interpolate, $\eta^{h}$. In particular, it can be shown that the order of convergence of the finite element solution is the same as for the optimal interpolate. Taken together, these two results yield the the bound (29), which states that (up to a constant) Galerkin's method gives us the optimal result.

When we seek an analogous result for NURBS, we face several difficulties. The first is that the approximation properties of this rational basis are harder to determine than are those of a standard polynomial basis. In particular, note that the weights are determined by the geometry and so are out of our control when we attempt to approximate a field over that geometry and cannot be adjusted to improve the result. The second difficulty originates from the large support of the spline functions. Standard interpolation estimates seek to find a best fit within each element and then aggregate these results to obtain an approximation over the entire domain. This is non-trivial with the spline functions because the support of each function spans several elements, and so we cannot determine optimal values for the control variables by looking at each element individually. The issue is further complicated by the possibility of differing levels of continuity (and thus differing sizes of the the supports of the functions) throughout the domain.

To overcome the fact that the basis is rational rather than polynomial, we first note that the parameter space $\hat{\Omega}$ can be considered to be the unit cube $[0,1]^{d}$. No generality is lost in this assumption as dividing a knot vector by a constant or adding a constant does not change the resulting physical domain in any way. Let us first denote a NURBS basis function as:

$$
\begin{equation*}
R_{i}(\xi)=\frac{N_{i}(\xi) w_{i}}{W(\xi)} \tag{32}
\end{equation*}
$$

with

$$
\begin{equation*}
W(\xi)=\sum_{i=1}^{n} N_{i}(\xi) w_{i} \tag{33}
\end{equation*}
$$

where $N_{i}$ is the corresponding B-spline basis function. The important thing to note is that the weighting function ${ }^{3}, W(\xi)$, does not change as we $h$-refine the mesh (it does not change under $p$-refinement either, though this is not the case we are interested in at present). While both the weights and the basis functions change, they do so in such a way as to leave $W(\xi)$ unaltered. Similarly, the geometrical mapping from the parameter space into the physical space, $\mathbf{F}: \hat{\Omega} \rightarrow \Omega$, does not change as we insert new knot values. See Figure 5. It remains exactly the same at all levels of refinement. To take advantage of this fact, we consider the function we wish to approximate, $u: \Omega \rightarrow \mathbb{R}^{\ell}$. As the geometrical mapping is one-to-one, we can pull this back to the parametric

[^35]
(a) Coarse mesh

$$
\left\{\frac{N_{i}^{h_{2}} w_{i}^{h_{2}}}{W}\right\}_{i=1, \ldots, n_{2}}
$$
(b) First $h$-refinement

$$
\left\{\frac{N_{i}^{h_{3}} w_{i}^{h_{3}}}{W}\right\}_{i=1, \ldots, n_{3}}
$$
(c) Second $h$-refinement

Figure 5. As we $h$-refine the mesh, the basis functions $N_{i}$ and weights $w_{i}$ change, but the geometrical mapping $\mathbf{F}$ and the weighting function $W$ are completely fixed at the coarsest level of discretization. They do not change under refinement.
domain to define $\hat{u}=u \circ \mathbf{F}^{-1}: \hat{\Omega} \rightarrow \mathbb{R}^{\ell}$. Lastly, we can lift the image of the function using the weighting function to define $\tilde{u}=\{W \hat{u}, W\}: \hat{\Omega} \rightarrow \mathbb{R}^{\ell+1}$. Recalling that we obtain the rational basis in $\mathbb{R}^{d}$ by a projective transformation (equivalent to dividing by $W$ ) of a B-spline basis in $\mathbb{R}^{d+1}$, we see that the ability of the rational NURBS basis to approximate $u$ on $\Omega$ is intimately related to the ability of the underlying B-spline basis to approximate $\tilde{u}$ on $\hat{\Omega}$. Thus we have reduced the problem of understanding a rational basis on a general domain to that of understanding a polynomial basis on the unit cube.

The second hurdle is more technical. The fact that each function has support over many elements and that the continuity across the various element boundaries can vary from one boundary to the next greatly complicates matters compared with the classical case. [3] address this difficulty by proving approximation results in so-called "bent" Sobolev spaces in which the continuity varies throughout the domain. A sequence of lemmas is established leading up to an approximation result that includes not only the norm in these bent Sobolev spaces of the function $u$ being approximated, but also the gradient of the mapping, $\nabla \mathbf{F}$. This last term presents no problem because, as already discussed, it does not change as the mesh is refined, and thus does not affect the rate of convergence. The resulting approximation result is: Let $k$ and $l$ be integer indices such that $0 \leq k \leq l \leq p+1$, and let $u \in H^{l}(\Omega)$; then

$$
\begin{equation*}
\sum_{e=1}^{n_{e l}}\left|u-\Pi_{k} u\right|_{H^{k}\left(\Omega^{e}\right)}^{2} \leq C \sum_{e=1}^{n_{e l}} h_{e}^{2(l-k)} \sum_{i=0}^{l}\|\nabla \mathbf{F}\|_{L^{\infty}\left(\mathbf{F}^{-1}\left(\Omega^{e}\right)\right)}^{2(i-l)}|u|_{H^{i}\left(\Omega^{e}\right)}^{2} \tag{34}
\end{equation*}
$$

The constant $C$ depends on $p$ and the shape (but not size) of the domain $\Omega$, as well as the shape regularity of the mesh. The factors involving the gradient of the mapping render the estimate dimensionally consistent.

Finally, with the approximation result of (34) in hand, establishing the manner in which the Isogeometric Analysis solution, $u^{h}$, relates to the optimal interpolate, $\eta^{h}$, proceeds exactly as in the classical case. Combining these results yields the desired result: The Isogeometric Analysis solution obtained using NURBS of order $p$ has the same order of convergence as we would expect in a classical FEA setting using classical basis functions with a polynomial order of $p$. This is an exceptionally strong result as it is independent of the order of continuity that the mesh possesses. That is, bisecting all of the elements in an FEA mesh (thus cutting the mesh parameter from $h$ to $h / 2$ ) requires the introduction of many more degrees-of-freedom than does bisection of the same number of NURBS elements while maintaining $p-1$ continuity (see Section 2.1.4 of [12]). This means that NURBS can converge at the same rate as FEA polynomials, while remaining much more efficient.
4.3. Explicit $\boldsymbol{h}$ - $\boldsymbol{k}$ - $\boldsymbol{p}$-estimates for NURBS . The theoretical study of [3] is continued in [6], focusing on the relation between the degree $p$ and the global regularity $k$ of a NURBS space and its approximation properties. Indeed, error estimates that are explicit in terms of the mesh-size $h$, and $p, k$ are
obtained. The approach is restricted to $C^{k-1}$ approximations, with $2 k-1 \leq p$. The interesting case of higher regularity, up to $k=p$, is still open. However, the results give an indication of the role of the smoothness $k$ and offer a first mathematical justification of the potential of Isogeometric Analysis based on globally smooth NURBS. The main result, in a simplified form and in the twodimensional setting, is the following: let $v$ be a function to be approximated. Then there exists a NURBS approximation $\Pi v$ such that

$$
\begin{equation*}
|v-\Pi v|_{H^{\ell}\left(\Omega_{e}\right)} \leq C(p-k+1)^{-(\sigma-\ell)} h_{e}^{\sigma-\ell}\|v\|_{H^{\sigma}\left(\Omega_{e}\right)} \tag{35}
\end{equation*}
$$

where $\Omega_{e}$ is a mesh element of diameter $h_{e}$ in the NURBS physical domain $\Omega$, $2 k \leq \sigma \leq p+1$, and $\ell \leq k$. In [6], different asymptotic regimes are studied. In particular, when $v$ is smooth, the strong advantage of higher $k$ is shown.

## 5. Vibrations

The study of structural vibrations or, more specifically, of eigenvalue problems allows us to examine in more detail the approximation properties of the smooth NURBS functions independently of any geometrical considerations. In general, spectrum analysis is the term applied to the study of how numerically computed natural frequencies, $\omega_{n}^{h}$, compare with the analytically computed natural frequencies, $\omega_{n}$. We will see that, for a given number of degrees-of-freedom and bandwidth, the use of NURBS results in dramatically improved accuracy in spectral calculations over classical FEA.

Let us begin by considering one of the simplest vibrational model problems in one dimension: the longitudinal vibrations of an elastic rod. If we consider the domain $\Omega=(0, L) \subset \mathbb{R}$, there is no longer an issue of geometrical accuracy. FEA basis functions and NURBS ${ }^{4}$ are equally capable of representing this domain exactly, and so the quality of the results will depend entirely on the approximation properties of the basis.

To understand the formulation of the eigenproblem representing the longitudinal vibrations of a "fixed-fixed" elastic rod, let us begin by considering the elastodynamics equation from which it is derived. The behavior of the rod, which is assumed to move only in the longitudinal direction, is governed by the equations of linear elasticity combined with Newton's second law, resulting in

$$
\begin{align*}
\left(E u_{, x}\right)_{, x}-\rho u_{, t t}=0 & \text { in } \quad \Omega \times(0, T),  \tag{36a}\\
u=0 \quad & \text { on } \quad \Gamma \times(0, T), \tag{36b}
\end{align*}
$$

where $\Omega=(0, L), \rho:(0, L) \rightarrow \mathbb{R}$ is the density per unit length of the rod, $E:(0, L) \rightarrow \mathbb{R}$ is Young's modulus, and the "fixed-fixed" condition (36b)

[^36]ensures that the ends of the rod do not move. For an actual dynamics problem, we would need to augment (36) with appropriate initial conditions of the form
\[

$$
\begin{align*}
u(x, 0) & =u_{0}(x),  \tag{37}\\
u_{, t}(x, 0) & =v_{0}(x) . \tag{38}
\end{align*}
$$
\]

At present, however, we are not interested in the transient behavior of the rod. Instead, we are interested in the natural frequencies and modes in which the rod vibrates. We obtain these by separation of variables. In a slight abuse of notation, we assume $u(x, t)$ to have the form

$$
\begin{equation*}
u(x, t)=u(x) e^{i \omega t} \tag{39}
\end{equation*}
$$

where $u(x)$ is a function of only the spatial variable, $x$, while $i=\sqrt{-1}$, and $\omega$ is the natural frequency. Inserting (39) into (36a) and dividing by the common exponential term results in the eigenproblem we are seeking:

$$
\begin{align*}
\left(E u_{, x}\right)_{, x}+\omega^{2} \rho u & =0 \quad \text { in } \quad \Omega,  \tag{40a}\\
u & =0 \quad \text { on } \quad \Gamma . \tag{40b}
\end{align*}
$$

Equation (40) constitutes an eigenproblem for the rod. The nontrivial solutions are countably infinite. That is, for $k=1,2, \ldots, \infty$, there is an eigenvalue $\lambda_{k}=\left(\omega_{k}\right)^{2}$ and corresponding eigenfunction $u_{(k)}$ satisfying (40). Furthermore, $0<\lambda_{1} \leq \lambda_{2} \leq \ldots$, and the eigenfunctions are orthogonal. Though the eigenfunctions are only defined up to a multiplicative constant, we can remove the arbitrariness by augmenting the orthogonality condition to include normality.

Following the now familiar process, we multiply (40a) by a test function $w$ and integrate by parts to obtain the weak form of the equation: Find all eigenpairs $\{u, \lambda\}, u \in \mathcal{S}, \lambda=\omega^{2} \in \mathbb{R}^{+}$, such that for all $w \in \mathcal{V}$

$$
\begin{equation*}
a(w, u)-\omega^{2}(w, \rho u)=0 \tag{41}
\end{equation*}
$$

where

$$
\begin{align*}
a(w, u) & =\int_{0}^{L} w_{, x} E u_{, x} d x  \tag{42}\\
(w, \rho u) & =\int_{0}^{L} w \rho u d x \tag{43}
\end{align*}
$$

Note that, due to the homogeneous boundary conditions, $\mathcal{S}=\mathcal{V}=H_{0}^{1}(0, L)=$ $\left\{u \in H^{1}(0, L) \mid u(0)=u(L)=0\right\}$.

The Galerkin formulation is obtained by restricting ourselves to finitedimensional subspaces $\mathcal{S}^{h} \subset \mathcal{S}$ in the usual way. That is, $w$ and $u$ in (41)
will be replaced by finite dimensional approximations $w^{h}$ and $u^{h}$ of the form

$$
\begin{equation*}
w^{h}=\sum_{A=1}^{n_{e q}} N_{A} d_{A} \quad \text { and } \quad u^{h}=\sum_{B=1}^{n_{e q}} N_{B} c_{B}, \tag{44}
\end{equation*}
$$

respectively. The resulting eigenpairs will contain approximations of both natural modes $u_{(k)}^{h}$ and the natural frequencies $\omega_{k}^{h}$. The problem becomes: Find all $\omega^{h} \in \mathbb{R}^{+}$and $u^{h} \in \mathcal{S}^{h}$ such that for all $w^{h} \in \mathcal{V}^{h}$

$$
\begin{equation*}
a\left(w^{h}, u^{h}\right)-\left(\omega^{h}\right)^{2}\left(w^{h}, \rho u^{h}\right)=0 \tag{45}
\end{equation*}
$$

Substituting the shape-function expansions for $w^{h}$ and $u^{h}$ in (45) gives rise to a matrix eigenvalue problem: Find natural frequency $\omega_{k}^{h} \in \mathbb{R}^{+}$and eigenvector $\boldsymbol{\Psi}_{k}, k=1, \ldots, n_{\text {eq }}$, such that

$$
\begin{equation*}
\left(\mathbf{K}-\left(\omega_{k}^{h}\right)^{2} \mathbf{M}\right) \mathbf{\Psi}_{k}=\mathbf{0} \tag{46}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{K} & =\left[K_{A B}\right],  \tag{47}\\
\mathbf{M} & =\left[M_{A B}\right], \tag{48}
\end{align*}
$$

with

$$
\begin{align*}
& K_{A B}=a\left(N_{A}, N_{B}\right),  \tag{49}\\
& M_{A B}=\left(N_{A}, \rho N_{B}\right), \tag{50}
\end{align*}
$$

and $\boldsymbol{\Psi}_{k}$ is the vector of control variables corresponding to $u_{(k)}^{h}$.
As before, we refer to $\mathbf{K}$ as the stiffness matrix. The new object, $\mathbf{M}$, is the mass matrix. Noting that $\rho>0$, and that the NURBS basis functions are pointwise non-negative, we see from (43) that every entry in the mass matrix is also non-negative. This claim cannot be made for standard finite elements.

Let us consider the case where $\rho, E$, and $L$ are each taken to be 1 . Analytically, (40a) can be solved to obtain $\omega_{n}=n \pi$ for $n=1, \ldots, \infty$. We can assess the quality of the numerical method by comparing the ratio of the computed modes, $\omega_{n}^{h}$, with the analytical result. That is, $\left(\omega_{n}^{h} / \omega_{n}\right)=1$ indicates that the numerical frequency is identical to the analytical result. In practice, the discrete frequencies will always obey the relationship

$$
\begin{equation*}
\omega_{n} \leq \omega_{n}^{h} \text { for } n=1, \ldots, n_{e q}, \tag{51}
\end{equation*}
$$

and so we expect the ratio $\left(\omega_{n}^{h} / \omega_{n}\right)$ to be greater than 1 (see, e.g., [26]), with larger values indicating decreased accuracy.

Figure 6 shows a comparison of $k$-method ( $C^{p-1} p$ th-order NURBS) and $p$-method ( $C^{0} p$ th-order finite elements) numerical spectra for $p=1, \ldots, 4$ (we recall that for $p=1$ the two methods coincide). Here, the superiority of the isogeometric approach is evident, as one can see that for $C^{0}$ finite elements the higher modes diverge with $p$. This negative result shows that even higher-order


Figure 6. Longitudinal vibrations of an elastic rod. Comparison of $k$-method and p-method numerical spectra.
finite elements have no approximability for higher modes in vibration analysis, and possibly explains the fragility of higher-order finite element methods in nonlinear and dynamic applications in which higher modes necessarily participate. In contrast, the entire NURBS spectrum converges for all modes. This dramatic result is all the more compelling when we recall that the result is independent of the geometry in this one-dimensional setting. Results such as these can be understood from a more fundamental functional analysis perspective through the notion of Kolmogorov $n$-widths.

## 6. Kolmogorov $\boldsymbol{n}$-widths

The approximation result (34) is a basic tool for proving convergence of NURBS to the solution of partial differential equations with $h$-refined meshes (see [3] for examples). Note that the continuity of the basis functions does not explicitly appear in (34). Consequently, the order of convergence in (34) depends only on the order of the basis functions employed. However, the results of eigenvalue calculations indicate that there is a dramatic difference between $C^{0}$ - and $C^{p-1}$-continuous $p^{t h}$-order basis functions (see, e.g., Figure 6). In Figure 6, as $p$ is increased, the upper part of the spectrum diverges for $C^{0}$-continuous classical finite elements whereas it converges for $C^{p-1}$-continuous NURBS (i.e., B-splines in this case). This phenomenon is not revealed by standard approximation theory results of the form (34). Consequently, we much conclude that there is a lot of information hiding in the so-called "constant" $C$ in (34). Indeed, the refined approximation result (35) illustrates an explicit dependence
of the constant on polynomial order and continuity. However, the result is quite limited in its application as it is restricted to $C^{k-1}$ approximations, with $2 k-1 \leq p$.

It would be desirable to develop a mathematical framework that revealed behavior like that seen in Figures 6 from the outset. The concept of Kolmogorov $n$-widths seems to hold the potential to do so. A sketch of some of the main ideas follows: Let $X$ be a normed, linear space, equipped with norm $\|\cdot\|_{X}$. In the cases of primary interest here, $X$ would be a Sobolev space. Let $X_{n}$ be an $n$-dimensional subspace of $X$. Assume we wish to approximate a given $x \in A \subset X$, where $A$ is a subset of $X$, with a member $x_{n} \in X_{n}$. We define the distance between $x$ and $X_{n}$ as

$$
\begin{equation*}
E\left(x, X_{n} ; X\right)=\inf _{x_{n} \in X_{n}}\left\|x-x_{n}\right\|_{X} \tag{52}
\end{equation*}
$$

where inf stands for infimum (see Figure 7). If there exists an $x_{n}^{*}$ such that

$$
\begin{equation*}
\left\|x-x_{n}^{*}\right\|_{X}=E\left(x, X_{n} ; X\right) \tag{53}
\end{equation*}
$$

then $x_{n}^{*}$ is called the best approximation of $x$.


Figure 7. The point $x_{n}^{*}$ is the closest approximation in $X_{n}$ to $x$ with respect to the norm $\|\cdot\|_{X}$.

Now we assume we are interested in approximating all $x \in A$. For each $x \in A$, the best we can do is expressed by (53). The question we wish to have answered is, for which $x \in A$ do we get the worst best-approximation? In other words, for which $x \in A$ is $\inf _{x_{n} \in X_{n}}\left\|x-x_{n}\right\|_{X}$ the largest? The idea is to anticipate situations such as those depicted in Figures 6. The worst bestapproximation is obtained by computing the supremum of (53) over all $x \in A$;


Figure 8. The distance between subspaces $X_{n}$ and $A$ is determined by the "worst-case scenario." That is, if the distance between point $x^{*} \in A$ and its best approximation $x_{n}^{*} \in X_{n}$ is the supremum over all such best-fit pairs, then $\left\|x^{*}-x_{n}^{*}\right\|_{X}$ defines the distance between $X_{n}$ and $A$.
we define the deviation, or "sup-inf," as

$$
\begin{equation*}
E\left(A, X_{n} ; X\right)=\sup _{x \in A} \inf _{x_{n} \in X_{n}}\left\|x-x_{n}\right\|_{X} \tag{54}
\end{equation*}
$$

See Figure 8 for a schematic illustration. Sup-inf's are useful for comparing the approximation quality of different finite element subspaces, such as $C^{0}$ and $C^{p-1}$ splines, but prior to that we might ask what is the best $n$-dimensional subspace for approximating $A$ ? This is given by the Kolmogorov $\boldsymbol{n}$-width, or "inf-sup-inf," namely,

$$
\begin{align*}
d_{n}(A, X) & =\inf _{\substack{X_{n} \subset X \\
\operatorname{dim} X_{n}=n}} \sup _{x \in A} \inf _{x_{n} \in X_{n}}\left\|x-x_{n}\right\|_{X}  \tag{55}\\
& =\inf _{\substack{X_{n} \subset X \\
\operatorname{dim} X_{n}=n}} E\left(A, X_{n} ; X\right) \tag{56}
\end{align*}
$$

If there exists an $\tilde{X}_{n}$ such that

$$
\begin{equation*}
E\left(A, \tilde{X}_{n} ; X\right)=d_{n}(A, X) \tag{57}
\end{equation*}
$$

then $\tilde{X}_{n}$ is called an optimal $\boldsymbol{n}$-dimensional subspace. In this case, we can define the optimality ratio, that is, the sup-inf divided by the inf-sup-inf, for a given $X_{n}$ :

$$
\begin{equation*}
\Lambda\left(A, X_{n} ; X\right)=\frac{E\left(A, X_{n} ; X\right)}{d_{n}(A, X)} \tag{58}
\end{equation*}
$$



Figure 9. The optimality ratio for approximating the $H^{5}$ unit ball in $H^{1}$ using quartic $(p=4)$ elements. As the number of degrees-of-freedom increases, the optimality ratio of $C^{0}$ FEA functions diverges, while the optimality ratio of $C^{3}$-continuous splines converges toward 1.

To illustrate how one might use this measure for comparing spaces, consider the following example of a uniform mesh on the unit interval $[0,1]$. Let $X=H^{1}(0,1)$, the Sobolev space of square-integrable functions with squareintegrable derivatives. Let

$$
\begin{equation*}
A=B^{5}(0,1)=\left\{x \mid x \in H^{5}(0,1),\|x\|_{X} \leq 1\right\} \tag{59}
\end{equation*}
$$

where $H^{5}(0,1)$ is the Sobolev space of functions having five square-integrable derivatives. $B^{5}(0,1)$ is referred to as the unit ball in $H^{5}(0,1)$ in the $H^{1}(0,1)$ topology. A comparison of optimality ratios for quartic $C^{0}$ and $C^{3}$ splines is shown in Figure 9. Note that as $n$ increases, the optimality ratio of the $C^{3}$ case approaches 1 . Apparently, the $C^{3}$ case is converging toward an optimal subspace. In contrast, in the $C^{0}$ case, the optimality ratio converges to approximately 5.5, indicating that for each $n$ there is at least one member of $B^{5}(0,1)$ that is much more poorly approximated by $C^{0}$ splines than $C^{3}$ splines. This result seems to be qualitatively consistent with what we saw in Figures 6. Smooth spline bases, that is the $k$-method, exhibit better behavior than classical $C^{0}$ elements. For further results and methodology used to compute them, see [16].

## 7. Smooth Isogeometric Discretizations

From the mathematical side, one of the most interesting aspects of Isogeometric Analysis is the possibility to have smooth approximation fields. Smooth discrete
spaces can be directly used with partial differential equations of order higher than two. One interesting example is the stream-function approach to the Stokes problem (see [1]). The solution of the Stokes variational equations is the pair ${ }^{5}$ $(\mathbf{u}, p) \in\left(H_{D}^{1}(\Omega)\right)^{2} \times L^{2}(\Omega)$ such that

$$
\begin{cases}\int_{\Omega} \operatorname{grad}(\mathbf{u}): \operatorname{grad}(\mathbf{v})+\int_{\Omega} p \operatorname{div} \mathbf{v}=\int_{\Omega} \mathbf{f} \cdot \mathbf{v} & \forall \mathbf{v} \in H_{D}^{1}(\Omega)  \tag{60}\\ \int_{\Omega} q \operatorname{div} \mathbf{u}=0 & \forall q \in L^{2}(\Omega)\end{cases}
$$

where $H_{D}^{1}(\Omega)$ is the Sobolev space of $H^{1}$ functions vanishing on $\Gamma_{D} \subset \partial \Omega$. For two-dimensional problems, the divergence-free field $\mathbf{u}$ can be represented as the curl of a potential, the so called stream function, that is $\mathbf{u}=\mathbf{c u r l} \psi$. Since $\operatorname{div}(\operatorname{curl} \psi)=0$, one can replace (60) with

$$
\begin{align*}
& \int_{\Omega} \operatorname{grad}(\operatorname{curl} \psi): \operatorname{grad}(\operatorname{curl} \phi)=\int_{\Omega} \mathbf{f} \cdot \operatorname{curl} \phi \quad \forall \phi \in H^{2}(\Omega)  \tag{61}\\
& \quad+\text { boundary conditions. }
\end{align*}
$$

The advantage of the above formulation is that at the discrete level, replacing $H^{2}(\Omega)$ with a suitable NURBS space with at least global $C^{1}$-continuity, one obtains an approximation $u_{h}=\operatorname{curl} \psi_{h}$ which is exactly divergence-free.

The application of this approach to a more realistic problem is presented in [2] where the capability of various numerical methods to correctly reproduce the stability range of finite strain (nonlinear) problems in the incompressible regime is studied. The stream-function isogeometric NURBS approach is applied to a linearized problem at each Newton step of the finite strain problem. This technique is able to sharply estimate the stability limits of the continuous problem in contrast with various standard finite element methods. For example, a simple benchmark problem (an elastic incompressible square in plain strain under constant body load and clamped on three sides) is shown to be stable under compression up to a loading factor of 6.6 , while various finite element methods show instabilities around a loading factor of 1 .

Another application area where smooth isogeometric discretizations can be utilized is the numerical simulation of phase-field models. Phase-field models provide an alternative description for phase-transition phenomena. The key idea in the phase-field approach is to replace sharp interfaces by thin transition regions where the interfacial forces are smoothly distributed. The transition regions are part of the solution of the governing equations and, thus, front tracking is avoided. Phase-field models are typically characterized by higherorder differential operators and hence require smooth discretization techniques. Isogeometric Analysis has been applied to several phase-field models, including the Cahn-Hilliard equation [18] and the Navier-Stokes-Korteweg equations [19].

[^37]
## 8. Vector Field Discretizations

An alternate approach to stream-functions which can also handle problems with a solenoidal constraint is the construction of B-splines or NURBS spaces which fulfill the divergence-free property exactly. This is possible once again due to the smoothness of isogeometric spaces, leading to an extension of classical RaviartThomas elements. These new discretizations can be used for a much wider class of problems (e.g., Stokes flow (60)) than classical Raviart-Thomas elements. In [9], smooth Raviart-Thomas B-splines and NURBS spaces are introduced and their study is initiated. In [7], these spaces are used in the simulation of incompressible fluid flows.

The mathematical structure behind the construction in [9] can be understood in the framework of the Exterior Calculus. This has been done in [8] where a De Rham complex for B-spline spaces ${ }^{6}$ is constructed. Notably, there exist B-spline spaces $X_{h}^{i}, i=0, \ldots, 3$, of any degree and commuting projectors $\Pi^{i}, i=0, \ldots, 3$ such that


The above diagram paves the way to stable discretizations of a wide class of differential problems. For example, it provides spurious free smooth approximation of the Maxwell eigenproblem: find $\omega \in \mathbb{R}$, and $\mathbf{u} \in \mathbf{H}(\mathbf{c u r l} ; \Omega), \mathbf{u} \neq \mathbf{0}$ such that

$$
\begin{equation*}
\int_{\Omega} \operatorname{curl} \mathbf{u} \cdot \operatorname{curl} \mathbf{v}=\omega^{2} \int_{\Omega} \mathbf{u} \cdot \mathbf{v} \quad \forall \mathbf{v} \in \mathbf{H}(\operatorname{curl} ; \Omega) . \tag{63}
\end{equation*}
$$

For more details, see [8].

## 9. Conclusions

We have presented a brief mathematical introduction to Isogeometric Analysis, a new numerical methodology for solving partial differential equations (PDEs) that combines and synthesizes Computer Aided Design (CAD) and Finite Element Analysis (FEA) technologies. A main motivation of Isogeometric Analysis is to simplify the process of building FEA models from CAD files, a major bottleneck in the overall engineering process. However, Isogeometric Analysis has also provided new insights and methods for solving PDEs. By way of an

[^38]example, we have shown that Isogeometric Analysis can provide more accurate solutions of PDEs than classical $C^{0}$-continuous finite elements. However, these differences are not revealed by standard error analysis procedures utilizing functional analysis techniques in that they are rather insidiously hidden in "constants" in functional analysis inequalities. The example also illustrates a striking deficiency of classical, higher-order, $C^{0}$-continuous finite elements, namely, the errors in higher modes diverge with increasing polynomial order. This surprising result seems to explain the observed fragility of these finite element spaces when used to obtain the solution of nonlinear problems, which often involve higher-mode behavior. We also reported on initial investigations using Kolmogorov $n$-widths to computationally determine the relative merits of finite-dimensional approximating spaces. This amounts to an a priori approach capable of exposing deficiencies of approximating spaces for computing the solutions of PDEs.

We have also noted that the smooth, higher-order basis functions of Isogeometric Analysis open the way to efficiently solving higher-order PDEs on complex domains. Problems of this kind, such as those representing multi-phase phenomena, have proven very difficult for standard FEA approaches. Finally, we briefly reviewed recent mathematical work in Isogeometric Analysis devoted to the construction of smooth, divergence-free, approximating spaces for vector field problems, and mentioned seminal functional analysis results that explicitly reveal the improvements garnered by the smooth approximating spaces used in Isogeometric Analysis.
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# Recent Developments on the Global Behavior to Critical Nonlinear Dispersive Equations 
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#### Abstract

We will discuss some recent developments in the area of non-linear dispersive and wave equations, concentrating on the long time behavior of solutions to critical problems. The issues that arise are global well-posedness, scattering and finite time blow-up. In this direction we will discuss a method to study such problems (which we call the "concentration compactness/rigidity theorem" method) developed by the author and Frank Merle. The ideas used here are natural extensions of the ones used earlier, by many authors, to study critical non-linear elliptic problems, for instance in the context of the Yamabe problem and in the study of harmonic maps. They also build on earlier works on energy critical defocusing problems. Elements of this program have also proved fundamental in the determination of "universal profiles" at the blow-up time. This has been carried out in recent works of Duyckaerts, the author and Merle. The method will be illustrated with concrete examples, from works of several authors.
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In the last 25 years or so, there has been considerable interest in the study of non-linear partial differential equations, modeling phenomena of wave propagation, coming from physics and engineering. The areas that gave rise to these equations are water waves, optics, lasers, ferromagnetism, general relativity and many others. These equations have also connections to geometric flows, and Minkowski and Kähler geometries. Examples of such equations are the generalized KdV equations

$$
\left\{\begin{array}{l}
\partial_{t} u+\partial_{x}^{3} u+u^{k} \partial_{x} u=0, \quad x \in \mathbb{R}, t \in \mathbb{R}  \tag{1}\\
\left.u\right|_{t=0}=u_{0}
\end{array}\right.
$$

[^39]the non-linear Schrödinger equations:
\[

\left\{$$
\begin{array}{l}
i \partial_{t} u+\triangle u+|u|^{p} u=0 \quad x \in \mathbb{R}^{N}, t \in \mathbb{R}  \tag{2}\\
\left.u\right|_{t=0}=u_{0}
\end{array}
$$\right.
\]

and the non-linear wave equation

$$
\left\{\begin{array}{l}
\partial_{t}^{2} u-\triangle u=|u|^{p} u \quad(x, t) \in \mathbb{R}^{N} \times \mathbb{R}  \tag{3}\\
\left.u\right|_{t=0}=u_{0} \\
\left.\partial_{t} u\right|_{t=0}=u_{1}
\end{array} .\right.
$$

Inspired by the theory of ordinary differential equations, one defines a notion of well-posedness for these initial value problems, with data $u_{0}$ in a given function space $B$. Since these equations are time-reversible, the intervals of time to be considered are symmetric around the origin. Well-posedness entails existence, uniqueness of a solution, which describes a continuous curve in the space $B$, for $t \in I$, the interval of existence, and continuous dependence of this curve on the initial data. If $I$ is finite, we call this local well-posedness, if $I$ is the whole line, we call this global well-posedness. The first stage of development of the theory concentrated on what I will call the "local theory of the Cauchy problem", which established local well-posedness results on Sobolev spaces $B$, or global well-posedness for small data in $B$. Pioneering works were due to Sigal [Si], Strichartz [Str], Kato [Ka1, Ka2], Ginibre-Velo [GV1], Pecher $[\mathrm{P}]$, Tsutsumi [Ts] and many others. In the late 80 's, in collaboration with Ponce and Vega (see [KPV1, KPV2], etc.) we introduced the systematic use of the machinery of modern harmonic analysis to study the "local theory of the Cauchy problem". Further contributions came from work of Bourgain ([B1, B2], etc.) and Klainerman-Machedon ([KlM], etc.), Tataru ([Tat1, Tat2], etc.), Tao ([T4, T5], etc.) and many others. The resulting body of techniques has proved very powerful in many problems and has attracted the attention of a large community of researchers.

In recent years, there has been a great deal of interest in the study, for nonlinear dispersive equations, of the long-time behavior of solutions, for large data. Issues like blow-up, global existence and scattering have come to the forefront, especially in critical problems. These problems are natural extensions of nonlinear elliptic problems which were studied earlier. To explain this connection, recall that in the late 1970's and early 1980's, there was a great deal of interest in the study of semi-linear elliptic equations, to a great degree motivated by geometric applications. For instance, recall the Yamabe problem: let $(M, g)$ be a compact Riemannian manifold of dimension $N \geq 3$. Is there a conformal metric $\tilde{g}=c g$, so that the scalar curvature of $(M, \tilde{g})$ is constant? In this context, the equation ( $\triangle u=\sum_{j=1}^{N} \frac{\partial^{2} u}{\partial x_{j}^{2}}$ ) for $x \in \mathbb{R}^{N}$

$$
\begin{equation*}
\Delta u+|u|^{\frac{4}{N-2}} u=0 \tag{4}
\end{equation*}
$$

where $u \in \dot{H}^{1}\left(\mathbb{R}^{N}\right)=\left\{u: \nabla u \in L^{2}\left(\mathbb{R}^{N}\right)\right\}$ was extensively studied. Using this information, Trudinger, Aubin and Schoen solved the Yamabe problem in
the affirmative (see $[\mathrm{S}]$ and references therein). The equation (4) is "critical" because the linear part and the non-linear part have the same "strength", since if $u$ is a solution, so is $\frac{1}{\lambda^{(N-2) / 2}} u\left(\frac{x}{\lambda}\right)$. The equation (4) is "focusing", because the linear part $(\triangle)$ and the non-linearity $\left(|u|^{4 /(N-2)} u\right)$ have opposite signs and hence they "fight each other". The difficulties in the study of (4) come from the "lack of compactness" of the Sobolev embedding:

$$
\begin{equation*}
\|u\|_{L^{2^{*}}\left(\mathbb{R}^{N}\right)} \leq C_{N}\|\nabla u\|_{L^{2}\left(\mathbb{R}^{N}\right)}, \quad \frac{1}{2^{*}}=\frac{1}{2}-\frac{1}{N} \tag{5}
\end{equation*}
$$

where $C_{N}$ is the best constant. The only non-zero radial solution of (4) in $\dot{H}^{1}\left(\mathbb{R}^{N}\right)$ (modulo sign, translation and scaling) and also the only non-negative solution is $W(x)=\left(1+|x|^{2} / N(N-2)\right)^{-(N-2) / 2}$ (Gidas-NiNirenberg [GNN]). $W$ is also the unique minimizer in (5) ([Tal]). For the much easier "defocusing problem"

$$
\begin{equation*}
\Delta u-|u|^{\frac{4}{N-2}} u=0, \quad u \in \dot{H}^{1}\left(\mathbb{R}^{N}\right) \tag{6}
\end{equation*}
$$

it is easy to see that there are no non-zero solutions.
Another much studied elliptic problem, which motivated a lot of research, comes from the study of "harmonic maps". Let $M$ be a $k$-dimensional Riemannian manifold. A map $u: \mathbb{R}^{N} \rightarrow M$ is a "harmonic map" if it is a minimizer of the energy $\int|\nabla u|^{2}$. If $u \in C^{2}\left(\mathbb{R}^{N} ; M\right)$ is a "harmonic map", it solves the elliptic system (we view $M$ as embedded in $\mathbb{R}^{p}$ )

$$
\begin{equation*}
\Delta u^{i}+\Gamma_{j k}^{i}(u) \frac{\partial u^{j}}{\partial x_{l}} \frac{\partial u^{k}}{\partial x_{l}}=0, \quad \text { in } \mathbb{R}^{N}, \tag{7}
\end{equation*}
$$

where $\Gamma_{j k}^{i}$ are the Christoffel symbols of the metric on $M$. Major concerns were the existence and regularity of solutions and their geometrical significance.

Through the study of (4) and (7) by Talenti, Trudinger, Aubin, SchoenUhlenbeck, Sachs-Uhlenbeck, Brézis-Coron, etc. (see [ $\mathrm{S}, \mathrm{BC}$ ] and references therein) many important techniques were developed. In particular, through these works, the study of the "defect of compactness" and the "bubble decomposition" were first understood. A systematization was developed through P.L. Lions' work on concentration-compactness [L] and other works.

I will now try to describe a program (which I call the concentration-compactness/rigidity theorem method) which Frank Merle and I have developed to study such critical evolution problems (See [KM1, KM2, KM3, KM4] and the surveys [K1, K2]). This program was inspired in part by the earlier elliptic theory and by Bourgain's induction on energy method [B3]. It has antecedents in works of Glangetas-Merle [GM], Martel-Merle [MM1, MM2], etc., and MerleRaphael [MR1, MR2], etc. It applies to both defocusing cases and (for the first time) also to focusing cases. To illustrate the program, we will concentrate on two examples, the "energy critical" non-linear Schrödinger equation
and non-linear wave equation:

$$
\begin{align*}
& \text { (NLS) }\left\{\begin{array}{lr}
i \partial_{t} u+\triangle u \pm|u|^{4 /(N-2)} u=0 & (x, t) \in \mathbb{R}^{N} \times \mathbb{R} \\
\left.u\right|_{t=0}=u_{0} \in \dot{H}^{1}\left(\mathbb{R}^{N}\right)
\end{array}\right.  \tag{8}\\
& (\mathrm{NLW}) \quad\left\{\begin{array}{l}
\partial_{t}^{2} u-\triangle u= \pm|u|^{4 /(N-2)} u \\
\left.u\right|_{t=0}=u_{0} \in \dot{H}^{1}\left(\mathbb{R}^{N}\right) \\
\left.\partial_{t} u\right|_{t=0}=u_{1} \in L^{2}\left(\mathbb{R}^{N}\right)
\end{array}\right. \tag{9}
\end{align*}
$$

In both instances, the "-" sign corresponds to the defocusing case, while the " + " sign corresponds to the focusing case. For (8) if $u$ is a solution, so is $\frac{1}{\lambda^{(N-2) / 2}} u\left(\frac{x}{\lambda}, \frac{t}{\lambda^{2}}\right)$, while for (9) if $u$ is a solution, so is $\frac{1}{\lambda^{(N-2) / 2}} u\left(\frac{x}{\lambda}, \frac{t}{\lambda}\right)$. Both scalings leave invariant the norm in the energy spaces $\dot{H}^{1}, \dot{H}^{1} \times L^{2}$, which is why the problems are called "energy critical". Both problems have "energies" that are constant in time:

$$
\begin{equation*}
\text { (NLW) } \quad E_{ \pm}\left(u_{0}, u_{1}\right)=\frac{1}{2} \int\left|\nabla u_{0}\right|^{2}+\frac{1}{2} \int\left(u_{1}\right)^{2} \pm \frac{1}{2^{*}} \int\left|u_{0}\right|^{2^{*}} \tag{NLS}
\end{equation*}
$$

where $+=$ defocusing case, $-=$ focusing case.
For both problems the "local theory of the Cauchy problem" has been long understood. (For (NLS) through work of Cazenave-Weissler (90) [CW], for (NLW) through works of Pecher (84) [P], Ginibre-Velo (95) [GV2]). These works (say for (NLS)) show that for any $u_{0} \in \dot{H}^{1}\left(\mathbb{R}^{N}\right),\left\|u_{0}\right\|_{\dot{H}^{1}}<\delta, \exists$ ! solution of (NLS), defined for all time, depending continuously on $u_{0}$ and which scatters, i.e. $\exists u_{0}^{ \pm} \in \dot{H}^{1}$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \pm \infty}\left\|u(t)-w_{ \pm}(t)\right\|_{\dot{H}^{1}}=0 \tag{12}
\end{equation*}
$$

where $w_{ \pm}$solves the linear problem

$$
\left\{\begin{array}{l}
i \partial_{t} w_{ \pm}+\triangle w_{ \pm}=0  \tag{13}\\
\left.w_{ \pm}\right|_{t=0}=u_{0}^{ \pm}
\end{array}\right.
$$

Moreover, given any data $u_{0}$ in the energy space, there exist $T_{ \pm}\left(u_{0}\right)$ such that there exists a unique solution $u \in C\left(\left(-T_{-}\left(u_{0}\right), T_{+}\left(u_{0}\right)\right) ; \dot{H}^{1}\right)$ and the interval is maximal. Corresponding results hold for (NLW).

The natural conjecture in defocusing cases (when the linear operator and the non-linearity cooperate) is:
$(\dagger)$ Global regularity and well-posedness conjecture: The same global result as above holds for large data, i.e. we have global in time well-posedness
and scattering for arbitrary data in $\dot{H}^{1}\left(\dot{H}^{1} \times L^{2}\right)$, moreover more regular data preserve this regularity for all time.
$(\dagger)$ was first established for (NLW), through work of Struwe (1988) in the radial case [St1], Grillakis (1990) in the general case [Gr] and in this form by Shatah-Struwe $(93,94)$ [SS1], [SS2] and Kapitanski (93) [Kap] and BahouriShatah (98) [BS].

The first progress on ( $\dagger$ ) for (NLS) was due to Bourgain (99) (radial case $N=3,4$ ) [B3], Tao (05) (radial case $N \geq 5$ ) [T3], Colliander-Keel-Staffilani-Takaoka-Tao (05) [CKSTT] general case $N=3$, Ryckman-Vişan (06) $N=4$ [RV], Vişan (06) $N \geq 5$ [V].

In the focusing case, ( $\dagger$ ) fails. In fact, for (NLW), H. Levine (1974) [Le] showed that if $\left(u_{0}, u_{1}\right) \in H^{1} \times L^{2}, E\left(u_{0}, u_{1}\right)<0$, then $T_{ \pm}\left(u_{0}, u_{1}\right)$ are finite. (This was done through an "obstruction" type of argument). Recently, Krieger-Schlag-Tataru (07) [KST2] constructed explicit radial examples, $N=3$. For (NLS) a classical argument (first discovered by Zakharov and then independently by Glassey (77) [G]) shows that if $\int|x|^{2}\left|u_{0}(x)\right|^{2}<\infty, u_{0} \in \dot{H}^{1}, E\left(u_{0}\right)<$ 0 , then $T_{ \pm}\left(u_{0}\right)$ are finite. Moreover, $W(x)=\left(1+|x|^{2} / N(N-2)\right)^{-(N-2) / 2} \in$ $\dot{H}^{1}$ and is a static solution of (NLS), (NLW) since $\triangle W+|W|^{4 /(N-2)} W=0$. Thus scattering need not happen for global solutions. We now have, for focusing problems:
$(\dagger \dagger)$ Ground state conjecture: There exists a "ground state", whose energy is a threshold for global existence and scattering.

The method that Merle and I have developed gives a "road map" to attack $(\dagger),(\dagger \dagger)$. Let us illustrate it with ( $\dagger \dagger$ ) for (NLS), (NLW).

Theorem A (Kenig and Merle 06 [KM3]). For the focusing energy critical (NLS) $3 \leq N \leq 5$, $u_{0} \in \dot{H}^{1}$, radial, such that $E\left(u_{0}\right)<E(W)$, we have:
i) If $\left\|u_{0}\right\|_{\dot{H}^{1}}<\|W\|_{\dot{H}^{1}}$, the solution exists for all time and scatters
ii) If $\left\|u_{0}\right\|_{\dot{H}^{1}}>\|W\|_{\dot{H}^{1}}, T_{ \pm}\left(u_{0}\right)<\infty$

Theorem B (Kenig and Merle 07 [KM1]). For the focusing energy critical $(N L W), 3 \leq N \leq 5,\left(u_{0}, u_{1}\right) \in \dot{H}^{1} \times L^{2}, E\left(u_{0}, u_{1}\right)<E(W, 0)$, we have
i) If $\left\|u_{0}\right\|_{\dot{H}^{1}}<\|W\|_{\dot{H}^{1}}$, the solution exists for all time and scatters
ii) If $\left\|u_{0}\right\|_{\dot{H}^{1}}>\|W\|_{\dot{H}^{1}}, T_{ \pm}\left(u_{0}, u_{1}\right)<\infty$

Remark: There is no radial assumption on Theorem B. Also the case $E\left(u_{0}, u_{1}\right)<E(W, 0),\left\|u_{0}\right\|_{\dot{H}^{1}}=\|W\|_{\dot{H}^{1}}$ is impossible (similarly for (NLS)). This proves ( $\dagger \dagger$ ), the ground state conjecture, for (NLW). It was the first full proof of ( $\dagger \dagger$ ) in a significant example. Killip-Vişan (08) [KV1] have combined
the ideas in Theorem B with another important new idea, to extend Theorem A to the non-radial case $N \geq 5$.
"The road map" (applied to the proof of Theorem B, i)):
a) Variational arguments (Only needed in focusing problems)

These are "elliptic arguments" which come from the characterization of $W$ as the minimizer of $\|u\|_{L^{2^{*}}} \leq C_{N}\|\nabla u\|_{L^{2}}$. They yield that if we fix $\delta_{0}>0$ so that $E\left(u_{0}, u_{1}\right)<\left(1-\delta_{0}\right) E(W, 0)$ and if $\left\|u_{0}\right\|_{\dot{H}^{1}}<\|W\|_{\dot{H}^{1}},\left\|u_{0}\right\|_{\dot{H}^{1}}<$ $(1-\bar{\delta})\|W\|_{\dot{H}^{1}}$ (energy trapping) and $\int\left|\nabla u_{0}\right|^{2}-\left|u_{0}\right|^{2^{*}} \geq \bar{\delta} \int\left|\nabla u_{0}\right|^{2}$ (coercivity). From this, using preservation of energy and continuity of the flow we can see that for $t \in\left(-T_{-}, T_{+}\right)=I, E\left(u(t), \partial_{t} u(t)\right) \approx\left\|\left(u(t), \partial_{t} u(t)\right)\right\|_{\dot{H}^{1} \times L^{2}}^{2} \approx$ $\left\|\left(u_{0}, u_{1}\right)\right\|_{\dot{H}^{1} \times L^{2}}^{2}$, so that $\sup _{t \in I}\left\|\left(u(t), \partial_{t} u(t)\right)\right\|_{\dot{H}^{1} \times L^{2}}<\infty$. This need not guarantee $I=(-\infty,+\infty)$, since, for instance, the Krieger-Schlag-Tataru [KST2] example has this property.
b) Concentration-compactness procedure If $E\left(u_{0}, u_{1}\right)<E(W, 0)$, $\left\|u_{0}\right\|_{\dot{H}^{1}}=\|W\|_{\dot{H}^{1}}$, by a) $E\left(u(t), \partial_{t} u(t)\right) \approx\left\|\left(u_{0}, u_{1}\right)\right\|_{\dot{H}^{1} \times L^{2}}^{2}$. Thus, if $E\left(u_{0}, u_{1}\right)$ is small, by the "local Cauchy problem" we have global existence and scattering. Hence, there is a critical level of energy $E_{C}, 0<\eta_{0} \leq E_{C} \leq E(W, 0)$ s.t. if $E\left(u_{0}, u_{1}\right)<E_{C},\left\|u_{0}\right\|_{\dot{H}^{1}}<\|W\|_{\dot{H}^{1}}$, we have global existence and scattering and $E_{C}$ is optimal with this property. Theorem Bi) is the statement $E_{C}=E(W, 0)$. If $E_{C}<E(W, 0)$, we reach a contradiction by proving:

Proposition 1 (Existence of critical elements). There exists ( $u_{0, C}, u_{1, C}$ ) with $E\left(u_{0, C}, u_{1, C}\right)=E_{C},\left\|u_{0, C}\right\|_{\dot{H}^{1}}<\|W\|_{\dot{H}^{1}}$, such that, either I is finite or, if $I$ is infinite, $u_{C}$ does not scatter. We call $u_{C}$ a "critical element".

To establish Proposition 1, we need to face the "lack of compactness" and the criticality of the problem. To overcome this we use a "profile decomposition", which is the analog, for wave and dispersive equation of the elliptic "bubble decomposition". For the wave equation it was first obtained by Bahouri-Gérard (1999) [BG], while for the 2D Schrödinger equation it was independently obtained by Merle-Vega (1998) [MV].

Proposition 2 (Compactness of critical elements). $\exists \lambda(t) \in \mathbb{R}^{+}, x(t) \in \mathbb{R}^{N}$, $t \in I$ such that

$$
K=\left\{\left(\frac{1}{\lambda(t)^{(N-2) / 2}} u_{C}\left(\frac{x-x(t)}{\lambda(t)}, t\right), \frac{1}{\lambda(t)^{N / 2}} \partial_{t} u_{C}\left(\frac{x-x(t)}{\lambda(t)}, t\right)\right): t \in I\right\}
$$

has compact closure in $\dot{H}^{1} \times L^{2}$.
This boils down to the fact that the optimality of $E_{C}$ forces critical elemens to have only 1 "bubble" in their "bubble decomposition".

Finally, the contradiction comes from:
c) Rigidity Theorem: If $\bar{K}$ is compact (and $E\left(u_{0, C}, u_{1, C}\right)<E(W, 0)$, $\left.\left\|u_{0, C}\right\|_{\dot{H}^{1}}<\|W\|_{\dot{H}^{1}}\right)$, then $\left(u_{0, C}, u_{1, C}\right)=(0,0)$.
c) clearly gives a contradiction since $E\left(u_{0, C}, u_{1, C}\right)=E_{C} \geq \eta_{0}>0$.

The "road map" has already found an enormous range of applicability to previously intractable problems, in work of many researchers. Many more applications are expected. Here is an incomplete list of such applications:

Mass Critical NLS

$$
\begin{cases}i \partial_{t} u+\triangle u \pm|u|^{4 / N} u=0 & (x, t) \in \mathbb{R}^{N} \times \mathbb{R}  \tag{14}\\ \left.u\right|_{t=0}=u_{0}, & N \geq 1\end{cases}
$$

The "critical norm" is $\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}$. The analog of ( $\dagger$ ) (defocusing case) and ( $\left.\dagger \dagger\right)$ (focusing case), where the "threshold" is $\left\|u_{0}\right\|_{L^{2}}<\|Q\|_{L^{2}}$, where the ground state $Q \geq 0$ solves $\triangle Q+Q^{1+4 / N}=Q$, has been obtained, for $N \geq 2$, in the radial case, in works of Tao, Killip, Vişan, Zhang (2007) [KTV, KVZ, TVZ]. Recently, B. Dodson (2010) [D] established ( $\dagger$ ) in the non-radial case for $N \geq 3$. The case $N=1,(\dagger) N=2$ non-radial and $(\dagger \dagger) N \geq 2$ are open. All positive results use the "road map".

Wave maps Consider the system, for $u=\left(u_{1}, \ldots, u_{d}\right), u: \mathbb{R}^{N+1} \rightarrow$ $M \hookrightarrow \mathbb{R}^{d}, \square u=A(u)(D u, D u)$, where $A(u)=$ second fundamental form, $D u=\left(-\partial_{t} u, \nabla u\right)$. The system is obtained from similar considerations as harmonic maps, using the Minkowski metric. The case $N=2$ is "energy critical". Consider the targets $M=S^{2}$ or $H^{2}$. The case $M=S^{2}$ is "focusing" (even though the energy is positive), while the case $M=H^{2}$ is "defocusing". The earlier works dealt with mappings satisfying extra symmetries, for instance radial symmetry or being invariant under the action of $S^{1}$ on the target (corotational symmetry). For such data, the theory of the "local Cauchy problem", worked out in [S-TZ], is similar to the one of the semi-linear case mentioned earlier. For general data, the theory of the "local Cauchy problem" is highly non-trivial. The theory was developed by Tataru, Tao ([Tat1, Tat2, T4, T5]) for $M=S^{2}$ and by Krieger $[\mathrm{Kr}]$ for $M=H^{2}$. The Cauchy problem "in the large" was also first studied in the presence of symmetry, starting with pioneering works of Shatah-Thavildar-Zadeh [S-TZ], Christodoulou-Thavildar-Zadeh [C-TZ1, C-TZ2], who showed, for the case of $H^{2}$, that in the radial case there is global existence and scattering for data of any size. Building upon these works, Struwe [St2, St3] showed that for radial data, when $M=S^{2}$ there is also global existence and in the co-rotational case, when $M=H^{2}$, there is global existence while if $M=S^{2}$, if $u$ is such that $E(u) \leq E(Q)$, where $Q$ is the non-constant harmonic map of least energy, there is also global existence. Recently, examples of Rodnianski-Sterbenz [RS], Krieger-Schlag-Tataru [KST1] and Raphael-Rodnianski $[\mathrm{RR}]$ have shown that when $M=S^{2}$, finite time
blow-up can occur for co-rotational wave maps. Using the "road map", Côte-Kenig-Merle [CKM] have shown that when $M=S^{2}$ and $u$ is co-rotational, $E(u) \leq E(Q), Q$ as above, then, in addition, either $u= \pm Q$ or $u$ scatters. This is a strengthened version of ( $\dagger \dagger$ ) for this case.

When $M=H^{2}$ (defocusing case) Tao ([T1], [T2] etc.), Krieger-Schlag (2009) $[\mathrm{KrS}]$ gave a general case (not just co-rotational) proof of ( $\dagger$ ), using the road map. Using a different approach, specific to wave maps, which exploits the fact that the energy is always positive, Sterbenz-Tataru (2009) [ST1, ST2] also gave a proof of $(\dagger \dagger)$ when $M=S^{2}, E(u)<E(Q)$. The study of the case $M=S^{2}, E(u)=E(Q)$ for general wave maps remains open.

Energy supercritical defocusing problems in critical spaces For $N=$ 3 , consider the defocusing equation

$$
\left\{\begin{array}{l}
\partial_{t}^{2} u-\triangle u=-|u|^{p-1} u  \tag{15}\\
\left.u\right|_{t=0}=u_{0} \\
\left.\partial_{t} u\right|_{t=0}=u_{1}
\end{array}\right.
$$

where $p>5$, and 5 is the energy critical case. There is a critical space $\dot{H}^{s_{p}} \times \dot{H}^{s_{p}-1}, s_{p}=\frac{3}{2}-\frac{2}{p-1}, 1<s_{p}<\frac{3}{2}$. Kenig and Merle [KM4] have shown, using the "road map" that, if $\sup _{t \in I}\left\|\left(u(t), \partial_{t} u(t)\right)\right\|_{\dot{H}^{s_{p}} \times \dot{H}^{s_{p}-1}}<\infty,\left(u_{0}, u_{1}\right)$ radial, $I=$ maximal interval of existence, then $u$ is global in time $(I=(-\infty,+\infty))$ and scatters. This was the first large data, global in time result for the energy supercritical case for (NLW). Following this paper and inspired by it, also following the "road map", Killip-Vişan wrote three papers on the subject. In [KV2], they proved the corresponding result for the defocusing, energy suprecritical non-linear Schrödinger equation in $\mathbb{R}^{N} \times \mathbb{R}, N \geq 5$, in the non-radial case, extending the decay estimate they obtained in the energy critical focusing case ([KV1]). In [KV3] they extended the result in [KM4] for $N=3$, to the non-radial case. In [KV4] they extended the radial result in [KM4] to $N>3$, for certain ranges of $p$, for instance for $N=4,5,6$, they deal with the range $\frac{4}{N-2}+1<p<\frac{4}{N-3}+1$. In the forthcoming paper [KM5], Kenig-Merle have extended the result in [KM4] to any odd dimension, in many cases, including the case $p=5$ in any dimension, in which the critical space is $\dot{H}^{k} \times \dot{H}^{k-1}$, $N=2 k+1$.

These results are analogs of the following one for the Navier-Stokes equation, due to Escauriaza-Seregin-Sverak [ESS]. They consider

$$
\left\{\begin{array}{l}
\partial_{t} v_{j}+\partial_{x_{i}}\left(v_{i} v_{j}\right)-\triangle v_{j}=-\partial_{x_{j}} p  \tag{16}\\
\operatorname{div} v=0 \\
\left.v\right|_{t=0}=a, \quad x \in \mathbb{R}^{3}, t>0
\end{array}\right.
$$

where div $a=0$ in $\mathbb{R}^{3}$. They showed, settling a problem which goes back to Leray, that if $I=\left(0, T_{+}\right)$is the maximal interval of existence, and $v$ is a solution so that $\sup _{t \in I}\|v(\cdot, t)\|_{L_{x}^{3}}<\infty$, then $T_{+}=\infty$ and $v$ is smooth and unique. $L^{3}$
is a critical space here. In joint work with G. Koch [KK], we have shown that our "road map" yields this result (at least in the case when $L^{3}\left(\mathbb{R}^{3}\right)$ is replaced by the critical space $\dot{H}^{1 / 2}\left(\mathbb{R}^{3}\right)$ ). The "rigidity theorem" is established using backward uniqueness for parabolic equations, which was the main ingredient in the proof of [ESS]. This application shows that the "road map" is also applicable to parabolic problems.
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#### Abstract

In 1962 Serre posed a conjecture, now referred to as Conjecture II, which states that principal homogeneous spaces under semisimple simply connected linear algebraic groups over perfect fields of cohomological dimension two have rational points. In this talk, after summarising the status of Conjecture II, we shall discuss progress concerning the study of principal homogeneous spaces under linear algebraic groups over function fields of two-dimensional schemes: surfaces over algebraically closed fields, strict Henselian two dimensional local domains and arithmetic surfaces that are relative curves over $p$-adic integers.
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## Introduction

In the sixties, Kneser posed the Hasse Principle conjecture ([Kn3]): a principal homogeneous space under a semisimple simply connected linear algebraic group over a number field has a rational point provided it has a rational point over every real completion. In the case of $p$-adic fields, Kneser had proved ([Kn1]) that every principal homogeneous space under a semisimple simply connected linear algebraic group has a rational point. A classification free proof is due to Bruhat-Tits ([BT]). Kneser's conjecture was settled in the affirmative in the sixties for all groups of type other than $E_{8}([\mathrm{H} 1],[\mathrm{H} 4],[\mathrm{Kn} 2])$. The solution for $E_{8}$ came two decades later from Chernousov ([Ch1]). Already in the early sixties, Serre posed the following conjecture, known as Conjecture II ([Se1]):

[^40]every principal homogeneous space under a semisimple simply connected linear algebraic group over a perfect field of cohomological dimension 2 has a rational point. Serre's conjecture includes Kneser's conjecture for totally imaginary number fields; it also brings into its fold interesting geometric fields like function fields of surfaces over algebraically closed fields. There is a real analogue of Conjecture II, due to Colliot-Thélène ([BP2]) which places the Hasse Principle of Kneser in the general context of virtual cohomological dimension 2.

In this article, we trace the progress towards Conjecture II, beginning with the theorem of Merkurjev-Suslin for groups of inner type $A_{n}$. While Conjecture II and the Colliot-Thélène conjecture were settled for groups of classical type ([BP1], [BP2]), they are still open for exceptional groups of type $E_{6}, E_{7}, E_{8}$ and trialitarian $D_{4}$. Conjecture II is proved for these exceptional groups with additional constraints; for quasisplit groups not of type $E_{8}$, the proof is due to Gille ([Gi4]). There are also classes of fields of geometric type, such as function fields of surfaces over algebraically closed fields and two-dimensional strict Henselian fields, where Conjecture II is settled ([CTOP], [CTGP], [dJHS]). The proof of He-de Jong-Starr of Conjecture II for function fields of surfaces uses purely geometric techniques, yielding a classification-free proof of Conjecture II for split simply connected groups over such fields. It is a challenge to construct a classification-free proof of Conjecture II for number fields; such a proof for global fields of positive characteristic is due to Harder ([H3]).

We say that a field $k$ of characteristic zero is of arithmetic type if $\operatorname{cd}(k) \leq 2$, $k$ satisfies Conjecture II and $k$ has the property 'index $=$ exponent' for central simple algebras over all finite extensions of $k$. Function fields of surfaces over $\mathbb{C}$ (type gl), two-dimensional strict Henselian fields with residue field $\mathbb{C}$ (type ll) and function fields of curves over the field of Laurent series over $\mathbb{C}$ (type lg), besides local fields and totally imaginary number fields are examples of fields of arithmetic type. Over a field of arithmetic type, principal homogeneous spaces under connected linear algebraic groups satisfy several properties typical of number fields. For fields of type (ll), (gl) or (lg), finiteness of $R$-equivalence classes, finiteness of the defect of the Hasse principle and weak approximation are proved to be true ([CTGP]). An analogue of Harder's theorem on the Hasse principle for rational points on projective homogeneous spaces is also true for fields of type (ll) and (lg).

Rost constructed an invariant for principal homogeneous spaces under simple simply connected linear algebraic groups with values in degree three Galois cohomology ([GMS], p.126). This invariant was useful in handling Conjecture II for groups of type $G_{2}$ and $F_{4}$ ([Se3], $\left.\S 8, \S 9\right)$ as well as quasisplit groups of type $E_{6}, E_{7}$ ([Ga1]) and trialitarian $D_{4}$ ([Ch2], [Ga2]). Conjecture II may be reformulated as an injectivity statement for the Rost invariant. This leads to questions concerning the injectivity of the Rost invariant for function fields of arithmetic surfaces. This question is particularly interesting for function fields of curves over $p$-adic fields in the context of Kato's theorems on the unramified degree three Galois cohomology of such fields. Certain patching techniques have
been developed for such fields by Harbater-Hartman-Krashen ([HH], [HHK]). Triviality of the kernel of the Rost invariant for split groups over such a field as well as a local global principle for principal homogeneous spaces under split reductive groups with respect to all discrete valuations of the field have been proved in ([CTPS]) using the patching techniques from ([HH]) and ([HHK]).

## 1. Galois Cohomology of Classical Groups

Let $k$ be a field, $k_{s}$ a separable closure of $k$ and $\Gamma_{k}=\operatorname{Gal}\left(k_{s} / k\right)$ the Galois group of $k_{s}$ over $k$. For a prime number $p$, we denote by $\operatorname{cd}_{p}(k)$ the $p$-cohomological dimension of $k$ defined as the largest integer $n$ such that there exists a finite $p$-primary $\Gamma_{k}$-module $M$ with $H^{n}\left(\Gamma_{k}, M\right) \neq 0$. The cohomological dimension $\operatorname{cd}(k)$ is the supremum of the $\operatorname{cd}_{p}(k)$ over all prime numbers $p$.

Let $G$ be a linear algebraic group defined over $k$. The first non-abelian Galois cohomology set $H^{1}(k, G)=H^{1}\left(\Gamma_{k}, G\left(k_{s}\right)\right)$ classifies isomorphism classes of principal homogeneous spaces under $G$, where the neutral element corresponds to the principal homogeneous space with a rational point. Conjecture II states that $H^{1}(k, G)=1$ if $k$ is a perfect field of cohomological dimension 2 and $G$ is a semisimple simply connected linear algebraic group defined over $k$. For a finite extension $l$ of $k$ and a linear algebraic group $G$ defined over $l$, we have $H^{1}\left(k, R_{l / k}(G)\right)=H^{1}(l, G)$ where $R_{l / k}(G)$ denotes the Weil restriction of $G$. In view of this fact, the problem is reduced to looking at absolutely simple simply connected groups while discussing Conjecture II.

The following is the list of absolutely simple simply connected groups of classical type over $k$ :

1) (type ${ }^{1} A_{n}$ ) The special linear group $S L_{1}(A)$, where $A$ is a central simple algebra over $k$.
2) (type ${ }^{2} A_{n}$ ) The special unitary group $S U(A, \sigma)$, where $A$ is a central simple algebra over $l$ with a unitary involution $\sigma$ satisfying $l^{\sigma}=k$.
3) (type $C_{n}$ ) The symplectic group $S p(A, \sigma), A$ being a central simple algebra over $k$ with a symplectic involution.
4) (type $B_{n}, D_{n}$, trialitarian $D_{4}$ excluded) The spinor group $\operatorname{Spin}(A, \sigma)$, where $A$ is a central simple algebra over $k$ with an orthogonal involution $\sigma$, if the characteristic of $k$ is not 2 . For characteristic 2 , and type $B_{n}$ and $D_{n}$, see ([KMRT], §26.A).

Let $G=S L_{1}(A)$, where $A$ is a central simple algebra over $k$. The exact sequence of $\Gamma_{k}$-groups

$$
1 \rightarrow S L_{1}(A) \rightarrow G L_{1}(A) \rightarrow \mathbf{G}_{m} \rightarrow 1
$$

yields a connecting map in Galois cohomology,

$$
k^{*} / \operatorname{Nrd}\left(A^{*}\right) \rightarrow H^{1}\left(k, S L_{1}(A)\right)
$$

which is a bijection, $N r d: A \rightarrow k$ denoting the reduced norm map. The following theorem of Merkurjev-Suslin not only settles Conjecture II for groups of type $S L_{1}(A)$, but gives a converse to it.

Theorem 1.1. (Merkurjev-Suslin [Su], 24.8) Let $k$ be a perfect field. The following are equivalent:

1) $\operatorname{cd}(k) \leq 2$
2) For every finite extension $l$ of $k$ and every central simple algebra $A$ over $l$, the reduced norm map is surjective.

The above theorem is a consequence of the injectivity of the map $H^{1}\left(k, S L_{1}(A)\right) \rightarrow H^{3}\left(k, \mu_{n}^{\otimes 2}\right),[\lambda] \rightarrow(\lambda) \cdot[A]$ (see 3.1), for a central simple algebra of square-free index $n$ ([MS], 12.2).

The proof of Conjecture II for other classical groups is due to BayerParimala ([BP1]) and relies on the Merkurjev-Suslin Theorem (1.1). Let $G$ be a simple simply connected linear algebraic group of type 2 ), 3 ) or 4 ) in the above list. An element in $H^{1}(k, G)$ gives rise to a hermitian form over the corresponding central simple algebra with involution. We prove the following classification theorem for hermitian forms over division algebras with involution, in terms of invariants, similar to classification results over number fields ([BP1], §4). In the classification theorem below we assume $\operatorname{char}(k) \neq 2$ instead of $k$ perfect.

Theorem 1.2. ([BP1], §4) Let $(D, \sigma)$ be a central division algebra over a field $l$ with an involution $\sigma$ and $l^{\sigma}=k$ and $h$ a hermitian form over $(D, \sigma)$. Suppose that $\operatorname{cd}_{2}(k) \leq 2$.

1) If $\sigma$ is of symplectic type, the dimension of $h$ determines the isomorphism class of $h$.
2) If $\sigma$ is of unitary type, the dimension and discriminant determine the isomorphism class of $h$.
3) If $\sigma$ is of orthogonal type, the dimension, discriminant and Clifford invariant determine the isomorphism class of $h$.

In the case of orthogonal involutions, the notion of Clifford invariant extends that of quadratic forms ([B]) and takes values in ${ }_{2} \operatorname{Br}(k) /\langle[D]\rangle$ where ${ }_{2} \operatorname{Br}(k)$ denotes the 2 -torsion in the Brauer group of $k$.

If $k$ is a totally imaginary number field, classifying hermitian forms is facilitated by the fact that over such fields there are no anisotropic groups of large
rank of type $B_{n}, C_{n}$ and $D_{n}$. In contrast, for every $n$, Merkurjev ([M1]) has constructed fields of cohomological dimension 2 which admit a tensor product $A=H_{1} \otimes H_{2} \otimes \cdots \otimes H_{n}$ of $n$ quaternion algebras which is a division algebra. To such a tensor product is associated a $2 n+2$ dimensional anisotropic quadratic form over $k$; this produces anisotropic groups of large rank of type $D_{n}$.

The proof of the classification theorem goes simultaneously for groups of type ${ }^{2} A_{n}, B_{n}, C_{n}$ and $D_{n}$. A key inductive step is provided by an exact sequence in Witt groups of hermitian forms constructed by Parimala-SridharanSuresh ([BP1], Appendix 2). The remaining part of the proof of Conjecture II, after classification of hermitian forms, rests in showing that if $G$ is a simply connected group with a central subgroup $\mu$, the image of $H^{1}(k, \mu) \rightarrow H^{1}(k, G)$ is zero if $\operatorname{cd}(k) \leq 2$. This is achieved via certain norm principle theorems due to Merkurjev ([M2], [Gi2]).

A classification of central simple algebras with involutions over fields of cohomological dimension 2 is given by Lewis-Tignol ([LT]).

The case of classical groups over perfect fields of cohomological dimension 2 and characteristic 2 is due to Serre ([BP1], Appendix 1).

We refer to ([Se3], $\S 8, \S 9)$ for discussions on $G_{2}$ and $F_{4}$. Let $G$ be a split simply connected group of type $G_{2}$ over a field $k$. Then $H^{1}(k, G)$ classifies isomorphism classes of octonion algebras. The isomorphism class of an octonion algebra is determined by its norm form which is a quadratic form of dimension 8. If $\operatorname{char}(k) \neq 2$, the norm form is a 3 -fold Pfister form $\langle 1, a\rangle \otimes\langle 1, b\rangle \otimes\langle 1, c\rangle$ for $a, b, c \in k^{*}$. Let $P_{3}(k)$ denote the isomorphism classes of 3 -fold Pfister forms over $k$. For $x \in k^{*},(x)$ denotes the square class of $x$ in $k^{*} / k^{* 2} \simeq H^{1}(k, \mathbb{Z} / 2 \mathbb{Z})$. The Arason invariant $e_{3}: P_{3}(k) \rightarrow H^{3}(k, \mathbb{Z} / 2 \mathbb{Z})$ given by

$$
e_{3}(<1, a>\otimes<1, b>\otimes<1, c>)=(-a) \cdot(-b) \cdot(-c)
$$

is an injection. This leads to the fact that if $\operatorname{cd}_{2}(k) \leq 2$, then $H^{1}(k, G)=1$.
Let $G$ be a split simply connected group of type $F_{4}$ over a field $k$. The set $H^{1}(k, G)$ classifies isomorphism classes of exceptional central simple 27dimensional Jordan algebras which we shall refer to as Albert algebras. Suppose $\operatorname{char}(k) \neq 2,3$. An invariant ' $g_{3}$ ' for Albert algebras with values in $H^{3}(k, \mathbb{Z} / 3 \mathbb{Z})$ was constructed by Rost ( $[\mathrm{R}]$ ); the vanishing of this invariant ensures that the algebra is 'reduced'. There is a classification of reduced Jordan algebras by their trace forms due to Springer. The trace form of an Albert algebra $J$ is determined by two invariants, $f_{3}(J) \in H^{3}(k, \mathbb{Z} / 2 \mathbb{Z})$ and $f_{5}(J) \in H^{5}(k, \mathbb{Z} / 2 \mathbb{Z})$. This leads to $H^{1}(k, G)=1$ if $\operatorname{cd}_{2}(k) \leq 2$ and $\operatorname{cd}_{3}(k) \leq 2$.

## 2. Real Analogue of Conjecture II

A field $k$ is said to be of virtual cohomological dimension $n$, denoted by $\operatorname{vcd}(k)=$ $n$, if $\operatorname{cd}(k(\sqrt{-1}))=n$. If $\operatorname{char}(k)>0, \operatorname{vcd}(k)=\operatorname{cd}(k)$. The class of fields of virtual cohomological dimension two includes number fields as well as function
fields of surfaces over $\mathbb{R}$. Let $k$ be a field of characteristic zero. Let $V_{k}$ denote the space of orderings of $k$. For $v \in V_{k}$, let $k_{v}$ denote the real closure of $k$ in its algebraic closure. The following Hasse principle conjecture, due to ColliotThélène, places in a general context Kneser's conjecture for number fields:

Conjecture (HP Conjecture). Let $k$ be a field of characteristic zero and $\operatorname{vcd}(k) \leq 2$. Let $G$ be a semisimple simply connected linear algebraic group defined over $k$. Then a principal homogeneous space under $G$ over $k$ has a rational point provided it has a rational point over $k_{v}$ for every $v \in V_{k}$.

In terms of Galois cohomology, the conjecture says that the map

$$
H^{1}(k, G) \rightarrow \prod_{v \in V_{k}} H^{1}\left(k_{v}, G\right)
$$

has zero kernel.
If $k$ is a number field and $A$ is a central simple algebra over $k$, the Hasse Principle states that a scalar $\lambda \in k^{*}$ is a reduced norm from $A$ if it a reduced norm over $k_{v}$ for each real closure of $k$. The local criterion is simply a positivity condition for $\lambda$ at all orderings where $A$ is ramified. A proof of the HP Conjecture for $S L_{1}(A)$ over number fields is due to Hasse-Maaß-Schilling. The conjecture is settled for all groups of classical type and of types $G_{2}$ and $F_{4}$ ([BP2]). For the solution of the conjecture for exceptional groups with constraints, see $\S 5$.

## 3. The Rost Invariant

Let $k$ be a field of characteristic zero and $A$ a central simple algebra over $k$ of index $n$. We identify the Brauer group of $F$ with $H^{2}\left(F, \mathbf{G}_{m}\right)$ via the cross product construction as in ([KMRT], p.397); under this correspondence, the $n$-torsion subgroup of the Brauer group is identified with $H^{2}\left(F, \mu_{n}\right)$. We write $[A]$ for the class of the central simple algebra $A$ in the $H^{2}\left(F, \mu_{n}\right)$. The association $\lambda \in k^{*} \mapsto(\lambda) \cdot[A]$ in $H^{3}\left(k, \mu_{n}^{\otimes 2}\right)$ yields an invariant $H^{1}\left(k, S L_{1}(A)\right) \simeq$ $k^{*} / \operatorname{Nrd}\left(A^{*}\right) \rightarrow H^{3}\left(k, \mu_{n}^{\otimes 2}\right)$. We have the following theorem due to MerkurjevSuslin.

Theorem 3.1. (Merkurjev-Suslin [MS], 12.2) Let A be a central simple algebra of square-free index. The map $H^{1}\left(k, S L_{1}(A)\right) \rightarrow H^{3}\left(k, \mu_{n}^{\otimes 2}\right)$ has zero kernel.

The theorem gives a sufficient condition for a scalar $\lambda \in k^{*}$ to be a reduced norm from $A$ if its index is square-free. This theorem is critical to the proof of Conjecture II for $S L_{1}(A)$.

Let $q$ be a regular quadratic form over $k$ with even rank, trivial discriminant and trivial Clifford invariant. Then $q$ is a sum of 3 -fold Pfister forms in the Witt group of $k$. The Arason invariant extends to give an invariant $e_{3}(q) \in$
$H^{3}(k, \mathbb{Z} / 2 \mathbb{Z})\left([\mathrm{A}]\right.$, Thm. 5.7). Let $G=\operatorname{Spin}(q)$. An element $\zeta \in H^{1}(k, G)$ yields the isomorphism class of a quadratic form $q^{\prime}$ over $k$ under the composite map $H^{1}(k, \operatorname{Spin}(q)) \rightarrow H^{1}(k, S O(q)) \rightarrow H^{1}(k, O(q))$. The quadratic form $q^{\prime} \perp-q$ has even dimension, trivial discriminant and trivial Clifford invariant. The map $H^{1}(k, \operatorname{Spin}(q)) \rightarrow H^{3}(k, \mathbb{Z} / 2 \mathbb{Z}), \zeta \mapsto e_{3}\left(q^{\prime} \perp-q\right)$ is an invariant, called the Arason invariant for $\operatorname{Spin}(q)$.

Rost proved the existence of an invariant $R_{G}: H^{1}(k, G) \rightarrow H^{3}(k, \mathbb{Q} / \mathbb{Z}(2))$ for any absolutely simple simply connected linear algebraic group $G$ defined over a field $k$ of characteristic zero. We refer to an exposition of Merkurjev in ([GMS], p.126) for the definition of the Rost invariant which builds on a theorem of Bruno Kahn ([K], see also [EKLV]). In view of the norm residue isomorphism theorem of Merkurjev-Suslin $([\mathrm{MS}]), H^{3}(k, \mathbb{Z} / n \mathbb{Z}(2)) \rightarrow H^{3}(k, \mathbb{Q} / \mathbb{Z}(2))$ is injective and $R_{G}$ takes values in $H^{3}(k, \mathbb{Z} / n \mathbb{Z}(2))$ where the only primes dividing $n$ are the 'homological torsion primes' associated to $G$ (cf. §4). The invariant $R_{G}$ is a 'canonical' generator of cohomological invariants in degree 3 with values in $\mathbb{Q} / \mathbb{Z}(2)([K M R T], \S 31)$. The Arason invariant for $\operatorname{Spin}(q)$ and the $f_{3}$ invariant for $F_{4}(\mathrm{cf} . \S 1)$ coincide with the 2-primary part of the Rost invariant. For groups of type $G_{2}$, the Rost invariant coincides with the Arason invariant of the norm form. The invariant for $S L_{1}(A)$ defined above is the negative of the Rost invariant (in characteristic zero), in view of the recent work of GilleQuéguiner ([GQ]); in fact their work also leads to identifying the $g_{3}$ invariant for groups of type $F_{4}$ defined by Rost $([R])$ with the 3 -primary part of the Rost invariant.

The Rost invariant is a powerful tool in the study of principal homogeneous spaces under simply connected groups. The map $R_{G}$ can be defined in arbitrary characteristic ([GMS], §2, Appendix A). If $\operatorname{char}(k)=p$, the $p$-primary part of $R_{G}$ should be interpreted as having values in the Kato cohomology groups $H^{3}\left(k, \mathbb{Q}_{p} / \mathbb{Z}_{p}(2)\right)$. The group $H^{n}(k, \mathbb{Z} / p \mathbb{Z}(2))$, denoted by $H_{p}^{n}(k)$ has the following description. Let $\Omega_{k}^{1}$ denote the module of absolute differentials of $k$ and $\Omega_{k}^{n}=\wedge^{n} \Omega_{k}^{1}$. Then $H_{p}^{n+1}(k)$ is the cokernel of the homomorphism

$$
\Omega_{k}^{n} \rightarrow \Omega_{k}^{n} / d \Omega_{k}^{n-1}
$$

induced by $x \cdot\left(\frac{d y_{1}}{y_{1}}\right) \wedge\left(\frac{d y_{2}}{y_{2}}\right) \cdots \wedge\left(\frac{d y_{n}}{y_{n}}\right) \mapsto\left(x^{p}-x\right) \cdot\left(\frac{d y_{1}}{y_{1}}\right) \wedge\left(\frac{d y_{2}}{y_{2}}\right) \cdots \wedge\left(\frac{d y_{n}}{y_{n}}\right)$.

## 4. Strengthening of Conjecture II

Given an absolutely simple simply connected linear algebraic group defined over a field $k$, Serre ([Se3], 2.2) defines the set $S(G)$ of primes associated to $G$ 'which plays a special role in the structure of $H^{1}(k, G)^{\prime}$. After a suggestion from Serre, we call these primes homological torsion primes. Serre poses a strengthening of Conjecture II which includes the case of not necessarily perfect fields ([Se3] $\S 10)$. For a field $k$ of characteristic $p$, we have the cohomology groups $H_{p}^{n}(k)$
defined by Kato (see §3). The separable p-dimension $\operatorname{sd}_{p}(k)$ of a field $k$ is defined as follows:
a) if $\operatorname{char}(k) \neq p, \operatorname{sd}_{p}(k)=\operatorname{cd}_{p}(k)$
b) if $\operatorname{char}(k)=p, \operatorname{sd}_{p}(k)$ is the least integer $r$ such that $H_{p}^{r+1}(l)=0$ for every finite separable extension $l$ of $k$.

Conjecture (Strong Conjecture II). Let $G$ be an absolutely simple simply connected linear algebraic group over a field $k$. Suppose that for every $p \in S(G)$, $\operatorname{sd}_{p}(k) \leq 2$. Then $H^{1}(k, G)=1$.

Gille observes ([Gi5], §2) that the additional condition $\left[k: k^{p}\right] \leq p^{2}$ if $\operatorname{char}(k)=p$ proposed by Serre in the strengthening of Conjecture II is not used in the cases where Strong Conjecture II is proved. Strong Conjecture II for groups of type ${ }^{1} A_{n}$ is due to Gille ([Gi3], Thm. 7). Gille in fact proves that $\operatorname{sd}_{p}(k) \leq 2$ if and only if for every finite extension $l$ of $k$, the reduced norm map on every $p$-primary central simple algebra is surjective. His method of proof involves lifting of the Rost invariant in characteristic $p$ to characteristic zero and then appealing to the theorem of Merkurjev-Suslin. Berhuy-FringsTignol ([BFT]) prove Strong Conjecture II for all classical groups, using Gille's theorem on reduced norms. Strong Conjecture II holds also for groups of type $G_{2}$ and $F_{4}$ ([Se3], Thm. 11, [Gi3], Thm. 8, Thm. 9), which is a consequence of the properties of the Rost invariant map in arbitrary characteristic.

## 5. Exceptional Groups

Conjecture II for quasisplit groups not containing a factor of type $E_{8}$ is settled by Gille ([Gi4]) through a study of norm groups of varieties of Borel subgroups. The techniques in that paper lead to several interesting consequences, including a new proof of the Hasse principle for quasisplit groups over number fields. Let $G$ be an absolutely simple simply connected linear algebraic group defined over $k$. Suppose that $\operatorname{sd}_{p}(k) \leq 2$ for every prime $p \in S(G)$. Let $\mu$ be the center of $G$ and

$$
1 \rightarrow \mu \rightarrow G \rightarrow G^{a d} \rightarrow 1
$$

the central isogeny, $G^{a d}$ denoting the adjoint group of $G$. The set $H^{1}(k, G)$ is zero if and only if the following two conditions hold:
a) The connecting map $\delta: G^{a d}(k) \rightarrow H^{1}(k, \mu)$ is surjective.
b) The image of $H^{1}(k, G) \rightarrow H^{1}\left(k, G^{\text {ad }}\right)$ is zero.

Gille proves that the condition $\operatorname{sd}_{p}(k) \leq 2$ for every $p \in S(G)$ implies condition a); the part of $H^{1}(k, G)$ arising from the center is zero. Thus Conjecture II is equivalent to statement b). Further, Gille proves Conjecture II for simply
connected groups of type ${ }^{3,6} D_{4}, E_{6}$ and $E_{7}$ under certain assumptions on the indices of the corresponding Tits algebras:

Theorem 5.1. (Gille [Gi4]) Let $G$ be an absolutely simple simply connected group defined over a field $k$ with $\operatorname{sd}_{p}(k) \leq 2$ for every $p \in S(G)$.
a) Suppose $G$ is of type ${ }^{3,6} D_{4}$, char $(k) \neq 2$ and the Tits algebra of $G$ has index at most 2. Then $H^{1}(k, G)=1$.
b) Suppose $G$ is of type $E_{6}$ and the Tits algebra of $G$ has index at most 3. Then $H^{1}(k, G)=1$.
c) Suppose $G$ is of type $E_{7}$ and the Tits algebra of $G$ has index at most 4. Then $H^{1}(k, G)=1$.
d) Suppose $G$ is the split group of type $E_{8}$ and $\operatorname{char}(k)=0$. Then for every cyclic extension $L / k$ of degree 2,3, or $5, H^{1}\left(L / k, E_{8}\right)=1$.

Conjecture I of Serre ([Se1]) asserts that if $\operatorname{cd}(k) \leq 1, H^{1}(k, G)=1$ for any connected linear algebraic group over $k$. Conjecture I was proved by Steinberg ([St]). A real analogue of Steinberg's theorem is due to Scheiderer ([Sch]).

Let $k$ be a field of cohomological dimension two with $\operatorname{char}(k)=0$ and $\operatorname{cd}\left(k^{a b}\right) \leq 1, k^{a b}$ denoting the maximal abelian extension of $k$. Let $G$ be the split group of type $E_{8}$ and $\xi \in H^{1}(k, G)$. Then by Steinberg's theorem there exists a maximal $k$-torus $T$ of $G$ and $\xi_{1} \in H^{1}(k, T)$ which maps to $\xi$ under $H^{1}(k, T) \rightarrow H^{1}(k, G)([\mathrm{PR}], 6.19)$. The order of $\xi_{1}$ is $2^{\alpha} 3^{\beta} 5^{\gamma}$ for some nonnegative integers $\alpha, \beta, \gamma([\mathrm{PR}], 6.21)$. Since $\operatorname{cd}\left(k^{a b}\right) \leq 1$, by Steinberg's theorem, $\xi_{1}$ is zero over $k^{a b}$. Let $L / k$ be a finite abelian extension such that $\xi_{1}$ is zero over $L$. Let $E / k$ be a subextension of $L / k$ such that $[L: E]$ is coprime to 2,3 and 5 , and the only prime divisors of $[E: k]$ are 2,3 or 5 . Then $\xi_{1}$ is zero over $E$ since the order of $\xi_{1}$ is prime to $[L: E]$. Since $E / k$ can be filtered by a tower of cyclic extensions of order 2,3 or 5 , it follows that $\xi$ is split by such a tower. Thus the following is a consequence of $(5.1(\mathrm{~d}))$. The proof of $(5.1(\mathrm{~d}))$ in ([Gi4]) is parallel to that of Chernousov for number fields.

Theorem 5.2. (Gille [Gi4], §IV.2) Let $k$ be a field of characteristic zero, $\operatorname{cd}_{2}(k) \leq 2, \operatorname{cd}_{3}(k) \leq 2$ and $\operatorname{cd}_{5}(k) \leq 2$. Suppose $\operatorname{cd}\left(k^{a b}\right) \leq 1$. If $G$ is a simple simply connected group of type $E_{8}$, then $H^{1}(k, G)=1$.

Another approach to the proof of Conjecture II for quasisplit groups of type ${ }^{3,4} D_{4}, E_{6}$ and $E_{7}$ is through the study of the kernel of the Rost invariant map, due to Garibaldi ([Ga1]) for $E_{6}$ and $E_{7}$ and Chernousov for $D_{4}$ ([Ch2], [Ga2]). They show that for an arbitrary field $k$ of characteristic zero and $G$ a quasisplit group of type ${ }^{3,6} D_{4}, E_{6}, E_{7}$, the Rost invariant map $R_{G}: H^{1}(k, G) \rightarrow H^{3}(k, \mathbb{Q} / \mathbb{Z}(2))$ has zero kernel. Using an effective lifting of the Rost invariant from characteristic $p$ to characteristic zero, due to Gille ([Gi1]), one deduces the injectivity of the $R_{G}: H^{1}(k, G) \rightarrow H^{3}(k, \mathbb{Q} / \mathbb{Z}(2))$ for groups of
type ${ }^{3,6} D_{4}, E_{6}, E_{7}$ in arbitrary characteristic, interpreting the $p$-primary torsion in $H^{3}(k, \mathbb{Q} / \mathbb{Z}(2))$ as Kato groups. In particular, $H^{1}(k, G)=1$ for $G$ quasisplit of type ${ }^{3,6} D_{4}, E_{6}$ and $E_{7}$ if $\operatorname{sd}_{p}(k) \leq 2$ for all $p \in S(G)$. If $\operatorname{char}(k)=0$ and $\operatorname{vcd}(k) \leq 2, H^{3}\left(k, \mathbb{Q}_{p} / \mathbb{Z}_{p}(2)\right)=0$ if $p \neq 2$ and $H^{3}\left(k, \mathbb{Q}_{2} / \mathbb{Z}_{2}(2)\right) \rightarrow$ $\prod_{v \in V_{k}} H^{3}\left(k_{v}, \mathbb{Q}_{2} / \mathbb{Z}_{2}(2)\right)$ has zero kernel ([AEJ1], §2). These results lead to the Hasse Principle conjecture for these groups over fields of virtual cohomological dimension two.

## 6. Arithmetic of Certain Two-dimensional Fields

The following are some well known properties of number fields $k$ :

- (Hasse-Brauer-Noether, Albert) Index and exponent coincide for central simple algebras over $k$.
- (Hasse-Brauer-Noether, Albert) Every central division algebra over $k$ is cyclic.
- (Hasse-Brauer-Noether) Let $\Omega_{k}$ denote the set of all places of $k$ and for $v \in \Omega_{k}, k_{v}$ the completion of $k$ at $v$. Then the map

$$
B r(k) \rightarrow \bigoplus_{v \in \Omega_{k}} B r\left(k_{v}\right)
$$

has zero kernel.

- (Hasse-Minkowski) A quadratic form $q$ over $k$ is isotropic if it is isotropic over all $k_{v}, v \in \Omega_{k}$. In particular, if $k$ is a totally imaginary number field, every quadratic form in at least 5 variables over $k$ is isotropic.
- If $k^{a b}$ denotes the maximal abelian extension of $k, \operatorname{cd}\left(k^{a b}\right)=1$ ([Se2]).

We discuss analogues of these properties in the context of the following two-dimensional fields of geometric type.
(ll) Two-dimensional strict Henselian field, i.e. field of fractions of a Henselian excellent two-dimensional local domain $A$ with separably closed residue field $k$.
(gl) Function field of a surface over an algebraically closed field.
(lg) $F=k((t))(X), k$ an algebraically closed field and $X$ an integral curve over $k((t))$.

Fields of type (ll) were studied in [CTOP] where it is shown that they satisfy 'essentially' all the properties listed above for number fields. Let $A$ be a two-dimensional excellent Henselian local domain with field of fractions $F$ and
separably closed residue field $k$. Examples of such fields are finite extensions of $k((X, Y))$ where $k$ is separably closed. If $\ell$ is a prime not equal to $\operatorname{char}(k)$, then $\operatorname{cd}_{\ell}(F)=2$ (SGA 4, Cor 6.3, XIX). Let $\Omega_{F}$ denote the set of all rank one discrete valuations of $F$ and let $F_{v}$ denote the completion of $F$ at $v$ for $v \in \Omega_{F}$. The following theorems ([CTOP]) describe the arithmetic properties of fields of type (ll).

Theorem 6.1. ([CTOP], Thm. 2.1) Let $F$ be a field of type (ll) and $D$ a central division algebra over $F$ of exponent $n$. Suppose $n$ is coprime to char $(k)$. Then $D$ is cyclic of index $n$.

The above theorem for $\operatorname{char}(k)=0$ is due to Ford-Saltman ([FS]).
Theorem 6.2. ([CTOP], Thm. 2.3) Let $F$ be a field of type (ll) with $\operatorname{char}(k)=$ 0 . Then $\operatorname{cd}\left(F^{a b}\right) \leq 1$, where $F^{a b}$ denotes the maximal abelian extension of $F$.

Theorem 6.3. ([CTOP], Cor. 1.10) Let $F$ be a field of type (ll). Then the restriction map

$$
B r(F) \rightarrow \prod_{v \in \Omega_{F}} B r\left(F_{v}\right)
$$

has zero kernel.
In fact, in Theorem 6.3, one may restrict $v \in \Omega_{F}$ to the set of rank one discrete valuations of $F$ centered on codimension one points of a regular proper scheme $\mathcal{X} \rightarrow \operatorname{Spec}(A)$ with function field $F$.

Theorem 6.4. ([CTOP], Thm. 3.6 and Thm. 3.1) Let F be a field of type (ll). Suppose the characteristic of $k$ is different from 2. Then every quadratic form over $F$ of dimension at least 5 is isotropic. Further, every quadratic form of dimension 3 or 4 over $F$ is isotropic if it isotropic over $F_{v}$ for every $v \in \Omega_{F}$.

An example of the failure of the Hasse principle for quadratic forms in dimension 2 is due to Jaworski ([Ja]). In other words, the local square theorem fails in this setting.

One has real analogues of these results for two-dimensional Henselian fields with real closed residue field. For such a field $F$, every torsion quadratic form of dimension greater than four has a nontrivial zero; in other words, the $u$-invariant $u(F)$, in the sense of Elman-Lam, is at most 4. In particular, $u(\mathbb{R}((X, Y)))=4$; It is an open question whether the $u$-invariant of $\mathbb{R}(X, Y)$ is 4 .

Let $F=k(X)$ be the function field of a surface over an algebraically closed field $k$. The field $F$ has the $C_{2}$ property. The following question is due to M. Artin ([Ar]).

Question. (Artin) Let $K$ be a $C_{2}$ field. Do the index and exponent of central simple algebras over $K$ coincide?

Artin points out that for central simple algebras of index a power of 2 or 3, an affirmative answer to the question follows from elementary arguments. Artin's question is answered in the affirmative for function fields of surfaces over algebraically closed fields by de Jong ([dJ], [Li]). Cyclicity of prime degree algebras over such fields is already a challenge (cf. [V], [KRTY]). The question of whether $\operatorname{cd}\left(F^{a b}\right) \leq 1$ is part of a general conjecture of Bogomolov and is wide open. There are no analogues of the Hasse principle for Brauer groups or quadratic forms for ( gl ) fields in view of the fact that the Brauer group of a surface over an algebraically closed field is in general nonzero. Since (gl) fields satisfy the $C_{2}$ property, every 5 -dimensional quadratic form over such fields is isotropic.

Let $F=k((t))(X)$ be of type $(\lg )$. Let $\overline{k((t))}$ denote the algebraic closure of $k((t))$. Then $F^{\prime}=\overline{k((t))}(X)$ is a Galois (pro) cyclic extension of $F$ with $\operatorname{cd}\left(F^{\prime}\right) \leq 1$. In particular, $\operatorname{cd}\left(F^{a b}\right) \leq 1$. Since $F$ is a $C_{2}$ field, index $=$ exponent for central simple algebras over $F$ with index a power of 2 or 3 . In fact, following Saltman's proof of splitting ramification of central simple algebras over function fields of two-dimensional regular schemes ([S]), one can show that index and exponent coincide for all central simple algebras over $F$ (see also [HHK], Thm.5.5). Let $\mathcal{X} \rightarrow \operatorname{Spec}(k[[t]])$ be a regular proper model of the curve $X$ over $k((t))$. Then $\operatorname{Br}(\mathcal{X})=0([\mathrm{CTOP}], 1.10)$ and the map $\operatorname{Br}(F) \rightarrow \prod_{v \in \Omega_{F}} \operatorname{Br}\left(F_{v}\right)$ has trivial kernel.

In the next section, we discuss how these arithmetic properties of fields of type (ll), (gl) and (lg) lead to consequences for linear algebraic groups and homogeneous spaces defined over such fields.

## 7. Arithmetic of Linear Algebraic Groups over Two-dimensional Fields

Let $A$ be a two-dimensional strict Henselian local domain with field of fractions $F$ and residue field $k$ of characteristic zero. Then $F$ satisfies the conditions index $=$ exponent for central simple algebras and $\operatorname{cd}\left(F^{a b}\right) \leq 1$. In view of (5.1), (5.2), Conjecture II holds for $F$.

Let $F=k(X), X$ a smooth integral surface over an algebraically closed field $k$. The property index $=$ exponent for central simple algebras over $F$ leads to Conjecture II for all groups not containing a factor of type $E_{8}$. There is a uniform proof of Conjecture II for split simply connected groups over $F$ in arbitrary characteristic due to de Jong-He-Starr ([dJHS]). Thus Conjecture II is proved for fields of type (gl). The proof ([dJHS], 1.5) involves deformation techniques in complex algebraic geometry. The following key ingredient in their proof is a consequence of a more general theorem.

Theorem 7.1. ([dJHS], Thm. 1.4) Let $F$ be a field of type (gl) and $G_{0}$ a split simply connected group over $F$. Let $\zeta \in H^{1}\left(F, G_{0}\right)$ and $G$ the group obtained
from $G_{0}$ by twisting through a cocycle defining $\zeta$. Let $P$ be an $F$-parabolic subgroup of $G_{0}$ and $V$ the variety of $F$-parabolic subgroups of $G$ of type $P$. Then $V(F) \neq \emptyset$.

We refer to ([Gi5], 6.5) for a proof of how this theorem leads to Conjecture II for split simply connected groups over $F$.

Suppose $F=k((t))(X)$, where $k$ is an algebraically closed field and $X$ is an integral curve over $k((t))$. In view of the fact that index $=$ exponent for central simple algebras over $F$ and $\operatorname{cd}\left(F^{a b}\right) \leq 1$, Conjecture II holds for $F$.

Definition. We call a field $F$ of characteristic zero of arithmetic type if it satisfies the following conditions:

1) $\operatorname{cd}(F) \leq 2$
2) For every finite extension $E / F$, index and exponent of central simple algebras over $E$ coincide
3) $H^{1}(F, G)=1$ for a semisimple simply connected linear algebraic group $G$ over $F$.

We remark that the condition 3) above would be redundant once Conjecture II is proved for groups of type $E_{8}$ for fields satisfying 1) and 2).

Examples of fields of arithmetic type are totally imaginary number fields and fields of type (ll), (gl) and (lg). Several properties of linear algebraic groups and principal homogeneous spaces, which are classical for totally imaginary number fields, can be proved to be true for fields of arithmetic type. We refer to ([CTGP]) for a discussion of the following results.

Let $G$ be a semisimple simply connected linear algebraic group defined over a field $F$. Let

$$
1 \rightarrow \mu \rightarrow G \rightarrow G^{a d} \rightarrow 1
$$

be the central isogeny, where $G^{\text {ad }}$ denotes the adjoint group of $G$. Let $\delta$ : $H^{1}\left(F, G^{a d}\right) \rightarrow H^{2}(F, \mu)$ be the connecting map in Galois cohomology.

Theorem 7.2. ([CTGP], Thm. 2.1) Let $F$ be a field of arithmetic type. Then $\delta: H^{1}\left(F, G^{a d}\right) \rightarrow H^{2}(F, \mu)$ is a bijection.

This theorem for number fields is classical (cf. [Kn2]), the unitary case being a theorem of Landherr ([Sc], p.383).

Theorem 7.3. ([CTGP], Thm. 4.3) Let $F$ be a field of arithmetic type and $G$ a semisimple simply connected linear algebraic group defined over $F$ not containing a factor of type $A_{n}$. Then the $F$-variety $G$ is $F$-rational, i.e. birational to an affine space over $F$.

Rationality is a consequence of isotropicity of $G$ if it has no factor of type $A_{n}$. This leads to the triviality of $R$-equivalence classes $G(F) / R$ if $G$ is simply
connected and has no factor of type $A_{n}$. If $G=S L_{1}(A)$ then $G(F) / R=S K_{1}(A)$ ([Vo]); in view of a theorem of Yanchevskiĭ ([Y]), this group is zero for all fields of cohomological dimension two. Triviality of $G(F) / R$ for simply connected groups of type ${ }^{2} A_{n}$ over fields of cohomological dimension at most 2 is due to Chernousov and Merkurjev ([CM]). We thus have the following:

Theorem 7.4. ([CTGP], Thm. 4.5) Let $F$ be a field of arithmetic type and $G$ a semisimple simply connected group defined over $F$. Then the group of $R$ equivalence classes $G(F) / R$ is zero.

We discuss finiteness of $R$-equivalence classes, obstruction to Hasse principle and weak approximation for connected linear algebraic groups over fields of arithmetic type.

Let $G$ be a connected reductive group defined over any field $F$. Then $G$ admits a flasque resolution, namely, there are (nearly canonical) exact sequences ([CT], Prop.3.1)

$$
1 \rightarrow \mathcal{F} \rightarrow H \rightarrow G \rightarrow 1
$$

where $\mathcal{F}$ is a flasque torus and $H$ is an extension of quasitrivial torus by a semisimple simply connected group. This induces an exact sequence of groups ([CT], Thm. 8.1)

$$
H(F) / R \rightarrow G(F) / R \rightarrow \operatorname{Ker}\left(H^{1}(F, \mathcal{F}) \rightarrow H^{1}(F, H)\right) \rightarrow 1
$$

If $F$ is a field of arithmetic type, then $H^{1}(F, H)=1$ and using a delicate argument of Gille ([Gi4], [BKG] Appendix) one has $H(F) / R=1$. In particular, $G(F) / R \simeq H^{1}(F, \mathcal{F})([\mathrm{CT}]$, Thm. 8.4).

This leads to the fact that $G(F) / R$ is abelian. It is an open question whether the group of $R$-equivalence classes is abelian for a general field.

Theorem 7.5. (cf. [CTGP], Thm. 4.12) Let $F$ be a field of arithmetic type. Suppose $H^{1}(F, \mathcal{F})$ is finite for every flasque torus $\mathcal{F}$ over $F$. Then $G(F) / R$ is finite for a connected linear algebraic group $G$ defined over $F$.

The finiteness of $H^{1}(F, \mathcal{F})$ for flasque tori $\mathcal{F}$ is proved in ([CTGP], Thm. 3.4) for fields of type (gl) and (ll). In the case (lg), we have $F=k((t))(X)$ where $X$ is an integral curve over $k((t))$. The field $k((t))$ has finite cohomology in the sense of ([CTGP], p.312) and the finiteness of $H^{1}(F, \mathcal{F})$ for flasque tori $\mathcal{F}$ follows from ([CTGP], 3.4).

Corollary 7.6. ([CTGP], Thm. 4.12) Let $F$ be a field of type (gl), (ll) or (lg). Then $G(F) / R$ is finite for a connected linear algebraic group $G$ defined over $F$.

The above result for number fields is due to Colliot-Thélène and Sansuc ([CTS]) for quasisplit groups and Gille ([Gi2]) in the general case.

There are also theorems concerning finiteness of the obstruction to the Hasse principle and weak approximation for connected linear algebraic groups over fields of type (ll) and (gl) ([CTGP], Thm. 5.1, Thm. 4.13); the original results over number fields are due to Sansuc ([Sa]). We shall now explain these results in the context of fields of arithmetic type.

Let $F$ be a field and $\Omega$ a set of rank one discrete valuations of $F$. For a linear algebraic group $G$ defined over $F$, let $Ш_{\Omega}^{i}(F, G)$ denote the kernel of the map $H^{i}(F, G) \rightarrow \prod_{v \in \Omega} H^{i}\left(F_{v}, G\right)$, with the convention $i \leq 1$ if $G$ is not abelian.

Let $A$ be a Noetherian excellent strict Henselian local domain of dimension at most 2 with field of fractions $K$. Let $F$ be a finitely generated field over $K$. Let $\mathcal{X} \rightarrow \operatorname{Spec}(A)$ be a proper morphism with $\mathcal{X}$ regular and with function field $F$. Let $\Omega_{X}$ denote the set of all rank one discrete valuations of $F$ centered on codimension 1 points of $\mathcal{X}$. Let $\Omega$ denote the union of $\Omega_{\mathcal{X}}$ as $\mathcal{X}$ varies over regular proper schemes over $\operatorname{Spec}(A)$ with function field $F$. We call $\Omega$ the set of divisorial discrete valuations of $F$. The fields of type (ll), (gl) and (lg) are all function fields of two-dimensional regular schemes which are proper over strict Henselian local domains. In these cases $\Omega$ stands for the set of divisorial discrete valuations of the corresponding fields.

We have the following:
Theorem 7.7. (cf. proof of [CTGP], Thm. 5.1) Let $F$ be a field of arithmetic type and $\Omega$ a set of rank one discrete valuations. Let $G$ be a connected linear algebraic group defined over $F$. Suppose that $\amalg_{\Omega}^{2}(F, \mu)$ is finite for every finite $F$-group $\mu$ of multiplicative type. Then $\amalg_{\Omega}^{1}(F, G)$ is finite.

Corollary 7.8. (cf. $/ C T G P \mid$, Thm. 5.1) Let $F$ be of type (ll), (lg) or (gl) and $\Omega$ the set of divisorial discrete valuations of $F$. Let $G$ be a connected linear algebraic group defined over $F$. Then $Ш_{\Omega}^{1}(F, G)$ is finite.

Proof. We will just outline the case when $F$ is of type (lg) which is similar to the case (ll). Suppose $F=k((t))(X)$ where $k$ is an algebraically closed field and $X$ an integral curve over $k((t))$. Let $\mathcal{X} \rightarrow \operatorname{Spec}(k[[t]])$ be a regular proper model of $X$. There exists an open subset $U$ of $\mathcal{X}$ and an étale sheaf $\mu_{U}$ on $U$ such that $\mu_{U}$ restricts to $\mu$ on $F$. The map $H^{2}\left(U, \mu_{U}\right) \rightarrow H^{2}(F, \mu)$ contains in its image $\amalg_{\Omega}^{2}(F, \mu)$. In view of ([SGA 4], Exp. XIX, Thm 5.1), $H^{2}\left(U, \mu_{U}\right)$ is finite and hence $Ш_{\Omega}^{2}(F, \mu)$ is finite.

Theorem 7.9. (cf. proof of [CTGP], Thm. 4.13) Let F be a field of arithmetic type and $S$ a finite set of rank one discrete valuations of $F$. Suppose $H^{1}\left(F_{v}, \mathcal{F}\right)$ is finite for every $v \in S$ and for every flasque torus $\mathcal{F}$ over $F_{v}$. Let $G$ be a connected linear algebraic group defined over $F$. Let $\overline{G(F)}$ denote the closure of $G(F)$ under the diagonal embedding $G(F) \rightarrow \prod_{v \in S} G\left(F_{v}\right)$. Then the defect of weak approximation

$$
A_{S}(G)=\prod_{v \in S} G\left(F_{v}\right) / \overline{G(F)}
$$

is finite.

Corollary 7.10. (cf. $/ C T G P \mid$, 4.13) Let $F$ be a field of type (ll), (gl) or (lg) and $S$ a finite set of divisorial discrete valuations of $F$. Let $G$ be a connected linear algebraic group defined over $F$. Let $\overline{G(F)}$ denote the closure of $G(F)$ under the diagonal embedding $G(F) \rightarrow \prod_{v \in S} G\left(F_{v}\right)$. Then the defect of weak approximation

$$
A_{S}(G)=\prod_{v \in S} G\left(F_{v}\right) / \overline{G(F)}
$$

is finite.
Proof. We discuss the case $F=k((t))(X)$ of type (lg). The completion of $F$ at any $v \in S$ is of the form $k\left(\left(t^{\prime}\right)\right)((s))$ or $k\left(X^{\prime}\right)((s))$, where $X^{\prime}$ is a curve over $k$. In either case in view of ([CTGP], Thm. 3.2 and Thm. 3.4), $H^{1}\left(F_{v}, \mathcal{F}\right)$ is finite for any flasque torus over $F_{v}$.

In ([BKG]), using the above results, Borovoi, Kunyavskiĭ and Gille compute $G(F) / R, \amalg_{\Omega}^{1}(F, G)$ and $A_{S}(G)$ in terms of the algebraic fundamental group of $G$. They show that for fields of type (gl) or (ll), $G(F) / R, A_{S}(G)$ and $\amalg_{\Omega}^{1}(F, G)$ are stably $F$-birational invariants of $G$. A key step in their proof is to show that for a connected linear algebraic group $G$ defined over any field, the Galois module $\operatorname{Pic} \bar{V}_{G}$ is flasque, where $\bar{V}_{G}=V_{G} \times \bar{k}$ and $V_{G}$ denotes a smooth compactification of $G$. This generalizes a theorem of Voskresenskiĭ on tori; this result is extended to homogeneous spaces with connected stabilisers in a paper of Colliot-Thélène and Kunyavskiĭ in ([CTK]).

We shall now discuss the Hasse principle for projective homogeneous spaces under connected linear algebraic groups defined over fields of arithmetic type (cf. [CTGP], §5). An analogous theorem for number fields is due to Harder ([H2]).There is a proof due to Borovoi ([Bol) of Harder's theorem which lends itself to a more general setting. Let $F$ be a field of arithmetic type and $H$ a semisimple simply connected linear algebraic group defined over $F$. Let $X$ be a projective homogeneous space under $H$. Let $\bar{G}$ be the stabiliser of a point in $X(\bar{F})$. Since $X$ is projective, $\bar{G}$ is a parabolic subgroup of $H(\bar{F})$. Let $G^{t o r}$ be the biggest quotient torus of $\bar{G}$. Then $G^{t o r}$ is defined over $F$ and is quasitrivial ([CTGP], 5.6). Following Borovoi, one associates to the homogeneous space $X$ an element $i_{*}(X) \in H^{2}\left(F, G^{t o r}\right)$ with the property that $i_{*}(X)=0$ if and only if $X$ lifts to a principal homogeneous space under $H$. For fields of arithmetic type $F$, we have $H^{1}(F, H)=0$ and $i_{*}(X)=0$ if and only if $X(F) \neq \emptyset$. Let $\Omega$ be a set of discrete valuations of $F$. If $X\left(F_{v}\right) \neq \emptyset$ for every $v \in \Omega$, then $i_{*}(X) \in$ $\amalg_{\Omega}^{2}\left(F, G^{t o r}\right)$. Suppose $G^{t o r}$ is isomorphic to product of $R_{L_{i} / F}\left(\mathbf{G}_{m}\right)$, where $L_{i} / F$ are finite extensions. Then $Ш_{\Omega}^{2}\left(F, G^{t o r}\right)$ is isomorphic to the product of $Ш_{\Omega}^{2}\left(L_{i}, \mathbf{G}_{m}\right)$. We thus have:

Theorem 7.11. ([CTGP], Thm. 5.5) Let F be field of type (ll) or (lg). Let $X$ be a projective homogeneous space under a connected linear algebraic group $G$ over $F$. Then the Hasse principle holds for the existence of rational points on $X$ with respect to all divisorial discrete valuations of $F$.

Proof. If $F$ is of type (ll), for every finite extension $L / F, \amalg_{\Omega}^{2}\left(L, \mathbf{G}_{m}\right)=0(6.3)$. If $F=k((t))(X)$ be of type (lg), then $Ш_{\Omega}^{2}\left(F, \mathbf{G}_{m}\right)=0$ (cf. §6). Since every finite extension of $F$ is again of the type ( lg ), the theorem follows.

## 8. Function Fields of Arithmetic Surfaces

Let $F$ be a field of characteristic zero. Let $G$ be an absolutely simple simply connected linear algebraic group defined over $F$. Let $R_{G}: H^{1}(F, G) \rightarrow$ $H^{3}(F, \mathbb{Q} / \mathbb{Z}(2))$ be the Rost invariant (cf. $\left.\S 3\right)$. Conjecture II may be reformulated as an injectivity statement for $R_{G}$ for fields of cohomological dimension two. A general setting to look for the injectivity of $R_{G}$ is the case of fields of cohomological dimension at most three. In fact the following result for quasisplit groups can be obtained from known results for $R_{G}$.

Theorem 8.1. ([CTPSJ, Thm. 5.4) Let $F$ be a field of characteristic zero and $\operatorname{cd}(F) \leq 3$. Let $G / F$ be an absolutely simple simply connected quasisplit group not containing an $E_{8}$ factor. Then $R_{G}: H^{1}(F, G) \rightarrow H^{3}(F, \mathbb{Q} / \mathbb{Z}(2))$ has zero kernel.

The proof for classical groups reduces to classification of quadratic and hermitian forms over fields of cohomological dimension 3; the Milnor conjecture in this case is due to Arason-Elman-Jacob ([AEJ2]). The cases of $E_{6}$ and $E_{7}$ are due to Garibaldi ([Ga1]) and for the case of trialitarian $D_{4}$ we refer to ([Ch2], [Ga2]). The cases of $G_{2}$ and $F_{4}$ are discussed in ([Se3]). However, for a general field of cohomological dimension 3 and $G$ not quasisplit, there are examples due to Merkurjev ([CTPS], 5.2) for which $R_{G}$ has nonzero kernel. There exist fields $F$ with $\operatorname{cd}(F)=3$, a biquaternion division algebra $A$ over $F$ and an element $\lambda \in F$ which is not a reduced norm from $A$ such that $(\lambda) \cdot[A]=0$ in $H^{3}\left(F, \mu_{2}^{\otimes 2}\right)$. Thus, $[\lambda] \in F^{*} / \operatorname{Nrd}\left(A^{*}\right)=H^{1}\left(F, S L_{1}(A)\right.$ is nontrivial and $R_{G}([\lambda])=0$. This construction involves fields which are not of arithmetic type. A natural question is whether the kernel of $R_{G}$ is zero if $F$ is a field of cohomological dimension 3 which is finitely generated over a number field, a local field, a real closed field or an algebraically closed field.

Function fields of $p$-adic curves are studied in ([CTPS]). The following theorem asserts that the Rost invariant map has zero kernel for split groups of type $E_{8}$ as well.
Theorem 8.2. ([CTPS], Thm. 5.5) Let $\mathcal{O}$ be the ring of integers in a p-adic field $k$ and $\kappa$ its residue field. Let $X / k$ be a smooth projective geometrically integral curve and $F=k(X)$. Let $G$ be an absolutely simple simply connected group over $\mathcal{O}$. If $G$ is of type $E_{8}$, we assume that the prime $p$ is different from 2,3 and 5. Then the kernel of the Rost map $R_{G}: H^{1}(F, G) \rightarrow H^{3}(F, \mathbb{Q} / \mathbb{Z}(2))$ is zero.

We note that the group $G_{F}$ is quasisplit since the special fiber $G_{\kappa}$ is quasisplit, $\kappa$ being a finite field ([St]). The proof of (8.2) uses a Hasse principle for
principal homogeneous spaces under $G_{F}$ where $G / \mathcal{O}$ is a connected reductive group:

Theorem 8.3. ([CTPSJ], Thm. 4.8) Let $\mathcal{O}$ be the ring of integers in a p-adic field $k$ with residue field $\kappa$. Let $X / k$ be a smooth projective geometrically integral curve. Let $F=k(X)$ and $\Omega_{F}$ the set of all discrete valuations of $k$. Let $G$ be a connected reductive group over $\mathcal{O}$. Then the restriction map $H^{1}(F, G) \rightarrow$ $\prod_{v \in \Omega_{F}} H^{1}\left(F_{v}, G\right)$ has zero kernel.

Let $\mathcal{X} \rightarrow \operatorname{Spec}(\mathcal{O})$ be a regular proper model of $X \rightarrow \operatorname{Spec}(k)$. An element $\zeta \in H^{1}(F, G)$, which is trivial in $H^{1}\left(F_{v}, G\right)$ for every $v \in \Omega_{F}$, is unramified at all codimension one points of $\mathcal{X}$. Theorem 8.3 is a consequence of the following:

Theorem 8.4. ([CTPSJ], Thm. 4.6) With the same notation as in Theorem 8.3, an element $\zeta \in H^{1}(F, G)$ unramified at all codimension one points of $\mathcal{X}$ is trivial.

The above theorem applied to $P G L_{n}$ recovers a theorem of Grothendieck that the Brauer group of a regular proper model $\mathcal{X} / \mathcal{O}$ of a curve over a $p$-adic field is zero.

We conclude by showing how the Hasse principle leads to the injectivity of the Rost invariant. We have a commutative diagram

$$
\begin{array}{ccc}
H^{1}(F, G) & \xrightarrow{\rho} & \prod_{v \in \Omega} H^{1}\left(F_{v}, G\right) \\
R_{G} \downarrow & & \downarrow \prod R_{G} \\
H^{3}(F, \mathbb{Q} / \mathbb{Z}(2)) & \xrightarrow{\left(\rho_{v}\right)} & \prod_{v \in \Omega} H^{3}\left(F_{v}, \mathbb{Q} / \mathbb{Z}(2)\right)
\end{array}
$$

By Theorem 8.3, $\rho$ has zero kernel. To show that $R_{G}$ has zero kernel, it suffices to show that for every $v \in \Omega_{F}$,

$$
R_{G}: H^{1}\left(F_{v}, G\right) \rightarrow H^{3}\left(F_{v}, \mathbb{Q} / \mathbb{Z}(2)\right)
$$

has zero kernel. The proof of this fact uses Bruhat-Tits theory.
The proof of Theorem 8.4 uses a certain patching technique for function fields of curves over complete discrete valuated fields developed by Harbater-Hartmann-Krashen ([HH], [HHK]). Suppose $F=k(X)$ is the function field of a smooth projective curve over a complete discrete valuated field $k$. Let $\mathcal{O}$ be the ring of integers in $k$ and let $\kappa$ be the residue field. Let $\mathcal{X} \rightarrow \operatorname{Spec}(\mathcal{O})$ be a regular proper model of $X$ and $X_{0}$ the reduced special fiber of $\mathcal{X}$. We assume, by possibly blowing up $\mathcal{X}$, that $X_{0}$ consists of regular curves with normal crossings. Let $\left\{U_{i}\right\}, 1 \leq i \leq n$ be nonempty open subsets of the components $Y_{i}$ of $X_{0}$ and $\mathcal{P}=\left\{P_{i} \mid 1 \leq i \leq m\right\}$ be a finite set of closed points of $X_{0}$ containing all singular points of $X_{0}$. Suppose $X_{0}=\cup_{1 \leq i \leq n} U_{i} \cup \mathcal{P}$. Let $R_{U_{i}}$ be the ring of rational functions on $\mathcal{X}$ which are regular on $U_{i}$, and $F_{U_{i}}$ the field of fractions of the completion of $R_{U_{i}}$ along the ideal $t R_{U_{i}}$, where $t$ denotes a parameter in $\mathcal{O}$. For any closed point $P$ of $X_{0}$, let $F_{P}$ denote the field of fractions of the completion of the regular local ring $\mathcal{O}_{\mathcal{X}, P}$ along its maximal ideal. Given a connected
reductive group $G$ over $F$ whose underlying $F$-variety is $F$-rational, Harbater-Hartmann-Krashen define a regular model $\mathcal{X} \rightarrow \operatorname{Spec}(\mathcal{O})$ and patching fields $\left\{F_{U_{i}}, F_{P_{j}}\right\}$ with the property: the local global principle holds for certain classes of homogeneous spaces under $G$ over $F$ with respect to $\left\{F_{U_{i}}, F_{P_{j}}\right\}$. Using this local global principle, they provide a new proof of the following result due to Parimala-Suresh ([PS]): every quadratic form in at least 9 variables over function fields in one variable over nondyadic $p$-adic fields has a nontrivial zero.

In ([CTPS]), the study of the local global principle for certain classes of homogeneous spaces under $G$ over $F$ with respect to discrete valuations of $F$ is reduced to the study of a corresponding statement for the patching fields $\left\{F_{U_{i}}, F_{P_{j}}\right\}$. In particular, the Hasse principle for quadratic forms of dimension at least 3 over the function field of a $p$-adic curve $(p \neq 2)$ with respect to all its discrete valuations is proved in ([CTPS] Thm. 3.1), which again yields $u(F)=8$.
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What do we mean by local? To get an answer to this question let us start from the following two problems.

First problem is from number theory. When does the diophantine equation

$$
f(x, y, z)=x^{2}-a y^{2}-b z^{2}=0, \quad a, b, \quad \in \mathbb{Q}^{*}
$$

have a non-trivial solution in rational numbers? In order to solve the problem, let us consider the quadratic norm residue symbol $(-,-)_{p}$ where $p$ runs through all primes $p$ and also $\infty$. This symbol is a bi-multiplicative map $(-,-)_{p}$ : $\mathbb{Q}^{*} \times \mathbb{Q}^{*} \rightarrow\{ \pm 1\}$ and it is easily computed in terms of the Legendre symbol. Then, a non-trivial solution exists if and only if, for any $p,(a, b)_{p}=1$. However,

[^41]these conditions are not independent:
\[

$$
\begin{equation*}
\prod_{p}(a, b)_{p}=1 \tag{1}
\end{equation*}
$$

\]

This is essentially the Gauss reciprocity law in the Hilbert form.
The "points" $p$ correspond to all possible completions of the field $\mathbb{Q}$ of rational numbers, namely to the $p$-adic fields $\mathbb{Q}_{p}$ and the field $\mathbb{R}$ of real numbers. One can show that the equation $f=0$ has a non-trivial solution in $\mathbb{Q}_{p}$ if and only if $(a, b)_{p}=1$.

The second problem comes from complex analysis. Let $X$ be a compact Riemann surface ( $=$ complete smooth algebraic curve defined over $\mathbb{C}$ ). For a point $P \in X$, denote by $K_{P}=\mathbb{C}\left(\left(t_{P}\right)\right)$ the field of Laurent formal power series in a local coordinate $t_{P}$ at the point $P$. The field $K_{P}$ contains the ring $\widehat{\mathcal{O}}_{P}=\mathbb{C}\left[\left[t_{P}\right]\right]$ of Taylor formal power series. These have an invariant meaning and are called the local field and the local ring at $P$ respectively. Let us now fix finitely many points $P_{1}, \ldots, P_{n} \in X$ and assign to every $P$ in $X$ some elements $f_{P}$ such that $f_{P_{1}} \in K_{P_{1}}, \ldots, f_{P_{n}} \in K_{P_{n}}$ and $f_{P}=0$ for all other points.

When does there exist a meromorphic (=rational) function $f$ on $X$ such that

$$
\begin{equation*}
f_{P}-f \in \widehat{\mathcal{O}}_{P} \quad \text { for every } P \in X ? \tag{2}
\end{equation*}
$$

The classical answer to this Cousin problem is the following: there exists such an $f$ whenever for any regular differential form $\omega$ on $X$

$$
\begin{equation*}
\sum_{P} \operatorname{res}_{P}\left(f_{P} \omega\right)=0 . \tag{3}
\end{equation*}
$$

The space of regular differential forms has dimension $g$ (= genus of $X$ ) and in this way one gets finitely many conditions on the data $\left(f_{P}\right)$. The residue is an additive map $\operatorname{res}_{P}: \Omega^{1}\left(K_{P}\right) \rightarrow \mathbb{C}$ and is easily computed in terms of the local decomposition of the differential form $\omega \in \Omega^{1}\left(K_{P}\right)$. Note that "locally", problem (2) can be solved for any point $P$. Behind our global conditions (3), we have the following residue relation:

$$
\begin{equation*}
\sum_{P} \operatorname{res}_{P}(\eta)=0 \tag{4}
\end{equation*}
$$

for any meromorphic differential form $\eta$ on $X$.
We see some similarity between these two problems, which belong to very different parts of our science. The explanation lies in the existence of a very deep analogy between numbers and functions, between number fields and fields of algebraic functions. This analogy goes back to the nineteenth century, possibly to Kronecker. The leading role in the subsequent development belongs to Hilbert. The analogy was one of his beloved ideas, and thanks to Hilbert it became one of the central ideas in the development of number theory during the twentieth century. Following this analogy, we can compare algebraic curves
over $\mathbb{C}$ ( $=$ compact Riemann surfaces) and number fields (= finite extensions of $\mathbb{Q})$. In particular, this includes a comparison of local fields such as that between the fields $\mathbb{C}((t))$ and $\mathbb{Q}_{p}$. Their similarity was already pointed out by Newton ${ }^{1}$.

In modern terms, we have two kinds of geometric objects. First, a complete algebraic curve $X$, containing an affine curve $U=\operatorname{Spec}(R)^{2}$, where $R$ is the ring of regular functions on $U$ :

$$
\text { (geometric picture) } X \supset U \text { and finitely many points } P \in X \text {. }
$$

Next, if we turn to arithmetic, we have a finite extension $K \supset \mathbb{Q}$ and the ring $R \subset K$ of integers. We write
(arithmetic picture) $\quad X \supset U=\operatorname{Spec}(R) \quad$ and finitely many infinite places $P \in X$.
The places ("points") correspond to the embeddings of $K$ into the fields $\mathbb{R}$ or $\mathbb{C}$. Here, $X$ stands for the as yet not clearly defined complete "arithmetical" curve, an analogue of the curve $X$ in the geometric situation. The analogy between both $U$ 's is very clear and transparent. The rings $R$ are the Dedekind rings of the Krull dimension ${ }^{3} 1$. The nature of the additional points (outside $U$ ) are more complicated. In the geometric case, they also correspond to the nonarchimedean valuations on the curve $X$, whereas in the arithmetical case these infinite places are a substitute for the archimedean valuations of the field $K$.

In algebraic geometry, we also have the theory of algebraic curves defined over a finite field $\mathbb{F}_{q}$ and this theory, being arithmetic in its nature, is much closer to the theory of number fields than the theory of algebraic curves over $\mathbb{C}$. The main construction on both sides of the analogy is the notion of a local field. These local fields appear into the following table:

| dimension <br> $>2$ | geometric case | arithmetic case |
| :---: | :---: | :---: |
| 2 | $?$ | $\ldots$ |
| 1 | $?$ | $\mathbb{R}((t)), \mathbb{C}((t))$ |
| 0 | $\mathbb{F}_{q}((t))$ | $\mathbb{Q}_{p}, \mathbb{R}, \mathbb{C}$ |

Here $\mathbb{F}_{1}$ is the so-called "field" with one element, which is quite popular nowadays. We will see soon why the fields $\mathbb{R}((t))$ and $\mathbb{C}((t))$ belong to the higher level of the table than the fields $\mathbb{Q}_{p}$ or $\mathbb{R}$. More on the analogy between geometry and arithmetic can be found in [61].

[^42]
## 1. $n$-dimensional Local Fields and Adelic Groups

Let us consider algebraic varieties $X$ (or Grothendieck schemes) of dimension greater than one. It appears that we have a well established notion of something local attached to a point $P \in X$. One can take a neighborhood of $P$, e.g. affine, complex-analytic if $X$ is defined over $\mathbb{C}$, formal and so on. In this talk we will advocate the viewpoint that the genuine local objects on the varieties are not the points with some neighborhoods but the maximal ordered sequences (or flags) of subvarieties, ordered by inclusion.

If $X$ is a variety (or a scheme) of dimension $n$ and

$$
X_{0} \subset X_{1} \subset \ldots X_{n-1} \subset X_{n}=X
$$

is a flag of irreducible subvarieties $\left(\operatorname{dim}\left(X_{i}\right)=i\right)$ then one can define a certain ring

$$
K_{X_{0}, \ldots, X_{n-1}}
$$

associated to the flag. In the case where all the subvarieties are regularly embedded, this ring is an $n$-dimensional local field.

Definition 1. Let $K$ and $k$ be fields. We say that $K$ has a structure of an $n$-dimensional local field with the last residue field $k$ if either $n=0$ and $K=k$ or $n \geq 1$ and $K$ is the fraction field of a complete discrete valuation $\operatorname{ring} \mathcal{O}_{K}$ whose residue field $\bar{K}$ is a local field of dimension $n-1$ with the last residue field $k$.

Thus, an $n$-dimensional local field has the following inductive structure:

$$
K=: K^{(0)} \supset \mathcal{O}_{K} \rightarrow \bar{K}=: K^{(1)} \supset \mathcal{O}_{\bar{K}} \rightarrow \bar{K}^{(1)}=: K^{(2)} \supset \mathcal{O}_{K^{(2)}} \rightarrow \ldots \rightarrow \bar{K}^{(n)}=k
$$

where $\mathcal{O}_{F}$ denotes the valuation ring of the valuation on $F$ and $\bar{F}$ denotes the residue field.

The simplest example of an $n$-dimensional local field is the field

$$
K=k\left(\left(t_{1}\right)\right)\left(\left(t_{2}\right)\right) \ldots\left(\left(t_{n}\right)\right)
$$

of iterated Laurent formal power series. In dimension one, there are examples from the table. However, fields such as $\mathbb{R}$ or $\mathbb{C}$ are not covered by this definition. Concerning classification of the local fields see [17].

One can then form the adelic group (actually, the ring)

$$
\mathbb{A}_{X}=\prod^{\prime} K_{X_{0}, \ldots, X_{n-1}}
$$

where the product is taken over all the flags with respect to certain restrictions on components of adeles. For schemes over a finite field $\mathbb{F}_{q}$, this is the ultimate
definition of the adelic space attached to $X$. In general, one must extend it by adding archimedean components, such as the fields $\mathbb{R}$ or $\mathbb{C}$ in dimension one.

In dimension one, the local fields and adelic groups are well-known tools of arithmetic. They were introduced by C. Chevalley in the 1930s and were used to formulate and solve many problems in number theory and algebraic geometry (see, for example, $[1,74]$ ). These constructions are associated with fields of algebraic numbers and fields of algebraic functions in one variable over a finite field, that is with schemes of dimension 1. A need for such constructions in higher dimensions was realized by the author in the 1970s. They were developed in the local case for any dimension and in the global case for dimension two $[53,54,17,58]$. This approach was extended by A. A. Beilinson to the schemes of an arbitrary dimension [3, 25]. In this talk, we restrict ourselves to the case of dimension two.

Let $X$ be a smooth irreducible surface over a field $k$ (or an arithmetic surface), let $P$ be a closed point of $X$ and let $C \subset X$ be an irreducible curve such that $P \in C$. We denote by $\mathcal{O}_{X, P}$ the local ring at the point $P$, that is the ring of rational functions which are regular at $P$. We denote also by $\mathcal{O}_{C}$ the ring of rational functions on $X$ which have no pole along the $C$.

If $X$ and $C$ are smooth at $P$, then we pick a local equation $t \in \mathcal{O}_{X, P}$ of $C$ at $P$ and choose $u \in \mathcal{O}_{X, P}$ such that $\left.u\right|_{C} \in \mathcal{O}_{C, P}$ is a local parameter at $P$. Denote by $\wp$ the ideal in $\mathcal{O}_{X, P}$ defining the curve $C$ near $P$. We can introduce a two-dimensional local field $K_{P, C}$ attached to the pair $P, C$ by the following procedure which includes completions and localizations:


Note that the left-hand construction is meaningful even without smoothness of the curve $C$ (it is sufficient to assume that $C$ has only one formal branch near $P)$. In the general case, the ring $K_{P, C}$ is a finite direct sum of 2-dimensional local fields. If $P$ is smooth then the field $K_{P, C}$ has the following informal interpretation. Take a function $f$ on $X$. We can, first, develop $f$ as a formal power series in the variable $t$ along the curve $C$ and then every coefficient of the series restricted to $C$ can be further developed as a formal power series in the variable $u$. The local field $K_{P, C}$ is a kind of completion of the field of rational functions $k(X)$ on $X$. It carries a discrete valuation $\nu_{C}: K_{P, C}^{*} \rightarrow \mathbb{Z}$ defined by the powers of the ideal $\wp$.

Let $K_{P}$ be the minimal subring of $K_{P, C}$ which contains both $K=k(X)$ and $\widehat{\mathcal{O}}_{X, P}$. In general, the ring $K_{P}$ is not a field. Then $K \subset K_{P} \subset K_{P, C}$ and there is another intermediate subring $K_{C}=\operatorname{Frac}\left(\widehat{\mathcal{O}}_{C}\right) \subset K_{P, C}$. We can compare the structure of the local adelic components in dimensions one and two:


The global adelic group is a certain subgroup of the ordinary product of all two-dimensional local fields. Namely, a collection $\left(f_{P, C}\right)$ where $f_{P, C} \in K_{P, C}$ belongs to $\mathbb{A}_{X}$ if the following two conditions are satisfied:
-

$$
\left\{f_{P, C}\right\} \in \mathbb{A}_{C}\left(\left(t_{C}\right)\right)
$$

for a fixed irreducible curve $C \subset X$ and a local equation $t_{C}=0$ of the curve $C$ on some open affine subset $U \subset X$ and

- we have $\nu_{C}\left(f_{P, C}\right) \geq 0$, or equivalently

$$
\left\{f_{P, C}\right\} \in \mathbb{A}_{C}\left[\left[t_{C}\right]\right],
$$

for all but finitely many irreducible curves $C \subset X$.
Here we reduced the definition of the adelic group to the classical case of algebraic curves $C$. Recall that a collection $\left(f_{P}, P \in C\right)$ belongs to the adelic (or restricted) product $\mathbb{A}_{C}$ of the local fields $K_{P}$ if and only if for almost all points $P$ we have $f_{P} \in \widehat{\mathcal{O}}_{P}$.

What can one do with this notion of the local field and why is it really local? To get some understanding of this, we would like to develop the above examples (of residues and symbols) in dimension two. For any flag $P \in C$ on a surface $X$ and a rational differential form $\omega$ of degree 2 we can define the residue

$$
\operatorname{res}_{P, C}(\omega)=\operatorname{Tr}_{k(P) / k}\left(a_{-1,-1}\right)
$$

where $\omega=\sum_{i, j} a_{i, j} u^{i} t^{j} d u \wedge d t$ in the field $K_{P, C} \cong k(P)((u))((t))$. Then, instead of the simple relation (4) on an algebraic curve, we get two types of relations on the projective surface $X$ [54]

$$
\begin{align*}
& \sum_{P \in C} \operatorname{res}_{P, C}(\omega)=0, \quad \text { for any fixed curve } C,  \tag{5}\\
& \sum_{C \ni P} \operatorname{res}_{P, C}(\omega)=0, \quad \text { for any fixed point } P . \tag{6}
\end{align*}
$$

At the same time, we can define certain symbols (bi-multiplicative and threemultiplicative) [53]
$(-,-)_{P, C}: K_{P, C}^{*} \times K_{P, C}^{*} \rightarrow \mathbb{Z} \quad$ and $(-,-,-)_{P, C}: K_{P, C}^{*} \times K_{P, C}^{*} \times K_{P, C}^{*} \rightarrow k^{*}$
which are respectively generalizations of the valuation $\nu_{P}: K_{P}^{*} \rightarrow \mathbb{Z}$ and the norm residue symbol $(-,-)_{P}: K_{P}^{*} \times K_{P}^{*}$ (actually, the tame symbol) on an algebraic curve $C$. The reciprocity laws have the same structure as the residue relations. In particular, if $f, g, h \in K^{*}$ then

$$
\begin{aligned}
& \prod_{P \in C}(f, g, h)_{P, C}=1, \quad \text { for any fixed curve } C, \\
& \prod_{C \ni P}(f, g, h)_{P, C}=1, \quad \text { for any fixed point } P .
\end{aligned}
$$

This shows that in dimension two there is a symmetry between points $P$ and curves $C$ (which looks like the classical duality between points and lines in projective geometry).

If $C$ is a curve then the space $\mathbb{A}_{C}$ contains the important subspaces $\mathbb{A}_{0}=$ $K=k(C)$ of principal adeles (rational functions diagonally embedded into the adelic group) and $\mathbb{A}_{1}=\prod_{P \in C} \widehat{\mathcal{O}}_{P}$ of integral adeles. These give rise to the adelic complex

$$
\begin{equation*}
\mathbb{A}_{0} \oplus \mathbb{A}_{1} \rightarrow \mathbb{A}_{C} \tag{7}
\end{equation*}
$$

This complex computes the cohomology of the structure sheaf $\mathcal{O}_{C}$. If $D$ is a divisor on $C$ then the cohomology of the sheaf $\mathcal{O}_{C}(D)$ can be computed using the adelic complex (7) where the subgroup $\mathbb{A}_{1}$ is replaced by the subgroup $\mathbb{A}_{1}(D)=\left\{\left(f_{P}\right) \in A_{C}: \nu_{P}\left(f_{P}\right)+\nu_{P}(D)>0\right.$ for any $\left.P \in C\right\}$.

In dimension two, there is a much more complicated structure of subspaces in $\mathbb{A}_{X}$ (see [58]). Among the others, it includes three subspaces $\mathbb{A}_{12}=\prod_{P \in C}^{\prime} \widehat{\mathcal{O}}_{P, C}, \mathbb{A}_{01}=\prod_{C \subset X}^{\prime} K_{C}$ and $\mathbb{A}_{02}=\prod_{P \in X}^{\prime} K_{P}$. We set $\mathbb{A}_{0}=$ $\mathbb{A}_{01} \cap \mathbb{A}_{02}, \mathbb{A}_{1}=\mathbb{A}_{01} \cap \mathbb{A}_{12}$ and $\mathbb{A}_{2}=\mathbb{A}_{02} \cap \mathbb{A}_{12}$, and arrive at an adelic complex

$$
\mathbb{A}_{0} \oplus \mathbb{A}_{1} \oplus \mathbb{A}_{2} \rightarrow \mathbb{A}_{01} \oplus \mathbb{A}_{02} \oplus \mathbb{A}_{12} \rightarrow \mathbb{A}_{X}
$$

Once again, the complex computes the cohomology of the sheaf $\mathcal{O}_{X}$. One can extend these complexes to the case of arbitrary schemes $X$ and any coherent sheaf on $X$ (see $[3,25,17]$ ).

The last issue which we will discuss in this section is the relation between the residues and Serre duality for coherent sheaves. We will only consider the construction of the fundamental class for the sheaf of differential forms. For curves $C$, we have an isomorphism $H^{1}\left(C, \Omega_{C}^{1}\right) \cong \Omega^{1}\left(\mathbb{A}_{C}\right) / \Omega^{1}\left(\mathbb{A}_{0}\right) \oplus \Omega^{1}\left(\mathbb{A}_{1}\right)$. The fundamental class isomorphism $H^{1}\left(C, \Omega_{C}^{1}\right) \cong k$ can be defined as the sum of residues on $\Omega^{1}\left(\mathbb{A}_{C}\right)$. The residues relation (3) shows that this sum vanishes on the subspace $\Omega^{1}\left(\mathbb{A}_{0}\right)$ (and it vanishes on the other subspace $\Omega^{1}\left(\mathbb{A}_{1}\right)$ for
trivial reasons). The same reasoning works in the case of surfaces. We have an isomorphism

$$
H^{2}\left(C, \Omega_{X}^{2}\right) \cong \Omega^{2}\left(\mathbb{A}_{X}\right) / \Omega^{2}\left(\mathbb{A}_{01}\right) \oplus \Omega^{2}\left(\mathbb{A}_{02}\right) \oplus \Omega^{2}\left(\mathbb{A}_{12}\right) \rightarrow k
$$

where the last arrow is again the sum of residues over all flags $P \in C \subset X$. The correctness of this definition follows from the residues relations (5) and (6). We refer to $[54,3,17]$ for the full description of the duality.

## 2. Harmonic Analysis on Two-dimensional Schemes

In the 1-dimensional case, local fields and adelic groups both carry a natural topology for which they are locally compact groups and classical harmonic analysis on locally compact groups can therefore be applied to this situation. The study of representations of algebraic groups over local fields and adelic groups is a broad subfield of representation theory, algebraic geometry and number theory. Even for abelian groups, this line of thought has very nontrivial applications in number theory, particularly to the study of L-functions of onedimensional schemes (see below). The first preliminary step is the existence of a Haar measure on locally compact groups. The analysis starts with a definition of certain function spaces.

We have two sorts of locally compact groups. The groups of the first type are totally disconnected such as the fields $\mathbb{Q}_{p}$ or $\left.\mathbb{F}_{q}(t)\right)$. These groups are related with varieties defined over a finite field. The groups of the second type are connected Lie groups such as the fields $\mathbb{R}$ or $\mathbb{C}$.

If $V$ is a locally compact abelian group of the first type let us consider the following spaces of functions (or distributions) on $V$ :

$$
\begin{aligned}
\mathcal{D}(V) & =\{\text { locally constant functions with compact support }\} \\
\tilde{\mathcal{E}}(V) & =\{\text { uniformly locally constant functions }\} \\
\mathcal{E}(V) & =\text { \{all locally constant functions }\} \\
\mathcal{D}^{\prime}(V) & =\{\text { the dual to } \mathcal{D}(V), \text { i.e. all distributions }\} \\
\tilde{\mathcal{E}}^{\prime}(V) & =\{\text { the "continuous" dual to } \tilde{\mathcal{E}}(V)\} \\
\mathcal{E}^{\prime}(V)= & \text { \{the "continuous" dual to } \mathcal{E}(V), \text { i.e. distributions with compact } \\
& \quad \text { support }\} .
\end{aligned}
$$

These are the classical spaces introduced by F. Bruhat [10] and the more powerful way to develop the harmonic analysis is the categorical point of view. First, we need definitions of direct and inverse images with respect to the continuous homomorphisms.

Let $f: V \rightarrow W$ be a strict homomorphism ${ }^{4}$ of locally compact groups $V$ and $W$. Then the inverse image $f^{*}: \mathcal{D}(W) \rightarrow \mathcal{D}(V)$ is defined if and only if the

[^43]kernel of $f$ is compact. The direct image $f_{*}: \mathcal{D}(V) \otimes \mu(V) \rightarrow \mathcal{D}(W)$ is defined if and only if the cokernel of $f$ is discrete. Here, $\mu(V)$ is a (1-dimensional) space of Haar measures on $V$. For the spaces like $\mathcal{E}, \tilde{\mathcal{E}}$ the inverse image is defined for any $f$, but the direct image is defined if and only if the kernel is compact and the cokernel is discrete. For the distribution spaces the corresponding conditions are the dual ones. Therefore, we see that these maps do not exist for arbitrary homomorphisms in our category and there are some "selection rules".

The Fourier transform F is defined as a map from $\mathcal{D}(V) \otimes \mu(V)$ to $\mathcal{D}(\check{V})$ as well as for the other types of spaces. Here, $\bar{V}$ is the dual group. The main result is the following Poisson formula

$$
\mathrm{F}\left(\delta_{W, \mu_{0}} \otimes \mu\right)=\delta_{W^{\perp}, \mu^{-1} / \mu_{0}^{-1}}
$$

for any closed subgroup $i: W \rightarrow V$. Here $\mu_{0} \in \mu(W) \subset \mathcal{D}^{\prime}(W), \mu \in \mu(V) \subset$ $\mathcal{D}^{\prime}(V), \delta_{W, \mu_{0}}=i_{*}\left(1_{W} \otimes \mu_{0}\right)$ and $W^{\perp}$ is the annihilator of $W$ in $\tilde{V}$.

This general formula is very efficient when applied to the self-dual (!) group $\mathbb{A}_{C}$. The standard subgroups in $\mathbb{A}_{C}$ have their characteristic functions $\delta_{\mathbb{A}_{1}(D)} \in$ $\mathcal{D}\left(\mathbb{A}_{C}\right)$ and $\delta_{K} \in \mathcal{D}^{\prime}\left(\mathbb{A}_{C}\right)$. We have

$$
\begin{gather*}
\mathrm{F}\left(\delta_{\mathbb{A}_{1}(D)}\right)=\operatorname{vol}\left(\mathbb{A}_{1}(D)\right) \delta_{\mathbb{A}_{1}((\omega)-D)},  \tag{8}\\
\mathrm{F}\left(\delta_{K}\right)=\operatorname{vol}\left(\mathbb{A}_{C} / K\right)^{-1} \delta_{K}, \tag{9}
\end{gather*}
$$

where $K=\mathbb{F}_{q}(C)$ and $(\omega)$ is the divisor of a nonzero rational differential form $\omega \in \Omega_{K}^{1}$ on $C$. There is the Plancherel formula $\langle f, g\rangle=\langle\mathrm{F}(f), \mathrm{F}(g)\rangle$ where $f \in \mathcal{D}\left(\mathbb{A}_{C}\right), g \in \mathcal{D}^{\prime}\left(\mathbb{A}_{C}\right)$ and $\langle-,-\rangle$ is the canonical pairing between dual spaces. When we apply this formula to the characteristic functions $\delta_{\mathbf{A}_{1}(D)}$ and $\delta_{K}$ the result easily yields Riemann-Roch theorem together with Serre duality for divisors on $C$ (see for example [58]).

Trying to extend the harmonic analysis to the higher local fields and adelic groups we meet the following obstacle. The $n$-dimensional local fields and consequently the adelic groups are not locally compact topological groups for $n>1$ in any reasonable sense whereas by a theorem of Weil the existence of Haar measure (in the usual sense) on a topological group implies its local compactness. Unfortunately, the well-known extensions of this measure theory to the infinite-dimensional spaces or groups (such as the Wiener measure) do not help in our circumstances. Thus, we have to develop a measure theory and harmonic analysis on $n$-dimensional local fields and adelic groups ab ovo.

The idea for dealing with this problem came to me in the 1990s. In dimension one, local fields and adelic groups are equipped with a natural filtration provided by fractional ideals $\wp^{n}, n \in \mathbb{Z}$, which correspond to the standard valuations. For example, this filtration on the field $\mathbb{F}_{q}((t))$ is given by the powers of $t$. If $P \supset Q$ are two elements of such a filtration on a group $V$, then the Bruhat space $\mathcal{D}(V)$ is canonically isomorphic to the double inductive limit of the (finite-dimensional) spaces $\mathcal{F}(P / Q)$ of all functions on the finite groups $P / Q$. The other function
spaces listed above can be represented in the same way if we use all possible combinations of projective or inductive limits.

In dimension two, local fields $K$ such as $K_{P, C}$ again have a filtration by fractional ideals, which are powers of $\wp$. But now, the quotient $P / Q=\wp^{m} / \wp^{n}, n>$ $m$ will be isomorphic to a direct sum of finitely many copies of the residue field $\bar{K}=\mathbb{F}_{q}((u))$. Thus this group is locally compact and the functional space $\mathcal{D}(P / Q)$ is well defined. To define the function spaces on $K$ one can try to repeat the procedure which we know for the 1-dimensional fields. To do that, we need to define the maps (direct or inverse images) between the spaces $\mathcal{D}(P / Q), \mathcal{D}(P / R), \mathcal{D}(Q / R)$ for $P \supset Q \supset R$. The selection rules mentioned above restrict the opportunities for this construction. This enables us to introduce the following six types of spaces of functions (or distributions) on $V$ :

$$
\begin{aligned}
& \mathcal{D}_{P_{0}}(V)=\underset{j^{*}}{\lim } \underset{i_{*}}{\lim _{\overleftarrow{*}}} \mathcal{D}(P / Q) \otimes \mu\left(P_{0} / Q\right), \\
& \mathcal{D}^{\prime} P_{0}(V)=\underset{j_{*}}{\underset{j^{*}}{\longrightarrow}} \underset{\overrightarrow{i^{*}}}{\lim } \mathcal{D}^{\prime}(P / Q) \otimes \mu\left(P_{0} / Q\right)^{-1}, \\
& \mathcal{E}(V)=\underset{j^{*}}{\lim _{\overleftarrow{*}}} \underset{i^{*}}{\lim } \mathcal{E}(P / Q), \\
& \mathcal{E}^{\prime}(V)=\underset{\overrightarrow{j_{*}}}{\underset{i_{*}}{ }} \underset{i_{*}}{\lim } \mathcal{E}^{\prime}(P / Q), \\
& \tilde{\mathcal{E}}(V) \quad=\underset{i^{*}}{\lim ^{*}} \underset{j^{*}}{\stackrel{\lim }{ }} \tilde{\mathcal{E}}(P / Q),
\end{aligned}
$$

where $P \supset Q \supset R$ are some elements of the filtration in $V$ (with locally compact quotients), $P_{0}$ is a fixed subgroup from the filtration and $j: Q / R \rightarrow P / R$, $i: P / R \rightarrow P / Q$ are the canonical maps.

This definition works for a general class of groups $V$ including the adelic groups such as $\mathbb{A}_{X}$, which has a filtration by the subspaces $\mathbb{A}_{12}(D)$ where $D$ runs through the Cartier divisors on $X$.

Thus, developing of harmonic analysis may start with the case of dimension zero (finite-dimensional vector spaces over a finite field representing a scheme of dimension zero, such as $\operatorname{Spec}\left(\mathbb{F}_{q}\right)$, or finite abelian groups) and then be extended by induction to the higher dimensions.

An important contribution was made in 2001 by Michael Kapranov [33] who suggested using a trick from the construction of the Sato Grassmanian in the theory of integrable systems (known as a construction of semi-infinite monomials $)^{5}$. The idea consists of using the spaces $\mu\left(P_{0} / Q\right)$ of measures instead of $\mu(P / Q)$ in the above definition of the spaces $\mathcal{D}_{P_{0}}(V)$ and $\mathcal{D}^{\prime}{ }_{P_{0}}(V)$ : without

[^44]it one cannot define the functional spaces for all adelic groups in the twodimensional case and, in particular, for the whole adelic space $\mathbb{A}_{X}$.

In 2005 Denis Osipov has introduced the notion of a $C_{n}$ structure in the category of filtered vector spaces [49]. With this notion at hand, harmonic analysis can be developed in a very general setting, for all objects of the category $C_{2}$. The crucial point is that the $C_{n}$-structure exists for the adelic spaces of any $n$-dimensional noetherian scheme. The principal advantage of this approach is that one can perform all the constructions simultaneously in the local and global cases. The category $C_{1}$ contains (as a full subcategory) the category of linearly locally compact vector spaces (introduced and thoroughly studied by S. Lefschetz [42]) and there one can use the classical harmonic analysis.

When we go to general arithmetic schemes over $\operatorname{Spec}(\mathbb{Z})$, fields like $\mathbb{C}\left(\left(t_{1}\right)\right) \ldots\left(\left(t_{n}\right)\right)$ appear and we need to extend the basic category $C_{n}$. In dimension one, this means that connected Lie groups must also be considered. It is possible to define categories of filtered abelian groups $C_{n}^{a r},(n=0,1,2)$, which contain all types of groups which arise from arbitrary schemes of dimension 0,1 and 2 (in particular from algebraic surfaces over $\mathbb{F}_{q}$ and arithmetic surfaces). Harmonic analysis can be developed for these categories if we introduce function spaces which are close to that of classical functional analysis, such as Schwartz space $\mathcal{S}(\mathbb{R})$ of smooth functions on $\mathbb{R}$, which are rapidly decreasing together with all their derivatives. Recall that in the case of dimension one we had to consider, in addition to the genuine local fields such as $\mathbb{Q}_{p}$, the fields $\mathbb{R}$ and $\mathbb{C}$. In the next dimension, we have to add to the two-dimensional local fields such as $\mathbb{F}_{q}((u))((t))$ or $\mathbb{Q}_{p}((t))$ the fields $\mathbb{R}((t))$ and $\mathbb{C}((t))$. They will occupy the entire row in the table above. This theory has been developed in papers [50, 51].

Just as in the case of dimension one, we define direct and inverse images in the categories of groups, which take into account all the components of the adelic complex, the Fourier transform F which preserves the spaces $\mathcal{D}$ and $\mathcal{D}^{\prime}$ but interchanges the spaces $\mathcal{E}$ and $\mathcal{E}^{\prime}$. We also introduce the characteristic functions $\delta_{W}$ of subgroups $W$ and then prove a generalization of the Poisson formula. It is important that for a certain class of groups $V$ (but not for $\mathbb{A}_{X}$ itself) there exists a nonzero invariant measure, defined up to multiplication by a constant, which is an element of $\mathcal{D}^{\prime}(V)$. Another important tool of the theory are the base change theorems for the inverse and direct images. They are function-theoretic counterparts of the classical base change theorems in the categories of coherent sheaves.

The applications of the theory includes an analytic expression for the intersection number of two divisors based on an adelic approach to the intersection theory [55] and an analytic proof of the (easy part of) Riemann-Roch theorem for divisors on $X$.

This theory is the harmonic analysis on the additive groups of the local fields and adelic rings (including their archimedean cousins). In the classical case of dimension one, the analysis can be developed on arbitrary varieties (defined
either over $K$, or over $\mathbb{A}$ ). This has already been done by Bruhat in the local case [10]. For arbitrary varieties defined over a two-dimensional local field $K$, this kind of analysis was carried out by D. Gaitsgory and D. A. Kazhdan in [18] for the purposes of representation theory of reductive groups over the field $K$. This was preceded by a construction [34] of harmonic analysis on homogenous spaces such as $G(K) / G\left(O_{K}^{\prime}\right)$ (introduced in [56]). We note that the construction of harmonic analysis (over $K$ and $\mathbb{A}$ ) is a nontrivial problem even in the case $G=\mathbb{G}_{m}$. This will be the topic of our discussion in the following sections.

## 3. Discrete Adelic Groups on Two-dimensional Schemes

The harmonic analysis discussed above can be viewed as a representation theory of the simplest algebraic group over local or adelic rings, namely, of the additive group. In general, 1-dimensional local fields and adelic rings lead to a vastly developed representation theory of reductive groups over these fields and rings. The simplest case of this theory is still the case of an abelian group, namely GL(1). Let $K$ be a local field of dimension 1 . Then $\mathrm{GL}(1, K)=K^{*}$, the multiplicative group of $K$, and the irreducible representations are the abelian characters, i.e. continuous homomorphisms $\chi: K^{*} \rightarrow \mathbb{C}^{*}$. For arithmetic applications one requires the morphisms to $\mathbb{C}^{*}$, not to the unitary group $\mathbb{U}(1) \subset \mathbb{C}^{*}$.

The 1-dimensional local field $K$ contains a discrete valuation subring $\mathcal{O}$ with a maximal ideal $\wp$. Then the local group $K^{*}$ has the following structure

$$
K^{*}=\left\{t^{n}, n \in \mathbb{Z}\right\} \times \mathcal{O}^{*}=\left\{t^{n}, n \in \mathbb{Z}\right\} \times \bar{K}^{*} \times\{1+\wp\}
$$

where $t$ is a generator of the ideal $\wp, \bar{K}=\mathbb{F}_{q}$ and the group $\{1+\wp\}$ is the projective limit of its finite quotients $\{1+\wp\} /\left\{1+\wp^{n}\right\}$. Thus, our group $K^{*}$ is a product of the maximal compact subgroup $\mathcal{O}^{*}$ and a discrete group $\cong \mathbb{Z}$. When $K$ is the local field $K_{P}$ attached to a point $P$ of an algebraic curve $C$ defined over a finite field $\mathbb{F}_{q}$, let us set $\Gamma_{P}:=K_{P}^{*} / \mathcal{O}_{P}^{*}$. In the adelic case, we set

$$
\Gamma_{C}:=\mathbf{A}_{C}^{*} / \prod_{P} \mathcal{O}_{P}^{*}=\bigoplus_{P} K_{P}^{*} / \mathcal{O}_{P}^{*}=\bigoplus_{P} \mathbb{Z}
$$

This group is the group of divisors on $C$.
We now introduce the groups dual to these discrete groups viewing them as algebraic groups defined over $\mathbb{C}$ :

$$
\mathbb{T}_{P}=\operatorname{Hom}\left(\Gamma_{P}, \mathbb{C}^{*}\right), \quad \mathbb{T}_{S}=\prod_{P \in S} \mathbb{T}_{P}, \quad \mathbb{T}_{C}=\underset{S}{\lim _{S}} \mathbb{T}_{S}
$$

where $S$ runs through all finite subsets in $C$. Let us consider the divisor $D_{S}$ with normal crossings on $\mathbb{T}_{S}$ that consists of the points in the product $\mathbb{T}_{S}$ for
which at least one component is the identity point in some $\mathbb{T}_{P}$. Let $\mathbb{C}_{+}\left[\mathbb{T}_{S}\right]$ be the space of rational functions on $\mathbb{T}_{S}$ that are regular outside $D_{S}$ and may have poles of first order on $D_{S}$. The space $\mathbb{C}_{+}\left[\mathbb{T}_{C}\right]$ can be defined as an inductive limit with respect to the obvious inclusions.

We would like to show that harmonic analysis on the adelic space $\mathbb{A}_{C}$ can be reformulated in terms of complex analysis on the dual groups. We need one more torus $\mathbb{T}_{0} \cong \mathbb{C}^{*}$, which corresponds by the duality to the image of the degree map
$\operatorname{deg}: \Gamma_{C} \rightarrow \mathbb{Z}$ with $\operatorname{deg}(D)=\sum_{P} n_{P} \operatorname{deg}(P)$ for a divisor $D=\sum_{P} n_{P} P$.
Denote by $j: \mathbb{T}_{0} \rightarrow \mathbb{T}_{C}$ the natural embedding. Then the following diagram

$$
\begin{array}{ccc}
\mathcal{D}\left(\mathbb{A}_{C}\right)^{\mathcal{O}^{*}}=: \mathcal{D}_{+}\left(\Gamma_{C}\right) \xrightarrow{\mathcal{L}} \mathbb{C}_{+}\left[\mathbb{T}_{C}\right] \xrightarrow{j^{*}} \mathcal{F}_{+}\left[\mathbb{T}_{0}\right] \\
\mathrm{F} \downarrow & \downarrow & i^{*} \downarrow  \tag{10}\\
\mathcal{D}\left(\mathbb{A}_{C}\right)^{\mathcal{O}^{*}}=: \mathcal{D}_{+}\left(\Gamma_{C}\right) \xrightarrow{\mathcal{L}} \mathbb{C}_{+}\left[\mathbb{T}_{C}\right] \xrightarrow{j^{*}} \mathcal{F}_{+}\left[\mathbb{T}_{0}\right]
\end{array}
$$

commutes. Here, the map F is induced by the Fourier transform on the adelic $\operatorname{group} \mathbb{A}_{C}$, the map $i: \mathbb{T}_{0} \rightarrow \mathbb{T}_{0}$ sends $z \in \mathbb{T}_{0}$ to $q^{-1} z^{-1}$ and the space $\mathcal{F}_{+}\left[\mathbb{T}_{0}\right]$ consists of the functions that are regular outside the points $z=1$ and $z=q^{-1}$ and may have poles of the first order at these points. We denoted here by $\mathcal{L}$ a duality map, a version of the Fourier transform in this situation (completely different however from the Fourier map F). If $g \in G$ and $z \in \mathbb{T}_{G}=\operatorname{Hom}\left(G, \mathbb{C}^{*}\right)$ for some group $G$ then $(\mathcal{L} f)(z)=\sum_{g} f(g) z(g)$.

The next important fact is a reformulation of the Poisson formula on the group $\mathbb{A}_{C}{ }^{6}$. It can be shown that for any function $f \in \mathcal{D}\left(\mathbb{A}_{C}\right)^{\mathcal{O}^{*}}$

$$
\begin{aligned}
\sum_{\gamma \in K} f(\gamma) & =\operatorname{res}_{(0)}(\omega)+\operatorname{res}_{(1)}(\omega) \\
\sum_{\gamma \in K}(\operatorname{F} f)(\gamma) & =-\operatorname{res}_{\left(q^{-1}\right)}(\omega)-\operatorname{res}_{(\infty)}(\omega)
\end{aligned}
$$

where $\omega=j^{*} \mathcal{L} f d z / z$ is the differential form on the compactification of the torus $\mathbb{T}_{0}$ and the points we have chosen for the residues are $z=0, z=q^{-1}, z=1$ and $z=\infty$. Since the poles of the form $\omega$ are contained in this set, we deduce that the Poisson formula on the curve $C$ (with an appropriate choice of Haar measure on $\mathbb{A}_{C}$ ) is equivalent to the residue formula (4) for the form $\omega$ on the compactification of the torus $\mathbb{T}_{0}$ (the general case see in [62]).

Our main goal now is to understand what correspond to these constructions in the case of dimension two ${ }^{7}$. Let us first consider the local situation, that is

[^45]we fix a flag $P \in C$ on $X$ and assume, for the sake of simplicity, that $P$ is a smooth point on $C$. The local field $K_{P, C}$ has the discrete valuation subring $\widehat{\mathcal{O}}_{P, C}$. It is mapped onto the local field $k(C)_{P}$ on $C$. This local field contains his own discrete valuation subring $\widehat{\mathcal{O}}_{P}$ and we denote its preimage in $\widehat{\mathcal{O}}_{P, C}$ by $\widehat{\mathcal{O}}_{P, C}^{\prime}$ We set
$$
\Gamma_{P, C}:=K_{P, C}^{*} / \widehat{\mathcal{O}}_{P, C}^{\prime *}
$$
where $\Gamma_{P, C}$ is a certain abelian group, which is (non-canonically) isomorphic to $\mathbb{Z} \oplus \mathbb{Z}$. However, there is a canonical exact sequence of abelian groups
\[

$$
\begin{equation*}
0 \rightarrow \mathbb{Z} \rightarrow \Gamma_{P, C} \rightarrow \mathbb{Z} \rightarrow 0 \tag{11}
\end{equation*}
$$

\]

The map to $\mathbb{Z}$ in the sequence corresponds to the discrete valuation $\nu_{C}$ with respect to $C$ and the subgroup $\mathbb{Z}$ corresponds to the discrete valuation $\nu_{P}$ on $C$ at $P$. A choice of local coordinates $u, t$ in a neighborhood of $P$ such that locally $C=\{t=0\}$ provides a splitting of this exact sequence. The group $\Gamma_{P, C}$ will then be isomorphic to the subgroup $\left\{t^{n} u^{m}, n, m \in \mathbb{Z}\right\}$ in $K_{P, C}^{*}$.

The group of coordinate transformations $u \mapsto u, t \mapsto t u^{k}, k \in \mathbb{Z}$ preserves extension (11). Therefore, this determines an embedding

$$
\begin{equation*}
\mathbb{Z} \rightarrow \operatorname{Aut}\left(\Gamma_{P, C}\right) \tag{12}
\end{equation*}
$$

which in fact is canonical.
We are now going to produce a global analogue of the local construction given above. For that purpose, consider the subgroup $\widehat{\mathcal{O}}^{\prime *}$ of $\mathbb{A}_{X}^{*}$, defined as the adelic product of the local groups $\widehat{\mathcal{O}}_{P, C}^{\prime *}$ for all flags on an algebraic surface $X$. Let us consider the quotient

$$
\Gamma_{X}:=\mathbb{A}_{X}^{*} / \widehat{\mathcal{O}}^{\prime *}=: \prod_{(P, C)}{ }^{\prime} \Gamma_{P, C} .
$$

We have a natural surjective homomorphism $\mathbb{A}_{X}^{*} \rightarrow \Gamma_{X}$ and all subgroups in $\mathbb{A}_{X}^{*}$ such as $\mathbb{A}_{01}^{*}, \mathbb{A}_{12}^{*}, \ldots, \mathbb{A}_{0}^{*}$ have their images $\Gamma_{01}, \Gamma_{12}, \ldots, \Gamma_{0}$ in $\Gamma_{X}$.

Then the structure of $\Gamma_{X}$ can be described by an exact sequence

$$
\begin{equation*}
0 \rightarrow \prod_{C} \operatorname{Div}(C) \longrightarrow \Gamma_{X} \xrightarrow{\pi} \bigoplus_{C} \prod_{P \in C}^{\prime} \mathbb{Z} \rightarrow 0 \tag{13}
\end{equation*}
$$

where, as above, $\operatorname{Div}(C)$ denotes the group of divisors on a curve $C \subset X$ and the restricted product $\prod^{\prime} \mathbb{Z}$ denotes the set of collections of integers with components whose absolute values are bounded. More precisely,
(1) The subgroups $\prod_{C} \operatorname{Div}(C)$ and $\Gamma_{12}$ in $\Gamma_{X}$ coincide.
(2) The restriction of the homomorphism $\pi$ to the subgroup $\Gamma_{02} \subset \Gamma_{X}$ is an isomorphism:

$$
\left.\pi\right|_{\Gamma_{02}}: \Gamma_{02} \xrightarrow{\sim} \bigoplus_{C} \prod_{P \in C}{ }^{\prime} \mathbb{Z}
$$

In other words, we see that there is a canonical splitting $\Gamma_{X}=\Gamma_{12} \oplus \Gamma_{02}$ of exact sequence (13) which is independent of any possible choice of the coordinates. The groups which we have constructed are abelian. In our twodimensional case, the crucial point is that they are provided with certain canonical central extensions.

Let us start once more with the local situation, that is we fix a flag $P \in C$ on $X$. Following [2](see also [30]) we have a canonical central extension of groups

$$
\begin{equation*}
1 \rightarrow k(C)_{P}^{*} \rightarrow \tilde{K}_{P, C}^{*} \rightarrow K_{P, C}^{*} \rightarrow 1 \tag{14}
\end{equation*}
$$

such that the corresponding commutator map in the central extension is a skew form $\langle\cdot, \cdot\rangle: K_{P, C}^{*} \times K_{P, C}^{*} \rightarrow k(C)_{P}^{*}$ given by the tame symbol (without sign), that is by

$$
\begin{equation*}
\langle f, g\rangle=f^{\nu_{C}(g)} g^{-\nu_{C}(f)}(\bmod \wp) \in k(C)_{P}^{*} \tag{15}
\end{equation*}
$$

where $\wp$ is the ideal which defines the curve $C$.
There exists a canonical section of extension (14) over the subgroup $\widehat{\mathcal{O}}_{P, C}^{\prime *} \subset$ $K_{P, C}^{*}$. Denote by $\tilde{\mathcal{O}}_{P, C}^{\prime *}$ the image of $\widehat{\mathcal{O}}_{P, C}^{\prime *}$ in $\tilde{K}_{P, C}^{*}$ with respect to this section. If we take the quotient of the extension (14) by the subgroup $\widehat{\mathcal{O}}_{P}^{*}$ of the center $k(C)_{P}^{*}$ and then by the subgroup $\tilde{\mathcal{O}}_{P, C}^{\prime *}$ we obtain a new central extension

$$
\begin{equation*}
0 \rightarrow \mathbb{Z} \rightarrow \tilde{\Gamma}_{P, C} \rightarrow \Gamma_{P, C} \rightarrow 0 \tag{16}
\end{equation*}
$$

It is well known that $H^{2}(\mathbb{Z} \oplus \mathbb{Z}, \mathbb{Z})=\mathbb{Z}$ and the extension (16) is a generator of this group. The commutator in this central extension defines a nondegenerate symplectic form $\langle-,-\rangle$ on $\Gamma_{P, C}$ with values in $\mathbb{Z}$. Let us fix local parameters $u, t$ at $P$. Then $\Gamma_{P, C}$ is isomorphic to the group of matrices

$$
\left(\begin{array}{ccc}
1 & n & c  \tag{17}\\
0 & 1 & p \\
0 & 0 & 1
\end{array}\right)
$$

with integer entries and $\langle n, p\rangle=n p$. We denote this group by Heis $(3, \mathbb{Z})$. Hence, we arrive at the following class of discrete nilpotent groups.

Definition 2. Let $H, H^{\prime}$, and C be abelian groups and let $\langle-,-\rangle: H \times$ $H^{\prime} \rightarrow \mathrm{C}$ be a biadditive pairing. The set $H \times H^{\prime} \times \mathrm{C}$ with the composition law $(n, p, c)(m, q, a)=(n+m, p+q, c+a+\langle n, q\rangle)$, where $n, m \in H, p, q \in H^{\prime}$ and $c, a \in \mathrm{C}$, is called the discrete Heisenberg group $G$.

One then constructs the Heisenberg group $G$ as a group of upper triangular unipotent matrices with $H$ and $H^{\prime}$ on the second diagonal and C in the right top corner. There is the obvious natural central extension

$$
0 \rightarrow \mathrm{C} \rightarrow G \rightarrow H \oplus H^{\prime} \rightarrow 0
$$

In the global case, we have the Heisenberg group $\tilde{\Gamma}_{X}$ with

$$
\begin{gathered}
H^{\prime}=\Gamma_{02} \cong \bigoplus_{C} \prod_{P \in C}^{\prime} \mathbb{Z}, \quad \text { by } \quad H^{\prime}=\Gamma_{02} \cong \bigoplus_{C} \prod_{P \in C}^{\prime} \mathbb{Z}, \\
C=I_{X}:=\bigoplus_{C} \bigoplus_{P \in C} \mathbb{Z}
\end{gathered}
$$

and the pairing $H \times H^{\prime} \rightarrow \mathbb{C}$ is given by a component-wise multiplication. We thus get a central extension

$$
\begin{equation*}
0 \rightarrow I_{X} \rightarrow \tilde{\Gamma}_{X} \rightarrow \Gamma_{X} \rightarrow 0 \tag{18}
\end{equation*}
$$

and for each flag $P \in C$ the restriction of extension (18) to $\Gamma_{P, C}$ coincides with extension (16). So, we obtain in this way a global analogue of the local construction, since we could describe $\tilde{\Gamma}_{X}$ as an "adelic" product of the local groups $\tilde{\Gamma}_{P, C}$ in an appropriate sense.

There is a natural surjective homomorphism $\varphi: I_{X} \rightarrow Z^{2}(X), \quad\left(n_{P, C}\right) \mapsto$ $\sum_{P}\left(\sum_{C \ni P} n_{P, C}\right)[P]$, where $Z^{2}(X)$ denotes the group of zero-cycles on $X$. We set

$$
I_{02}:=\operatorname{Ker}(\varphi), \quad I_{01}:=\bigoplus_{C} \operatorname{Div}_{l}(C) \subset \bigoplus_{C} \operatorname{Div}(C)=I_{X}
$$

The Heisenberg group $\tilde{\Gamma}_{X}$ is closely related to the main arithmetic groups attached to the surface $X$. The quotient $I_{X} /\left(I_{01}+I_{02}\right)$ is the second Chow group $C H^{2}(X)$ of $X$. Also, there are isomorphisms

$$
\begin{aligned}
& \Gamma_{01} /\left(\Gamma_{0}+\Gamma_{1}\right) \cong\left(\Gamma_{12} \cap\left(\Gamma_{01}+\Gamma_{02}\right)\right) / \Gamma_{1} \cong \\
& \cong\left(\Gamma_{02} \cap\left(\Gamma_{01}+\Gamma_{12}\right)\right) / \Gamma_{0} \cong \operatorname{Pic}(X) .
\end{aligned}
$$

Moreover, the pairing $\Gamma_{12} \times \Gamma_{02} \rightarrow I_{X}$ corresponds to the intersection pairing $\operatorname{Pic}(X) \times \operatorname{Pic}(X) \rightarrow C H^{2}(X)$.

It is remarkable that the groups $K_{P, C}^{*}$ (and the global adelic groups), which are very far from being locally compact, nevertheless have a non-trivial discrete quotient.

## 4. Representations of Discrete Heisenberg Groups

We have seen that in the case of dimension two the first non-trivial nilpotent groups have occured. To define their duals one needs to develop an appropriate representation theory for this class of groups.

For the discrete groups the classical theory of unitary representations on a Hilbert space is not so well developed since these groups are mostly not of type
I. By Thoma's theorem, a discrete group is of type I if and only if it has an abelian subgroup of finite index.

This implies a violation of the main principles of representation theory on Hilbert spaces: non-uniqueness of the decomposition into irreducible components; too bad topology of the unitary dual space; non-existence of characters.... V. S. Varadarajan wrote in 1989: "A systematic developement of von Neumann's ideas led eventually (in the 1950s) to a deep understanding of the decomposition of unitary representations and to results which implied more or less that a reasonable generalization of classical Fourier analysis and representation theory could be expected only for the so-called type I groups; i.e. groups all of whose factor representations are of type $I$ ' [70].

We can also say that the class of unitary representations is too restrictive for the arithmetic purposes.

On the other hand, there exists a theory of smooth representations for $p$-adic algebraic groups. This theory is also valid for a more general class of totally disconnected locally compact groups. Discrete groups are a simple particular case of this class of groups and the general theory delivers a reasonable class of representations, namely representations on a vector space without any topology. The new viewpoint consists in a systematic consideration of purely algebraic representations in place of unitary representations on Hilbert spaces.

Following [63], we consider now this representation theory for the discrete Heisenberg groups $G=\left(H, H^{\prime}, \mathrm{C},\langle-,-\rangle\right)$ where all three groups are finitely generated. We introduce the complex tori $\mathbb{T}_{H}=\operatorname{Hom}\left(H, \mathbb{C}^{*}\right), \mathbb{T}_{H^{\prime}}=$ $\operatorname{Hom}\left(H^{\prime}, \mathbb{C}^{*}\right)$ and $\mathbb{T}_{\mathrm{C}}=\operatorname{Hom}\left(\mathrm{C}, \mathbb{C}^{*}\right)$, and set $\mathbb{T}_{G}=\mathbb{T}_{H} \times \mathbb{T}_{H^{\prime}} \times \mathbb{T}_{\mathrm{C}}$. The group $H$ is homomorphically mapped to $\mathbb{T}_{H^{\prime}}$ according to the rule:

$$
\begin{equation*}
h \in H \mapsto\left\{h^{\prime} \mapsto \chi_{\mathrm{C}}\left(\left\langle h, h^{\prime}\right\rangle\right)\right\} . \tag{19}
\end{equation*}
$$

Denote the kernel of this map by $H_{\chi}$. If $\chi \in \mathbb{T}_{H^{\prime}}$ then let $h(\chi)$ be the translate of the character $\chi$ by the image of $h$ in $\mathbb{T}_{H^{\prime}}$. We have $h\left(\chi_{H^{\prime}}\right)(p)=$ $\chi_{H^{\prime}}(p) \chi_{\mathrm{C}}(\langle h, p\rangle)$ for any $p \in H^{\prime}$. For any $\chi \in \mathbb{T}_{G}, \chi=\chi_{H} \otimes \chi_{H^{\prime}} \otimes \chi_{C}$, let $G_{\chi}=H_{\chi} H^{\prime} \mathrm{C}$ be the subset in $G$. Then $G_{\chi}$ is a normal subgroup in $G$, which depends only on $\chi_{C}$ and $\chi \mid G_{\chi}$ is a character of the group $G_{\chi}$ [65].

Definition 3. Let $V_{\chi}$ be the space of all complex-valued functions $f$ on $G$ which satisfy the following conditions:

1. $f(g h)=\chi(h) f(g)$ for all $h \in G_{\chi}$.
2. The support $\operatorname{Supp}(f)$ is contained in the union of a finite number of left cosets of $G_{\chi}$.

Left translations define a representation $\pi_{\chi}$ of the group $G$ on the space $V_{\chi}$. One can prove that these representations $\pi_{\chi}$ are irreducible in both possible senses: there are no nontrivial invariant subspaces, and the Schur lemma holds. Furthermore, these representations can be completely classified. Namely, the
representations $V_{\chi}$ and $V_{\chi^{\prime}}$ are equivalent if and only if three following conditions are satisfied:

1. $\chi_{\mathrm{C}}=\chi_{\mathrm{C}}^{\prime}$.
2. There exists $h \in H$ such that $\chi_{H^{\prime}}^{\prime}=h\left(\chi_{H^{\prime}}\right)$.
3. $\chi_{H}^{\prime}(h)=\chi_{H}(h)$ for all $h \in H_{\chi}$ or equivalently there exists $t \in \mathbb{T}_{H / H_{\chi}}=$ $\operatorname{Hom}\left(H / H_{\chi}, \mathbb{C}^{*}\right) \subset \mathbb{T}_{H}$ such that $\chi_{H}^{\prime}=t\left(\chi_{H}\right)$.

Here the torus $\mathbb{T}_{H / H_{\chi}}$ acts on the ambient torus $\mathbb{T}_{H}$ by translations. The equivalence classes of representations $V_{\chi}$ therefore correspond to orbits of the groups $\mathbb{T}_{H / H_{\chi}} \times H / H_{\chi}$ in subsets $\mathbb{T}_{H} \times \mathbb{T}_{H^{\prime}} \times\left\{\chi_{C}\right\}$ of the torus $\mathbb{T}_{G}$.

The group $G$ is a semidirect product of the groups $H$ and $H^{\prime} C$ and the main tool for obtaining the results stated above is the Mackey formalism [43] which describes the category of induced representations for semi-direct products of abelian locally compact groups. In the classical theory, this is well-known for unitary representations on Hilbert spaces. In our case, we can use the version of this formalism developed in the theory of representation of $p$-adic reductive groups $[4,15,71]$.

The restriction of functions from the group $G$ to the subgroup $H$ defines a bijection of $V_{\chi}$ with a certain space of functions on $H$. This space has an explicit basis and we can now define the character of the representation $\pi_{\chi}$ as the matrix trace of the representation operators $\pi_{\chi}(g)$ with respect to this basis. It is easy to see that in many cases the corresponding infinite sum of diagonal elements will diverge. The simplest example is the group Heis $(3, \mathbb{Z})$, see (17).

It is nevertheless possible to define the character if we apply a well-known construction from the theory of loop groups [64][ch. 14.1]. Namely, we have to add some "loop rotations" to the group $G$. In our context, this means that the group $G$ has to be extended to a semi-direct product $\hat{G}=G \rtimes A$, where $A \subset \operatorname{Hom}\left(H, H^{\prime}\right)$ is a non-trivial subgroup.

In the case of the group $\Gamma_{P, C} \cong \operatorname{Heis}(3, \mathbb{Z})$, this extension is suggested by the existence of the group of coordinate transformations on the surface $X$ (see (12)). According to the analogy between algebraic and arithmetic surfaces we discussed above, these coordinate transformations in the two-dimensional local field $\mathbb{F}_{q}((u))((t))$ indeed correspond to the loop rotations in the field $\mathbb{C}((t))$.

To construct the group $\hat{G}=G \rtimes A$, one needs to extend the automorphisms of the abelian groups $H \oplus H^{\prime}$ to the automorphisms of the entire Heisenberg group. Note that the group $A$ acts on $H \oplus H^{\prime}$ by unipotent transformations. When we fix an $r \in H$ and choose $k \in A$, the expression

$$
k(m, p, c)=(m, p+k(m), c+1 / 2\langle m-r, k(m)\rangle) \quad m \in H, p \in H^{\prime}, c \in \mathrm{C}
$$

defines an automorphism of the group $G$ if the following conditions hold:

1. $\left\langle m, k\left(m^{\prime}\right)\right\rangle=\left\langle m^{\prime}, k(m)\right\rangle$ for all $m, m^{\prime} \in H$
2. $\langle m-r, k(m)\rangle \in 2 \mathrm{C}$ for all $m \in H$.

When $k\left(H_{\chi}\right) \subset \operatorname{Ker}\left(\chi_{H^{\prime}}\right)$ the representation of $G$ on $V_{\chi}$ can be extended to a representation $\hat{\pi}_{\chi}$ of the extended group $\hat{G}$ on the same space. Let

$$
\left(\mathbb{T}_{\mathrm{C}} \times A\right)_{+}:=\left\{\chi \in \mathbb{T}_{\mathrm{C}}, k \in A:\left|\chi_{\mathrm{C}}(\langle n, k(n)\rangle)\right|<1 \text { for all } n \in H / H_{\chi}, n \neq 0\right\}
$$

be a relation in $\mathbb{T}_{\mathrm{C}} \times A$, let $A(\chi)$ be the projection of the set $\left(\mathbb{T}_{\mathrm{C}} \times A\right)_{+} \cap(\{\chi\} \times A)$ to $A$ and let $\hat{G}(\chi)=G \times A(\chi) \subset \hat{G}$.

We can now solve the existence problem for the characters. The trace $\operatorname{Tr} \hat{\pi}_{\chi}(g)$ exists for all $g \in \hat{G}(\chi)$ and we have
$\operatorname{Tr} \hat{\pi}_{\chi}(g)=\chi_{H}(m) \chi_{H^{\prime}}(p) \chi_{\mathrm{C}}(c) \cdot \sum_{n \in H / H_{\chi}} \chi_{H^{\prime}}(k(n)) \chi_{\mathrm{C}}(\langle n, p\rangle+1 / 2\langle n-r, k(n)\rangle)$.
for $g=(m, p, c, k), k \in A(\chi), m \in H_{\chi}$. The trace is zero if $m$ does not belong to $H_{\chi}$.

The trace is well-defined, but does not determine a function on the set of equivalence classes of representations. To overcome this difficulty, we have to consider representations of the extended group $\hat{G}$.

Let $\mathbb{T}_{A}=\operatorname{Hom}\left(A, \mathbb{C}^{*}\right)$ and $\mathbb{T}_{\hat{G}}=\mathbb{T}_{G} \times \mathbb{T}_{A}$. If $\hat{\chi}=\left(\chi, \chi_{A}\right) \in \mathbb{T}_{\hat{G}}$, then we set

$$
\hat{\pi}_{\hat{\chi}}=\hat{\pi}_{\chi} \otimes \chi_{A} .
$$

We therefore have $\operatorname{Tr} \hat{\pi}_{\hat{\chi}}=\operatorname{Tr} \hat{\pi}_{\chi} \cdot \chi_{A}$. For a given $g \in \hat{G}(\chi)$, the trace $\operatorname{Tr} \hat{\pi}_{\hat{\chi}}(g)$ can be considered as a function on the domain $T^{\prime}=\mathbb{T}_{H} \times \mathbb{T}_{H^{\prime}} \times \mathbb{T}_{\mathrm{C}}(k) \times \mathbb{T}_{A}$ in the torus $\mathbb{T}_{\hat{G}}$, where $\mathbb{T}_{\mathrm{C}}(k)$ is the projection of the set $\left(\mathbb{T}_{\mathrm{C}} \times A\right)_{+} \cap\left(\mathbb{T}_{\mathrm{C}} \times\{k\}\right)$ to the torus $\mathbb{T}_{\mathrm{C}}$.

Let us define an action of the group $\mathbb{T}_{H / H_{\chi}} \times H$ on the set $\mathbb{T}_{H} \times \mathbb{T}_{H^{\prime}} \times$ $\left\{\chi_{\mathrm{C}}\right\} \times \mathbb{T}_{A} \subset T^{\prime}$ by the formula

$$
\begin{equation*}
(t, h)\left(\chi_{H}, \chi_{H^{\prime}}, \chi_{\mathrm{C}}, \chi_{A}\right)=\left(t\left(\chi_{H}\right), h\left(\chi_{H^{\prime}}\right), \chi_{\mathrm{C}}, \chi_{A}^{\prime}\right) \tag{20}
\end{equation*}
$$

where

$$
\chi_{A}^{\prime}(k)=\chi_{A}(k) \chi_{H^{\prime}}(k(h)) \chi_{\mathrm{C}}(1 / 2\langle h-r, k(h)\rangle), k \in A .
$$

We define the space $\mathcal{M}_{G}(k), k \in A$ as the quotient of the domain $T^{\prime}$ by this action. The quotient-space is a complex-analytic manifold, in fact a fibration over a domain in $\mathbb{T}_{\mathrm{C}}$. For a given $g=(m, p, c, k) \in \hat{G}(\chi)$ the trace $\operatorname{Tr} \hat{\pi}_{\hat{\chi}}(g)$ is invariant, under a simple additional condition, under the action (20) and defines a holomorphic function $F_{g}=F_{g}(\hat{\chi})$ on $\mathcal{M}_{G}(k)$. We now obtain the main property that the characters must enjoy:

Let $\hat{\chi}, \hat{\chi}^{\prime} \in \mathbb{T}_{\hat{G}}$. The representations $\hat{\pi}_{\hat{\chi}}$ and $\hat{\pi}_{\hat{\chi}^{\prime}}$ are equivalent if and only if $\hat{G}(\chi)=\hat{G}\left(\chi^{\prime}\right)$ and $F_{g}(\hat{\chi})=F_{g}\left(\hat{\chi}^{\prime}\right)$ for all $g \in \hat{G}(\chi)$.

Thus we see that the space $\mathcal{M}_{G}(k)$ is actually a moduli space for a certain class of representations of $\hat{G}$.

Let us consider the simplest example, that of the group $\operatorname{Heis}(3, \mathbb{Z})$. Let $A=\mathbb{Z}=\operatorname{Hom}\left(H, H^{\prime}\right), r=1, \hat{G}=G \rtimes \mathbb{Z}$ and $\chi_{\mathrm{C}}(c)=\lambda^{c}, \chi_{\mathrm{C}} \in \mathbb{T}_{\mathrm{C}}(k>0)$ where $\mathbb{T}_{\mathrm{C}}(k>0)=\{0<|\lambda|<1\}$. Then $\mathbb{T}_{H^{\prime}} / \operatorname{Im} H=: E_{\lambda}$ is an elliptic curve, where $z \in \mathbb{T}_{H^{\prime}}=\mathbb{C}^{*}, \operatorname{Im} H=\left\{\lambda^{\mathbb{Z}}\right\}$. We have a degree map

$$
\operatorname{Pic}\left(E_{\lambda}\right)=H^{1}\left(E_{\lambda}, \mathcal{O}^{*}\right)=H^{1}\left(H, \mathcal{O}^{*}\left(\mathbb{T}_{H^{\prime}}\right)\right) \rightarrow \operatorname{Hom}\left(H, H^{\prime}\right)=A
$$

and

$$
\operatorname{Pic}\left(E_{\lambda}\right)=\left\{\varphi(n, z)=a^{-n} z^{-k n} \lambda^{-1 / 2 k n(n-1)}: a \in \mathbb{C}^{*}, k \in A=\mathbb{Z}\right\}
$$

Let $L$ be the line bundle which corresponds to a 1-cocycle $\varphi$. Then

$$
H^{0}\left(E_{\lambda}, L\right)=\left\{f(z), z \in \mathbb{T}_{H^{\prime}}: f\left(\lambda^{n} z\right)=\varphi(n, z) f(z)\right\}
$$

The theta-series

$$
\vartheta_{p, k, a}(z, \lambda):=z^{p} \sum_{n \in \mathbb{Z}} a^{n} z^{k n} \lambda^{n p+1 / 2 k n(n-1)}
$$

(which are the Poincaré series with respect to $\varphi$ ) converge for all $z \in \mathbb{C}^{*}, 0<$ $|\lambda|<1, k>0$, and form a basis of the space $H^{0}\left(E_{\lambda}, L\right)$ for $0 \leq p<k$. Finally,

$$
\begin{equation*}
\operatorname{Tr} \hat{\pi}_{\hat{\chi}}(0, p, c, k)=\lambda^{c} t^{k} \vartheta_{p, k, 1}(z, \lambda),(z, \lambda) \in \mathcal{A}_{G}(k), t \in \mathbb{T}_{A} \tag{21}
\end{equation*}
$$

In this case, the theta-series lifted to $\overline{\mathcal{A}}_{G}(k)=\mathbb{C} \times\{$ upper halfplane $\}$ are Jacobi modular forms (up to some powers of $\lambda$ and $z$ ) with respect to the standard action of a finite index subgroup of the group $(\mathbb{Z} \oplus \mathbb{Z}) \rtimes \operatorname{SL}(2, \mathbb{Z})$ ). This last statement is completely parallel to a well-known property of characters for representations of affine Kac-Moody algebras [31, 64].

In the more general situation in which $H$ and $H^{\prime}$ are torsion-free groups and $C=\mathbb{Z},\left|\chi_{C}(c)\right| \neq 1$ for $c \neq 0$, the map $k: H \rightarrow H^{\prime}$ is a monomorphism with finite cokernel, $A=\mathbb{Z} k$ and the form $\langle-, k(-)\rangle$ is positive-definite, we have two dual abelian varieties $E=\mathbb{T}_{H^{\prime}} / \operatorname{Im} H$ and $E^{\prime}=\mathbb{T}_{H} / \operatorname{Im} H^{\prime}$ with the Poincaré bundle $\mathcal{P}$ over $E \times E^{\prime}$. The morphism $k$ defines an isogeny $\varphi_{k}: E \rightarrow E^{\prime}$ and the sheaf $L$ is defined as $\left(\operatorname{Id} \times \varphi_{k}\right)^{*} \mathcal{P}$. By Mumford's theory [44], there exists a finite Heisenberg group $\widetilde{\operatorname{Ker}}\left(\varphi_{k}\right)$, which is a central extension of the group $\operatorname{Ker}\left(\varphi_{k}\right)$. Then for all $g=(m, p, c, k) \in \hat{G}(\chi)$ the values of the characters $\operatorname{Tr} \hat{\pi}_{\hat{\chi}}(g) \chi_{\mathrm{C}}^{-1}(c) \chi_{A}^{-1}(k)$ are theta-functions for the bundle $L$.

If $\hat{\chi}=1 \otimes \chi_{H^{\prime}} \otimes \chi_{\mathrm{C}} \otimes 1$, then the functions $\operatorname{Tr} \hat{\pi}_{\hat{\chi}}(0, p, 0, k)$ for $p \in$ $H^{\prime} \bmod k(H)$ form a basis of the space $H^{0}(E, L)$. This basis is a standard Mumford basis for the action of the Heisenberg group $\widetilde{\operatorname{Ker}}\left(\varphi_{k}\right)=\left(H^{\prime} / H, \mathbb{T}_{H^{\prime} / H}, \mathbb{C}^{*}\right)$ on the space $H^{0}(E, L)$.

In addition, certain orthogonality relations are satisfied by the characters [63].

The boundary of the domain $\mathbb{T}_{\mathrm{C}}(k)$ can contain those characters $\chi_{0} \in \mathbb{T}_{\mathrm{C}}$ for which $H_{\chi_{0}}$ has a finite index in $H$. These characters correspond to the
roots of unity in $\mathbb{C}^{*}$, so that the representations $\pi_{\chi_{0}}$ are finite-dimensional. Let $V=H \otimes \mathbb{R}$ and $Q$ be the extension of the pairing $\langle n, k(n)\rangle, n \in H$ to the space $V$. Also, let $\chi_{\mathrm{C}}(c)=\lambda^{c}$ and let us choose a boundary point $\chi_{0}$. The classical limit formulas for theta-functions imply the following behavior of the trace near the $\chi_{0}$ (we assume that $\chi_{H}=1$ and $\chi_{H}^{\prime}=1$ ):
$\operatorname{Tr} \hat{\pi}_{\hat{\chi}}(g) \sim \operatorname{Tr} \hat{\pi}_{\hat{\chi}_{0}}(g) \cdot\left[H: H_{\chi_{0}}\right]^{-1}\left(\operatorname{Det}_{V} Q\right)^{-1}\left(\frac{\sqrt{\pi}}{2}\right)^{\mathrm{rk} H} \log |\lambda|^{-\frac{1}{2} \mathrm{rk} H}$ when $\chi_{\mathrm{C}} \rightarrow \chi_{0}$.
The trace of the representation $\hat{\pi}_{\hat{\chi}_{0}}$ can be computed in terms of a Gauss sum.
Thus, we see that, in our situation, the change in the class of representations will cause the moduli spaces of induced representations to be complex-analytic manifolds. Characters do exist and are the modular forms. It seems that this more general holomorphic dual space is more adequate for this class of groups than the standard unitary dual which goes back to the Pontrjagin duality for abelian groups.

## 5. Problems and Perspectives

We collect here several problems related to the issues we have discussed in the talk.

## 1. Harmonic analysis for local fields and adelic groups of arbitrary dimension $n$.

The basic category for this study has to be the category $C_{n}$ [49] and its version that includes fields of the archimedean type [51]. When one tries to extend the measure theory and harmonic analysis to $n$-dimensional local fields and adelic groups for $n>2$ the following problem arises. The selection rules become too severe to go further in a straightforward way. This obstacle appears already for $n$-dimensional local fields with $n=3$. We can define the spaces analogous to $\mathcal{D}(V)$ or $\mathcal{D}^{\prime}(V)$ only under some strong restrictions on the groups $V\left(=\right.$ objects in $\left.C_{n}\right)$. Note that spaces such as $\mathcal{E}(V)$ can be easily defined for any $n$ and arbitrary group $V$.

## 2. The Tate-Iwasawa method for two-dimensional schemes.

J. Tate [68] and independently K. Iwasawa [29] reformulated the classical problem of analytic continuation for zeta- and L- functions for the fields of algebraic numbers and the fields of algebraic functions in one variable over a finite field. They introduced a new type of $L$-functions:

$$
L(s, \chi, f)=\int_{\mathbb{A}^{*}} f(g) \chi(g)|g|^{s} d^{*} g
$$

where $d^{*} g$ is a Haar measure on $\mathbb{A}^{*}$, the function $f$ belongs to the BruhatSchwartz space of functions on $\mathbb{A}_{X}$ and $\chi$ is an abelian character of the group $\mathbb{A}^{*}$ associated to a character

$$
\chi: \operatorname{Gal}\left(K^{\mathrm{ab}} / K\right) \rightarrow \mathbb{C}^{*}
$$

of the Galois group by the reciprocity map $\mathbb{A}^{*} \rightarrow \operatorname{Gal}\left(K^{\mathrm{ab}} / K\right)$. They also proved the analytic continuation of $L(s, \chi, f)$ to the entire $s$-plane and the functional equation

$$
L(s, \chi, f)=L\left(1-s, \chi^{-1}, \mathrm{~F}(f)\right)
$$

by means of the Fourier transform F and the Poisson formula for functions on $\mathbb{A}_{X}(8),(9)$.

For a special choice of $f$ and $\chi=1$ we obtain the zeta-function

$$
\zeta_{X}(s)=\prod_{x \in X}\left(1-(\# k(x))^{-s}\right)^{-1}
$$

of any scheme $X$ of dimension one (to which we have to add, if necessary, the archimedean factors). Here $x$ runs through the closed points of $X$. The product converges for $\operatorname{Re}(s)>\operatorname{dim} X$.

There exists a general Hasse-Weil conjecture [23, 73] which asserts that these zeta- (and more general $L$-) functions can be meromorphically extended to the entire $s$-plane and satisfy the functional equation (for regular proper schemes $X$ of dimension $n$ ) of the type $\zeta_{X}(n-s)=\{$ elementary factors $\} \zeta_{X}(s)$.

This conjecture has been completely proved for algebraic varieties defined over a finite field $\mathbb{F}_{q}$. For this goal the powerful machinery of the étale cohomology has been developed by A. Grothendieck. For schemes over $\operatorname{Spec}(\mathbb{Z})$, the general results are known only in dimension one, thanks to the Hecke's theorem. Later this was included into the Tate-Iwasawa approach. At the same time, this approach works for algebraic curves defined over $\mathbb{F}_{q}$. For the higher dimensions over $\operatorname{Spec}(\mathbb{Z})$, there are only scattered results; however these include the proof of the Hasse-Weil conjecture for elliptic curves over $\mathbb{Q}[75,8]$.

For a long time the author has advocated the following
Problem. Extend Tate-Iwasawa's analytic method to higher dimensions (see in particular [58]).

The higher adeles were introduced precisely for this purpose. We hope that harmonic analysis and representation theory of adelic groups on twodimensional schemes may help to solve this problem.

## 3. Behavior of zeta- and L-functions in the critical strip.

The critical strip for the ordinary Riemann's zeta-function is $0 \leq \Re(s) \leq$ 1 and this zeta-function (with an archimedean factor) has there exactly two
poles, both of first order. For the two-dimensional case, the critical strip is wider, namely $0 \leq \Re(s) \leq 2$. Take as $X$ a model over $\operatorname{Spec}(\mathbb{Z})$ of an elliptic curve $E$ defined over $\mathbb{Q}$. The Birch and Swinnerton-Dyer conjecture [5, 69] states that

$$
\begin{equation*}
\zeta_{X}(s) \underset{s \rightarrow 1}{\sim} \frac{\# E(\mathbb{Q})_{t o r}^{2}}{c \Omega \operatorname{Det}_{E(\mathbb{Q})}\langle-,-\rangle \# \amalg}(s-1)^{-r-2}, \tag{23}
\end{equation*}
$$

where $E(\mathbb{Q})$ is the finitely generated Mordell-Weil group of rational points on $E, r$ is its rank, $\langle-,-\rangle$ is the height pairing, $\Omega$ is the real period of the curve, $Ш$ is the Shafarevich-Tate group and $c$ is a product of certain local invariants.

Many years ago several people, including the author, have independently observed that this limit behavior is very similar to the limit behavior of a theta-function attached to a lattice. Namely, let $V / \mathbb{R}$ be a finite dimensional euclidean vector space of dimension $n$. Denote by $\langle-,-\rangle$ the scalar product on $V$. Let $\Gamma$ be a finitely generated abelian group such that $\Gamma \otimes \mathbb{R}=V$ and let $\Gamma^{\prime}=\Gamma / \Gamma_{\text {tor }}$ be the corresponding lattice ( $=$ a discrete co-compact subgroup) in $V$. Then the theta-function $\theta_{\Gamma}(t)$ is defined as

$$
\theta_{\Gamma}(t):=\sum_{\gamma \in \Gamma} e^{-\pi t\langle\gamma, \gamma\rangle}=\# \Gamma_{\text {tor }} \cdot \theta_{\Gamma^{\prime}}(t)
$$

and satisfies the functional equation

$$
\theta_{\Gamma^{\prime}}(t)=t^{-\frac{n}{2}} \operatorname{Vol}\left(\Gamma^{\prime}\right)^{-1} \theta_{\Gamma^{\prime} \perp}\left(t^{-1}\right)
$$

where $\Gamma^{\perp \perp} \subset V$ is the dual lattice and the volume of the fundamental domain for $\Gamma^{\prime}$ is $\operatorname{Vol}\left(\Gamma^{\prime}\right)=\operatorname{det}\left(\left\langle e_{i}, e_{j}\right\rangle\right)$ with $\left\{e_{i}\right\}$ a basis of the free $\mathbb{Z}$-module $\Gamma^{\prime}$.

In particular, we get

$$
\theta_{\Gamma}(t) \underset{t \rightarrow 0}{\sim} \# \Gamma_{t o r} \operatorname{Vol}(\Gamma)^{-\frac{1}{2}} t^{-\frac{n}{2}}
$$

If we apply this asymptotic formula to the group $\Gamma \oplus \Gamma$ then we get

$$
\begin{equation*}
\theta_{\Gamma \oplus \Gamma}(t) \underset{t \rightarrow 0}{\sim} \frac{\# \Gamma_{\text {tor }}^{2}}{\operatorname{Det}_{\Gamma}\langle-,-\rangle} t^{-r-2}, \tag{24}
\end{equation*}
$$

which looks rather similar to the conjecture (23) if we take as $\Gamma$ the group $E(\mathbb{Q}) \oplus \mathbb{Z} \oplus \mathbb{Z}$. D. Zagier has devoted to this relation a note [77] with many interesting remarks and observations. In particular, he discussed the question of interpreting such factors as $\Omega$ and \#Ш which are not visible in the thetaformula (24).

In order to clarify the situation, let us look at the corresponding behavior of the zeta-function of an algebraic surface $X$ defined over $\mathbb{F}_{q}$. The analogy between geometric surfaces over $\mathbb{F}_{q}$ and arithmetic surfaces such as this model $X$ of $E$ suggests that this may be a useful move.

The value of the zeta function at $s=1$ is given by the conjecture of Artin and Tate $[69,45]$. We assume that $X$ is a smooth proper irreducible surface.

Denote by $\rho=\operatorname{rk} \mathrm{NS}(X)$ the rank of the Neron-Severi-group of $X$ and let $\left\{D_{i}\right\}$ with $D_{i} \in \operatorname{NS}(X) i=1, \ldots, \rho$ be a basis of $\in \operatorname{NS}(X) \otimes \mathbb{Q}$. Denote by $D_{i} \cdot D_{j}$ their intersection index. Let $\operatorname{Br}(X)=H^{2}\left(X_{e t}, \mathcal{O}_{X}\right)$ be the Brauer group of $X$. Then the group $\operatorname{Br}(X)$ is conjectured to be finite and the following relation holds:
$\zeta_{X}(s) \underset{s \rightarrow 1}{\sim}(-1)^{\rho-1} q^{\chi\left(\mathcal{O}_{X}\right)} \frac{\# \operatorname{Pic}(X)_{\text {tor }}^{2}}{\# H^{0}\left(X, \mathcal{O}_{X}^{*}\right)^{2} \# \operatorname{Br}(X) \operatorname{det}\left(\left(D_{i} \cdot D_{j}\right)\right)}\left(1-q^{1-s}\right)^{-\rho}$.
Within the framework of the analogy between geometry and arithmetic [61], the group $\mathrm{NS}(X)$ corresponds to the group $E(\mathbb{Q}) \oplus \mathbb{Z} \oplus \mathbb{Z}$, the intersection index corresponds to the height pairing, the period $\Omega$ corresponds to $q^{\chi\left(\mathcal{O}_{x}\right)}$ and the Brauer group to the Shafarevich-Tate group $Ш$.

Since $\left(1-q^{1-s}\right)^{-\rho} \underset{s \rightarrow 1}{\sim}(s-1)^{-\rho}(\log q)^{-\rho}$, we again guess that certain theta-functions related to the lattice $\mathrm{NS}(X)$ may have this kind of the limit behavior. An immediate objection to this suggestion is that the intersection pairing is not positive-definite. This can be resolved if we consider the Siegel theta-functions attached to indefinite quadratic forms.

The case of surfaces makes it clear that this question is highly non-trivial. Zeta-functions of algebraic varieties over $\mathbb{F}_{q}$ are very simple analytic functions. Indeed, according to Grothendieck's theory, they are equal to $F\left(q^{-s}\right)$ where $F(t)$ is a rational function of a variable $t$. The theta-functions involved are certainly transcendental functions, which cannot be simplified in this way by substitution. Thus the problem we arrive at is to understand how theta-functions can appear in this setting in a natural way, and how to relate them to zeta-functions. We conjecture that the theta-functions which occur into the traces of representations of the adelic groups constructed above could be such theta-functions. Their behavior in the limit (22) has the structure we have just described.

It is worth mention another problem, the so called $S$-duality conjecture, which is quite close to what have been discussed here. The problem came from the quantum field theory [72] but has purely algebraic formulation for an algebraic surface $X$ over a finite field $\mathbb{F}_{q}$ (see a discussion in [32]). Let $M_{r, n}$ be a moduli space of semi-stable vector bundles $E$ on $X$ with given rank $r$, trivial determinant and the second Chern class $c_{2}(E)=n$. Then the formal series

$$
\sum_{n} \# M_{r, n}\left(\mathbb{F}_{q}\right) q^{-n s}
$$

is expected to have under mild conditions on $X$ a modular behavior with respect to a congruence subgroup of the group $\operatorname{SL}(2, \mathbb{Z})$. It is remarkable that the transcendental functions appear once more in relation to a surface defined over a finite field.

## 4. Representations of discrete nilpotent groups.

i) The representations $\pi_{\chi}$ and $\hat{\pi}_{\hat{\chi}}$ of the discrete Heisenberg groups are particular examples of the irreducible representations of these groups. Thus,
the problem of classification of all irreducible representations arises. Of course, one needs to impose certain conditions in order to get a reasonable answer. In the theory of unitary representations for discrete nilpotent finitely generated groups $G$ on a Hilbert space such a condition was found in [9]. One says that a representation $\pi$ of $G$ on a space $V$ has the finite multiplicity property if there exists a subgroup $H \subset G$ which preserves a line $l$ in $V$ and such that the character of $H$ defined by the action of $H$ on $l$ occurs in $\left.\pi\right|_{H}$ as a discrete direct summand with finite multiplicity. Then the class of irreducible representations with this property coincides with the class of irreducible monomial (= induced by an one-dimensional character) representations of $G$.

It is highly desirable to define in our algebraic situation a class of "basic" induced representations which will play the role that the Verma modules or representations with highest weight do for the representations of reductive Lie groups (or algebraic groups). This is closely related to a problem of classification of (say, left) maximal ideals in the group ring of $G$.
ii) The moduli spaces $\mathcal{M}_{G}(k)$ defined above are orbit spaces for group actions. This construction looks very similar to the Kirillov's orbit method for connected real (or complex) nilpotent Lie groups $G$ (or nilpotent algebraic groups over $\mathbb{Q}_{p}$ ) [39] where the unitary dual is the space $\mathfrak{g}^{*} / G$ of co-adjoint orbits in the dual $\mathfrak{g}^{*}$ of the Lie algebra $\mathfrak{g}$ of $G$. Attempts to extend Kirillov's method to finitely generated nilpotent groups were made in $[24,36]$ (see also [6]). It seems that there is a general functorial definition of spaces such as $\mathcal{M}_{G}(k)$ for arbitrary nilpotent discrete groups which will replace the spaces $\mathfrak{g}^{*} / G$ in this situation, just as the torus $\mathbb{T}_{\hat{G}}$ may be an analogue of the space $\mathfrak{g}^{*}$. The Kirillov's character formula may also exist in this situation.
iii) When one tries to apply the representation theory developed in section 5 to the nilpotent groups which arise from the algebraic surfaces $X$ (section 4), one immediately observes that:

1) the groups like $\tilde{\Gamma}_{X}$ are not finitely generated;
2) the groups like $(\operatorname{Pic}(X), \operatorname{Pic}(X), C H(X))$ are equipped with the indefinite form $\langle-,-\rangle$.

Certainly, the representation theory cannot be automatically extended to the case of infinitely generated groups. In our case, the "big" group $\tilde{\Gamma}_{X}$ is the adelic product of simplest Heisenberg groups $\tilde{\Gamma}_{P, C}$ and consequently is an inductive limit of finite products of these local groups. We can easily extend all the representation-theoretic constructions to the case of $\tilde{\Gamma}_{X}$ if we apply the technique from the theory of adelic products of reductive algebraic groups over 1 -dimensional local fields. The role of the compact subgroups is now played by co-finite products of the local Heisenberg groups.

The problem 2) can also be solved. A solution is based on using the Siegel theta-functions for indefinite quadratic forms that are well suited for this situation.
iv) An important problem is to develop an analysis on discrete Heisenberg groups $G$, in particular, to define appropriate function spaces on $G$, the analogue of the map $\mathcal{L}$ (see (8) in section 3) and to obtain a Plancherel-type theorem which relates the function spaces on $G$ and spaces of holomorphic (or meromorphic) functions on $\mathcal{M}_{G}(k)$.
v) There exists a general question of the decomposition into the irreducible components of representations of discrete nilpotent groups. It is known that the regular representation (on the $L^{2}$-space on $G$ ) of a discrete group $G$ may have very different decompositions into irreducible components (see a first example of this kind in [43]). On the other hand, in our situation there is a rather concrete problem: how does one decompose the natural fundamental representation of the group $\tilde{\Gamma}_{X}$ (and locally of the groups $\tilde{\Gamma}_{P, C}$ ) on the spaces $\mathcal{D}_{\mathbb{A}_{12}}\left(\mathbb{A}_{X}\right)^{\mathcal{O}^{\prime *}}$ or $\mathcal{D}_{\mathbb{A}_{12}}^{\prime}\left(\mathbb{A}_{X}\right)^{\mathcal{O}^{\prime *}}$ (respectively in $\mathcal{D}_{\mathcal{O}_{P, C}}\left(K_{P, C}\right)^{\mathcal{O}_{P, C}^{\prime *}}$ or $\left.\mathcal{D}_{\mathcal{O}_{P, C}}^{\prime}\left(K_{P, C}\right)^{\mathcal{O}_{P, C}^{\prime *}}\right)$ on a surface $X$ ?
vi) Our theory deals with the discrete "part" of the adelic group $\mathbb{A}_{X}^{*}=$ GL $\left(1, \mathbb{A}_{X}\right)$. D. Gaitsgory and D. Kazhdan have extended the traditional theory of representations for reductive $p$-adic groups (parabolic induction, Jacquet functor, cuspidal representations) to the case of groups GL $(n, K)$ where $K$ is a two-dimensional local field (and of more general reductive groups)[18, 19, 20]. An important and certainly very hard problem is to merge these two theories, at least for the group $\mathrm{GL}\left(2, \mathbb{A}_{X}\right)$.
vii) For the schemes of dimension two, we constructed discrete Heisenberg groups, which are nilpotent groups of class 2. It is possible to associate certain discrete adelic groups to schemes of arbitrary dimension $n$ and that are the nilpotent groups of class $n$.

In this text, we mainly gave a review of certain recent advances in the higher adelic theory. During the last thirty years, this theory was developed in many different directions. We finish with a short list of these developements ${ }^{8}$ :

- residues and symbols $[53,54,17,76,11,12,13,37,38,47,67,52]$
- class field theory for higher dimensions: the author, K. Kato and his school, S. V. Vostokov and his school, see surveys [17, 16, 28, 66]
- adelic resolutions for sheaves, intersection theory, Chern classes, Lefschetz formula for coherent sheaves [55, 76, 26, 27, 21, 22]
- algebraic groups over local fields, buildings, Hecke algebras [56, 60, 34, 18, 19, 20, 7]
- restricted adelic complexes and the Krichever correspondence [59, 46, 48, 40, 41]
- relations with non-commutative algebra [57, 78].

[^46]
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# Backward Stochastic Differential Equation, Nonlinear Expectation and Their Applications 
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#### Abstract

We give a survey of the developments in the theory of Backward Stochastic Differential Equations during the last 20 years, including the solutions' existence and uniqueness, comparison theorem, nonlinear Feynman-Kac formula, $g$-expectation and many other important results in BSDE theory and their applications to dynamic pricing and hedging in an incomplete financial market.

We also present our new framework of nonlinear expectation and its applications to financial risk measures under uncertainty of probability distributions. The generalized form of law of large numbers and central limit theorem under sublinear expectation shows that the limit distribution is a sublinear $G$ normal distribution. A new type of Brownian motion, $G$-Brownian motion, is constructed which is a continuous stochastic process with independent and stationary increments under a sublinear expectation (or a nonlinear expectation). The corresponding robust version of Itô's calculus turns out to be a basic tool for problems of risk measures in finance and, more general, for decision theory under uncertainty. We also discuss a type of "fully nonlinear" BSDE under nonlinear expectation.
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[^47]The theory of backward stochastic differential equations (BSDEs in short) and nonlinear expectation has gone through rapid development in so many different areas of research and applications, such as probability and statistics, partial differential equations (PDE), functional analysis, numerical analysis and stochastic computations, engineering, economics and mathematical finance, that it is impossible in this paper to give a complete review of all the important progresses of recent 20 years. I only limit myself to talk about my familiar subjects. The book edited by El Karoui and Mazliark (1997) provided excellent introductory lecture, as well as a collection of many important research results before 1996, see also [35] with applications in finance. Chapter 7 of the book of Yong and Zhou (1999) is also a very good reference.

Recently, using the notion of sublinear expectations, we have developed systematically a new mathematical tool to treat the problem of risk and randomness under the uncertainty of probability measures. This framework is particularly important for the situation where the involved uncertain probabilities are singular with respect to each other thus we cannot treat the problem within the framework of a given "reference" probability space. The well-known volatility model uncertainty in finance is a typical example. We present a new type of law of large numbers and central limit theorem as well as $G$-Brownian motion and the corresponding stochastic calculus of Itô's type under such new sublinear expectation space. A more systematical presentation with detailed proofs and references can be found in Peng (2010a).

This paper is organized as follows. In Section 1 we present BSDE theory and the corresponding $g$-expectations with some applications in super-hedging and risk measuring in finance; In Section 2 we give a general notion of nonlinear expectations and a new law of large numbers combined with a central limit theorem under a sublinear expectation space. $G$-Brownian motion under a sublinear expectation- $G$-expectation, which is a nontrivial generalization of the notion of $g$ expectation, and the related stochastic calculus will be given in Section 3. We also discuss a type of fully "nonlinear BSDE" under $G$-expectation. For a systematic presentation with detailed proofs of the results on $G$-expectation, $G$-Brownian motion and the related calculus, see Peng (2010a).

## 1. BSDE and $g$-expectation

1.1. Recall: SDE and related Itô's stochastic calculus. We consider a typical probability space $(\Omega, \mathcal{F}, P)$ where $\Omega=C\left([0, \infty), \mathbb{R}^{d}\right)$, each element $\omega$ of $\Omega$ is a $d$-dimensional continuous path on $[0, \infty)$ and $\mathcal{F}=\mathcal{B}(\Omega)$, the Borel $\sigma$-algebra of $\Omega$ under the distance defined by

$$
\rho\left(\omega, \omega^{\prime}\right)=\sup _{i \geq 1} \max _{0 \leq t \leq i}\left|\omega_{t}-\omega_{t}^{\prime}\right| \wedge 1, \quad \omega, \omega^{\prime} \in \Omega .
$$

We also denote $\left\{\left(\omega_{s \wedge t}\right)_{s \geq 0}: \omega \in \Omega\right\}$ by $\Omega_{t}$ and $\mathcal{B}\left(\Omega_{t}\right)$ by $\mathcal{F}_{t}$. Thus an $\mathcal{F}_{t^{-}}$ measurable random variable is a Borel measurable function of continuous paths
defined on $[0, t]$. For an easy access by a wide audience I will not bother readers with too special vocabulary such as $P$-null sets, augmentation, etc. We say $\xi \in L_{P}^{p}\left(\mathcal{F}_{t}, \mathbb{R}^{n}\right)$ if $\xi$ is an $\mathbb{R}^{n}$-valued $\mathcal{F}_{t}$-measurable random variable such that $E_{P}\left[|\xi|^{p}\right]<\infty$. We also say $\eta \in M_{P}^{p}\left(0, T, \mathbb{R}^{n}\right)$ if $\eta$ is an $\mathbb{R}^{n}$-valued stochastic process on $[0, T]$ such that $\eta_{t}$ is $\mathcal{F}_{t}$-measurable for each $t \in[0, T]$ and $E_{P}\left[\int_{0}^{T}\left|\eta_{t}\right|^{p} d t\right]<\infty$. Sometimes we omit the space $\mathbb{R}^{n}$, if no confusion will be caused.

We assume that under the probability $P$ the canonical process $B_{t}(\omega)=\omega_{t}$, $t \geq 0, \omega \in \Omega$ is a d-dimensional standard Brownian motion, namely, for each $t$, $s \geq 0$,
(i) $B_{0}=0, B_{t+s}-B_{s}$ is independent of $B_{t_{1}}, \cdots, B_{t_{n}}$, for $t_{1}, \cdots, t_{n} \in[0, s], n \geq$ 1 ;
(ii) $B_{t+s}-B_{s} \stackrel{d}{=} N\left(0, I_{d} t\right), s, t \geq 0$, where $I_{d}$ is the $d \times d$ identical matrix. $P$ is called a Wiener measure on $(\Omega, \mathcal{F})$.

In 1942, Japanese mathematician Kiyosi Itô had laid the foundation of stochastic calculus, known as Itô's calculus, to solve the following stochastic differential equation (SDE):

$$
\begin{equation*}
d X_{s}=\sigma\left(X_{s}\right) d B_{s}+b\left(X_{s}\right) d s \tag{1.1}
\end{equation*}
$$

with initial condition $\left.X_{s}\right|_{s=0}=x \in \mathbb{R}^{n}$. Its integral form is:

$$
\begin{equation*}
X_{t}(\omega)=x+\int_{0}^{t} \sigma\left(X_{s}(\omega)\right) d B_{s}(\omega)+\int_{0}^{t} b\left(X_{s}(\omega)\right) d s \tag{1.2}
\end{equation*}
$$

where $\sigma: \mathbb{R}^{n} \mapsto \mathbb{R}^{n \times d}, b: \mathbb{R}^{n} \mapsto \mathbb{R}^{n}$ are given Lipschitz functions. The key part of this formulation is the stochastic integral $\int_{0}^{t} \sigma\left(X_{s}(\omega)\right) d B_{s}(\omega)$. In fact, Wiener proved that the typical path of Brownian motion has no bounded variation and thus this integral is meaningless in the Lebesgue-Stieljes sense. Itô's deep insight is that, at each fixed time $t$, the random variable $\sigma\left(X_{t}(\omega)\right)$ is a function of path depending only on $\omega_{s}, 0 \leq s \leq t$, or in other words, it is an $\mathcal{F}_{t}$-measurable random variable. More precisely, the process $\sigma(X .(\omega))$ can be in the space $M_{P}^{2}(0, T)$. The definition of Itô integral is perfectly applied to a stochastic process $\eta$ in this space. The integral is defined as a limit of Riemann sums in a "non-anticipating" way: $\int_{0}^{t} \eta_{s}(\omega) d B_{s}(\omega) \approx \sum \eta_{t_{i}}\left(B_{t_{i+1}}-B_{t_{i}}\right)$. It has zero expectation and satisfies the following Itô's isometry:

$$
\begin{equation*}
E\left[\left|\int_{0}^{t} \eta_{s} d B_{s}\right|^{2}\right]=E\left[\int_{0}^{t}\left|\eta_{s}\right|^{2} d s\right] . \tag{1.3}
\end{equation*}
$$

These two key properties allow Kiyosi Itô to obtain the existence and uniqueness of the solution of SDE (1.2) in a rigorous way. He has also introduced the wellknown Itô formula: if $\eta, \beta \in M_{P}^{2}(0, T)$, then the following continuous process

$$
\begin{equation*}
X_{t}=x+\int_{0}^{t} \eta_{s} d B_{s}+\int_{0}^{t} \beta_{s} d s \tag{1.4}
\end{equation*}
$$

is also in $M_{P}^{2}(0, T)$ and satisfies the following Itô formula: for a smooth function $f$ on $\mathbb{R}^{n} \times[0, \infty)$,

$$
\begin{equation*}
d f\left(X_{t}, t\right)=\partial_{t} f\left(X_{t}, t\right) d t+\nabla_{x} f\left(X_{t}, t\right) d X_{t}+\frac{1}{2} \sum_{i, j=1}^{n}\left(\eta \eta^{*}\right)_{i j} D_{x_{i} x_{j}} f\left(X_{t}, t\right) d t \tag{1.5}
\end{equation*}
$$

Based on this formula, Kiyosi Itô proved that the solution $X$ of $\operatorname{SDE}$ (1.1) is a diffusion process with the infinitesimal generator

$$
\begin{equation*}
\mathcal{L}=\sum_{i=1}^{n} b_{i}(x) D_{x_{i}}+\frac{1}{2} \sum_{i, j=1}^{n}\left(\sigma(x) \sigma^{*}(x)\right)_{i j} D_{x_{i} x_{j}} . \tag{1.6}
\end{equation*}
$$

1.2. BSDE: existence, uniqueness and comparison theorem. In Itô's SDE (1.1) the initial condition can be also defined at any initial time $t_{0} \geq 0$, with a given $\mathcal{F}_{t_{0}}$-measurable random variable $\left.X_{t}\right|_{t=t_{0}}=\xi \in$ $L_{P}^{2}\left(\mathcal{F}_{t_{0}}\right)$. The solution $X_{T}^{t_{0}, \xi}$ at time $T>t_{0}$ is $\mathcal{F}_{T}$-measurable. This equation (1.1) in fact leads to a family of mappings $\phi_{T, t}(\xi)=X_{T}^{t, \xi}: L_{P}^{2}\left(\mathcal{F}_{t}, \mathbb{R}^{n}\right) \mapsto$ $L_{P}^{2}\left(\mathcal{F}_{T}, \mathbb{R}^{n}\right), 0 \leq t \leq T<\infty$, determined uniquely by the coefficients $\sigma$ and $b$. This family forms what we called stochastic flow in the way that the following semigroup property holds: $\phi_{T, t}(\xi)=\phi_{T, s}\left(\phi_{s, t}(\xi)\right), \phi_{t, t}(\xi)=\xi$, for $t \leq s \leq T<\infty$.

But in many situations we can also meet an inverse type of problem to find a family of mappings $\mathcal{E}_{t, T}: L_{P}^{2}\left(\mathcal{F}_{T}, \mathbb{R}^{m}\right) \mapsto L_{P}^{2}\left(\mathcal{F}_{t}, \mathbb{R}^{m}\right)$ satisfying the following backward semigroup property: (see Peng (1997a)) for each $s \leq t \leq T<\infty$ and $\xi \in L_{P}^{2}\left(\mathcal{F}_{T}, \mathbb{R}^{m}\right)$,

$$
\mathcal{E}_{s, t}\left[\mathcal{E}_{t, T}[\xi]\right]=\mathcal{E}_{s, T}[\xi], \text { and } \mathcal{E}_{T, T}[\xi]=\xi .
$$

$\mathcal{E}_{t, T}$ maps an $\mathcal{F}_{T}$-measurable random vector $\xi$, which can only be observed at time $T$, backwardly to an $\mathcal{F}_{t}$-measurable random vector $\mathcal{E}_{t, T}[\xi]$ at $t<T$. A typical example is the calculation of the value, at the current time $t$, of the risk capital reserve for a risky position with maturity time $T>t$. In fact this type of problem appears in many decision making problems.

But, in general, Itô's stochastic differential equation (1.1) cannot be applied to solve this type of problem. Indeed, if we try to use (1.1) to solve $X_{t}$ at time $t<T$ for a given terminal value $X_{T}=\xi \in L_{P}^{2}\left(\mathcal{F}_{T}\right)$, then

$$
X_{t}=X_{T}-\int_{t}^{T} b\left(X_{s}\right) d s-\int_{t}^{T} \sigma\left(X_{s}\right) d B_{s}
$$

In this case the "solution" $X_{t}$ is still, in general, $\mathcal{F}_{T}$-measurable and thus $b(X)$ and $\sigma(X)$ become anticipating processes. It turns out that not only this formulation cannot ensure $X_{t} \in L_{P}^{2}\left(\mathcal{F}_{t}\right)$, the stochastic integrand $\sigma(X)$ also becomes illegal within the framework of Itô's calculus.

After the exploration over a long period of time, we eventually understand that what we need is the following new type of backward stochastic differential equation

$$
\begin{equation*}
Y_{t}=Y_{T}+\int_{t}^{T} g\left(s, Y_{s}, Z_{s}\right) d s-\int_{t}^{T} Z_{s} d B_{s} \tag{1.7}
\end{equation*}
$$

or in its differential form

$$
d Y_{s}=-g\left(s, Y_{s}, Z_{s}\right) d s+Z_{s} d B_{s}, \quad s \in[0, T] .
$$

In this equation $(Y, Z)$ is a pair of unknown non-anticipating processes and the equation has to be solved for a given terminal condition $Y_{T} \in L_{P}^{2}\left(\mathcal{F}_{T}\right)$ (but $Z_{T}$ is not given). In contrast to $\operatorname{SDE}$ (1.1) in which two coefficients $\sigma$ and $b$ are given functions of one variable $x$, here we have only one coefficient $g$, called the generator of the BSDE, which is a function of two variables $(y, z)$. Bismut (1973) was the first to introduce a BSDE for the case where $g$ is a linear or (for $m=1$ ) a convex function of $(y, z)$ in his pioneering work on maximum principle of stochastic optimal control systems with an application in financial markets (see Bismut (1975)). See also a systematic study by Bensoussan (1982) on this subject. The following existence and uniqueness theorem is a fundamental result:

Theorem 1.1. (Pardoux and Peng (1990)) Let $g: \Omega \times[0, \infty) \times \mathbb{R}^{m} \times \mathbb{R}^{m \times d}$ be a given function such that $g(\cdot, y, z) \in M_{P}^{2}\left(0, T, \mathbb{R}^{m}\right)$ for each $T$ and for each fixed $y \in \mathbb{R}^{m}$ and $z \in \mathbb{R}^{m \times d}$, and let $g$ be a Lipschitz function of $(y, z)$, i.e., there exists a constant $\mu$ such that
$\left|g(\omega, t, y, z)-g\left(\omega, t, y^{\prime}, z^{\prime}\right)\right| \leq \mu\left(\left|y-y^{\prime}\right|+\left|z-z^{\prime}\right|\right), \quad y, y^{\prime} \in \mathbb{R}^{m}, \quad z, z^{\prime} \in \mathbb{R}^{m \times d}$.
Then, for each given $Y_{T}=\xi \in L_{P}^{2}\left(\mathcal{F}_{T}, \mathbb{R}^{m}\right)$, there exists a unique pair of processes $(Y, Z) \in M_{P}^{2}\left(0, T, \mathbb{R}^{m} \times \mathbb{R}^{m \times d}\right)$ satisfying $\operatorname{BSDE}$ (1.7). Moreover, $Y$ has continuous path, a.s. (almost surely).

We denote $\mathcal{E}_{t, T}^{g}[\xi]=Y_{t}, t \in[0, T]$. From the above theorem, we have obtained a family of mappings

$$
\begin{equation*}
\mathcal{E}_{s, t}^{g}: L_{P}^{2}\left(\mathcal{F}_{t}\right) \mapsto L_{P}^{2}\left(\mathcal{F}_{s}\right), \quad 0 \leq s \leq t<\infty, \tag{1.8}
\end{equation*}
$$

with "backward semigroup property" (see Peng (2007a)):

$$
\mathcal{E}_{s, t}^{g}\left[\mathcal{E}_{t, T}^{g}[\xi]\right]=\mathcal{E}_{s, T}^{g}[\xi], \mathcal{E}_{T, T}^{g}[\xi]=\xi, \text { for } s \leq t \leq T<\infty, \forall \xi \in L^{2}\left(\mathcal{F}_{T}\right) .
$$

In 1-dimensional case, i.e., $m=1$, the above property is called "recursive" in utility theory in economics. In fact, independent of the above result, Duffie
and Epstein (1992) introduced the following class of recursive utilities:

$$
\begin{equation*}
-d Y_{t}=\left[f\left(c_{t}, Y_{t}\right)-\frac{1}{2} A\left(Y_{t}\right) Z_{t}^{T} Z_{t}\right] d t-Z_{t} d B_{t}, \quad Y_{T}=\xi \tag{1.9}
\end{equation*}
$$

where the function $f$ is called a generator, and $A$ a "variance multiplier".
In 1-dimensional case, we have the comparison theorem of BSDE, introduced by Peng (1992b) and improved by El Karoui, Peng and Quenez (1997).

Theorem 1.2. We assume the same condition as in the above theorem for two generators $g_{1}$ and $g_{2}$. We also assume that $m=1$. If $\xi_{1} \geq \xi_{2}$ and $g_{1}(t, y, z) \geq$ $g_{2}(t, y, z)$ for each $(t, y, z)$, a.s., then we have $\mathcal{E}_{t, T}^{g_{1}}\left[\xi_{1}\right] \geq \mathcal{E}_{t, T}^{g_{2}}\left[\xi_{2}\right]$, a.s.

This theorem is a powerful tool in the study of 1-dimensional BSDE theory as well as in many applications. In fact it plays the role of "maximum principle" in the PDE theory. There are two typical theoretical situations where this comparison theorem plays an essential role. The first one is the existence theorem of BSDE, obtained by Lepeltier and San Martin (1997), for the case when $g$ is only a continuous and linear growth function in $(y, z)$ (the uniqueness under the condition of uniform continuity in $z$ was obtained by Jia (2008)).

The second one is also the existence and uniqueness theorem, in which $g$ satisfies quadratic growth condition in $z$ and some local Lipschitz conditions, obtained by Kobylanski (2000) for the case where the terminal value $\xi$ is bounded. The existence for unbounded $\xi$ was solved only very recently by Briand and Hu (2006).

A specially important model of symmetric matrix valued BSDEs with a quadratic growth in $(y, z)$ is the so-called stochastic Riccati equation. This equation is applied to solve the optimal feedback for linear-quadratic stochastic control system with random coefficients. Bismut (1976) solved this problem for a situation where there is no control variable in the diffusion term, and then raised the problem for the general situation. The problem was also listed as one of several open problems in BSDEs in Peng (1999a). It was finally completely solved by Tang (2003), whereas other problems in the list are still open. Only few results have been obtained for multi-dimensional BSDEs of which the generator $g$ is only assumed to be (bounded or with linear growth) continuous function of $(y, z)$, see Hamadène, Lepeltier and Peng (1997) for a proof in a Markovian case. Recently Buckdahn, Engelbert and Rascanu (2004) introduced a notion of weak solutions for BSDEs and obtained the existence for the case where $g$ does not depend on $z$.

The above mentioned stochastic Riccati equation is used to solve a type of backward stochastic partial differential equations (BSPDEs), called stochastic Hamilton-Jacobi-Bellman equation (SHJB equations) in order to solve the value function of an optimal controls for non-Markovian systems, see Peng (1992). Englezos and Karatzas (2009) characterized the value function of a utility maximization problem with habit formation as a solution of the corresponding stochastic HJB equation. A linear BSPDE was introduced by Bensoussan
(1992). It serves as the adjoint equation for optimal control systems with partial information, see Nagai (2005), Oksendal, Proske and Zhang (2005), or for optimal control system governed by a stochastic PDE, see Zhou (1992). For the existence, uniqueness and regularity of the adapted solution of a BSPDE, we refer to the above mentioned papers as well as Hu and Peng (1991), Ma and Yong (1997,1999), Tang (2005) among many others. The existence and uniqueness of a fully nonlinear backward HJB equation formulated in Peng (1992) was then listed in Peng (1999a) as one of open problems in BSDE theory. The problem is still open.

The problem of multi-dimensional BSDEs with quadratic growth in $z$ was partially motivated from the heat equation of harmonic mappings, see Elworthy (1993). Dynamic equilibrium pricing models and non-zero sum stochastic differential games also lead to such type of BSDE. There have been some very interesting progresses of existence and uniqueness in this direction, see Darling (1995), Blache (2005). But the main problem remains still largely open. One possible direction is to find a tool of "comparison theorem" in the multidimensional situation. An encouraging progress is the so called backward viability properties established by Buckdahn, Quincampoix and Rascanu (2000).
1.3. $\mathrm{BSDE}, \mathrm{PDE}$ and stochastic PDE. It was an important discovery to find the relation between BSDEs and (systems of) quasilinear PDEs of parabolic and elliptic types. Assume that $X_{s}^{t, x}, s \in[t, T]$, is the solution of SDE (1.1) with initial condition $\left.X_{s}^{t, x}\right|_{s=t}=x \in \mathbb{R}^{n}$, and consider a BSDE defined on $[t, T]$ of the following type

$$
\begin{equation*}
d Y_{s}^{t, x}=-g\left(X_{s}^{t, x}, Y_{s}^{t, x}, Z_{s}^{t, x}\right) d s+Z_{s}^{t, x} d B_{s} \tag{1.10}
\end{equation*}
$$

with terminal condition $Y_{T}^{t, x}=\varphi\left(X_{T}^{t, x}\right)$. Then we can use this BSDE to solve a quasilinear PDE. We consider a typical case $m=1$ :

Theorem 1.3. Assume that $b, \sigma, \varphi$ are given Lipschitz functions on $\mathbb{R}^{n}$ with values in $\mathbb{R}^{n}, \mathbb{R}^{n \times d}$ and $\mathbb{R}$ respectively, and that $g$ is a real valued Lipschitz function on $\mathbb{R}^{n} \times \mathbb{R} \times \mathbb{R}^{d}$. Then we have the following relation $Y_{s}^{t, x}=$ $\mathcal{E}_{s, T}^{g}\left[\varphi\left(X_{T}^{t, x}\right)\right]=u\left(s, X_{s}^{t, x}\right)$. In particular, $u(t, x)=Y_{t}^{t, x}$, where $u=u(t, x)$ is the unique viscosity solution of the following parabolic PDE defined on $(t, x) \in[0, T] \times \mathbb{R}^{n}:$

$$
\begin{equation*}
\partial_{t} u+\mathcal{L} u+g\left(x, u, \sigma^{*} D u\right)=0 \tag{1.11}
\end{equation*}
$$

with terminal condition $\left.u\right|_{t=T}=\varphi$. Here $D u=\left(D_{x_{1}} u, \cdots, D_{x_{n}} u\right)$
The relation $u(t, x)=Y_{t}^{t, x}$ is called a nonlinear Feynman-Kac formula. Peng (1991a) used a combination of BSDE and PDE method and established this relation for non-degenerate situations under which (1.11) has a classical solution. In this case (1.11) can also be a system of PDE, i.e., $m>1$, and we also have $Z_{s}^{t, x}=\sigma^{*} D u\left(s, X_{s}^{t, x}\right)$. Later Peng (1991b), (1992a) used a stochastic
control argument and the notion of viscosity solution to prove a more general version of above theorem for $m=1$. Using a simpler argument, Pardoux and Peng (1992) provided a proof for a particular case, which is the above theorem. They have introduced a new probablistic method to prove the regularity of $u$, under the condition that all coefficients are regular enough, but the PDE is possibly degenerate. They then proved that the function $u$ is also a classical regular solution of (1.11). This proof is also applied to the situation $m>1$.

The above nonlinear Feynman-Kac formula is not only valid for a system of parabolic equation (1.11) with Cauchy condition but also for the corresponding elliptic PDE $\mathcal{L} u+g\left(x, u, \sigma^{*} D u\right)=0$ defined on an open subset $\mathcal{O} \subset \mathbb{R}^{n}$ with boundary condition $\left.u\right|_{x \in \mathcal{O}}=\varphi$. In fact, $u=u(x), x \in \mathcal{O}$ can be solved by defining $u(x)=\mathcal{E}_{0, \tau_{x}}^{g}\left[\varphi\left(X_{\tau_{x}}^{0, x}\right)\right]$, where $\tau_{x}=\inf \left\{s \geq 0: X_{s}^{0, x} \notin \mathcal{O}\right\}$. In this case some type of non-degeneracy condition of the diffusion process $X$ and a monotonicity condition of $g$ with respect to $y$ are required, see Peng (1991a). The above results imply that we can solve PDEs by using BSDEs and, conversely, solve some BSDEs by PDEs.

In principle, once we have obtained a BSDE driven by a Markov process $X$ in which the final condition $\xi$ at time $T$ depends only on $X_{T}$, and the generator $g$ also depends on the state $X_{t}$ at each time $t$, then the corresponding solution is also state dependent, namely $Y_{t}=u\left(t, X_{t}\right)$, where $u$ is the solution of the corresponding quasilinear evolution equation. Once $\xi$ and $g$ are path functions of $X$, then the solution $Y_{t}=\mathcal{E}_{t, T}^{g}[\xi]$ of the BSDE becomes also path dependent. In this sense, we can say that PDE (1.11) is in fact a "state dependent BSDE", and BSDE gives us a new generalization of PDE- "path-dependent PDE" of parabolic and elliptic types.

The following backward doubly stochastic differential equation (BDSDE) smartly combines two essentially different SDEs, namely, an SDE and a BSDE into one equation:

$$
\begin{equation*}
d Y_{t}=-\bar{g}_{t}\left(Y_{t}, Z_{t}\right) d t-\bar{h}_{t}\left(Y_{t}, Z_{t}\right) \downarrow d W_{t}+Z_{t} d B_{t}, \quad Y_{T}=\xi \tag{1.12}
\end{equation*}
$$

where $W$ and $B$ are two mutually independent Brownian motions. In (1.12) all processes at time $t$ are required to be measurable functions on $\Omega_{t} \times \Omega_{t}^{W}$ where $\Omega_{t}^{W}$ is the space of the paths of $\left(W_{T}-W_{s}\right)_{t \leq s \leq T}$ and $\downarrow d W_{t}$ denotes the "backward Itô's integral" $\left(\approx \sum_{i} h_{t_{i}}\left(W_{t_{i}}-W_{t_{i-1}}\right)\right)$. We also assume that $\bar{g}$ and $\bar{h}$ are Lipschitz functions of $(y, z)$ and, in addition, the Lipschitz constant of $\bar{h}$ with respect to $z$ is assumed to be strictly less than 1 . Pardoux and Peng (1994) obtained the existence and uniqueness of (1.12) and proved that, under a further assumption:

$$
\begin{equation*}
\bar{g}_{t}(\omega, y, z)=g\left(X_{t}(\omega), y, z\right), \quad \bar{h}_{t}(y, z)=h\left(X_{t}(\omega), y, z\right), \quad \xi(\omega)=\varphi\left(X_{T}(\omega)\right), \tag{1.13}
\end{equation*}
$$

where $X$ is the solution of (1.1) and where $g, h, b, \sigma, \varphi$ are sufficiently regular with $\left|\partial_{z} \bar{g}\right|<\mu, \mu<1$, then $Y_{t}=u\left(t, X_{t}\right), Z_{t}=\sigma^{*} D u\left(t, X_{t}\right)$. Here $u$ is a smooth
solution of the following stochastic PDE:

$$
\begin{equation*}
d u_{t}(x, \omega)=-\left(\mathcal{L} u+g\left(x, u, \sigma^{*} D u\right)\right) d t+h\left(x, u, \sigma^{*} D u\right) \downarrow d W_{t} \tag{1.14}
\end{equation*}
$$

with terminal condition $\left.u\right|_{t=T}=\varphi\left(X_{T}\right)$. Here we see again a path-interpretation of a nonlinear stochastic PDE.

Another approach to give a probabilistic interpretation of some infinite dimensional Hamilton-Jacobi-Bellman equations is to consider a generator of a BSDE of the form $g\left(X_{t}, y, z\right)$ where $X$ is a solution of the following type of infinite dimensional SDE

$$
\begin{equation*}
d X_{s}=\left[\mathcal{A} X_{s}+b\left(X_{s}\right)\right] d s+\sigma\left(X_{s}\right) d B_{s} \tag{1.15}
\end{equation*}
$$

where $\mathcal{A}$ is some given infinitesimal generator of a semigroup and $B$ is, in general, an infinite dimensional Brownian motion. We refer to Fuhrman and Tessitore (2002) for the related references.

Up to now we have only discussed BSDEs driven by a Brownian motion. In principle a BSDE can be driven by a more general martingale. See Kabanov (1978), Tang and Li (1994) for optimal control system with jumps, where the adjoint equation is a linear BSDE with jumps. For results of the existence, uniqueness and regularity of solutions, see Situ (1996), El Karoui and Huang (1997), Barles, Buckdahn and Pardoux (1997), Nualart and Schoutens (2001) and many other results on this subject.
1.4. Forward-backward SDE. Nonlinear Feynman-Kac formula can be used to solve a nonlinear PDE of form (1.11) by a BSDE (1.10) coupled with an $\operatorname{SDE}$ (1.1). In this situation BSDE (1.10) and forward SDE (1.1) are only partially coupled. A fully coupled system of SDE and BSDE is called a forwardbackward stochastic differential equation (FBSDE). It has the following form:

$$
\begin{aligned}
d X_{t} & =b\left(t, X_{t}, Y_{t}, Z_{t}\right) d t+\sigma\left(t, X_{t}, Y_{t}, Z_{t}\right) d B_{t}, \quad X_{0}=x \in \mathbb{R}^{n} \\
-d Y_{t} & =f\left(t, X_{t}, Y_{t}, Z_{t}\right) d t-Z_{t} d B_{t}, \quad Y_{T}=\varphi\left(X_{T}\right)
\end{aligned}
$$

Note that it is not realistic to only assume, as in a BSDE framework, that the coefficients $b, \sigma, f$ and $\varphi$ are just Lipschitz functions in $(x, y, z)$. A counterexample can be easily constructed. Therefore additional conditions are needed for the well-posedness of the problem. Antonelli (1993) provided a counterexample and solved a special type of FBSDE. Then Ma, Protter and Yong (1994) have proposed a four-step scheme method of FBSDE. This method uses some classical result of PDE for which $\sigma$ is assumed to be independent of $z$ and strictly non-degenerate. The coefficients $f, b, \sigma$ and $\varphi$ are also assumed to be deterministic functions. For the case $\operatorname{dim}(x)=\operatorname{dim}(y)=n$, Hu and Peng (1995) proposed a new type of monotonicity condition: the function $A=(-f, b, \sigma)$ is said to be a monotone function in $\gamma=(x, y, z)$ if there exists a positive constant $\mu$ such that

$$
\left(A(\gamma)-A\left(\gamma^{\prime}\right), \gamma-\gamma^{\prime}\right) \leq-\mu\left|\gamma-\gamma^{\prime}\right|^{2}, \quad \gamma, \gamma^{\prime} \in \mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{R}^{n \times d}
$$

With this condition and $\left(\varphi(x)-\varphi\left(x^{\prime}\right), x-x^{\prime}\right) \geq 0$, for each $x, x^{\prime} \in \mathbb{R}^{n}$, the above FBSDE has a unique solution. The proof of the uniqueness is immediate and the existence was established by using a type of continuation method (see Peng (1991a), and Yong (1997)). This method does not need to assume coefficients to be deterministic. Peng and Wu (1999) have weakened the monotonicity condition and the constraint $\operatorname{dim}(x)=\operatorname{dim}(y), \mathrm{Wu}$ (1999) provided a new type of comparison theorem. Another type of existence and uniqueness theorem under different conditions was obtained by Pardoux and Tang (1999). We also refer to the book of Ma and Yong (1999) for a systematic presentation on this subject. For time-symmetric forward-backward stochastic differential equations and its relation with stochastic optimality, see Peng and Shi (2003), Han, Peng and Wu (2010).

### 1.5. Reflected BSDE and other types of constrained BSDE. If $(Y, Z)$ solves

$$
\begin{equation*}
-d Y_{s}=g\left(s, Y_{s}, Z_{s}\right) d s-Z_{s} d B_{s}+d K_{s}, \quad Y_{T}=\xi \tag{1.16}
\end{equation*}
$$

where $K$ is a càdlàg (continu à droite avec limite à gauche, or in English, right continuous with left limit) and increasing process with $K_{0}=0$ and $K_{t} \in L_{P}^{2}\left(\mathcal{F}_{t}\right)$, then $Y$ or $(Y, Z, K)$ is called a supersolution of the BSDE, or $g$-supersolution. This notion is often used for constrained BSDEs. A typical one is, for a given terminal condition $\xi$ and a continuous adapted process $\left(L_{t}\right)_{t \in[0, T]}$ to find a smallest $g$-supersolution $(Y, Z, K)$ such that $Y \geq L$, and $Y_{T}=\xi$. This probelm was initialed in El Karoui, Kapoudjian, Pardoux, Peng and Quenez (1997). They have proved that this problem is equivalent to finding a triple ( $Y, Z, K$ ) satisfying (1.16) and the following reflecting condition of Skorohod type:

$$
\begin{equation*}
Y_{s} \geq L_{s}, \quad \int_{0}^{T}\left(Y_{s}-L_{s}\right) d K_{s}=0 \tag{1.17}
\end{equation*}
$$

The existence, uniqueness and continuous dependence theorems were obtained. Moreover, a new type of nonlinear Feynman-Kac formula was introduced: if all coefficients are given as in Theorem 1.3 and $L_{s}=\Phi\left(X_{s}\right)$ where $\Phi$ satisfies the same condition as $\varphi$, then we have $Y_{s}=u\left(s, X_{s}\right)$, where $u=u(t, x)$ is the solution of the following variational inequality:

$$
\begin{equation*}
\min \left\{\partial_{t} u+\mathcal{L} u+g\left(x, u, \sigma^{*} D u\right), u-\Phi\right\}=0, \quad(t, x) \in[0, T] \times \mathbb{R}^{n} \tag{1.18}
\end{equation*}
$$

with terminal condition $\left.u\right|_{t=T}=\varphi$. They also proved that this reflected BSDE is a powerful tool to deal with contingent claims of American types in a financial market with constraints.

BSDE reflected within two barriers, for a lower one $L$ and an upper one $U$ was first investigated by Cvitanic and Karatzas (1996) where a type of nonlinear Dynkin games was formulated for a two-player model with zero-sum utility, each player chooses his own optimal exit time. See also Rascano (2009).

There are many other generalizations on the above problem of RBSDEs, e.g. $L$ and $U$ can be càdlàg or even $L^{2}$-processes and $g$ admits a quadratic growth condition, see e.g. Hamadene (2002), Lepeltier and Xu (2005), Peng and Xu (2005) and many other related results. For BSDEs applied to optimal switching, see Hamadene and Jeanblanc (2007). For the related multi-dimensional BSDEs with oblique reflection, see Ramasubramanian (2002), Carmona and Ludkovski (2008), Hu and Tang (2010) and Hamadene and Zhang (2010).

A more general case of constrained BSDE is to find the smallest $g$ supersolution $(Y, Z, K)$ with constraint $\left(Y_{t}, Z_{t}\right) \in \Gamma_{t}$ where, for each $t \in[0, T]$, $\Gamma_{t}$ is a given closed subset in $\mathbb{R} \times \mathbb{R}^{d}$. This problem was studied in El Karoui and Quenez (1995) and in Cvitanic and Karatzas (1993), El Karoui et al (1997) for the problem of superhedging in a market with constrained portfolios, in Cvitanic, Karatzas and Soner (1998) for BSDE with a convex constraint and in Peng (1999) with an arbitrary closed constraint.
1.6. $\boldsymbol{g}$-expectation and $\boldsymbol{g}$-martingales. Let $\mathcal{E}_{t, T}^{g}[\xi]$ be the solution of a real valued BSDE (1.7), namely $m=1$, for a given generator $g$ satisfying an additional assumption $\left.g\right|_{z=0} \equiv 0$. Peng (1997b) studied this problem by introducing a notion of $g$-expectation:

$$
\begin{equation*}
\mathcal{E}^{g}[\xi]:=\mathcal{E}_{0, T}^{g}[\xi]: \xi \in \bigcup_{T \geq 0} L_{P}^{2}\left(\mathcal{F}_{T}\right) \mapsto \mathbb{R} \tag{1.19}
\end{equation*}
$$

$\mathcal{E}^{g}$ is then a monotone functional preserving constants: $\mathcal{E}^{g}[c]=c$. A significant character of this nonlinear expectation is that, thanks to the backward semigroup properties of $\mathcal{E}_{s, t}^{g}$, it keeps all dynamic properties of classical linear expectations: the corresponding conditional expectation, given $\mathcal{F}_{t}$, is uniquely defined by $\mathcal{E}^{g}\left[\xi \mid \mathcal{F}_{t}\right]=\mathcal{E}_{t, T}^{g}[\xi]$. It satisfies:

$$
\begin{equation*}
\mathcal{E}^{g}\left[\mathcal{E}^{g}\left[\xi \mid \mathcal{F}_{s}\right] \mid \mathcal{F}_{t}\right]=\mathcal{E}^{g}\left[\xi \mid \mathcal{F}_{t \wedge s}\right], \quad \mathcal{E}^{g}\left[\mathbf{1}_{A} \xi \mid \mathcal{F}_{t}\right]=\mathbf{1}_{A} \mathcal{E}^{g}\left[\xi \mid \mathcal{F}_{t}\right], \quad \forall A \in \mathcal{F}_{t} \tag{1.20}
\end{equation*}
$$

This notion allows us to establish a nonlinear $g$-martingale theory, which plays the same important role as the martingale theory in the classical probability theory. An important theorem is the so-called $g$-supermartingale decomposition theorem obtained in Peng (1999). This theorem does not need to assume that $\left.g\right|_{z=0}=0$. It claims that, if $Y$ is a càdlàg $g$-supermartingale, namely,

$$
\mathcal{E}_{t, T}^{g}\left[Y_{T}\right] \leq Y_{t}, \text { a.s. } 0 \leq t \leq T,
$$

then it has the following unique decomposition: there exists a unique predictable, increasing and càdlàg process $A$ such that $Y$ solves

$$
-d Y_{t}=g\left(t, Y_{t}, Z_{t}\right) d t+d A_{t}-Z_{t} d B_{t}
$$

In other words, $Y$ is a $g$-supersolution of type (1.16).
A theoretically very interesting and practically important question is: given a family of expectations $\mathcal{E}_{s, t}[\cdot]: L_{P}^{2}\left(\mathcal{F}_{t}\right) \mapsto L_{P}^{2}\left(\mathcal{F}_{s}\right), 0 \leq s \leq t<\infty$, satisfying
the same backward dynamically consistent properties of a $g$-expectation (1.20), can we find a function $g$ such that $\mathcal{E}_{s, t} \equiv \mathcal{E}_{s, t}^{g}$ ? The first result was obtained in Coquet, Hu, Memin and Peng (2001) (see also lecture notes of a CIME course of Peng (2004a)): under an additional condition such that $\mathcal{E}$ is dominated by a $g_{\mu}$-expectation with $g_{\mu}(z)=\mu|z|$ for a large enough constant $\mu>0$, namely

$$
\begin{equation*}
\mathcal{E}_{s, t}[\xi]-\mathcal{E}_{s, t}\left[\xi^{\prime}\right] \leq \mathcal{E}_{s, t}^{g_{\mu}}\left[\xi-\xi^{\prime}\right], \tag{1.21}
\end{equation*}
$$

then there exists a unique function $g=g(t, \omega, z)$ satisfying

$$
g(\cdot, z) \in M_{P}^{2}(0, T), \quad g(t, z)-g\left(t, z^{\prime}\right) \leq \mu\left|z-z^{\prime}\right|, \quad z, z^{\prime} \in \mathbb{R}^{d}
$$

such that $\mathcal{E}_{s, t}[\xi] \equiv \mathcal{E}_{s, t}^{g}[\xi]$, for all $\xi \in L_{P}^{2}\left(\mathcal{F}_{t}\right), s \leq t$. For a concave dynamic expectation with an assumption much weaker than the above domination condition, we can still find a function $g=g(t, z)$ with possibly singular values, see Delbaen, Peng and Rosazza Gianin (2009). Peng (2005a) proved the case without the assumption of constant preservation, the domination condition of $\mathcal{E}^{g_{\mu}}$ was also weakened by $g_{\mu}=\mu(|y|+|z|)$. The result is: there is a unique function $g=g(t, \omega, y, z)$ such that $\mathcal{E}_{s, t} \equiv \mathcal{E}_{s, t}^{g}$, where $g$ is a Lipschitz function:

$$
g(t, y, z)-g\left(t, y^{\prime}, z^{\prime}\right) \leq \mu\left(\left|y-y^{\prime}\right|+\left|z-z^{\prime}\right|\right), \quad y, y^{\prime} \in \mathbb{R}, \quad z, z^{\prime} \in \mathbb{R}^{d}
$$

In practice, the above criterion is very useful to test whether a dynamic pricing mechanism of contingent contracts can be represented by a concrete function $g$. Indeed, it is an important test in order to establish and maintain a system of dynamically consistent risk measure in finance as well as in other industrial domains. We have collected some data in financial markets and realized a large scale computation. The results of the test strongly support the criterion (1.21) (see Peng (2006b) with numerical calculations and data tests realized by Chen and Sun).

Chen, Chen and Davison (2005) proved that there is an essential difference between $g$-expectation and the well-known Choquet-expectation, which is obtained via the Choquet integral. Since $g$-expectation is essentially equivalent to a dynamical expectation under a Wiener probability space, their result seems to tell us that, in general, a nontrivially nonlinear Choquet expectation cannot be a dynamical one. This point of view is still to be clarified.
1.7. BSDE applied in finance. The above problem of constrained BSDE was motivated from hedging problem with constrained portfolios in a financial market. El Karoui et al (1997) initiated this BSDE approach in finance and stimulated many very interesting results. We briefly present a typical model of continuous asset pricing in a financial market: the basic securities consist of $1+d$ assets, a riskless one, called bond, and $d$ risky securities, called stocks. Their prices are governed by

$$
d P_{t}^{0}=P_{t}^{0} r d t, \quad \text { for the bond, }
$$

and

$$
d P_{t}^{i}=P_{t}^{i}\left[b^{i} d t+\sum_{j=1}^{d} \sigma^{i j} d B_{t}^{j}\right], \text { for the } i \text { th stock, } i=1, \cdots, d
$$

Here we only consider the situation where the matrix $\sigma=\left(\sigma^{i j}\right)_{i, j=1}^{d}$ is invertible. The degenerate case can be treated by constrained BSDE. We consider a small investor whose investment behavior cannot affect market prices and who invests at time $t \in[0, T]$ the amount $\pi_{t}^{i}$ of his wealth $Y_{t}$ in the $i$ th security, for $i=$ $0,1, \cdots, d$, thus $Y_{t}=\pi_{t}^{0}+\cdots+\pi_{t}^{d}$. If his investment strategy is self-financing, then we have $d Y_{t}=\sum_{i=0}^{d} \pi_{t}^{i} d P_{t}^{i} / P_{t}^{i}$, thus

$$
d Y_{t}=r Y_{t} d t+\pi_{t}^{*} \sigma \theta d t+\pi_{t}^{*} \sigma d B_{t}, \quad \theta^{i}=\sigma^{-1}\left(b^{i}-r\right), \quad i=1, \cdots, d .
$$

Here we always assume that all involved processes are in $M_{P}^{2}(0, T)$. A strategy $\left(Y_{t},\left\{\pi_{t}^{i}\right\}_{i=1}^{d}\right)_{t \in[0, T]}$ is said to be feasible if $Y_{t} \geq 0, t \in[0, T]$, a.s. A European contingent claim settled at time $T$ is a non-negative random variable $\xi \in L_{P}^{2}\left(\mathcal{F}_{T}\right)$. A feasible strategy $(Y, \pi)$ is called a hedging strategy against a contingent claim $\xi$ at the maturity $T$ if it satisfies:

$$
d Y_{t}=r Y_{t} d t+\pi_{t}^{*} \sigma \theta d t+\pi_{t}^{*} \sigma d B_{t}, \quad Y_{T}=\xi
$$

Observe that $\left(Y, \pi^{*} \sigma\right)$ can be regarded as a solution of BSDE and the solution is automatically feasible by the comparison theorem (Theorem 1.2). It is called a super-hedging strategy if there exists an increasing process $K_{t}$, often called an accumulated consumption process, such that

$$
d Y_{t}=r Y_{t} d t+\pi_{t}^{*} \sigma \theta d t+\pi_{t}^{*} \sigma d B_{t}-d K_{t}, \quad Y_{T}=\xi
$$

This type of strategy are often applied in a constrained market in which certain constraint $\left(Y_{t}, \pi_{t}\right) \in \Gamma$ are imposed. Observe that a real market has many frictions and constraints. An example is the common case where interest rate $R$ for borrowing money is higher than the bond rate $r$. The above equation for hedging strategy becomes

$$
d Y_{t}=r Y_{t} d t+\pi_{t}^{*} \sigma \theta d t+\pi_{t}^{*} \sigma d B_{t}-(R-r)\left[\sum_{i=1}^{d} \pi_{t}^{i}-Y_{t}\right]^{+} d t, \quad Y_{T}=\xi
$$

where $[\cdot]^{+}=\max \{[\cdot], 0\}$. A short selling constraint $\pi_{t}^{i} \geq 0$ is also very typical. The method of constrained BSDE can be applied to this type of problems. BSDE theory provides powerful tools to the robust pricing and risk measures for contingent claims. For more details see El Karoui et al. (1997). For the dynamic risk measure under Brownian filtration see Rosazza Gianin (2006), Delbaen et al (2009). Barrieu and El Karoui (2004) revealed the relation between the
inf-convolution of dynamic convex risk measures and the corresponding one for the generators of the BSDE, Rouge and El Karoui (2000) solved a utility maximization problem by using a type of quadratic BSDEs. Hu, Imkeller and Müller (2005) further considered the problem under a non-convex portfolio constraint where BMO martingales play a key role. For investigations of BMO martingales in BSDE and dynamic nonlinear expectations see also Barrieu, Cazanave, and El Karoui (2008), Hu, Ma, Peng and Yao (2008) and Delbaen and Tang (2010).

There are still so many important issues on BSDE theory and its applications. The well-known paper of Chen and Epstein (2002) introduced a continuous time utility under probability model uncertainty using $g$-expectation. The Malliavin derivative of a solution of BSDE (see Pardoux and Peng (1992), El Karoui et al (1997)) leads to a very interesting relation $Z_{t}=D_{t} Y_{t}$. There are actually very active researches on numerical analysis and calculations of BSDE, see Douglas, Ma and Protter (1996), Ma and Zhang (2002), Zhanng (2004), Bouchard and Touzi (2004), Peng and Xu (2003), Gobet, Lemor and Warin (2005), Zhao et al (2006), Delarue and Menozzi (2006). We also refer to stochastic differential maximization and games with recursive or other utilities (see Peng (1997a), Pham (2004), Buckdahn and Li (2008)), Mean-field BSDE (see Buckdahn et al (2009)).

## 2. Nonlinear Expectations and Nonlinear Distributions

The notion of $g$ expectations introduced via BSDE can be used as an idea tool to treat the randomness and risk in the case of the uncertainty of probability models, see Chen and Epstein (2002), but with the following limitation: all the involved uncertain probability measures are absolutely continuous with respect to the "reference probability" $P$. But for the well-known problem of volatility model uncertainty in finance, there is an uncountable number of unknown probabilities which are singular from each other.

The notion of sublinear expectations is a powelful tool to solve this problem. We give a survey on the recent development of $G$-expectation theory. More details with proofs and historical remarks can be found in a book of Peng (2010a). For references of decision theory under uncertainty in economics, we refer to the collection of papers edited by Gilboa (2004).
2.1. Sublinear expectation space $(\Omega, \mathcal{H}, \hat{\mathbb{E}})$. We define from a very basic level of a nonlinear expectation.

Let $\Omega$ be a given set. A vector lattice $\mathcal{H}$ is a linear space of real functions defined on $\Omega$ such that all constants are belonging to $\mathcal{H}$ and if $X \in \mathcal{H}$ then $|X| \in \mathcal{H}$. This lattice is often denoted by $(\Omega, \mathcal{H})$. An element $X \in \mathcal{H}$ is called a random variable.

We denote by $C_{\text {Lat }}\left(\mathbb{R}^{n}\right)$ the smallest lattice of real functions defined on $\mathbb{R}^{n}$ containing the following $n+1$ functions (i) $\varphi_{0}(x) \equiv c$, (ii) $\varphi_{i}(x)=x_{i}$, for $x=\left(x_{1}, \cdots, x_{n}\right) \in \mathbb{R}^{n}, i=1, \cdots, n$.

We also use $C_{\text {Lip }}\left(\mathbb{R}^{n}\right)$ (resp. $C_{l . L i p}\left(\mathbb{R}^{n}\right)$ ) for the space of all Lipschitz (resp. locally Lipschitz) real functions on $\mathbb{R}^{n}$. It is clear that $C_{\text {Lat }}\left(\mathbb{R}^{n}\right) \subset C_{\text {Lip }}\left(\mathbb{R}^{n}\right) \subset$ $C_{l . \text { Lip }}\left(\mathbb{R}^{n}\right)$. Any elements of $C_{l . \text { Lip }}\left(\mathbb{R}^{n}\right)$ can be locally uniformly approximated by a sequence in $C_{L a t}\left(\mathbb{R}^{n}\right)$.

It is clear that if $X_{1}, \cdots, X_{n} \in \mathcal{H}$, then $\varphi\left(X_{1}, \cdots, X_{n}\right) \in \mathcal{H}$, for each $\varphi \in C_{L a t}\left(\mathbb{R}^{n}\right)$.

Definition 2.1. A nonlinear expectation $\hat{\mathbb{E}}$ defined on $\mathcal{H}$ is a functional $\hat{\mathbb{E}}: \mathcal{H} \mapsto \mathbb{R}$ satisfying the following properties for all $X, Y \in \mathcal{H}$ :

- Monotonicity: If $X \geq Y$ then $\hat{\mathbb{E}}[X] \geq \hat{\mathbb{E}}[Y]$.
- Constant preserving: $\hat{\mathbb{E}}[c]=c$.
$\hat{\mathbb{E}}$ is called a sublinear expectation if it furthermore satisfies

$$
\hat{\mathbb{E}}[X+\lambda Y] \leq \hat{\mathbb{E}}[X]+\lambda \hat{\mathbb{E}}[Y], \quad \forall X, Y \in \mathcal{H}, \lambda \geq 0
$$

If it further satisfies $\hat{\mathbb{E}}[-X]=-\hat{\mathbb{E}}[X]$ for $X \in \mathcal{H}$, then $\hat{\mathbb{E}}$ is called a linear expectation. The triple $(\Omega, \mathcal{H}, \hat{\mathbb{E}})$ is called a nonlinear (resp. sublinear, linear) expectation space.

We are particularly interested in sublinear expectations. In statistics and economics, this type of functionals was studied by, among many others, Huber (1981) and then explored by Walley (1991).

Recently a new notion of coherent risk measures in finance caused much attention to the study of such type of sublinear expectations and applications to risk controls, see the seminal paper of Artzner, Delbaen, Eber and Heath (1999) as well as Föllmer and Schied (2004).

The following result is well-known as representation theorem. It is a direct consequence of Hahn-Banach theorem (see Delbaen (2002), Föllmer and Schied (2004), or Peng (2010a)).

Theorem 2.2. Let $\hat{\mathbb{E}}$ be a sublinear expectation defined on $(\Omega, \mathcal{H})$. Then there exists a family of linear expectations $\left\{E_{\theta}: \theta \in \Theta\right\}$ on $(\Omega, \mathcal{H})$ such that

$$
\hat{\mathbb{E}}[X]=\max _{\theta \in \Theta} E_{\theta}[X]
$$

A sublinear expectation $\hat{\mathbb{E}}$ on $(\Omega, \mathcal{H})$ is said to be regular if for each sequence $\left\{X_{n}\right\}_{n=1}^{\infty} \subset \mathcal{H}$ such that $X_{n}(\omega) \downarrow 0$, for $\omega$, we have $\hat{\mathbb{E}}\left[X_{n}\right] \downarrow 0$. If $\hat{\mathbb{E}}$ is regular then from the above representation we have $E_{\theta}\left[X_{n}\right] \downarrow 0$ for each $\theta \in \Theta$. It follows
from Daniell-Stone theorem that there exists a unique ( $\sigma$-additive) probability measure $P_{\theta}$ defined on $(\Omega, \sigma(\mathcal{H}))$ such that

$$
E_{\theta}[X]=\int_{\Omega} X(\omega) d P_{\theta}(\omega), \quad X \in \mathcal{H}
$$

The above representation theorem of sublinear expectation tells us that to use a sublinear expectation for a risky loss $X$ is equivalent to take the upper expectation of $\left\{E_{\theta}: \theta \in \Theta\right\}$. The corresponding model uncertainty of probabilities, or ambiguity, is the subset $\left\{P_{\theta}: \theta \in \Theta\right\}$. The corresponding uncertainty of distributions for an $n$-dimensional random variable $X$ in $\mathcal{H}$ is

$$
\left\{F_{X}(\theta, A):=P_{\theta}(X \in A): A \in \mathcal{B}\left(\mathbb{R}^{n}\right)\right\}
$$

2.2. Distributions and independence. We now consider the notion of the distributions of random variables under sublinear expectations. Let $X=\left(X_{1}, \cdots, X_{n}\right)$ be a given $n$-dimensional random vector on a nonlinear expectation space $(\Omega, \mathcal{H}, \hat{\mathbb{E}})$. We define a functional on $C_{\text {Lat }}\left(\mathbb{R}^{n}\right)$ by

$$
\hat{\mathbb{F}}_{X}[\varphi]:=\hat{\mathbb{E}}[\varphi(X)]: \varphi \in C_{\text {Lat }}\left(\mathbb{R}^{n}\right) \mapsto \mathbb{R}
$$

The triple $\left(\mathbb{R}^{n}, C_{\text {Lat }}\left(\mathbb{R}^{n}\right), \hat{\mathbb{F}}_{X}[\cdot]\right)$ forms a nonlinear expectation space. $\hat{\mathbb{F}}_{X}$ is called the distribution of $X$. If $\hat{\mathbb{E}}$ is sublinear, then $\hat{\mathbb{F}}_{X}$ is also sublinear. Moreover, $\hat{\mathbb{F}}_{X}$ has the following representation: there exists a family of probability measures $\left\{F_{X}(\theta, \cdot)\right\}_{\theta \in \Theta}$ on $\left(\mathbb{R}^{n}, \mathcal{B}\left(\mathbb{R}^{n}\right)\right)$ such that

$$
\hat{\mathbb{F}}_{X}[\varphi]=\sup _{\theta \in \Theta} \int_{\mathbb{R}^{n}} \varphi(x) F_{X}(\theta, d x), \text { for each bounded continuous function } \varphi
$$

Thus $\hat{\mathbb{F}}_{X}$ indeed characterizes the distribution uncertainty of $X$.
Let $X_{1}$ and $X_{2}$ be two $n$-dimensional random vectors defined on nonlinear expectation spaces $\left(\Omega_{1}, \mathcal{H}_{1}, \hat{\mathbb{E}}_{1}\right)$ and $\left(\Omega_{2}, \mathcal{H}_{2}, \hat{\mathbb{E}}_{2}\right)$, respectively. They are called identically distributed, denoted by $X_{1} \stackrel{d}{=} X_{2}$, if

$$
\hat{\mathbb{E}}_{1}\left[\varphi\left(X_{1}\right)\right]=\hat{\mathbb{E}}_{2}\left[\varphi\left(X_{2}\right)\right], \quad \forall \varphi \in C_{L a t}\left(\mathbb{R}^{n}\right)
$$

In this case $X_{1}$ is also said to be a copy of $X_{2}$. It is clear that $X_{1} \stackrel{d}{=} X_{2}$ if and only if they have the same distribution uncertainty. We say that the distribution of $X_{1}$ is stronger than that of $X_{2}$ if $\hat{\mathbb{E}}_{1}\left[\varphi\left(X_{1}\right)\right] \geq \hat{\mathbb{E}}_{2}\left[\varphi\left(X_{2}\right)\right]$, for $\varphi \in C_{\text {Lat }}\left(\mathbb{R}^{n}\right)$. The meaning is that the distribution uncertainty of $X_{1}$ is stronger than that of $X_{2}$.

The distribution of $X \in \mathcal{H}$ has the following two typical parameters: the upper mean $\bar{\mu}:=\hat{\mathbb{E}}[X]$ and the lower mean $\underline{\mu}:=-\hat{\mathbb{E}}[-X]$. If $\bar{\mu}=\underline{\mu}$ then we say that $X$ has no mean uncertainty.

In a nonlinear expectation space $(\Omega, \mathcal{H}, \hat{\mathbb{E}})$ a random vector $Y=$ $\left(Y_{1}, \cdots, Y_{n}\right), Y_{i} \in \mathcal{H}$ is said to be independent from another random vector $X=$
$\left(X_{1}, \cdots, X_{m}\right), X_{i} \in \mathcal{H}$ under $\hat{\mathbb{E}}[\cdot]$ if for each test function $\varphi \in C_{\text {Lat }}\left(\mathbb{R}^{m} \times \mathbb{R}^{n}\right)$ we have

$$
\hat{\mathbb{E}}[\varphi(X, Y)]=\hat{\mathbb{E}}\left[\hat{\mathbb{E}}[\varphi(x, Y)]_{x=X}\right] .
$$

Under a sublinear expectation $\hat{\mathbb{E}}$, the independence of $Y$ from $X$ means that the uncertainty of distributions of $Y$ does not change with each realization of $X=x, x \in \mathbb{R}^{n}$. It is important to note that under nonlinear expectations the condition " $Y$ is independent from $X$ " does not imply automatically that " $X$ is independent from $Y$ ".

A sequence of $d$-dimensional random vectors $\left\{\eta_{i}\right\}_{i=1}^{\infty}$ in a nonlinear expectation space $(\Omega, \mathcal{H}, \hat{\mathbb{E}})$ is said to converge in distribution (or in law) under $\hat{\mathbb{E}}$ if for each $\varphi \in C_{b}\left(\mathbb{R}^{n}\right)$ the sequence $\left\{\hat{\mathbb{E}}\left[\varphi\left(\eta_{i}\right)\right]\right\}_{i=1}^{\infty}$ converges, where $C_{b}\left(\mathbb{R}^{n}\right)$ denotes the space of all bounded and continuous functions on $\mathbb{R}^{n}$. In this case it is easy to check that the functional defined by

$$
\hat{\mathbb{F}}[\varphi]:=\lim _{i \rightarrow \infty} \hat{\mathbb{E}}\left[\varphi\left(\eta_{i}\right)\right], \quad \varphi \in C_{b}\left(\mathbb{R}^{n}\right)
$$

forms a nonlinear expectation on $\left(\mathbb{R}^{n}, C_{b}\left(\mathbb{R}^{n}\right)\right)$. If $\hat{\mathbb{E}}$ is a sublinear (resp. linear) expectation, then $\hat{\mathbb{F}}$ is also sublinear (resp. linear).

### 2.3. Normal distributions under a sublinear expectation.

We begin by defining a special type of distribution, which plays the same role as the well-known normal distribution in classical probability theory and statistics. Recall the well-known classical characterization: $X$ is a zero mean normal distribution, i.e., $X \stackrel{d}{=} N(0, \Sigma)$ if and only if

$$
a X+b X^{\prime} \stackrel{d}{=} \sqrt{a^{2}+b^{2}} X, \text { for } a, b \geq 0
$$

where $X^{\prime}$ is an independent copy of $X$. The covariance matrix $\Sigma$ is defined by $\Sigma=E\left[X X^{*}\right]$.

We now consider the so-called $G$-normal distribution under a sublinear expectation space. A $d$-dimensional random vector $X=\left(X_{1}, \cdots, X_{d}\right)$ in a sublinear expectation space $(\Omega, \mathcal{H}, \hat{\mathbb{E}})$ is called $G$-normally distributed with zero mean if for each $a, b \geq 0$ we have

$$
\begin{equation*}
a X+b \bar{X} \stackrel{d}{=} \sqrt{a^{2}+b^{2}} X, \quad \text { for } a, b \geq 0 \tag{2.1}
\end{equation*}
$$

where $\bar{X}$ is an independent copy of $X$.
It is easy to check that, if $X$ satisfies (2.1), then any linear combination of $X$ also satisfies (2.1). From $\hat{\mathbb{E}}\left[X_{i}+\bar{X}_{i}\right]=2 \hat{\mathbb{E}}\left[X_{i}\right]$ and $\hat{\mathbb{E}}\left[X_{i}+\bar{X}_{i}\right]=\hat{\mathbb{E}}\left[\sqrt{2} X_{i}\right]=$ $\sqrt{2} \hat{\mathbb{E}}\left[X_{i}\right]$ we have $\hat{\mathbb{E}}\left[X_{i}\right]=0$, and similarly, $\hat{\mathbb{E}}\left[-X_{i}\right]=0$ for $i=1, \cdots, d$.

We denote by $\mathbb{S}(d)$ the linear space of all $d \times d$ symmetric matrices and by $\mathbb{S}_{+}(d)$ all non-negative elements in $\mathbb{S}(d)$. We will see that the distribution of $X$ is characterized by a sublinear function $G: \mathbb{S}(d) \mapsto \mathbb{R}$ defined by

$$
\begin{equation*}
G(A)=G_{X}(A):=\frac{1}{2} \hat{\mathbb{E}}[\langle A X, X\rangle], \quad A \in \mathbb{S}(d) \tag{2.2}
\end{equation*}
$$

It is easy to check that $G$ is a sublinear and monotone function on $\mathbb{S}(d)$. Thus there exists a bounded and closed subset $\Theta$ in $\mathbb{S}_{+}(d)$ such that (see e.g. Peng (2010a))

$$
\begin{equation*}
\frac{1}{2} \hat{\mathbb{E}}[\langle A X, X\rangle]=\hat{G}(A)=\frac{1}{2} \max _{Q \in \Theta} \operatorname{tr}[A Q], \quad A \in \mathbb{S}(d) \tag{2.3}
\end{equation*}
$$

If $\Theta$ is a singleton: $\Theta=\{Q\}$, then $X$ is normally distributed in the classical sense, with mean zero and covariance $Q$. In general $\Theta$ characterizes the covariance uncertainty of $X$. We denote $X \stackrel{d}{=} N(\{0\} \times \Theta)$.

A $d$-dimensional random vector $Y=\left(Y_{1}, \cdots, Y_{d}\right)$ in a sublinear expectation space $(\Omega, \mathcal{H}, \hat{\mathbb{E}})$ is called maximally distributed if we have

$$
\begin{equation*}
a^{2} Y+b^{2} \bar{Y} \stackrel{d}{=}\left(a^{2}+b^{2}\right) Y, \quad \forall a, b \in \mathbb{R} \tag{2.4}
\end{equation*}
$$

where $\bar{Y}$ is an independent copy of $Y$. A maximally distributed $Y$ is characterized by a sublinear function $g=g_{Y}(p): \mathbb{R}^{d} \mapsto \mathbb{R}$ defined by

$$
\begin{equation*}
g_{Y}(p):=\hat{\mathbb{E}}[\langle p, Y\rangle], \quad p \in \mathbb{R}^{d} . \tag{2.5}
\end{equation*}
$$

It is easy to check that $g$ is a sublinear function on $\mathbb{R}^{d}$. Thus, as for (2.3), there exists a bounded closed and convex subset $\bar{\Theta} \in \mathbb{R}^{d}$ such that

$$
\begin{equation*}
g(p)=\sup _{q \in \Theta}\langle p, q\rangle, \quad p \in \mathbb{R}^{d} \tag{2.6}
\end{equation*}
$$

It can be proved that the maximal distribution of $Y$ is given by

$$
\hat{\mathbb{F}}_{Y}[\varphi]=\hat{\mathbb{E}}[\varphi(Y)]=\max _{v \in \Theta} \varphi(v), \quad \varphi \in C_{L a t}\left(\mathbb{R}^{d}\right)
$$

We denote $Y \stackrel{d}{=} N(\bar{\Theta} \times\{0\})$.
The above two types of distributions can be nontrivially combined together to form a new distribution. We consider a pair of random vectors $(X, Y) \in \mathcal{H}^{2 d}$ where $X$ is $G$-normally distributed and $Y$ is maximally distributed.

In general, a pair of $d$-dimensional random vectors $(X, Y)$ in a sublinear expectation space $(\Omega, \mathcal{H}, \hat{\mathbb{E}})$ is called $G$-distributed if for each $a, b \geq 0$ we have

$$
\begin{equation*}
\left(a X+b \bar{X}, a^{2} Y+b^{2} \bar{Y}\right) \stackrel{d}{=}\left(\sqrt{a^{2}+b^{2}} X,\left(a^{2}+b^{2}\right) Y\right), \quad \forall a, b \geq 0 \tag{2.7}
\end{equation*}
$$

where $(\bar{X}, \bar{Y})$ is an independent copy of $(X, Y)$.
The distribution of $(X, Y)$ can be characterized by the following function:

$$
\begin{equation*}
G(p, A):=\hat{\mathbb{E}}\left[\frac{1}{2}\langle A X, X\rangle+\langle p, Y\rangle\right], \quad(p, A) \in \mathbb{R}^{d} \times \mathbb{S}(d) \tag{2.8}
\end{equation*}
$$

It is easy to check that $G: \mathbb{R}^{d} \times \mathbb{S}(d) \mapsto \mathbb{R}$ is a sublinear function which is monotone in $A \in \mathbb{S}(d)$. Clearly $G$ is also a continuous function. Therefore there exists a bounded and closed subset $\Gamma \subset \mathbb{R}^{d} \times \mathbb{S}_{+}(d)$ such that

$$
\begin{equation*}
G(p, A)=\sup _{(q, Q) \in \Gamma}\left[\frac{1}{2} \operatorname{tr}[A Q]+\langle p, q\rangle\right], \quad \forall(p, A) \in \mathbb{R}^{d} \times \mathbb{S}(d) \tag{2.9}
\end{equation*}
$$

The following result tells us that for each such type of function $G$, there exists a unique $G$-normal distribution.

Proposition 2.3. (Peng (2008b, Proposition 4.2)) Let $G: \mathbb{R}^{d} \times \mathbb{S}(d) \mapsto \mathbb{R}$ be a given sublinear function which is monotone in $A \in \mathbb{S}(d)$, i.e., $G$ has the form of (2.9). Then there exists a pair of d-dimensional random vectors $(X, Y)$ in some sublinear expectation space $(\Omega, \mathcal{H}, \hat{\mathbb{E}})$ satisfying (2.7) and (2.8). The distribution of $(X, Y)$ is uniquely determined by the function $G$. Moreover the function $u$ defined by

$$
\begin{equation*}
u(t, x, y):=\hat{\mathbb{E}}[\varphi(x+\sqrt{t} X, y+t Y)],(t, x, y) \in[0, \infty) \times \mathbb{R}^{d} \times \mathbb{R}^{d} \tag{2.10}
\end{equation*}
$$

for each given $\varphi \in C_{L a t}\left(\mathbb{R}^{2 d}\right)$, is the unique (viscosity) solution of the parabolic PDE

$$
\begin{equation*}
\partial_{t} u-G\left(D_{y} u, D_{x}^{2} u\right)=0,\left.\quad u\right|_{t=0}=\varphi \tag{2.11}
\end{equation*}
$$

where $D_{y}=\left(\partial_{y_{i}}\right)_{i=1}^{d}, D_{x}^{2}=\left(\partial_{x_{i}, x_{j}}^{2}\right)_{i, j=1}^{d}$.
In general, to describe a possibly degenerate PDE of type (2.11), one needs the notion of viscosity solutions. But readers also can only consider nondegenerate situations (under strong elliptic condition). Under such condition, equation (2.11) has a unique smooth solution $u \in C^{1+\frac{\alpha}{2}, 2+\alpha}\left((0, \infty) \times \mathbb{R}^{d}\right.$ ) (see Krylov (1987) and Wang (1992)). The notion of viscosity solution was introduced by Crandall and Lions. For the existence and uniqueness of solutions and related very rich references we refer to a systematic guide of Crandall, Ishii and Lions (1992) (see also the Appendix of Peng (2007b, 2010a) for more specific parabolic cases). In the case where $d=1$ and $G$ contains only the second order derivative $D_{x}^{2} u$, the $G$-heat equation is the well-known Baronblatt equation (see Avellanaeda, Levy and Paras (1995)).

If both $(X, Y)$ and $(\bar{X}, \bar{Y})$ are $G$-normal distributed with the same $G$, i.e.,

$$
\begin{aligned}
G(p, A) & :=\hat{\mathbb{E}}\left[\frac{1}{2}\langle A X, X\rangle+\langle p, Y\rangle\right]=\hat{\mathbb{E}}\left[\frac{1}{2}\langle A \bar{X}, \bar{X}\rangle+\langle p, \bar{Y}\rangle\right], \\
\forall(p, A) & \in \mathbb{S}(d) \times \mathbb{R}^{d},
\end{aligned}
$$

then $(X, Y) \stackrel{d}{=}(\bar{X}, \bar{Y})$. In particular, $X \stackrel{d}{=}-X$.
Let $(X, Y)$ be $G$-normally distributed. For each $\psi \in C_{\text {Lat }}\left(\mathbb{R}^{d}\right)$ we define a function

$$
v(t, x):=\hat{\mathbb{E}}[\psi(x+\sqrt{t} X+t Y)],(t, x) \in[0, \infty) \times \mathbb{R}^{d}
$$

Then $v$ is the unique solution of the following parabolic PDE

$$
\begin{equation*}
\partial_{t} v-G\left(D_{x} v, D_{x}^{2} v\right)=0,\left.\quad v\right|_{t=0}=\psi \tag{2.12}
\end{equation*}
$$

Moreover we have $v(t, x+y) \equiv u(t, x, y)$, where $u$ is the solution of the PDE (2.11) with initial condition $\left.u(t, x, y)\right|_{t=0}=\psi(x+y)$.
2.4. Central limit theorem and law of large numbers. We have a generalized central limit theorem together with the law of large numbers:

Theorem 2.4. (Central Limit Theorem, Peng (2007a, 2010a)) Let $\left\{\left(X_{i}, Y_{i}\right)\right\}_{i=1}^{\infty}$ be a sequence of $\mathbb{R}^{d} \times \mathbb{R}^{d}$-valued random variables in $(\mathcal{H}, \hat{\mathbb{E}})$. We assume that $\left(X_{i+1}, Y_{i+1}\right) \stackrel{d}{=}\left(X_{i}, Y_{i}\right)$ and $\left(X_{i+1}, Y_{i+1}\right)$ is independent from $\left\{\left(X_{1}, Y_{1}\right), \cdots,\left(X_{i}, Y_{i}\right)\right\}$ for each $i=1,2, \cdots$. We further assume that $\hat{\mathbb{E}}\left[X_{1}\right]=\hat{\mathbb{E}}\left[-X_{1}\right]=0$ and $\hat{\mathbb{E}}\left[\left|X_{1}\right|^{2+\delta}\right]+\hat{\mathbb{E}}\left[\left|Y_{1}\right|^{1+\delta}\right]<\infty$ for some fixed $\delta>0$. Then the sequence $\left\{\bar{S}_{n}\right\}_{n=1}^{\infty}$ defined by $\bar{S}_{n}:=\sum_{i=1}^{n}\left(\frac{X_{i}}{\sqrt{n}}+\frac{Y_{i}}{n}\right)$ converges in law to $\xi+\zeta$ :

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \hat{\mathbb{E}}\left[\varphi\left(\bar{S}_{n}\right)\right]=\hat{\mathbb{E}}[\varphi(\xi+\zeta)] \tag{2.13}
\end{equation*}
$$

for all functions $\varphi \in C\left(\mathbb{R}^{d}\right)$ satisfying a linear growth condition, where $(\xi, \zeta)$ is a pair of $G$-normal distributed random vectors and where the sublinear function $G: \mathbb{S}(d) \times \mathbb{R}^{d} \mapsto \mathbb{R}$ is defined by

$$
G(p, A):=\hat{\mathbb{E}}\left[\left\langle p, Y_{1}\right\rangle+\frac{1}{2}\left\langle A X_{1}, X_{1}\right\rangle\right], \quad A \in \mathbb{S}(d), \quad p \in \mathbb{R}^{d}
$$

The proof of this theorem given in Peng (2010) is very different from the classical one. It based on a deep $C^{1,2}$-estimate of solutions of fully nonlinear parabolic PDEs initially given by Krylov (1987) (see also Wang (1992)). Peng (2010b) then introduced another proof, involving a nonlinear version of weak compactness based on a nonlinear version of tightness.

Corollary 2.5. The sum $\sum_{i=1}^{n} \frac{X_{i}}{\sqrt{n}}$ converges in law to $N(\{0\} \times \hat{\Theta})$, where the subset $\hat{\Theta} \subset \mathbb{S}_{+}(d)$ is defined in (2.3) for $\hat{G}(A)=G(0, A), A \in \mathbb{S}(d)$. The sum $\sum_{i=1}^{n} \frac{Y_{i}}{n}$ converges in law to $N(\bar{\Theta} \times\{0\})$, where the subset $\bar{\Theta} \subset \mathbb{R}^{d}$ is defined in (2.6) for $\bar{G}(p)=G(p, 0), p \in \mathbb{R}^{d}$. If we take, in particular, $\varphi(y)=d_{\bar{\Theta}}(y)=$ $\inf \{|x-y|: x \in \bar{\Theta}\}$, then we have the following generalized law of large numbers:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \hat{\mathbb{E}}\left[d_{\bar{\Theta}}\left(\sum_{i=1}^{n} \frac{Y_{i}}{n}\right)\right]=\sup _{\theta \in \bar{\Theta}} d_{\bar{\Theta}}(\theta)=0 \tag{2.14}
\end{equation*}
$$

If $Y_{i}$ has no mean-uncertainty, or in other words, $\bar{\Theta}$ is a singleton: $\bar{\Theta}=$ $\{\bar{\theta}\}$ then (2.14) becomes $\lim _{n \rightarrow \infty} \hat{\mathbb{E}}\left[\left|\sum_{i=1}^{n} \frac{Y_{i}}{n}-\bar{\theta}\right|\right]=0$. To our knowledge, the law of large numbers with non-additive probability measures have been investigated under a framework and approach quite different from ours, where no convergence in law is obtained (see Marinacci (1999) and Maccheroni \& Marinacci (2005)). For a strong version of LLN under our new framework of independence, see Chen (2010).
2.5. Sample based sublinear expectations. One may feel that the notion of the distribution of a $d$-dimensional random variable $X$ introduced through $\hat{\mathbb{E}}[\varphi(X)]$ is somewhat abstract and complicated. But in practice this
maybe the simplest way for applications: in many cases what we want to get from the distribution of $X$ is basically the expectation of $\varphi(X)$. Here $\varphi$ can be a financial contract, e.g., a call option $\varphi(x)=\max \{0, x-k\}$, a consumer's utility function, a cost function in optimal control problems, etc. In a classical probability space $(\Omega, \mathcal{F}, P)$, we can use the classical LLN to calculate $E[\varphi(X)]$, by using

$$
E[\varphi(X)]=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} \varphi\left(x_{i}\right),
$$

where $x_{i}, i=1,2, \cdots$ is an i.i.d. sample from the random variable $X$. This means that in practice we can use the mean operator

$$
\mathbb{M}[\varphi(X)]:=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} \varphi\left(x_{i}\right): C_{L a t}\left(\mathbb{R}^{d}\right) \mapsto \mathbb{R}
$$

to obtain the distribution of $X$. This defines what we call "sample distribution of $X$ ". In fact the well-known Monté-Carlo approach is based on this convergence.

We are interested in the corresponding situation in a sublinear expectation space $(\Omega, \mathcal{H}, \hat{\mathbb{E}})$. Let $x_{i}, i=1,2, \cdots$ be an i.i.d. sample from $X$, meaning that $x_{i} \stackrel{d}{=} X$ and $x_{i+1}$ is independent from $x_{1}, \cdots, x_{i}$ under $\hat{\mathbb{E}}$. Under this much weaker assumption we have that $\frac{1}{n} \sum_{i=1}^{n} \varphi\left(x_{i}\right)$ converges in law to a maximal distribution $N([\underline{\mu}, \bar{\mu}] \times\{0\})$, with $\bar{\mu}=\hat{\mathbb{E}}[\varphi(X)]$ and $\underline{\mu}=-\hat{\mathbb{E}}[-\varphi(X)]$. A direct meaning of this result is that, when $n \rightarrow \infty$, the number $\frac{1}{n} \sum_{i=1}^{n} \varphi\left(x_{i}\right)$ can take any value inside $[\underline{\mu}, \bar{\mu}]$. Then we can calculate $\hat{\mathbb{E}}[\varphi(X)]$ by introducing the following upper limit mean operator of $\left\{\varphi\left(x_{i}\right)\right\}_{i=1}^{\infty}$ :

$$
\hat{\mathbb{M}}_{\left\{x_{i}\right\}}[\varphi]:=\limsup _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} \varphi\left(x_{i}\right), \quad \varphi \in C_{b . \text { Lat }}\left(\mathbb{R}^{d}\right) .
$$

On the other hand, it is easy to check that for any arbitrarily given sequence of data $\left\{x_{i}\right\}_{i=1}^{\infty}$, the above defined $\hat{\mathbb{M}}_{\left\{x_{i}\right\}}[\varphi]$ still forms a sublinear expectation on $\left(\mathbb{R}^{d}, C_{b . L a t}(\mathbb{R})\right)$. We call $\hat{\mathbb{M}}_{\left\{x_{i}\right\}}$ the sublinear distribution of the data $\left\{x_{i}\right\}_{i=1}^{\infty}$. $\hat{\mathbb{M}}_{\left\{x_{i}\right\}}$ gives us the statistics and statistical uncertainty of the random data $\left\{x_{i}\right\}_{i=1}^{\infty}$. This also provides a new "nonlinear Monté-Carlo" approach (see Peng (2009)).

In the case where $\hat{\mathbb{M}}_{\left\{x_{i}\right\}}[\varphi]<\infty$ for $\varphi(x) \equiv|x|$, we can prove that $\hat{\mathbb{M}}_{\left\{x_{i}\right\}}[\varphi]$ is also well-defined for $\varphi \in \mathbb{L}^{\infty}\left(\mathbb{R}^{d}\right)$. This allows us to calculate the capacity $\hat{c}(B):=\hat{\mathbb{M}}_{\left\{x_{i}\right\}}\left[\mathbf{1}_{B}\right], B \in \mathcal{B}\left(\mathbb{R}^{d}\right)$, of $\left\{x_{i}\right\}_{i=1}^{\infty}$ which is the "upper relative frequency" of $\left\{x_{i}\right\}_{i=1}^{\infty}$ in $B$.

For a sample with relatively finite size $\left\{x_{i}\right\}_{i=1}^{N}$, we can also introduce the following form of sublinear expectation:

$$
\hat{\mathbb{F}}[\varphi]:=\sup _{\theta \in \Theta} \sum_{i=1}^{N} p_{i}(\theta) \varphi\left(x_{i}\right), \text { with } p_{i}(\theta) \geq 0, \sum_{i=1}^{N} p_{i}(\theta)=1
$$

Here $\left\{\left(p_{i}(\theta)\right)_{i=1}^{N}: \theta \in \Theta\right\}$ is regarded as the subset of distribution uncertainty. Conversely, from the representation theorem of sublinear expectation, each sublinear expectation based on a sample $\left\{x_{i}\right\}_{i=1}^{N}$ also has the above representation.

In many cases we are concerned with some $\mathbb{R}^{d}$-valued continuous time data $\left(x_{t}\right)_{t \geq 0}$. It's upper mean expectation can be defined by

$$
\hat{\mathbb{M}}_{\left(x_{t}\right)}[\varphi]=\limsup _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \varphi\left(x_{t}\right) d t, \quad \varphi \in C_{L a t}\left(\mathbb{R}^{d}\right)
$$

or, in some circumstances,

$$
\hat{\mathbb{M}}_{\left(x_{t}\right)}[\varphi]=\limsup _{T \rightarrow \infty} \int_{0}^{T} \varphi\left(x_{t}\right) \mu_{T}(d t),
$$

where, for each $T>0, \mu_{T}(\cdot)$ is a given non-negative measure on $([0, T], \mathcal{B}([0, T]))$ with $\mu_{T}([0, T])=1 . \hat{\mathbb{M}}_{\left(x_{t}\right)}$ also forms a sublinear expectations on $\left(\mathbb{R}^{d}, \mathcal{B}\left(\mathbb{R}^{d}\right)\right)$. This notion also links many other research domains such as dynamical systems, particle systems.

## 3. $G$-Brownian Motion and its Stochastic Calculus

3.1. Brownian motion under a sublinear expectation. In this section we discuss $G$-Brownian motion under a nonlinear expectation, called $G$ expectation which is a natural generalization of $g$-expectation to a fully nonlinear case, i.e., the martingale under $G$-expectation is in fact a path-dependence solution of fully nonlinear PDE, whereas $g$-martingale corresponds to a quasilinear one. $G$-martingale is very useful to measure the risk of path-dependent financial products.

We introduce the notion of Brownian motion related to the $G$-normal distribution in a space of a sublinear expectation. We first give the definition of the $G$-Brownian motion introduced in Peng (2006a). For simplification we only consider 1-dimensional $G$-Brownian motion. Multidimensional case can be found in Peng (2008a, 2010a).

Definition 3.1. A process $\left\{B_{t}(\omega)\right\}_{t \geq 0}$ in a sublinear expectation space $(\Omega, \mathcal{H}, \hat{\mathbb{E}})$ is called a Brownian motion under $\hat{\mathbb{E}}$ if for each $n \in \mathbb{N}$ and $0 \leq t_{1}, \cdots, t_{n}<\infty, B_{t_{1}}, \cdots, B_{t_{n}} \in \mathcal{H}$ and the following properties are satisfied:
(i) $B_{0}(\omega)=0$,
(ii) For each $t, s \geq 0$, the increments satisfy $B_{t+s}-B_{t} \stackrel{d}{=} B_{s}$ and $B_{t+s}-B_{t}$ is independent from $\left(B_{t_{1}}, B_{t_{2}}, \cdots, B_{t_{n}}\right)$, for each $0 \leq t_{1} \leq \cdots \leq t_{n} \leq t$.
(iii) $\left|B_{t}\right|^{3} \in \mathcal{H}$ and $\hat{\mathbb{E}}\left[\left|B_{t}\right|^{3}\right] / t \rightarrow 0$ as $t \downarrow 0$.
$B$ is called a symmetric Brownian motion if $\hat{\mathbb{E}}\left[B_{t}\right]=-\hat{\mathbb{E}}\left[-B_{t}\right]=0$. If moreover, there exists a nonlinear expectation $\widetilde{\mathbb{E}}$ defined on $(\Omega, \mathcal{H})$ dominated by $\hat{\mathbb{E}}$, namely,

$$
\widetilde{\mathbb{E}}[X]-\widetilde{\mathbb{E}}[Y] \leq \hat{\mathbb{E}}[X-Y], \quad X, Y \in \mathcal{H}
$$

and such that the above condition (ii) also holds for $\widetilde{\mathbb{E}}$, then $B$ is also called a Brownian motion under $\widetilde{\mathbb{E}}$.

Condition (iii) is to ensure that $B$ has continuous trajectories. Without this condition, $B$ may become a $G$-Lévy process (see Hu and Peng (2009b)).

Theorem 3.2. Let $\left(B_{t}\right)_{t \geq 0}$ be a symmetric G-Brownian motion defined on a sublinear expectation space $(\Omega, \mathcal{H}, \hat{\mathbb{E}})$. Then $B_{t} / \sqrt{t} \stackrel{d}{=} N\left(0,\left[\underline{\underline{\sigma}}^{2}, \bar{\sigma}^{2}\right]\right)$ with $\bar{\sigma}^{2}=\hat{\mathbb{E}}\left[\tilde{B}_{1}^{2}\right]$ and $\underline{\sigma}^{2}=-\hat{\mathbb{E}}\left[-\tilde{B}_{1}^{2}\right]$. Moreover, if $\underline{\sigma}^{2}=\bar{\sigma}^{2}>0$, then the finite dimensional distribution of $\left(B_{t} / \bar{\sigma}\right)_{t \geq 0}$ coincides with that of classical one dimensional standard Brownian motion.

A Brownian motion under a sublinear expectation space is often called a $G$-Brownian motion. Here the letter $G$ indicates that the $B_{t}$ is $G$-normal distributed with

$$
G(\alpha):=\frac{1}{2} \hat{\mathbb{E}}\left[\alpha B_{1}^{2}\right], \quad \alpha \in \mathbb{R}
$$

We can prove that, for each $\lambda>0$ and $t_{0}>0$, both $\left(\lambda^{-\frac{1}{2}} B_{\lambda t}\right)_{t \geq 0}$ and $\left(B_{t+t_{0}}-\right.$ $\left.B_{t_{0}}\right)_{t \geq 0}$ are symmetric $G$-Brownian motions with the same generating function $G$. That is, a $G$-Brownian motion enjoys the same type of scaling as in the classical situation.
3.2. Construction of a $G$-Brownian motion. Since each increment of a $G$-Brownian motion $B$ is $G$-normal distributed, a natural way to construct this process is to follow Kolmogorov's method: first, establish the finite dimensional (sublinear) distribution of $B$ and then take a completion. The completion will be in the next subsection.

We briefly explain how to construct a symmetric $G$-Brownian. More details were given in Peng (2006a, 2010a). Just as at the beginning of this paper, we denote by $\Omega=C([0, \infty))$ the space of all real-valued continuous paths $\left(\omega_{t}\right)_{t \in \mathbb{R}^{+}}$ with $\omega_{0}=0$, by $L^{0}(\Omega)$ the space of all $\mathcal{B}(\Omega)$-measurable functions and by $C_{b}(\Omega)$ all bounded and continuous functions on $\Omega$. For each fixed $T \geq 0$, we consider the following space of random variables:

$$
\mathcal{H}_{T}=C_{L a t}\left(\Omega_{T}\right):=\left\{X(\omega)=\varphi\left(\omega_{t_{1} \wedge T}, \cdots, \omega_{t_{m} \wedge T}\right), \forall m \geq 1, \varphi \in C_{l . L a t}\left(\mathbb{R}^{m}\right)\right\}
$$

where $C_{l . L a t}\left(\mathbb{R}^{m}\right)$ is the smallest lattice on $\mathbb{R}^{m}$ containing $C_{\text {Lat }}\left(\mathbb{R}^{m}\right)$ and all polynomials of $x \in \mathbb{R}^{m}$. It is clear that $C_{\text {Lat }}\left(\Omega_{t}\right) \subseteq C_{\text {Lat }}\left(\Omega_{T}\right)$, for $t \leq T$. We also denote

$$
\mathcal{H}=C_{L a t}(\Omega):=\bigcup_{t \geq 0}^{\infty} C_{L a t}\left(\Omega_{t}\right) .
$$

We will consider the canonical space and set $B_{t}(\omega)=\omega_{t}, t \in[0, \infty)$, for $\omega \in \Omega$. Then it remains to introduce a sublinear expectation $\hat{\mathbb{E}}$ on $(\Omega, \mathcal{H})$ such that $B$ is a $G$-Brownian motion, for a given sublinear function $G(a)=\frac{1}{2}\left(\underline{\sigma}^{2} a^{+}-\bar{\sigma}^{2} a^{-}\right)$, $a \in \mathbb{R}$. Let $\left\{\xi_{i}\right\}_{i=1}^{\infty}$ be a sequence of $G$-normal distributed random variables in some sublinear expectation space $(\bar{\Omega}, \overline{\mathcal{H}}, \overline{\mathbb{E}})$ : such that $\xi_{i} \stackrel{d}{=} N\left(\{0\} \times\left[\underline{\sigma}^{2}, \bar{\sigma}^{2}\right]\right)$ and such that $\xi_{i+1}$ is independent from $\left(\xi_{1}, \cdots, \xi_{i}\right)$ for each $i=1,2, \cdots$. For each $X \in \mathcal{H}$ of the form

$$
X=\varphi\left(B_{t_{1}}-B_{t_{0}}, B_{t_{2}}-B_{t_{1}}, \cdots, B_{t_{m}}-B_{t_{m-1}}\right)
$$

for some $\varphi \in C_{l . L a t}\left(\mathbb{R}^{m}\right)$ and $0=t_{0}<t_{1}<\cdots<t_{m}<\infty$, we set

$$
\hat{\mathbb{E}}[X]=\overline{\mathbb{E}}\left[\varphi\left(\sqrt{t_{1}-t_{0}} \xi_{1}, \cdots, \sqrt{t_{m}-t_{m-1}} \xi_{m}\right)\right]
$$

and

$$
\begin{aligned}
\hat{\mathbb{E}}_{t_{k}}[X] & =\Phi\left(B_{t_{1}}, \cdots, B_{t_{k}}-B_{t_{k-1}}\right), \quad \text { where } \\
\Phi\left(x_{1}, \cdots, x_{k}\right) & =\overline{\mathbb{E}}\left[\varphi\left(x_{1}, \cdots, x_{k}, \sqrt{t_{k+1}-t_{k}} \xi_{k+1}, \cdots, \sqrt{t_{m}-t_{m-1}} \xi_{m}\right)\right]
\end{aligned}
$$

It is easy to check that $\hat{\mathbb{E}}: \mathcal{H} \mapsto \mathbb{R}$ consistently defines a sublinear expectation on $(\Omega, \mathcal{H})$ and $\left(B_{t}\right)_{t \geq 0}$ is a (symmetric) $G$-Brownian motion in $(\Omega, \mathcal{H}, \hat{\mathbb{E}})$. In this way we have also defined the conditional expectations $\hat{\mathbb{E}}_{t}: \mathcal{H} \mapsto \mathcal{H}_{t}, t \geq 0$, satisfying
(a') If $X \geq Y$, then $\hat{\mathbb{E}}_{t}[X] \geq \hat{\mathbb{E}}_{t}[Y]$.
( $\mathbf{b}$ ') $\hat{\mathbb{E}}_{t}[\eta]=\eta$, for each $t \in[0, \infty)$ and $\eta \in C_{L a t}\left(\Omega_{t}\right)$.
(c') $\hat{\mathbb{E}}_{t}[X]+\hat{\mathbb{E}}_{t}[Y] \leq \hat{\mathbb{E}}_{t}[X+Y]$.
(d') $\hat{\mathbb{E}}_{t}[\eta X]=\eta^{+} \hat{\mathbb{E}}_{t}[X]+\eta^{-} \hat{\mathbb{E}}_{t}[-X]$, for each $\eta \in C_{\text {Lat }}\left(\Omega_{t}\right)$.
Moreover, we have

$$
\hat{\mathbb{E}}_{t}\left[\hat{\mathbb{E}}_{s}[X]\right]=\hat{\mathbb{E}}_{t \wedge s}[X], \text { in particular } \quad \hat{\mathbb{E}}\left[\hat{\mathbb{E}}_{t}[X]\right]=\hat{\mathbb{E}}[X] .
$$

3.3. G-Brownian motion in a complete sublinear expectation space. Our construction of a $G$-Brownian motion is very simple. But to obtain the corresponding Itô's calculus we need a completion of the space $\mathcal{H}$ under a natural Banach norm. Indeed, for each $p \geq 1,\|X\|_{p}:=\hat{\mathbb{E}}\left[|X|^{p}\right]^{\frac{1}{p}}$, $X \in C_{\text {Lat }}\left(\Omega_{T}\right)$ (respectively, $C_{\text {Lat }}(\Omega)$ ) forms a norm under which $C_{\text {Lat }}\left(\Omega_{T}\right)$ (resp. $C_{L a t}(\Omega)$ ) can be continuously extended to a Banach space, denoted by

$$
\mathcal{H}_{T}=L_{G}^{p}\left(\Omega_{T}\right) \quad\left(\text { resp. } \mathcal{H}=L_{G}^{p}(\Omega)\right)
$$

For each $0 \leq t \leq T<\infty$ we have $L_{G}^{p}\left(\Omega_{t}\right) \subseteq L_{G}^{p}\left(\Omega_{T}\right) \subset L_{G}^{p}(\Omega)$. It is easy to check that, in $L_{G}^{p}\left(\Omega_{T}\right)$ (respectively, $L_{G}^{p}(\Omega)$ ), the extension of $\hat{\mathbb{E}}[\cdot]$ and its
conditional expectations $\hat{\mathbb{E}}_{t}[\cdot]$ are still sublinear expectation and conditional expectations on $\left(\Omega, L_{G}^{p}(\Omega)\right)$. For each $t \geq 0, \hat{\mathbb{E}}_{t}[\cdot]$ can also be extended as a continuous mapping $\hat{\mathbb{E}}_{t}[\cdot]: L_{G}^{1}(\Omega) \mapsto L_{G}^{1}\left(\Omega_{t}\right)$. It enjoys the same type of properties as $\hat{\mathbb{E}}_{t}[\cdot]$ defined on $\mathcal{H}_{t}$.

There are mainly two approaches to introduce $L_{G}^{p}(\Omega)$, one is the above method of finite dimensional nonlinear distributions, introduced in Peng (2005b: for more general nonlinear Markovian case, 2006a: for $G$-Brownian motion). The second one is to take a super-expectation with respect to the related family of probability measures, see Denis and Martini (2006) (a similar approach was introduced in Peng (2004) to treat more nonlinear Markovian processes). They introduced $\hat{c}$-quasi surely analysis, which is a very powerful tool. These two approaches were unified in Denis, Hu and Peng (2008), see also Hu and Peng (2009a).
3.4. $L_{G}^{p}(\Omega)$ is a subspace of measurable functions on $\Omega$. The following result was established in Denis, Hu and Peng (2008), a simpler and more direct argument was then obtained in Hu and Peng (2009a).

Theorem 3.3. We have
(i) There exists a family of ( $\sigma$-additive) probability measures $\mathcal{P}_{G}$ defined on $(\Omega, \mathcal{B}(\Omega))$, which is weakly relatively compact, $P$ and $Q$ are mutually singular from each other for each different $P, Q \in \mathcal{P}_{G}$ and such that

$$
\hat{\mathbb{E}}[X]=\sup _{P \in \mathcal{P}_{G}} E_{P}[X]=\sup _{P \in \mathcal{P}_{G}} \int_{\Omega} X(\omega) d P, \text { for each } X \in C_{L a t}(\Omega) .
$$

Let $\hat{c}$ be the Choquet capacity induced by

$$
\hat{c}(A)=\hat{\mathbb{E}}\left[\mathbf{1}_{A}\right]=\sup _{P \in \mathcal{P}_{G}} E_{P}\left[\mathbf{1}_{A}\right], \text { for } A \in \mathcal{B}(\Omega)
$$

(ii) Let $C_{b}(\Omega)$ be the space of all bounded and continuous functions on $\Omega$; $L^{0}(\Omega)$ be the space of all $\mathcal{B}(\Omega)$-measurable functions and let

$$
\mathbb{L}^{p}(\Omega):=\left\{X \in L^{0}(\Omega): \sup _{P \in \mathcal{P}_{G}} E_{P}\left[|X|^{p}\right]<\infty\right\}, p \geq 1
$$

Then every element $X \in L_{G}^{p}(\Omega)$ has a $\hat{c}$-quasi continuous version, namely, there exists a $Y \in L_{G}^{p}(\Omega)$, with $X=Y$, quasi-surely such that, for each $\varepsilon>0$, there is an open set $O \subset \Omega$ with $\hat{c}(O)<\varepsilon$ such that $\left.Y\right|_{O^{c}}$ is continuous. We also have $\mathbb{L}^{p}(\Omega) \supset L_{G}^{p}(\Omega) \supset C_{b}(\Omega)$. Moreover,

$$
\begin{gathered}
L_{G}^{p}(\Omega)=\left\{X \in \mathbb{L}^{p}(\Omega): X \text { has a } \hat{c}\right. \text {-quasi-continuous version and } \\
\left.\lim _{n \rightarrow \infty} \hat{\mathbb{E}}\left[|X|^{p} \mathbf{1}_{\{|X|>n\}}\right]=0\right\}
\end{gathered}
$$

3.5. Itô integral of $\boldsymbol{G}-$ Brownian motion. Itô integral with respect to a $G$-Brownian motion is defined in an analogous way as the classical one, but in a language of " $\hat{c}$-quasi-surely", or in other words, under $L_{G}^{2}$-norm. The following definition of Itô integral is from Peng (2006a). Denis and Martini (2006) independently defined this integral in the same space. For each $T>0$, a partition $\Delta$ of $[0, T]$ is a finite ordered subset $\Delta=\left\{t_{1}, \cdots, t_{N}\right\}$ such that $0=t_{0}<t_{1}<\cdots<t_{N}=T$. Let $p \geq 1$ be fixed. We consider the following type of simple processes: For a given partition $\left\{t_{0}, \cdots, t_{N}\right\}=\Delta$ of $[0, T]$, we set

$$
\eta_{t}(\omega)=\sum_{j=0}^{N-1} \xi_{j}(\omega) \mathbf{I}_{\left[t_{j}, t_{j+1}\right)}(t),
$$

where $\xi_{i} \in L_{G}^{p}\left(\Omega_{t_{i}}\right), i=0,1,2, \cdots, N-1$, are given. The collection of processes of this form is denoted by $M_{G}^{p, 0}(0, T)$.

Definition 3.4. For each $p \geq 1$, we denote by $M_{G}^{p}(0, T)$ the completion of $M_{G}^{p, 0}(0, T)$ under the norm

$$
\|\eta\|_{M_{G}^{p}(0, T)}:=\left\{\hat{\mathbb{E}}\left[\int_{0}^{T}\left|\eta_{t}\right|^{p} d t\right]\right\}^{1 / p}
$$

Following Itô, for each $\eta \in M_{G}^{2,0}(0, T)$ with the above form, we define its Itô integral by

$$
I(\eta)=\int_{0}^{T} \eta(s) d B_{s}:=\sum_{j=0}^{N-1} \xi_{j}\left(B_{t_{j+1}}-B_{t_{j}}\right) .
$$

It is easy to check that $I: M_{G}^{2,0}(0, T) \longmapsto L_{G}^{2}\left(\Omega_{T}\right)$ is a linear continuous mapping and thus can be continuously extended to $I: M_{G}^{2}(0, T) \longmapsto L_{G}^{2}\left(\Omega_{T}\right)$. Moreover, this extension of $I$ satisfies

$$
\hat{\mathbb{E}}[I]=0 \text { and } \hat{\mathbb{E}}\left[I^{2}\right] \leq \bar{\sigma}^{2} \hat{\mathbb{E}}\left[\int_{0}^{T}(\eta(t))^{2} d t\right], \eta \in M_{G}^{2}(0, T) .
$$

Therefore we can define, for a fixed $\eta \in M_{G}^{2}(0, T)$, the stochastic integral

$$
\int_{0}^{T} \eta(s) d B_{s}:=I(\eta)
$$

We list some main properties of the Itô integral of $G$-Brownian motion. We denote for some $0 \leq s \leq t \leq T$,

$$
\int_{s}^{t} \eta_{u} d B_{u}:=\int_{0}^{T} \mathbf{I}_{[s, t]}(u) \eta_{u} d B_{u}
$$

We have

Proposition 3.5. Let $\eta, \theta \in M_{G}^{2}(0, T)$ and $0 \leq s \leq r \leq t \leq T$. Then we have
(i) $\int_{s}^{t} \eta_{u} d B_{u}=\int_{s}^{r} \eta_{u} d B_{u}+\int_{r}^{t} \eta_{u} d B_{u}$,
(ii) $\int_{s}^{t}\left(\alpha \eta_{u}+\theta_{u}\right) d B_{u}=\alpha \int_{s}^{t} \eta_{u} d B_{u}+\int_{s}^{t} \theta_{u} d B_{u}$, if $\alpha$ is bounded and in $L_{G}^{1}\left(\Omega_{s}\right)$,
(iii) $\hat{\mathbb{E}}_{t}\left[X+\int_{t}^{T} \eta_{u} d B_{u}\right]=\hat{\mathbb{E}}_{t}[X], \forall X \in L_{G}^{1}(\Omega)$.
3.6. Quadratic variation process. The quadratic variation process of a $G$-Brownian motion is a particularly important process, which is not yet fully understood. But its definition is quite classical: Let $\pi_{t}^{N}, N=1,2, \cdots$, be a sequence of partitions of $[0, t]$ such that $\left|\pi_{t}^{N}\right| \rightarrow 0$. We can easily prove that, in the space $L_{G}^{2}(\Omega)$,

$$
\langle B\rangle_{t}=\lim _{\left|\pi_{t}^{N}\right| \rightarrow 0} \sum_{j=0}^{N-1}\left(B_{t_{j+1}^{N}}-B_{t_{j}^{N}}\right)^{2}=B_{t}^{2}-2 \int_{0}^{t} B_{s} d B_{s} .
$$

From the above construction, $\left\{\langle B\rangle_{t}\right\}_{t \geq 0}$ is an increasing process with $\langle B\rangle_{0}=$ 0 . We call it the quadratic variation process of the $G$-Brownian motion $B$. It characterizes the part of statistical uncertainty of $G$-Brownian motion. It is important to keep in mind that $\langle B\rangle_{t}$ is not a deterministic process unless $\underline{\sigma}^{2}=\bar{\sigma}^{2}$, i.e., when $B$ is a classical Brownian motion.

A very interesting point of the quadratic variation process $\langle B\rangle$ is, just like the $G$-Brownian motion $B$ itself, the increment $\langle B\rangle_{t+s}-\langle B\rangle_{s}$ is independent of $\langle B\rangle_{t_{1}}, \cdots,\langle B\rangle_{t_{n}}$ for all $t_{1}, \cdots, t_{n} \in[0, s]$ and identically distributed: $\langle B\rangle_{t+s}-\langle B\rangle_{s} \stackrel{ }{=}\langle B\rangle_{t}$. Moreover $\hat{\mathbb{E}}\left[\left|\langle B\rangle_{t}\right|^{3}\right] \leq C t^{3}$. Hence the quadratic variation process $\langle B\rangle$ of the $G$-Brownian motion is in fact a $G$-Brownian motion, but for a different generating function $G$.

We have the following isometry:

$$
\hat{\mathbb{E}}\left[\left(\int_{0}^{T} \eta(s) d B_{s}\right)^{2}\right]=\hat{\mathbb{E}}\left[\int_{0}^{T} \eta^{2}(s) d\langle B\rangle_{s}\right], \quad \eta \in M_{G}^{2}(0, T) .
$$

Furthermore, the distribution of $\langle B\rangle_{t}$ is given by $\hat{\mathbb{E}}\left[\varphi\left(\langle B\rangle_{t}\right)\right]=$ $\max _{v \in\left[\underline{\sigma}^{2}, \bar{\sigma}^{2}\right]} \varphi(v t)$ and we can also prove that $\hat{c}$-quasi-surely, $\underline{\sigma}^{2} t \leq\langle B\rangle_{t+s}-$ $\langle B\rangle_{s} \leq \bar{\sigma}^{2} t$. It follows that

$$
\hat{\mathbb{E}}\left[\left|\langle B\rangle_{s+t}-\langle B\rangle_{s}\right|^{2}\right]=\sup _{P \in \mathcal{P}_{G}} E_{P}\left[\left|\langle B\rangle_{s+t}-\langle B\rangle_{s}\right|^{2}\right]=\max _{v \in\left[\sigma^{2}, \bar{\sigma}^{2}\right]}|v t|^{2}=\bar{\sigma}^{4} t^{2}
$$

We then can apply Kolmogorov's criteria to prove that $\langle B\rangle_{s}(\omega) \hat{c}$-q.s. has continuous paths.
3.7. Itô's formula for $G$-Brownian motion. We have the corresponding Itô formula of $\Phi\left(X_{t}\right)$ for a " $G$-Itô process" $X$. The following form of Itô's formula was obtained by Peng (2006a) and improved by Gao (2009). The following result of Li and Peng (2009) significantly improved the previous ones. We now consider an Itô process

$$
X_{t}^{\nu}=X_{0}^{\nu}+\int_{0}^{t} \alpha_{s}^{\nu} d s+\int_{0}^{t} \eta_{s}^{\nu} d\langle B\rangle_{s}+\int_{0}^{t} \beta_{s}^{\nu} d B_{s}
$$

Proposition 3.6. Let $\alpha^{\nu}, \eta^{\nu} \in M_{G}^{1}(0, T)$ and $\beta^{\nu} \in M_{G}^{2}(0, T), \nu=1, \cdots, n$. Then for each $t \geq 0$ and each function $\Phi$ in $C^{1,2}\left([0, t] \times \mathbb{R}^{n}\right)$ we have

$$
\begin{aligned}
\Phi\left(t, X_{t}\right)-\Phi\left(s, X_{s}\right)= & \sum_{\nu=1}^{n} \int_{s}^{t} \partial_{x^{\nu}} \Phi\left(u, X_{u}\right) \beta_{u}^{\nu} d B_{u}+\int_{s}^{t}\left[\partial_{u} \Phi\left(u, X_{u}\right)\right. \\
& \left.+\partial_{x_{\nu}} \Phi\left(u, X_{u}\right) \alpha_{u}^{\nu}\right] d u \\
& +\int_{s}^{t}\left[\sum_{\nu=1}^{n} \partial_{x^{\nu}} \Phi\left(u, X_{u}\right) \eta_{u}^{\nu}\right. \\
& \left.+\frac{1}{2} \sum_{\nu, \mu=1}^{n} \partial_{x^{\mu} x^{\nu}}^{2} \Phi\left(u, X_{u}\right) \beta_{u}^{\mu} \beta_{u}^{\nu}\right] d\langle B\rangle_{u} .
\end{aligned}
$$

In fact Li and Peng (2009) allows all the involved processes $\alpha^{\nu}, \eta^{\nu}$ to belong to a larger space $M_{\omega}^{1}(0, T)$ and $\beta^{\nu}$ to $M_{\omega}^{2}(0, T)$.
3.8. Stochastic differential equations. We have the existence and uniqueness result for the following SDE:

$$
X_{t}=X_{0}+\int_{0}^{t} b\left(X_{s}\right) d s+\int_{0}^{t} h\left(X_{s}\right) d\langle B\rangle_{s}+\int_{0}^{t} \sigma\left(X_{s}\right) d B_{s}, t \in[0, T]
$$

where the initial condition $X_{0} \in \mathbb{R}^{n}$ is given and $b, h, \sigma: \mathbb{R}^{n} \mapsto \mathbb{R}^{n}$ are given Lipschitz functions, i.e., $\left|\varphi(x)-\varphi\left(x^{\prime}\right)\right| \leq K\left|x-x^{\prime}\right|$, for each $x, x^{\prime} \in \mathbb{R}^{n}, \varphi=b, h$ and $\sigma$, respectively. Here the interval $[0, T]$ can be arbitrarily large. The solution of the SDE is a continuous process $X \in M_{G}^{2}\left(0, T ; \mathbb{R}^{n}\right)$.
3.9. Brownian motions, martingales under nonlinear expectation. We can also define a non-symmetric $G$-Brownian under a sublinear or nonlinear expectation space. Let $G(p, A): \mathbb{R}^{d} \times \mathbb{S}(d) \mapsto \mathbb{R}$ be a given sublinear function monotone in $A$, i.e., in the form (2.9). It is proved in Peng (2010, Sec.3.7, 3.8) that there exists an $\mathbb{R}^{2 d}$-valued Brownian motion $\left(B_{t}, b_{t}\right)_{t \geq 0}$ such that $\left(B_{1}, b_{1}\right)$ is $G$-distributed. In this case $\Omega=C\left([0, \infty), \mathbb{R}^{2 d}\right),\left(B_{t}(\omega), b_{t}(\omega)\right)$ is the canonical process, and the completion of the random variable space is $\left(\Omega, L_{G}^{1}(\Omega)\right)$. $B$ is a symmetric Brownian motion and $b$ is non-symmetric. Under
the sublinear expectation $\hat{\mathbb{E}}, B_{t}$ is normal distributed and $b_{t}$ is maximal distributed. Moreover for each fixed nonlinear function $\tilde{G}(p, A): \mathbb{R}^{d} \times \mathbb{S}(d) \mapsto \mathbb{R}$ which is dominated by $G$ in the following sense:

$$
\tilde{G}(p, A)-\tilde{G}\left(p^{\prime}, A^{\prime}\right) \leq G\left(p-p^{\prime}, A-A^{\prime}\right), p, p^{\prime} \in \mathbb{R}, A, A^{\prime} \in \mathbb{S}(d)
$$

we can construct a nonlinear expectation $\widetilde{\mathbb{E}}$ on $\left(\Omega, L_{G}^{1}(\Omega)\right)$ such that

$$
\widetilde{\mathbb{E}}[X]-\widetilde{\mathbb{E}}[Y] \leq \hat{\mathbb{E}}[X-Y], \quad X, Y \in L_{G}^{1}(\Omega)
$$

and that the pair $\left(B_{t}, b_{t}\right)_{t \geq 0}$ is an $\mathbb{R}^{2 d}$-valued Brownian motion under $\widetilde{\mathbb{E}}$. We have

$$
\tilde{G}(p, A)=\widetilde{\mathbb{E}}\left[\left\langle b_{1}, p\right\rangle+\frac{1}{2}\left\langle A B_{1}, B_{1}\right\rangle\right], \quad p \in \mathbb{R}^{d}, \quad A \in \mathbb{S}(d)
$$

This formula gives us a characterization of the change of expectations (a generalization of the notion of change of measures in probability theory) from one Brownian motion to another one, using different generator $G$.

Moreover, $\widetilde{\mathbb{E}}$ allows conditional expectations $\widetilde{\mathbb{E}}_{t}: L_{G}^{p}(\Omega) \mapsto L_{G}^{p}\left(\Omega_{t}\right)$ which is still dominated by $\hat{\mathbb{E}}_{t}: \widetilde{\mathbb{E}}_{t}[X]-\widetilde{\mathbb{E}}_{t}[Y] \leq \hat{\mathbb{E}}_{t}[X-Y]$, for each $t \geq 0$, satisfying:

1. $\widetilde{\mathbb{E}}_{t}[X] \geq \widetilde{\mathbb{E}}_{t}[Y]$, if $X \geq Y$,
2. $\widetilde{\mathbb{E}}_{t}[X+\eta]=\widetilde{\mathbb{E}}_{t}[X]+\eta$, for $\eta \in L_{G}^{p}\left(\Omega_{t}\right)$,
3. $\widetilde{\mathbb{E}}_{t}[X]-\widetilde{\mathbb{E}}_{t}[Y] \leq \hat{\mathbb{E}}_{t}[X-Y]$,
4. $\widetilde{\mathbb{E}}_{t}\left[\widetilde{\mathbb{E}}_{s}[X]\right]=\widetilde{\mathbb{E}}_{s \wedge t}[X]$, in particular, $\widetilde{\mathbb{E}}\left[\widetilde{\mathbb{E}}_{s}[X]\right]=\widetilde{\mathbb{E}}[X]$.

In particular, the conditional expectation of $\hat{\mathbb{E}}_{t}: L_{G}^{p}(\Omega) \mapsto L_{G}^{p}\left(\Omega_{t}\right)$ is still sublinear in the following sense:
5. $\hat{\mathbb{E}}_{t}[X]-\hat{\mathbb{E}}_{t}[Y] \leq \hat{\mathbb{E}}_{t}[X-Y]$,
6. $\hat{\mathbb{E}}_{t}[\eta X]=\eta^{+} \hat{\mathbb{E}}_{t}[X]+\eta^{-} \hat{\mathbb{E}}_{t}[-X], \quad \eta$ is a bounded element in $L_{G}^{1}\left(\Omega_{t}\right)$.

A process $\left(Y_{t}\right)_{t \geq 0}$ is called a $\tilde{G}$-martingale (respectively, $\tilde{G}$-supermartingale; $\tilde{G}$-submartingale) if for each $t \in[0, \infty), M_{t} \in L_{G}^{1}\left(\Omega_{t}\right)$ and for each $s \in[0, t]$, we have

$$
\left.\widetilde{\mathbb{E}}_{s}\left[M_{t}\right]=M_{s}, \quad \text { (respectively, } \quad \leq M_{s} ; \quad \geq M_{s}\right) .
$$

It is clear that for each $X \in L_{G}^{1}\left(\Omega_{T}\right), M_{t}:=\widetilde{\mathbb{E}}_{t}[X]$ is a $\tilde{G}$-martingale. In particular, if $X=\varphi\left(b_{T}+B_{T}\right)$, for a bounded and continuous real function $\varphi$ on $\mathbb{R}^{d}$, then

$$
M_{t}=\widetilde{\mathbb{E}}_{t}[X]=u\left(t, b_{t}+B_{t}\right)
$$

where $u$ is the unique viscosity solution of the PDE

$$
\partial_{t} u+\tilde{G}\left(D_{x} u, D_{x x}^{2} u\right)=0, \quad t \in(0, T), \quad x \in \mathbb{R}^{d},
$$

with the terminal condition $\left.u\right|_{t=T}=\varphi$. We have discussed the relation between BSDEs and PDEs in the last section. Here again we can claim that in general $\tilde{G}$-martingale can be regarded as a path-dependent solution of the above fully nonlinear PDE. Also a solution of this PDE is a state-dependent $\tilde{G}$-martingale.

We observe that, even with the language of PDE, the above construction of Brownian motion and the related nonlinear expectation provide a new norm which is useful in the point view of PDE. Indeed, $\|\varphi\|_{L_{G}^{p}}:=\hat{\mathbb{E}}\left[\left|\varphi\left(B_{T}\right)\right|^{p}\right]^{1 / p}$ forms an norm for real functions $\varphi$ on $\mathbb{R}^{d}$. This type of norm was proposed in Peng (2005b). In general, a sublinear monotone semigroup (or, nonlinear Markovian semigroup of Nisio's type) $Q_{t}(\cdot)$ defined on $C_{b}\left(\mathbb{R}^{n}\right)$ forms a norm $\|\varphi\|_{Q}=\left(Q_{t}\left(|\varphi|^{p}\right)\right)^{1 / p}$. A viscosity solution of the form

$$
\partial_{t} u-G\left(D u, D^{2} u\right)=0,
$$

forms a typical example of such a semigroup if $G=G(p, A)$ is a sublinear function which is monotone in $A$. In this case $\|\varphi\|_{Q}^{p}=u(t, 0)$, where $u$ is the solution of the above PDE with initial condition given by $\left.u\right|_{t=0}=|\varphi|^{p}$.

Let us give an explanation, for a given $X \in L_{G}^{p}\left(\Omega_{T}\right)$, how a $\tilde{G}$-martingale $\left(\widetilde{\mathbb{E}}_{t}[X]\right)_{t \in[0, T]}$, rigorously obtained in Peng from (2005a,b) to (2010a), can be regarded as the solution of a new type of "fully nonlinear" BSDE which is also related to a very interesting martingale representation problem. By using a technique given in Peng (2007b,2010a), it is easy to prove that, for given $Z \in M_{G}^{2}(0, T)$ and $p, q \in M_{G}^{1}(0, T)$, the process $Y$ defined by

$$
\begin{equation*}
Y_{t}=Y_{0}+\int_{0}^{t} Z_{s} d B_{s}+\int_{0}^{t} p_{s} d b_{s}+\int_{0}^{t} q_{s} d\langle B\rangle_{s}-\int_{0}^{t} \tilde{G}\left(p_{s}, 2 q_{s}\right) d s, \quad t \in[0, T] \tag{3.1}
\end{equation*}
$$

is a $\tilde{G}$-martingale. The inverse problem is the so-called nonlinear martingale representation problem: to find a suitable subspace $\mathcal{M}$ in $L_{G}^{1}\left(\Omega_{T}\right)$ such that $Y_{t}:=\widetilde{\mathbb{E}}_{t}[X]$ has expression (3.1) for each fixed $X \in \mathcal{M}$. This also implies that the quadruple of the processes $(Y, Z, p, q) \in M_{G}^{2}(0, T)$ satisfies a new structure of the following BSDE:

$$
\begin{equation*}
-d Y_{t}=\tilde{G}\left(p_{t}, 2 q_{t}\right) d t-Z_{t} d B_{t}-p_{t} d b_{t}-q_{t} d\langle B\rangle_{t}, \quad Y_{T}=X \tag{3.2}
\end{equation*}
$$

For a particular case where $\tilde{G}=G=G(A)\left(\right.$ thus $\left.b_{t} \equiv 0\right)$ and $G$ is sublinear, this martingale representation problem was raised in Peng (2007, 2008 and 2010a). In this case the above formulation becomes:

$$
-d Y_{t}=2 G\left(q_{t}\right) d t-q_{t} d\langle B\rangle_{t}-Z_{t} d B_{t}, \quad Y_{T}=X
$$

Actually, this representation can be only proved under a strong condition where $X \in \mathcal{H}_{T}$, see Peng (2010a), Hu, Y. and Peng (2010). For a more general $X \in$ $L_{G}^{2}\left(\Omega_{T}\right)$ with $\mathbb{E}[X]=-\mathbb{E}[-X], \mathrm{Xu}$ and Zhang (2009) proved the following representation: there exists a unique process $Z \in M_{G}^{2}(0, T)$ such that $\mathbb{E}_{t}[X]=$
$\mathbb{E}[X]+\int_{0}^{t} Z_{s} d B_{s}, t \in[0, T]$. In more general case, we observe that the process $K_{t}=\int_{0}^{t} G\left(2 q_{s}\right) d s-\int_{0}^{t} q_{s} d\langle B\rangle_{s}$ is an increasing process with $K_{0}=0$ such that $-K$ is a $G$-martingale. Under the assumption $\hat{\mathbb{E}}\left[\sup _{t \in[0, T]} \mathbb{E}_{t}\left[|X|^{2}\right]\right]<\infty$, Soner, Touzi and Zhang (2009) first proved the following result: there exists a unique decomposition $(Z, K)$ such that

$$
\mathbb{E}_{t}[X]=\mathbb{E}[X]+\int_{0}^{t} Z_{s} d B_{s}-K_{t}, \quad t \in[0, T]
$$

The above assumption was weakened by them to $\mathbb{E}\left[|X|^{2}\right]<\infty$ in their 2010 version and also, independently, by Song (2010) with an even weaker assumption $\mathbb{E}\left[|X|^{\beta}\right]<\infty$, for a given $\beta>1$, by using a quite different method. Our problem of representation is then reduced to prove $K_{t}=\int_{0}^{t} G\left(2 q_{s}\right) d s-\int_{0}^{t} q_{s} d\langle B\rangle_{s}$. Hu and Peng (2010) introduced an a prior estimate for the unknown process $q$ to get a uniqueness result for $q$. Soner, Touzi and Zhang (2010) proved the well-posenes of the following type of BSDE, called 2BSDE, or 2nd order BSDE,

$$
-d Y_{t}=F\left(t, Y_{t}, Z_{t}\right) d t-Z_{t} d B_{t}-d K_{t}, \quad Y_{T}=X
$$

This 2BSDE is in fact quite different from the first paper by Cheridito, Soner, Touzi and Victoir (2007) which was within the framework of classical probability space.

We prefer to call (3.2) a BSDE under nonlinear expectation, (see Peng (2005b)), or a fully nonlinear BSDE, instead of 2BSDE. Indeed, in a typical situation where $\tilde{G}=g(p)$ (thus $B_{t} \equiv 0, Z_{t} \equiv 0$ ), the solution $Y_{t}=\widetilde{\mathbb{E}}_{t}[X]$ is in fact related to a first order fully nonlinear PDE of the form $\partial_{t} u-g(D u)=0$. Generally speaking, with different generators $\tilde{G}, Y_{t}=\widetilde{\mathbb{E}}_{t}[X]$ gives us 'path-dependent' solutions of a very large type of quasi-linear or fully nonlinear parabolic PDEs of the first and second order.

Note that for a given $X \in L_{G}^{1}\left(\Omega_{T}\right)$, the $\tilde{G}$-martingale $Y_{t}:=\widetilde{\mathbb{E}}_{t}[X]$ has solved the part $Y$ of the fully nonlinear BSDE (3.2). Furthermore, we can follow the domination approach introduced in Peng (2005b, Theorem 6.1) to consider the following type of multi-dimensional fully nonlinear BSDE:

$$
\begin{equation*}
Y_{t}^{i}=\widetilde{\mathbb{E}}_{t}^{i}\left[X^{i}+\int_{t}^{T} f^{i}\left(s, Y_{s}\right) d s\right], \quad i=1, \cdots, m, \quad Y=\left(Y^{1}, \cdots, Y^{m}\right) \tag{3.3}
\end{equation*}
$$

where, as for a $\tilde{G}$-expectation, for each $i=1, \cdots, m, \widetilde{\mathbb{E}}^{i}$ is a $\tilde{G}_{i}$-expectation and $\tilde{G}_{i}$ is a real function on $\mathbb{R}^{d} \times \mathbb{S}(d)$ dominated by $G$. Then it can be proved that if $f^{i}(\cdot, y) \in M_{G}^{1}(0, T), y \in \mathbb{R}^{d}$, and is Lipschitz in $y$, for each $i$, then for each given terminal condition $X=\left(X^{1}, \cdots, X^{m}\right) \in L_{G}^{1}\left(\Omega_{T}, \mathbb{R}^{m}\right)$, there exists a unique solution $Y \in M_{G}^{1}\left(0, T, \mathbb{R}^{m}\right)$ of $\operatorname{BSDE}$ (3.3).

Another problem is for stopping times. It is known that stopping times play a fundamental role in classical stochastic analysis. But up to now it is difficult to apply stopping time techniques in $G$-expectation space since the stopped
process may not belong to the class of processes which are meaningful in the $G$-framework. Song (2010b) considered the properties of hitting times for $G$ martingale and the stopped processes. He proved that the stopped processes for G-martingales are still G-martingales and that the hitting times for symmetric G-martingales with strictly increasing quadratic variation processes are quasicontinuous.
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#### Abstract

Numerous ideas and methods derived from Indian mathematics became familiar in the west long before European scholars began systematically studying Sanskrit scientific texts. The name "Indian" was attached to many mathematical concepts and techniques in West Asia/North Africa and Europe starting at the beginning of the medieval period, from the "Indian numbers" and "Indian calculation" adopted by Arab mathematicians to the "Hindoo method" for solving quadratic equations in nineteenth-century algebra textbooks. Likewise, the Sanskrit term "Yavana", originally a transliteration of "Ionian (Greek)" but later applied to other foreigners as well, was applied by Indian scholars to various foreign importations in the exact sciences. This talk explores the historical process of adoption and assimilation of "foreign mathematics" both in and from India.
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## Introduction

Nowadays, the very concept of an "International Congress of Mathematicians" refutes the idea that "foreign identity" somehow intrinsically affects the transmission of mathematics. Colleagues in a particular mathematical discipline from all over the world now read the same research papers, apply the same subject classifications to their field of study, and use the same criteria to judge the

[^48]truth of their results. There are still foreign countries and foreign languages, but there is no more foreign mathematics.

It is sometimes argued that mathematics inherently transcends "foreignness" by its abstract and rigorous nature. Since, for example, every mathematician in every culture agrees that $2+2=4$, mathematics ranks as a universal language that makes other language differences irrelevant. But this observation overlooks the fact that even if mathematicians agree on the essential truth of a statement like $2+2=4$, there are many other things about it on which they can disagree: e.g., how it should be symbolically represented, how the calculation should be performed, and how its truth should be demonstrated. Historically, cultural and linguistic divisions - that is, "foreignness"-often coincided with the dividing lines in such disagreements. This paper examines how foreign identity affected perceptions of mathematics and mathematicians across one very marked cultural and linguistic divide: that between the Indians and the so-called "Yavanas".

Yavanas and Indians. The Sanskrit name "Yavana" (or "Yona") was originally a rendering of the Greek "Ionian", an appellation of the Eastern Greeks who came into contact with Indians when Alexander the Great's armies crossed the Himalayas. When Alexander turned westward again, not all of his troops went back with him. Some established petty states (the "Indo-Greek" kingdoms) in the north and west of India, and were known to their neighbors by Sanskrit titles like "Yavana-rāja", "king of the Yavanas".

In later centuries the name "Yavana" was applied to other foreigners entering India from the northwest, including the Indo-Scythians ("Śakas"), medieval Persian and Turkic Muslim groups, and sometimes even modern European colonists. The "Yavanas" treated here are mostly those of classical antiquity and medieval and early modern Europe.

## Images of Indian Mathematics in the West

Ancient allusions. It was over twenty-three hundred years ago that the professional activities of the mathematical scientists of India seem to have made their first known appearance in a western text. The Greek ambassador to the court of Candragupta in northeastern India, Megasthenes, commented on the Indian "philosophers" as follows:
...[G]athered together in a great assembly at the beginning of the year, they foretell the droughts and rains, propitious winds and diseases and other things that may benefit the hearers. . . A philosopher who errs in his predictions incurs no other penalty than disgrace, and remains silent for the rest of his life. [37, pp. 91-92], [27, pp. 40-41]

These "philosophers" were apparently forerunners of the mathematician-astronomer-astrologers known from Sanskrit scientific texts in later centuries, who were responsible for astronomical and astrological predictions, maintaining the calendar, training students in the exact sciences, and developing new mathematical knowledge. The technical details of their learning don't appear to have received much attention from Megasthenes and his contemporaries, who were much more interested in Indian geography and the varieties of Indian animals (particularly elephants). But from then on, scholars in the western tradition were at least dimly aware of a professional category of philosophers or learned men in India.

Nearly a thousand years after Megasthenes in 662 CE, the first known specific acknowledgement of Indian mathematical accomplishments surfaced in a western document, in the Syrian bishop Severus Sebokht's famous allusion to the "nine signs" of the Indian decimal place-value numerals:

I will omit all discussion of the science of the Hindus, a people not the same as the Syrians; their subtle discoveries in this science of astronomy, discoveries that are more ingenious than those of the Greeks and the Babylonians; their valuable methods of calculation; and their computing that surpasses description. I wish only to say that this computation is done by means of nine signs. If those who believe, because they speak Greek, that they have reached the limits of science should know these things they would be convinced that there are also others who know something. [10], [28, pp. 225-227]

These "nine signs" would of course have been accompanied in the Indian numerals by a tenth, the round zero symbol to indicate an empty place, but Sebokht apparently did not consider the zero as representing a "number". The "valuable methods of calculation" and "computing" that he ascribed to the Indians certainly included their decimal arithmetic, but we don't know any other specifics of his acquaintance with Indian mathematics or astronomy.

The "Indian learned men" in European texts. A similar accolade to the "science of the Indians" appears in a late tenth-century Latin manuscript:

We must know that the Indians have a most subtle talent and all other races yield to them in arithmetic and geometry and the other liberal arts. And this is clear in the nine figures with which they are able to designate each and every degree of each order (of numbers). [3, p. 17]

The Indian figures were not in fact the first system ever devised for representing "each and every degree of each order" with a limited set of glyphs by means of the place-value principle. For instance, the ancient Babylonians alluded to by Sebokht had developed sexagesimal or base-60 place-value numerals for both
integer and fractional numbers, traces of which persisted in the common western sexagesimal units for measuring intervals of time and degrees of arc. But the Babylonian place-value system for ordinary numeration and arithmetic had not been passed on to its successor cultures, so the Indian "nine figures" were the first instance of place-value that medieval western mathematicians encountered.

The system of the ten numeral signs was thoroughly described a little later in various high-medieval European works that disseminated Indian calculation. Examples include Latin versions of al-Khwārizmi's ninth-century Arabic text on decimal arithmetic, Latin translations of Hebrew works by the twelfth-century Jewish scholar Abraham ibn Ezra, and the Liber abaci or "Book of calculation" written by the Italian merchant and mathematician Leonardo of Pisa ("Fibonacci") at the start of the thirteenth century. Leonardo explains:
[F]ollowing my introduction, as a consequence of marvelous instruction in the art, to the nine digits of the Indians, the knowledge of the art very much appealed to me before all others... [A]ll this, the algorism as well as the Pythagorean art, I considered as almost a mistake compared to the method of the Indians. . .

The nine Indian figures are: 98765432 1. With these nine figures, and with the sign 0 which the Arabs call zephir [Arabic s sifr], any number whatsoever is written...[38, pp. 15-16], [11]

Remarks on the same topic attributed to Abraham ibn Ezra make it clear that not just the nine figures but the zero symbol as well were known to be of Indian origin, despite the zero's Arabic name:

The learned men of India named all their numbers up through nine and drew figures for the nine numerals... [39, p. 2] It is the custom of the Indians to put a little circle like o as a sign if there is no degrees place [in a sexagesimal arc measurement]. [24, pp. 210, 96-98]

Indeed, ibn Ezra was aware not only of the techniques of Indian decimal arithmetic but also, more distantly, of Indian geometry as represented by their value of $\pi$ :

The learned men of India say: If the diameter [of a circle] is 20000, then the periphery is 62838 . [39, p. 87]
(This assertion is slightly mistaken: in fact, the circumference value for a diameter of 20000 known from Sanskrit texts as early as the sixth century is 62832 , not 62838 , equivalent to a $\pi$ value of 3.1416 rather than ibn Ezra's 3.1419 [16, pp. 2-3].) Ibn Ezra notes elsewhere that the "circumference of the Indians" is bigger by a factor of $\frac{107}{105}$ or $\frac{367}{360}$ than the circumference according to "arithmeticians" or "geometers" [24, pp. 209, 96-97], which indicates that such practitioners were using a value for $\pi$ around 3.08.

How the Indian numerals became "Arabic". The image of the mathematically astute Indians, now established in European scholarly consciousness, soon blossomed into various legends and imaginary attributions. Abraham ibn Ezra himself recounted an apocryphal story about how an eighthcentury Jewish envoy to India from the caliph al-Ṣaffāh persuaded an Indian sage to introduce the decimal system in the west:
...[A] wise man of Arin [Ujjain in Madhya Pradesh, traditionally located on the Indian prime meridian] decided to come to the king for a large sum after the Jew promised him that he would stay for only one year, and then could return home. Then the wise man, whose name was Kankah, was brought to the king, and taught the Arabs the basis of number, which lies in nine characters. [29, p. 101]

As we know from Sebokht's abovementioned comment, the Indian decimal numerals must in fact have penetrated to West Asia at least by the previous century. But by a natural process of elaboration and association, they were attached to the name of the semi-legendary Indian authority "Kankah" or Kanaka, who appeared in several similar elaborations in Islamic sources [30, vol. 2, p. 19].

Other myths evolved about the name "algorym" or "algorism" for the procedures of decimal arithmetic. The word was derived originally from the name of al-Khwārizmī, but later was traced to various fanciful sources, including an alleged "king of India", as the following remarks in a fourteenth-century English arithmetic treatise [5, p. 28] attest:

And pis boke tretys be Craft of Nombryng, be quych crafte is called also Algorym. Ther was a kyng of Inde, be quich heyth Algor, \& he made pis craft. And after his name he called hit algorym; or els anoper cause is quy it is called Algorym, for be latyn word of hit s. Algorismus comes of Algos, grece, quid est ars, latine, craft on englis, and rides, quid est numerus, latine, A nombur on englys...
this present craft ys called Algorismus, in pe quych we vse teen signys of Inde. Questio. Why ten fyguris of Inde? Solucio. for as I haue sayd afore pai were fonde fyrst in Inde of a kynge of pat Cuntre, bat was called Algor. [41, p. 3]
The shadowy figures of their Indian counterparts were obscured to some extent in the minds of western mathematicians by their nearer neighbors, the Arab and Jewish scholars from whose works many Latin mathematical texts were more directly derived. As the thirteenth-century scholar John of Sacrobosco noted in his Algorismus Vulgaris or Popular Arithmetic,

In this art we write [higher numbers] toward the left in the style of the Arabs, the inventors of this science. [12, p. 5] [4, p. 7]
The notion of the decimal place-value digits increasing in value from right to left not surprisingly suggested to Latin authors an association with the right-toleft script of Arabic or Hebrew. The identification of decimal place-value digits
as "Arabic numbers" eventually became standard in European mathematical writing. Mistrust of their exotic origin also inspired the label "foreigners' (or barbarians') numbers"; this name lingered as a routine technical term even after the decimal digits themselves were wholly naturalized in Europe, as when Jakob Bernoulli in the 1680's used "numeri barbari, seu Arabici" and "numeri Romani" to designate rows and columns of a table of exponents [26, p. 18].

## How the double false position method became "Indian". On

 the other hand, some mathematical practices attributed to the "learned men of the Indians" in western texts seem to have had little or no basis in actual Indian mathematics. A case in point is the so-called "method of increase and decrease" or double false position technique described in a Latin work, apparently a twelfth-century translation of a source in Hebrew or Arabic, titled Liber augmenti et diminutionis vocatus numeratio divinationis, ex eo quod sapientes Indi posuerunt, quem Abraham compilavit et secundum librum qui Indorum dictus est composuit or "Book of increase and decrease, called calculation of predicting, [or guessing] from what the Indian wise men established, which Abraham compiled and composed according to a book said [to be] of the Indians" [25, vol. 1, pp. 304-305]. The compiler of the source appears not to have been the abovementioned Abraham ibn Ezra [19, 18, p. 80], but the translator may have thought that the work was his. After a brief listing of the contents, the text begins:I have compiled this book according to what the learned men of the Indians have found out about the calculation of predicting, investigating and seeking out the usefulness of that, and persevering it, and understanding its intention.

Whence therefore: there is a square from which a third of it is subtracted, and a quarter, and there is eight that remains. How much is the square? The start of the calculation is that you assume a guess of twelve. . . and you subtract a third and a fourth of it, which is seven, and five remains. Then you compare that with eight... it appears that you have an error of three too little.

Keep that, and then assume a second guess separate from the former, and let it be twenty-four, and subtract a third and a fourth of it, which is fourteen, and ten remains. So then you compare that with eight... And it appears that you have an error of two too much.

Multiply the error of the second guess, which is two, by the first guess, which is twelve, and 24 results. And multiply the error of the first guess, which is three, by the second guess, which is twentyfour, and it is 72 . Therefore add 24 and 72 , since one error is too little and the other too much. . . the sum will be ninety-six; then add the two errors, which are three and two, and five results; and then
divide ninety-six by five. . . and your result is nineteen drachmas and one-fifth drachma.

That is, given the following relation,

$$
x^{2}-\frac{1}{3} x^{2}-\frac{1}{4} x^{2}=8 \quad \text { or } \quad \frac{5}{12} x^{2}=8
$$

one is to use two guesses to solve for $x^{2}$, as follows.
First assume $x^{2}=12$, which when modified as stated in the problem gives $\frac{5}{12} x^{2}=5$, which falls short by 3 of the desired result 8 . Then assume $x^{2}=24$ and get $\frac{5}{12} x^{2}=10$, which exceeds the desired result 8 by 2 . Each guess is then multiplied by the error produced by the other guess, and the sum of the products is divided by the sum of the errors to give the true $x^{2}$ :

$$
x^{2}=\frac{2 \cdot 12+3 \cdot 24}{2+3}=\frac{96}{5}, \quad \text { and indeed } \quad \frac{5}{12} \cdot \frac{96}{5}=8
$$

Despite the appearance of an $x^{2}$ term in this equation, it is essentially a linear expression, where the desired value is found by linearly interpolating between two arbitrary values. This is easy to see if we let $w$ represent the value of $x^{2}$ and define an "error function" $f(w)=\frac{5}{12} w-8$. The root of $f(w)$ is computed by linear interpolation between two guesses $w_{1}$ and $w_{2}$, as the following graph illustrates:


The similarily of the right triangles in the figure implies that

$$
\frac{w-w_{1}}{\left|f\left(w_{1}\right)\right|}=\frac{w_{2}-w_{1}}{\left|f\left(w_{1}\right)\right|+\left|f\left(w_{2}\right)\right|}
$$

or equivalently,

$$
w=\frac{w_{2}\left|f\left(w_{1}\right)\right|+w_{1}\left|f\left(w_{2}\right)\right|}{\left|f\left(w_{1}\right)\right|+\left|f\left(w_{2}\right)\right|}
$$

which is equivalent to "Abraham's" rule for the desired square.
This technique of linear interpolation with two supposed results in order to find the true result is the standard "regula elchataym" or "double-false" rule
common in Islamic and medieval western arithmetic, which was routinely ascribed by Arabic texts to "the Indians" [18, p. 81]. But in fact, the "double-false" rule illustrated here was not used in this way in Indian arithmetic. Sanskrit texts from at least the middle of the first millennium CE did use iterated linear interpolation (known as Regula Falsi in modern numerical analysis) exclusively to approximate solutions to certain non-linear equations in astronomy.

For solving linear equations, however, they used more efficient methods: either algebra procedures similar to our own or a simpler version of false position called "operation with an assumed [quantity]", employing linear proportion to find the desired value with only one wrong guess [33, pp. 182-183]. For instance, to solve $\frac{5}{12} w=8$, one might guess $w=24$, find $\frac{5}{12} \cdot 24=10$, and proportionally compute the true $w=\frac{24 \cdot 8}{10}=\frac{96}{5}$. But typically, an Indian mathematician would prescribe simply setting up an equation in essentially the same way it is done today, allowing for some differences in notation. Compare the cumbersome "double-false" procedure in the Latin text with an actual Indian solution to a linear equation problem of the same period:

Two [people] have equal wealth. One has six horses and three hundred rupees, the other ten horses and a debt of a hundred rupees...What is the price of a horse?

| $y \bar{a}$ | 6 | $r \bar{u}$ | 300 |
| :---: | :---: | :---: | :---: |
| $y \bar{a}$ | 10 | $r \bar{u}$ | 100 |

...When the difference of the rupees, $r \bar{u} 400$, is divided by the difference of the unknowns, $y \bar{a} 4$, the quotient is the amount of one unknown, 100... (Bhāskara, Bīja-gaṇita E36) [15, pp. 41-42]

The negative value is signified by an overdot, and the two sides of the equation are stacked vertically, without operators or equals sign, but the solution method is equivalent to our own.

It is not clear how mathematicians writing in Arabic, and consequently their Latin redactors and translators, acquired the notion that the popular noniterated double false position method for solving linear equations was derived from the "learned men of the Indians". Perhaps the attribution arose from a vague awareness of the Indian iterated double-false method, or perhaps it was part of a hitherto undocumented sub-scientific tradition of practical "merchant mathematics" among Indians [18, p. 81]; it is not attested in known Sanskrit compilations of practical mathematical rules [13, 14]. Or perhaps in this case the name "Indian" merely stood for an exotic source of arcane learning in general, as the names "Egyptian" and "Chaldaean" also sometimes did in western texts.

## Evidence for "crypto-Indian" mathematics in Europe. Be-

 sides the various mathematical sources and concepts to which European authors explicitly assigned (rightly or wrongly) an Indian origin, there were variousfeatures of the content and structure of arithmetic and algebra books in the Renaissance that distinctly resembled their counterparts in Sanskrit works, although not directly ascribed to Indian sources [17]. The classic "Rule of Three" or linear proportion (Sanskrit trairāśika or "[rule] of three quantities"), for instance, has been noted as bearing remarkably similar forms in early medieval India and in Renaissance Europe [36, pp. 152-153].

The organization of topics in arithmetic texts also suggests the possibility of Indian influence through transmission channels not yet traced. A more or less standard approximate order for basic arithmetic subjects had begun to develop at least by the middle of the first millennium CE in India. The following table roughly reproduces that order for some major topics in the renowned Lı̄̄avatı̄ of the Indian mathematician Bhāskara, and juxtaposes it with the corresponding subject sequences in L'aritmétique of the sixteenth-century French scholar Jacques Peletier, as well as the Liber abaci of Leonardo [17, pp. 1-4], [38, pp. 5-11].

| Bhāskara, 12th c. | Peletier, 1552 | Fibonacci, 1202 |
| :---: | :---: | :---: |
| Numeration | Def. of number | Numeration |
| Add/subtract | Add/subtract | Multiplication |
| Multiplication | Multiplication | Addition |
| Division | Division | Subtraction |
| Squaring |  |  |
| Square root | Square root | Fractions with integers |
| Cubing |  |  |
| Cube root | Cube root | Fraction arithmetic |
| Fractions | Fractions | Rule of three |
| Zero |  |  |
| Inversion |  |  |
| Single false pos. | Double false pos. | Barter |
| Rules of three | Rules of three | Mixtures |
| Compound proportion | Compound proportion | Alloys |
| Barter |  |  |
| Mixtures | Alloys | Single false pos./inversion |
| Interest |  | Double false pos. |
| Misc. [. . .] | Misc. | Roots |
| Alloys |  |  |
| [...] | [...] | [...] |

Numerous likenesses in the content as well as the classification of many of these arithmetic rules strengthen the plausibility of transmission. However, even if it were possible conclusively to rule out parallel evolution of any of these likenesses in the Indian and European traditions independently, we could not credibly deduce any direct impact from Sanskrit works on Renaissance
mathematics [17, p. 51]. Arguments for such transmission rely on hypotheses about contacts between sub-scientific traditions of recreational and commercial mathematics, about which we still know very little, rather than between scholarly authorities directly.

Awareness of some Indian sources in the modern period. Shortly thereafter, European authors did increasingly come into direct contact with Indian sources of mathematical thought, which contained not only many interesting similarities to the mathematics they were already familiar with, but also some notably novel ideas. For instance, Simon de la Loubère, a French envoy to Siam, published in 1691 a description of methods for constructing magic squares that one of his countrymen had learned from the Indians of Surat [23, pp. 235-288]. However, the widespread interest his account inspired among European readers focused more on understanding and developing the algorithms for such constructions than on investigating their origins, and the Indian techniques eventually became known in Europe under the names of European researchers [6, pp. 295-299]. (More misleadingly still, the Indian technique widely known as the "De la Loubere" method is also commonly called the "Siamese method", from erroneous association with de la Loubère's embassy to Siam rather than with his reference to Surat [42, p. 1839].)

In a somewhat similar but more recent development, a certain form of the method for simplifying the solution of quadratic equations by "completing the square" was reported by early nineteenth-century scholars of Sanskrit technical works as due to the medieval Indian mathematician Śrīdhara [8, pp. 209-210], or more generally to "the Indians" [20, p. 197]. This technique was incorporated into various textbooks as the "Hindu Rule" or "Hindu Method", but the name gradually dropped out of use (as did the method itself) in later texts, and the rule was subsequently rediscovered with no recognition of its Indian origin [35]. Once again, a mathematical concept originally recognized as Indian had begun to shed its foreign identity over time.

## Images of Western Mathematics in India

Where Latin texts had their "barbari", despised as uncouth or bizarre (or heathen) foreigners, Sanskrit texts similarly had their "mlecchas", who were considered alien to sacred language and traditions. The stigma of mleccha identity was associated with their legendary origins among demonic beings called asuras, as recounted in, for instance, the ancient sacred text Śatapatha-brāhmana:

Now the gods and the asuras, both of them sprung from [the creator] Prajāpati, entered upon their father Prajāpati's inheritance...the gods came in for the sacrifice and asuras for speech $[v \bar{a} c]$; the gods for that (heaven) and the asuras for this (earth)...
The gods then cut her [Vāc] off from the asuras; and having gained possession of her and enveloped her completely in fire, they offered
her up...thereby they made her their own; and the asuras, being deprived of speech, were undone...

Such was the unintelligible speech which they then uttered-and he (who speaks thus) is a mleccha (barbarian). Hence let no Brāhmaṇa speak barbarous language, since such is the speech of the asuras. Thus alone he deprives his spiteful enemies of speech; and whosoever knows this, his enemies, being deprived of speech, are undone. [Śata-patha-brāhmaṇa 3.2.1.18-24]

The Brāhmaṇas or "Brahmins", hereditary priests and scholars, were especially charged with maintaining Sanskrit learning and its divine laws, and consequently were admonished to avoid the corruption of barbarian contact: "A Brāhmaṇa who speaks with a mleccha must undergo purification" (Viṣnudharmaśāstra 22.76).

However, this prohibition might sometimes be evaded or even directly challenged. One mleccha group widely viewed as transcending its alien status was the so-called "Yavanas". They and other invaders such as the Sakas or IndoScythians were traditionally considered to be degraded types of Kṣatriyas or hereditary rulers, who had forfeited their earlier status by rebellion or other offenses against the gods:
[Yavanas] also, and other Kṣatriya races, [the sage Vasiṣtha] deprived of the established usages of oblations to fire and the study of the Vedas; and thus separated from religious rites, and abandoned by the Brāhmaṇas these different tribes became mlecchas. (Viṣnupurāṇa 4.3)

Yet this debased race was also described as being worthy of honor as the developers of certain mathematized forms of divination, specifically horoscopic astrology. The sixth-century astronomer/astrologer Varāhamihira famously remarked of them:

For although the Yavanas are mlecchas, they have brought this science to perfection and so are honored like sages; how much more honorable, then, is an astrologer who is a Brāhmaṇa. (Bṛhatsaṃhit $\bar{a}$ 2.15 [21, p. 8])

And in fact, the founding texts of Indian mathematical astrology in the second through fourth centuries CE were composed by Indianized Yavana authors, and openly acknowledged Greek inspiration [31, p. 81]. Later Sanskrit astrology texts retained dozens of Greek loanwords for astrological and astronomical technical terms, and quoted multiple authors with the name or epithet "Yavana" [32, pp. 34-38]. There seems to have been no fear of contamination from mleccha speech in retaining Sanskrit words like liptā, "arc-minute" (from Greek lepton) and kendra, "center" or "anomaly" (from Greek kentron).

The invention of the sine. In the non-astrological Indian mathematical sciences, however, there are many fewer direct references to western sources, and the mathematical features in them that suggest a western origin, such as trigonometry of chords and spherical coordinates, are not explicitly flagged as "foreign" [34, pp. 118-119]. We can reconstruct the process of transmission in these instances only as a plausible hypothesis. In the case of trigonometry, for example, we have only the two variants of the subject that appeared in ancient Greece and ancient India, plus our knowledge of the Indian adoption of Greek astrology and some of its astronomical components at about this time.

The differences between the Greek and Indian versions of trigonometry supply some hints about the hypothesized transmission process. Greek trigonometry, which tabulates only the chords of angles at the center of the circle, is computationally somewhat clumsy: as illustrated on the left side of the diagram below, solving a right triangle with chords requires doubling the given angle (at the circumference) to find the side opposite to it (which is the chord of the angle at the center, equal to twice the angle at the circumference). The corresponding figure on the right represents the Indian form of the solution, which is more efficent: half-chords (sines) are tabulated rather than chords, so any given right triangle can be solved directly with no doubling of angles. The sine, in this view, represents a later Indian improvement on the original "Yavana" chord.


The standard Sanskrit names for the sine or opposite side to the given angle, which mean "bowstring" or half-bowstring", also suggest that the sides of right triangles in circles were first perceived as chords, with the arcs subtending them reminiscent of an archer's bow. The same name "bowstring" was then applied to the more convenient sine quantity. But since the Sanskrit texts are silent on how these techniques and terms originated, any such reconstruction remains conjectural.

The direct absorption of western learning into Indian mathematics per se appears to have commenced only toward the middle of the second millennium, when Sanskrit mathematical authors confronted various Islamic works expounding and extending the results of Hellenistic Greek science. The "Yavana" identity now generally embraced the Central and West Asian Muslim authors of such works as well as the Greek authors who inspired them, but at least some of
the Indian translators were aware of the historical and linguistic complexity of the sources. The following introduction to an early eighteenth-century Sanskrit translation of an Arabic version of Theodosius's Spherics from the late first millennium BCE illustrates this awareness, and also some of the pitfalls of transliteration:

> This book called Ukarāa [Arabic kura, "sphere"], made by Sāvajūusayūsa [Theodosius]. . [was translated] from the Yunān̄$[$ [Arabic, "Ionian, Greek"] language to the Arava language by Abu-la Accā sa-a-ha-sa-ha.. .The fifth figure of the third chapter was arranged by Kustā vivi Lukāa [Qustā ibn Lūqā].. .It was corrected by Sābit vini Kusai [Thābit ibn Qurra]. The commentary was made by Narasīra [Nasīr al-Dīn Tūsī]. It is rendered into Sanskrit words by Nayanasukha. [2, p. 1]

Acknowledgement of Yavana sources did not necessarily imply endorsement of Yavana vocabulary in Sanskrit mathematics. Contrast the treatment of the word "parallel", for which the Sanskrit geometry of this era had devised the technical term samānāntara ("equal-differenced"), in Nayanasukha's translation of the Spherics and in the Hayata-grantha, a Sanskrit translation of the Persian spherical astronomy treatise Risala dar hay'a made probably in the seventeenth century:
> [Hayata-grantha:] When one has made two lines, and made points on one line, if there is equal-difference with points on the other line, then the two equal-differenced lines are called mutavājiyena [Arabic mutawāzin, "parallel"]. [1, p. 11]
> [Nayanasukha:] Two circles on a sphere whose poles are not distinct are equal-differenced circles. [2, p. 13] (Spherics 2.2)

Other translations by Nayanasukha, however, are less strict in their avoidance of transliterated Arabic or Persian words [22, p. 7]. Clearly, while it was seen as desirable to construct a proper Sanskrit technical vocabulary for new mathematical concepts in foreign topics like spherical trigonometry and Ptolemaic astronomy, it was not considered necessary to obliterate all trace of their Yavana origins or their mleccha tongues.

## Perceptions of the "Indians", the "Yavanas", and their Knowledge

What patterns can we trace in these examples of acquisition and assimilation of "foreign" mathematics? For one thing, it is clear that an explicit "foreign" label or the absence thereof on a particular concept does not necessarily mean much. Not surprisingly, such labels are likely to be most accurate at the point
closest to the actual transmission, and recede into irrelevance or fantasy once the concept has become integrated into the receiving tradition.

Such assimilation seems to be often particularly thorough in mathematics, where, for example, even in the information-rich twentieth century the association of a certain algorithm with Indian sources could be largely forgotten in the space of fifty years or so. The internal logic of the structure of mathematics means that identical innovations can emerge independently in different linguistic traditions more easily than in, say, poetry or dialectic; it is also easier for a foreign innovation to take on the coloring of its new environment as an abstract idea.

Nonetheless, in both the western and the Indian traditions a recognized although indistinct picture of the mathematical "foreigners" as a culture seems to have emerged. They were strange; they were wise; they were (possibly) accursed and a threat to civilization; they were fellow-scholars; they had new ideas. Their mutual contributions not only enriched each other's separate mathematical traditions but ultimately enabled their convergence into today's common global culture of mathematical research, where there are no strangers anymore.
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#### Abstract

The study of positive sectional curvature is one of the oldest pursuits in Riemannian geometry, but despite the considerable efforts of many researchers, basic questions remain unanswered. In this lecture we will briefly summarize the state of knowledge in this area and outline the techniques which have had success. These techniques include geodesic and comparison methods, minimal surface methods, and Ricci flow. We will then describe our recent work (see [18], [21], [22]) which uses the Ricci flow to resolve the differentiable sphere theorem; that is, the complete classification of manifolds whose sectional curvatures are $1 / 4$-pinched.
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## 1. Preliminaries and the Main Theorems

We let $M$ denote a smooth manifold of dimension $n$. Recall that a Riemannian metric on $M$ is a choice $g$ of inner product on each tangent space which varies smoothly from point to point. Any manifold admits an infinite dimensional family of Riemannian metrics, but the question of whether a manifold admits metrics with desired geometric properties is one of the basic questions of global Riemannian geometry. Surfaces embedded in $\mathbb{R}^{3}$ provide important examples of two dimensional Riemannian manifolds where the metric $g$ is the restriction of the euclidean inner product to each tangent space. The geometry of surfaces was developed by Gauss in the early nineteenth century. Gauss understood

[^49]aspects of the geometry of surfaces which are intrinsic in that they depend only on the metric $g$ as opposed to those geometric aspects which depend on the way in which the surface is embedded in space. In his famous Theorema Egregium, Gauss identified the function $K$ equal to the product of the principal curvatures, which we call the Gauss curvature of a surface. He showed that $K$ can be expressed in terms of $g$ and its first two derivatives. This means that if we choose local coordinates $x^{1}, x^{2}$ on the surface and express the metric in terms of the coordinate vector fields $\partial_{1}, \partial_{2}$ by $g_{i j}=\left\langle\partial_{i}, \partial_{j}\right\rangle$ then the function $K$ has an expression involving the $g_{i j}$ and its first and second derivatives. Among other things Gauss showed that $K=0$ if and only coordinates can be introduced in a neighborhood of any point in which $g_{i j}=\delta_{i j}$; that is, the metric is locally equivalent to the euclidean space $\mathbb{R}^{2}$.

In 1854 Riemann extended Gauss' theory of the intrinsic geometry of surfaces to higher dimensions. In particular, he found an expression involving the metric and its first two derivatives whose vanishing characterizes those metrics which are locally equivalent to the euclidean metric on $\mathbb{R}^{n}$. To describe this expression, let $M$ denote a manifold of dimension $n$, and let $g$ be a Riemannian metric on $M$. The curvature of $(M, g)$ is described by the Riemann curvature tensor $R$. This gives, for each point $p \in M$, a multilinear function $R: T_{p} M \times T_{p} M \times T_{p} M \times T_{p} M \rightarrow \mathbb{R}$. From its construction, the Riemann curvature tensor satisfies the symmetries

$$
\begin{equation*}
R(X, Y, Z, W)=-R(Y, X, Z, W)=R(Z, W, X, Y) \tag{1}
\end{equation*}
$$

and the first Bianchi identity

$$
\begin{equation*}
R(X, Y, Z, W)+R(Y, Z, X, W)+R(Z, X, Y, W)=0 \tag{2}
\end{equation*}
$$

for all tangent vectors $X, Y, Z, W \in T_{p} M$. By contracting the Riemann curvature tensor with respect to the metric, we obtain the Ricci and scalar curvature of $(M, g)$ :

$$
\operatorname{Ric}(X, Y)=\sum_{k=1}^{n} R\left(X, e_{k}, Y, e_{k}\right)
$$

and

$$
\operatorname{scal}=\sum_{k=1}^{n} \operatorname{Ric}\left(e_{k}, e_{k}\right) .
$$

Here, $X, Y$ are arbitrary vectors in the tangent space $T_{p} M$, and $\left\{e_{1}, \ldots, e_{n}\right\}$ is an orthonormal basis of $T_{p} M$.

Although the curvature of a higher dimensional Riemannian manifold is a much more complicated object than the Gaussian curvature of a surface, it turns out to be possible to understand $R$ in terms of Gauss curvatures of surfaces embedded in $M$. To explain this, we consider a two dimensional plane $\pi$ in the tangent space $T_{p} M$, and we consider all geodesics emanating from $p$ that are tangent to the plane $\pi$. The union of these geodesics rays forms a
two-dimensional surface $\Sigma \subset M$; more formally, the surface $\Sigma$ is defined as $\Sigma=\exp _{p}(U \cap \pi)$, where $\exp _{p}: T_{p} M \rightarrow M$ denotes the exponential map and $U \subset T_{p} M$ denotes a small ball centered at the origin. With this understood, the sectional curvature $K(\pi)$ is defined to be the Gaussian curvature of the two-dimensional surface $\Sigma$ at the point $p$.

The sectional curvatures can be described precisely in terms of $R$ : given any point $p \in M$ and any two dimensional plane $\pi \subset T_{p} M$, the sectional curvature of $\pi$ is defined by

$$
K(\pi)=\frac{R(X, Y, X, Y)}{|X|^{2}|Y|^{2}-\langle X, Y\rangle^{2}},
$$

where $\{X, Y\}$ is a basis of $\pi$. Note that this definition is independent of the choice of the basis $\{X, Y\}$, and that if $X, Y$ are chosen to be an orthonormal basis then the denominator is equal to 1 . Because of the symmetries of $R$ it turns out that the sectional curvatures algebraically determine all components of $R$ at a given point $p$.

We say that a Riemannian manifold has positive curvature if all sectional curvatures are positive at all points of $M$. Perhaps the most basic example of a Riemannian manifold of positive curvature is the $n$-dimensional sphere $S^{n}$ with its standard metric arising from its embedding as the unit sphere in $\mathbb{R}^{n+1}$. This manifold has constant sectional curvature 1 ; that is, $K(\pi)=1$ for all two-dimensional planes $\pi$. Conversely, it was shown by H. Hopf in 1926 that a compact, simply connected Riemannian manifold with constant sectional curvature 1 is necessarily isometric to the sphere $S^{n}$, equipped with its standard metric (see [53], [54]). More generally, if $(M, g)$ is a compact Riemannian manifold with constant sectional curvature 1, then $(M, g)$ is isometric to a quotient $S^{n} / \Gamma$, where $\Gamma$ is a finite group of isometries acting freely. These quotient manifolds are completely classified (see [83]) and they are referred to as spherical space forms. The simplest examples of spherical space forms are the sphere $S^{n}$ and the real projective space $\mathbb{R}^{p}{ }^{n}$. When $n$ is even, these are the only examples. By contrast, there is an infinite collection of spherical space forms for each odd integer $n$.

In case of dimension $n=2$ it is a classical result that the only compact surfaces which can be given metrics of positive curvature are $S^{2}$ and $\mathbb{R P}^{2}$. This follows from the Gauss-Bonnet Theorem which asserts that for any metric the integral of $K$ over the surface is equal to $2 \pi$ times the Euler characteristic. Thus if $K$ is positive the Euler characteristic must be positive, and from the classification of compact surfaces it follows that $M$ is diffeomorphic to either $S^{2}$ or $\mathbb{R P}^{2}$.

For $n \geq 3$ it is a much more difficult task to classify those compact manifolds which can be given metrics of positive curvature, and we can only give partial answers. There are families of positively curved manifolds which are called compact rank one symmetric spaces (CROSS). These include $S^{n}$ and $\mathbb{R} \mathbb{P}^{n}$ as well as other manifolds which are not spherical space forms. One such family consists of the complex projective spaces $\mathbb{C P}^{n}$ for $n \geq 2$. The manifold $\mathbb{C P}^{n}$ is the set of
complex lines through the origin in $\mathbb{C}^{n+1}$, or it may be alternatively described as the quotient of the unit sphere $S^{2 n+1}$ in $\mathbb{C}^{n+1}$ by the circle action consisting of multiplication by $e^{i \theta}$ for $\theta \in S^{1}$. The metric on $S^{2 n+1}$ induces a natural metric on $\mathbb{C P}^{n}$. Now since $\mathbb{C P}^{n}$ has a complex structure which is compatible with this metric, a two plane $\pi$ in $T_{p} M$ might be complex, meaning that it is invariant under multiplication by $\sqrt{-1}$; it might be totally real, meaning that multiplication by $\sqrt{-1}$ takes $\pi$ to an orthogonal two plane; or it might be somewhere between these extremes. It turns out that if we normalize the metric so that all complex two planes have curvature 1, then the algebra of the curvature tensor implies that the totally real two planes must have curvature $1 / 4$, and all two planes have curvature in the interval $[1 / 4,1]$. Note that the real dimension of $\mathbb{C P}^{n}$ is $2 n$. There is a similar construction with the complex numbers replaced by the quaternions $\mathbb{H}$, and this produces the quaternionic projective spaces $\mathbb{H}^{n}$ for $n \geq 2$. These are CROSS manifolds of dimension $4 n$, and they also have natural metrics with sectional curvatures in the interval $[1 / 4,1]$. There is one remaining CROSS manifold of dimension 16 called the Cayley projective plane (see [4] for a detailed description). It also has a natural metric with sectional curvatures in the interval $[1 / 4,1]$.

In addition to manifolds which are locally CROSS (covered by a CROSS manifold), there are a few other constructions which have yielded metrics of positive curvature on other manifolds. First, the compact homogeneous manifolds of positive curvature have been classified by Berger [10], Aloff and Wallach [2], Wallach [81], and Bérard-Bergery [6]. Secondly, there are biquotient constructions by Eschenburg [31] and Bazaikin [5]. The combination of these constructions give non-CROSS examples in dimensions $6,7,12,13$, and 24 . In dimensions 7 and 13 they produce infinitely many distinct examples. The study of manifolds of positive curvature with symmetry is being actively pursued by a number of authors. We refer the reader to Grove [41] for a recent survey of this topic.

There are very few general obstructions known to the existence of metrics of positive curvature on compact manifolds of dimension 4 or more. In the next section we will summarize what is known and give an overview of the methods which have been effective. As a step toward the classification problem Hopf conjectured that a compact, simply connected Riemannian manifold whose sectional curvatures are close to 1 should be homeomorphic to a sphere (see Marcel Berger's account in [13], page 545). This idea is formalized by the notion of curvature pinching, which goes back to H. Hopf and H.E. Rauch:

Definition 1.1. A Riemannian manifold $(M, g)$ is said to be weakly $\delta$-pinched in the global sense if the sectional curvature of $(M, g)$ satisfies $\delta \leq K \leq 1$. If the strict inequality holds, we say that $(M, g)$ is strictly $\delta$-pinched in the global sense.

For our purposes, it will be convenient to consider the weaker notion of pointwise pinching. This means that we only compare sectional curvatures
corresponding to different two dimensional planes based at the same point $p \in M$ :

Definition 1.2. We say that $(M, g)$ is weakly $\delta$-pinched in the pointwise sense if $0 \leq \delta K\left(\pi_{1}\right) \leq K\left(\pi_{2}\right)$ for all points $p \in M$ and all two dimensional planes $\pi_{1}, \pi_{2} \subset T_{p} M$. If the strict inequality holds, we say that $(M, g)$ is strictly $\delta$ pinched in the pointwise sense.

Hopf's pinching problem was first taken up by H.E. Rauch after he visited Hopf in Zürich during the late 1940s ([13], page 545). In a seminal paper [72], Rauch showed that a compact, simply connected Riemannian manifold which is strictly $\delta$-pinched in the global sense is homeomorphic to $S^{n}(\delta \approx 0.75)$. Furthermore, Rauch posed the question of what the optimal pinching constant $\delta$ should be. This question was settled around 1960 by the celebrated Topological Sphere Theorem of M. Berger and W. Klingenberg:

Theorem 1.3 (M. Berger [8], W. Klingenberg [59]). Let ( $M, g$ ) be a compact, simply connected Riemannian manifold which is strictly 1/4-pinched in the global sense. Then $M$ is homeomorphic to $S^{n}$.

The classical proof of the Topological Sphere Theorem relies on comparison geometry techniques which were refined during the 1950's (see e.g. [28], Chapter 6). There are several ways in which one might hope to improve Theorem 1.3. A natural question to ask is whether the global pinching condition in Theorem 1.3 can be replaced by a pointwise one. Furthermore, one would like to extend the classification in Theorem 1.3 to include manifolds that are not necessarily simply connected. By applying Theorem 1.3 to the universal cover, one can conclude that any compact Riemannian manifold which is strictly $1 / 4$ pinched in the global sense is homeomorphic to a quotient of a sphere by a finite group, but this leaves open the question of whether the group is conjugate to one which acts by standard isometries, the condition required to show that the manifold is homeomorphic to a spherical space form. We point out that exotic $\mathbb{Z}_{2}$-actions on the standard sphere $S^{4}$ have been constructed in [26] and [33].

Another fundamental question is whether a Riemannian manifold satisfying the assumptions of Theorem 1.3 is diffeomorphic, instead of just homeomorphic, to $S^{n}$. This is a highly non-trivial matter as the smooth structure on $S^{n}$ is not unique in general. In other words, there exist examples of so-called exotic spheres which are homeomorphic, but not diffeomorphic, to $S^{n}$. Hence, we may rephrase the problem as follows:

Conjecture 1.4. An exotic sphere cannot admit a metric with 1/4-pinched sectional curvature.

The first examples of exotic spheres were constructed in a famous paper by J. Milnor [65] in 1957. M. Kervaire and J. Milnor proved that there exist exactly 28 different smooth structures on $S^{7}$ (cf. [58]). It was shown by
E. Brieskorn that the exotic 7-spheres have a natural interpretation in terms of certain affine varieties (cf. [24], [25], [51]). To describe this result, let $\Sigma_{k}$ denote the intersection of the affine variety

$$
\left\{\left(z_{1}, z_{2}, z_{3}, z_{4}, z_{5}\right) \in \mathbb{C}^{5}: z_{1}^{2}+z_{2}^{2}+z_{3}^{2}+z_{4}^{3}+z_{5}^{6 k-1}=0\right\}
$$

with the unit sphere in $\mathbb{C}^{5}$. Brieskorn proved that, for each $k \in\{1, \ldots, 28\}, \Sigma_{k}$ is a smooth manifold which is homeomorphic to $S^{7}$. Moreover, the manifolds $\Sigma_{k}, k \in\{1, \ldots, 28\}$, realize all the smooth structures on $S^{7}$.

In 1974, D. Gromoll and W. Meyer [38] described an example of an exotic seven-sphere that admits a metric of nonnegative sectional curvature. It was shown by F. Wilhelm [82] that the Gromoll-Meyer sphere admits a metric which has strictly positive sectional curvature outside a set of measure zero (see also [32]). P. Petersen and F. Wilhelm have recently proposed a construction of a metric of strictly positive sectional curvature on the Gromoll-Meyer sphere, which is currently in the process of verification.

For each $n \geq 5$, the collection of all smooth structures on $S^{n}$ has the structure of a finite group $\Theta_{n}$, called the Kervaire-Milnor group. If $n \equiv 1,2 \bmod 8$, there is a natural invariant $\alpha: \Theta_{n} \rightarrow \mathbb{Z}_{2}$. This invariant is described in detail in [57]. In particular, half of all smooth structures on $S^{n}$ have non-zero $\alpha$-invariant. Using the Atiyah-Singer index theorem, N. Hitchin [52] showed that an exotic sphere with non-zero $\alpha$-invariant cannot admit a metric of positive scalar curvature. On the other hand, it follows from a theorem of S. Stolz [79] that every exotic sphere with vanishing $\alpha$-invariant does admit a metric of positive scalar curvature.

Conjecture 1.4 is known as the Differentiable Pinching Problem. This problem has been studied by a large number of authors since the 1960s, and various partial results have been obtained. D. Gromoll [37] and E. Calabi (unpublished) showed that a simply connected Riemannian manifold which is $\delta(n)$-pinched in the global sense is diffeomorphic to $S^{n}$. The pinching constant $\delta(n)$ depends only on the dimension, and converges to 1 as $n \rightarrow \infty$. In 1971, M. Sugimoto, K. Shiohama, and H. Karcher [80] proved an analogous theorem with a pinching constant $\delta$ independent of $n(\delta=0.87)$. The pinching constant was subsequently improved by E. Ruh [73] ( $\delta=0.80$ ) and by K. Grove, H. Karcher, and E. Ruh [43] $(\delta=0.76)$.

In 1975, H. Im Hof and E. Ruh proved the following theorem, which extends earlier work of Grove, Karcher, and Ruh [42], [43]:

Theorem 1.5 (H. Im Hof, E. Ruh [56]). There exists a decreasing sequence of real numbers $\delta(n)$ with $\lim _{n \rightarrow \infty} \delta(n)=0.68$ such that the following statement holds: if $M$ is a compact Riemannian manifold of dimension $n$ which is $\delta(n)$ pinched in the global sense, then $M$ is diffeomorphic to a spherical space form.
E. Ruh [74] has obtained a differentiable version of the sphere theorem under a pointwise pinching condition, albeit with a pinching constant converging to 1
as $n \rightarrow \infty$. In 2007, the authors proved the Differentiable Sphere Theorem with the optimal pinching constant ( $\delta=1 / 4$ ), thereby confirming Conjecture 1.4.

Theorem 1.6 (S. Brendle, R. Schoen [22]). Let $(M, g)$ be a compact Riemannian manifold which is strictly $1 / 4$-pinched in the pointwise sense. Then $M$ is diffeomorphic to a spherical space form. In particular, no exotic sphere admits a metric with strictly 1/4-pinched sectional curvature.

Note that Theorem 1.6 only requires a pointwise pinching condition. (In fact, we will see in the coming sections that a much weaker curvature condition suffices.) The Differentiable Sphere Theorem, proved in [22], asserts that any compact Riemannian manifold $(M, g)$ which is strictly $1 / 4$-pinched in the pointwise sense admits another Riemannian metric which has constant sectional curvature 1. In particular, this implies that $M$ is diffeomorphic to a spherical space form. In dimension 2, the Differentiable Sphere Theorem reduces to the statement that a compact surface of positive Gaussian curvature is diffeomorphic to $S^{2}$ or $\mathbb{R P}^{2}$. (In dimension 2, there is only one sectional curvature at each point; hence, every two-dimensional surface of positive curvature is $1 / 4$-pinched in the pointwise sense.)

For weakly $1 / 4$-pinched manifolds we have the following result.
Theorem 1.7 (S. Brendle, R. Schoen [21]). Let ( $M, g$ ) be a compact Riemannian manifold which is weakly $1 / 4$-pinched in the pointwise sense. Then either $M$ is diffeomorphic to a spherical space form or $M$ is isometric to a locally CROSS manifold.

## 2. Methods of Studying Positive Curvature

The proof of Theorem 1.3 relies on comparison methods which involve the study of geodesics and the influence of positive curvature which causes focusing of nearby geodesics. This made possible delicate theorems which compare triangle measurements in a variable curvature manifold to related measurements in the standard sphere. These methods also employ the variational theory of geodesics and the study of their Morse index; that is, the number of negative eigenvalues of the index form

$$
I(V, V)=\int_{\gamma}\left(\left|D_{\gamma^{\prime}} V\right|^{2}-R\left(\gamma^{\prime}, V, \gamma^{\prime}, V\right)\right) d s
$$

where $\gamma$ is a geodesic and $V$, a normal vector field along $\gamma$ which is required to vanish at the endpoints if $\gamma$ is not closed. The comparison methods were employed in more powerful ways later in the work of Grove and Shiohama [44] on their diameter sphere theorem. This led soon after to the following result of Gromov.

Theorem 2.1 (M. Gromov [39]). There is a constant $C$ depending only on the dimension $n$ such that the Betti numbers of any compact $n$-manifold of nonnegative curvature are bounded by $C$.

New methods were introduced into the study of positive curvature by Micallef and Moore [64]. Through the study of the variational theory of minimal two spheres immersed in $M$ they were able to weaken the curvature assumptions in the Topological Sphere Theorem. To that end, Micallef and Moore introduced a novel curvature condition, which they called positive isotropic curvature.

Definition 2.2. Let $(M, g)$ be a Riemannian manifold of dimension $n \geq 4$. We say that $(M, g)$ has nonnegative isotropic curvature if

$$
\begin{aligned}
& R\left(e_{1}, e_{3}, e_{1}, e_{3}\right)+R\left(e_{1}, e_{4}, e_{1}, e_{4}\right)+R\left(e_{2}, e_{3}, e_{2}, e_{3}\right) \\
& +R\left(e_{2}, e_{4}, e_{2}, e_{4}\right)-2 R\left(e_{1}, e_{2}, e_{3}, e_{4}\right) \geq 0
\end{aligned}
$$

for all points $p \in M$ and all orthonormal four-frames $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\} \subset T_{p} M$. Moreover, if the strict inequality holds, we say that $(M, g)$ has positive isotropic curvature.

For each point $p \in M$, we denote by $T_{p}^{\mathbb{C}} M=T M \otimes_{\mathbb{R}} \mathbb{C}$ the complexified tangent space to $M$ at $p$. The Riemannian metric $g$ extends to a complex bilinear form $g: T_{p}^{\mathbb{C}} M \times T_{p}^{\mathbb{C}} M \rightarrow \mathbb{C}$. Similarly, the Riemann curvature tensor extends to a complex multilinear form $R: T_{p}^{\mathbb{C}} M \times T_{p}^{\mathbb{C}} M \times T_{p}^{\mathbb{C}} M \times T_{p}^{\mathbb{C}} M \rightarrow \mathbb{C}$.

Proposition 2.3. The manifold $(M, g)$ has nonnegative isotropic curvature if and only if $R(\zeta, \eta, \bar{\zeta}, \bar{\eta}) \geq 0$ for all points $p \in M$ and all vectors $\zeta, \eta \in T_{p}^{\mathbb{C}} M$ satisfying $g(\zeta, \zeta)=g(\zeta, \eta)=g(\eta, \eta)=0$.

The key idea of Micallef and Moore is to study harmonic (or equivalently minimal) two-spheres instead of geodesics. More precisely, for each map $f$ : $S^{2} \rightarrow M$, the energy of $f$ is defined by

$$
\mathscr{E}(f)=\frac{1}{2} \int_{S^{2}}\left(\left|\frac{\partial f}{\partial x}\right|^{2}+\left|\frac{\partial f}{\partial y}\right|^{2}\right) d x d y
$$

where $(x, y)$ are the coordinates on $S^{2}$ obtained by stereographic projection. A map $f: S^{2} \rightarrow M$ is called harmonic if it is a critical point of the functional $\mathscr{E}(f)$. This is equivalent to saying that

$$
D_{\frac{\partial}{\partial x}} \frac{\partial f}{\partial x}+D_{\frac{\partial}{\partial y}} \frac{\partial f}{\partial y}=0
$$

at each point on $S^{2}$. In the special case when $(M, g)$ has positive isotropic curvature, Micallef and Moore obtained a lower bound for the Morse index of harmonic two-spheres.

Proposition 2.4 (M. Micallef, J.D. Moore [64]). Let (M,g) be a compact Riemannian manifold of dimension $n \geq 4$ with positive isotropic curvature, and let $f: S^{2} \rightarrow M$ be a nonconstant harmonic map. Then $f$ has Morse index at least $\left[\frac{n-2}{2}\right]$.

The key idea in the proof is to consider complex variations $W$ of the map and to observe that the index form can be written

$$
I(W, \bar{W})=4 \int_{S^{2}} g\left(D_{\frac{\partial}{\partial \bar{z}}} W, D_{\frac{\partial}{\partial z}} \bar{W}\right) d x d y-4 \int_{S^{2}} R\left(\frac{\partial f}{\partial z}, W, \frac{\partial f}{\partial \bar{z}}, \bar{W}\right) d x d y
$$

It is then shown, by use of the Riemann-Roch theorem, that the dimension of the space of holomorphic and isotropic variations is at least $\left[\frac{n-2}{2}\right]$, and this leads to the Morse index bound.

Combining Proposition 2.4 with the variational theory for harmonic maps (see e.g. [75], Chapter VII), Micallef and Moore were able to draw the following conclusion.

Theorem 2.5 (M. Micallef, J.D. Moore [64]). Let ( $M, g$ ) be a compact, simply connected Riemannian manifold of dimension $n \geq 4$ with positive isotropic curvature. Then $M$ is homeomorphic to $S^{n}$.

Sketch of the proof of Theorem 2.5. The idea is to study the homotopy groups of $M$. If $\pi_{k}(M) \neq 0$ for some $k \in\left\{2, \ldots,\left[\frac{n}{2}\right]\right\}$, then the variational theory for harmonic maps implies that there exists a nonconstant harmonic map $f$ : $S^{2} \rightarrow M$ with Morse index at most $k-2$. On the other hand, any nonconstant harmonic map from $S^{2}$ into $M$ has Morse index at least [ $\frac{n-2}{2}$ ] by Proposition 2.4. This is a contradiction.

Therefore, we have $\pi_{k}(M)=0$ for $k=2, \ldots,\left[\frac{n}{2}\right]$. Since $M$ is assumed to be simply connected, it follows that $H_{k}(M, \mathbb{Z})=0$ for $k=1, \ldots,\left[\frac{n}{2}\right]$. Using Poincaré duality, it follows that $H_{k}(M, \mathbb{Z})=0$ for $k=1, \ldots, n-1$. This shows that $M$ is a homotopy sphere. Hence, it follows from results of Freedman [35] and Smale [78] that $M$ is homeomorphic to $S^{n}$.

We note that any manifold ( $M, g$ ) which is strictly $1 / 4$-pinched in the pointwise sense has positive isotropic curvature. Hence, Theorem 2.5 generalizes the Topological Sphere Theorem of Berger and Klingenberg. The following result provides some information about fundamental groups of manifolds with positive isotropic curvature.

Theorem 2.6 (A. Fraser [34]). Let $M$ be a compact Riemannian manifold of dimension $n \geq 5$ with positive isotropic curvature. Then the fundamental group of $M$ does not contain a subgroup isomorphic to $\mathbb{Z} \oplus \mathbb{Z}$.

The proof of Theorem 2.6 relies on a delicate analysis of stable minimal tori. This result was proved in dimension $n \geq 5$ by A. Fraser [34]. In [23], the
authors extended Fraser's theorem to the four-dimensional case. The topology of manifolds with positive isotropic curvature is also studied in [36].

Finally we introduce the Ricci flow approach to positive curvature. This technique was introduced in seminal work of R. Hamilton in the 1980s (see e.g. [46], [47]). The fundamental idea is to start with a given Riemannian manifold ( $M, g_{0}$ ), and evolve the metric by the evolution equation

$$
\frac{\partial}{\partial t} g(t)=-2 \operatorname{Ric}_{g(t)}, \quad g(0)=g_{0}
$$

Here, $\operatorname{Ric}_{g(t)}$ denotes the Ricci tensor of the time-dependent metric $g(t)$.
Hamilton [46] proved that the Ricci flow always has a solution on some maximal time interval $[0, T)$, where $T>0$ (see also [30]). Furthermore, if $T<$ $\infty$, then the Riemann curvature tensor of $(M, g(t))$ must be unbounded, so that $\lim \sup _{t \rightarrow T} \sup _{M}\left|R_{g(t)}\right|=\infty$. This result was later improved by N. Šešum [77] who showed that $\lim \sup _{t \rightarrow T} \sup _{M}\left|\operatorname{Ric}_{g(t)}\right|=\infty$ if $T<\infty$.

As pointed out above, the Ricci flow is a nonlinear heat equation for Riemannian metrics. This becomes apparent when we consider the evolution of the curvature tensor of $g(t)$. The Riemann curvature tensor satisfies an evolution equation of the form

$$
\frac{\partial}{\partial t} R=\Delta R+\text { quadratic terms in } R
$$

where $\Delta$ denotes the Laplace operator associated with the time-dependent metric $g(t)$. The exact form of the quadratic terms will become important later on.

As an example, suppose that $g_{0}$ is the standard metric on $S^{n}$ with constant sectional curvature 1 . In this case, the metrics $g(t)=(1-2(n-1) t) g_{0}$ form a solution to the Ricci flow. This solution is defined for all $t \in\left[0, \frac{1}{2(n-1)}\right)$, and collapses to a point as $t \rightarrow \frac{1}{2(n-1)}$.

In dimension 3, Hamilton showed that the Ricci flow deforms any initial metric with positive Ricci curvature to a constant curvature metric.

Theorem 2.7 (R. Hamilton [46]). Let ( $M, g_{0}$ ) be a compact three-manifold with positive Ricci curvature. Moreover, let $g(t), t \in[0, T)$, denote the unique maximal solution to the Ricci flow with initial metric $g_{0}$. Then the rescaled metrics $\frac{1}{4(T-t)} g(t)$ converge to a metric of constant sectional curvature 1 as $t \rightarrow T$.

The proof of Theorem 2.7 relies on pointwise curvature estimates. These are established using a suitable version of the maximum principle for tensors.

Theorem 2.7 has important topological implications. It implies that any compact three-manifold with positive Ricci curvature is diffeomorphic to a spherical space form. Using the classification of spherical space forms in [83], Hamilton was able to give a complete classification of all compact threemanifolds that admit metrics of positive Ricci curvature.

Hamilton's convergence theorem in dimension 3 has inspired a large body of work over the last 25 years. In particular, two lines of research have been pursued:

First, one would like to study the global behavior of the Ricci flow in dimension 3 for general initial metrics (i.e. without the assumption of positive Ricci curvature). This line of research was pioneered by Hamilton, who developed many crucial technical tools (see e.g. [48], [49]). It culminated in Perelman's proof of the Poincaré and Geometrization conjectures (cf. [68], [69], [70]). A non-technical survey can be found in [14] or [60].

Another natural problem is to extend the convergence theory for the Ricci flow to dimensions greater than 3. In this case, one assumes that the initial metric satisfies a suitable curvature condition. The goal is to show that the evolved metrics converge to a metric of constant sectional curvature up to rescaling. One of the first results in this direction was established by Hamilton [47] in 1986.

Theorem 2.8 (R. Hamilton [47]). Let ( $M, g_{0}$ ) be a compact Riemannian manifold of dimension 4. Assume that $g_{0}$ has positive curvature operator; that is, $\sum_{i, j, k, l} R_{i j k l} \varphi^{i j} \varphi^{k l}>0$ for each point $p \in M$ and every non-zero two-form $\varphi \in \wedge^{2} T_{p} M$. Moreover, let $g(t), t \in[0, T)$, denote the unique maximal solution to the Ricci flow with initial metric $g_{0}$. Then the rescaled metrics $\frac{1}{6(T-t)} g(t)$ converge to a metric of constant sectional curvature 1 as $t \rightarrow T$.

Again, Theorem 2.8 has a topological corollary: it implies that any compact four-manifold which admits a metric of positive curvature operator is diffeomorphic to $S^{4}$ or $\mathbb{R} \mathbb{P}^{4}$.
H. Chen [29] proved that the conclusion of Theorem 2.8 holds under a slightly weaker curvature assumption. A Riemannian manifold $M$ is said to have two-positive curvature operator if $\sum_{i, j, k, l} R_{i j k l}\left(\varphi^{i j} \varphi^{k l}+\psi^{i j} \psi^{k l}\right)>0$ for all points $p \in M$ and all two-forms $\varphi, \psi \in \wedge^{2} T_{p} M$ satisfying $|\varphi|^{2}=|\psi|^{2}=$ 1 and $\langle\varphi, \psi\rangle=0$. Furthermore, Chen [29] proved that every four-manifold which is strictly $1 / 4$-pinched in the pointwise sense has two-positive curvature operator. This is a special feature of the four-dimensional case, which fails in dimension $n \geq 5$. As a consequence, Chen was able to show that every compact four-manifold, which is strictly $1 / 4$-pinched in the pointwise sense, is diffeomorphic to $S^{4}$ or $\mathbb{R} \mathbb{P}^{4}$. B. Andrews and H. Nguyen [3] have recently obtained an alternative proof of this result.

We note that C. Margerin [62] proved a sharp convergence result for the Ricci flow in dimension 4. Combining this theorem with techniques from conformal geometry, A. Chang, M. Gursky, and P. Yang proved a beautiful conformally invariant sphere theorem in dimension 4:

Theorem 2.9 (A. Chang, M. Gursky, P. Yang [27]). Let ( $M, g$ ) be a compact four-manifold with positive Yamabe constant. Suppose that $(M, g)$ satisfies the
integral pinching condition

$$
\int_{M}|W|^{2} d \mathrm{vol}<16 \pi^{2} \chi(M)
$$

where $|W|^{2}=\sum_{i, j, k, l} W_{i j k l} W^{i j k l}$ denotes the square of the norm of the Weyl tensor of $(M, g)$. Then $M$ is either diffeomorphic to $S^{4}$ or $\mathbb{R P}^{4}$.

The key step in the proof is to construct a conformal metric $\tilde{g}=e^{2 w} g$ which has positive scalar curvature and satisfies the pointwise inequality

$$
\frac{1}{6} \operatorname{scal}_{\tilde{g}}^{2}-2\left|\operatorname{Ric}_{\tilde{g}}\right|^{2}-\left|W_{\tilde{g}}\right|^{2}>0
$$

Having constructed a metric $\tilde{g}$ with these properties, a theorem of C. Margerin [62] implies that the Ricci flow evolves the metric $\tilde{g}$ to a constant curvature metric. This shows that $M$ is diffeomorphic to either $S^{4}$ or $\mathbb{R} \mathbb{P}^{4}$.

The first convergence result in arbitrary dimension was proved by G. Huisken [55] in 1985.

Theorem 2.10 (G. Huisken [55]). Assume that ( $M, g_{0}$ ) is a compact manifold of dimension $n \geq 4$. If $\left(M, g_{0}\right)$ is $\delta(n)$-pinched in the pointwise sense, then the Ricci flow converges to a metric of constant curvature 1 up to rescaling. Here, $\delta(n) \in(0,1)$ is an explicit constant that depends only on $n$.

We note that C. Margerin [61] and S. Nishikawa [67] have also obtained convergence results for the Ricci flow in arbitrary dimension. By introducing new methods into the study of the curvature ODE, Böhm and Wilking were able to extend Chen's theorem to higher dimensions.

Theorem 2.11 (C. Böhm, B. Wilking [16]). If ( $M, g_{0}$ ) is a compact manifold with two-positive curvature operator, then the Ricci flow converges to a metric of constant curvature 1 up to rescaling.

## 3. Proofs of the Main Theorems

All known convergence theorems for the Ricci flow share some common features. In particular, they all exploit the fact that a certain curvature condition is preserved by the Ricci flow. To begin this section, we describe some general tools for verifying that a given curvature condition is preserved by the Ricci flow. These tools are based on the maximum principle, and were developed by Hamilton [46], [47].

Let $g(t), t \in[0, T)$, be a solution to the Ricci flow on a manifold $M$. Moreover, let $E$ denote the pull-back of the tangent bundle $T M$ under the map

$$
M \times(0, T) \rightarrow M, \quad(p, t) \mapsto p
$$

Clearly, $E$ is a vector bundle over $M \times(0, T)$, and the fiber of $E$ over the point $(p, t) \in M \times(0, T)$ is given by the tangent space $T_{p} M$. The sections of the vector bundle $E$ can be viewed as vector fields on $M$ that vary in time. Given any section $X$ of $E$, we define the covariant time derivative of $X$ by

$$
D_{\frac{\partial}{\partial t}} X=\frac{\partial}{\partial t} X-\sum_{k=1}^{n} \operatorname{Ric}\left(X, e_{k}\right) e_{k}
$$

where $\left\{e_{1}, \ldots, e_{n}\right\}$ is a local orthonormal frame with respect to the metric $g(t)$. The covariant time derivative $D_{\frac{\partial}{\partial t}}$ is metric compatible in the sense that

$$
\begin{aligned}
\frac{\partial}{\partial t}(g(X, Y)) & =g\left(\frac{\partial}{\partial t} X, Y\right)+g\left(X, \frac{\partial}{\partial t} Y\right)-2 \operatorname{Ric}(X, Y) \\
& =g\left(D_{\frac{\partial}{\partial t}} X, Y\right)+g\left(X, D_{\frac{\partial}{\partial t}} Y\right)
\end{aligned}
$$

for all sections $X, Y$ of the bundle $E$.
The Riemann curvature tensor of $g(t)$ can now be viewed as a section of the bundle $E^{*} \otimes E^{*} \otimes E^{*} \otimes E^{*}$. Furthermore, the covariant time derivative on $E$ induces a covariant time derivative on the bundle $E^{*} \otimes E^{*} \otimes E^{*} \otimes E^{*}$. With this understood, the evolution equation of the Riemann curvature tensor can be written in the form

$$
D_{\frac{\partial}{\partial t}} R=\Delta R+Q(R)
$$

where $Q(R)$ denotes the following quadratic expression in $R$ :

$$
\begin{align*}
Q(R)(X, Y, Z, W) & =\sum_{p, q=1}^{n} R\left(X, Y, e_{p}, e_{q}\right) R\left(Z, W, e_{p}, e_{q}\right) \\
& +2 \sum_{p, q=1}^{n} R\left(X, e_{p}, Z, e_{q}\right) R\left(Y, e_{p}, W, e_{q}\right)  \tag{3}\\
& -2 \sum_{p, q=1}^{n} R\left(X, e_{p}, W, e_{q}\right) R\left(Y, e_{p}, Z, e_{q}\right) .
\end{align*}
$$

This evolution equation was first derived by Hamilton [47]; see also [20], Section 2.3 .

We next describe Hamilton's maximum principle for the Ricci flow. To fix notation, let $\mathscr{C}_{B}\left(\mathbb{R}^{n}\right)$ denote the space of all algebraic curvature operators on $\mathbb{R}^{n}$. In other words, $\mathscr{C}_{B}\left(\mathbb{R}^{n}\right)$ consists of all multilinear forms $R: \mathbb{R}^{n} \times \mathbb{R}^{n} \times$ $\mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfying the relations

$$
R(X, Y, Z, W)=-R(Y, X, Z, W)=R(Z, W, X, Y)
$$

and

$$
R(X, Y, Z, W)+R(Y, Z, X, W)+R(Z, X, Y, W)=0
$$

for all vectors $X, Y, Z, W \in \mathbb{R}^{n}$. Moreover, let $F$ be a subset of $\mathscr{C}_{B}\left(\mathbb{R}^{n}\right)$ which is invariant under the natural action of $O(n)$. Since $F$ is $O(n)$-invariant, it makes sense to say that the curvature tensor of a Riemannian manifold ( $M, g$ ) lies in the set $F$. To explain this, we fix a point $p \in M$. After identifying the tangent space $T_{p} M$ with $\mathbb{R}^{n}$, we may view the curvature tensor of $(M, g)$ at $p$ as an element of $\mathscr{C}_{B}\left(\mathbb{R}^{n}\right)$. Of course, the identification of $T_{p} M$ with $\mathbb{R}^{n}$ is not canonical, but this does not cause problems since $F$ is $O(n)$-invariant.

Theorem 3.1 (R. Hamilton [47]). Let $F \subset \mathscr{C}_{B}\left(\mathbb{R}^{n}\right)$ be a closed, convex set which is invariant under the natural action of $O(n)$. Moreover, we assume that $F$ is invariant under the $O D E \frac{d}{d t} R=Q(R)$. Finally, let $g(t), t \in[0, T)$, be a solution to the Ricci flow on a compact manifold $M$ with the property that the curvature tensor of $(M, g(0))$ lies in $F$ for all points $p \in M$. Then the curvature tensor of $(M, g(t))$ lies in $F$ for all points $p \in M$ and all $t \in[0, T)$.

In the remainder of this section, we discuss some important examples of curvature conditions that are preserved by the Ricci flow. Hamilton [47] proved that nonnegative curvature operator is preserved in all dimensions. Furthermore, Hamilton showed that nonnegative Ricci curvature is preserved by the Ricci flow in dimension 3, and nonnegative isotropic curvature is preserved in dimension 4 (see [46], [50]). It turns out that nonnegative Ricci curvature is not preserved by the Ricci flow in dimension $n \geq 4$ (see [63]). By contrast, nonnegative isotropic curvature is preserved by the Ricci flow in all dimensions.

Theorem 3.2 (S. Brendle, R. Schoen [22]; H. Nguyen [66]). Let $M$ be a compact manifold of dimension $n \geq 4$, and let $g(t), t \in[0, T)$, be a solution to the Ricci flow on $M$. If $(M, g(0))$ has nonnegative isotropic curvature, then $(M, g(t))$ has nonnegative isotropic curvature for all $t \in[0, T)$.

The proof of Theorem 3.2 requires two ingredients: the first is Hamilton's maximum principle for the Ricci flow (cf. Theorem 3.1); the second one is an algebraic inequality for curvature tensors with nonnegative isotropic curvature. We give a sketch of the proof here. A complete proof can be found in [20], Sections 7.2 and 7.3.

Proposition 3.3. Let $R$ be an algebraic curvature tensor on $\mathbb{R}^{n}$ with nonnegative isotropic curvature. Moreover, suppose that

$$
R_{1313}+R_{1414}+R_{2323}+R_{2424}-2 R_{1234}=0
$$

for some orthonormal four-frame $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$. Then

$$
Q(R)_{1313}+Q(R)_{1414}+Q(R)_{2323}+Q(R)_{2424}-2 Q(R)_{1234} \geq 0
$$

Sketch of the proof of Proposition 3.3. Using the definition of $Q(R)$, we compute

$$
\begin{aligned}
& Q(R)_{1313}+Q(R)_{1414}+Q(R)_{2323}+Q(R)_{2424}-2 Q(R)_{1234} \\
& =\sum_{p, q=1}^{n}\left(R_{13 p q}-R_{24 p q}\right)^{2}+\sum_{p, q=1}^{n}\left(R_{14 p q}+R_{23 p q}\right)^{2} \\
& +2 \sum_{p, q=1}^{n}\left(R_{1 p 1 q}+R_{2 p 2 q}\right)\left(R_{3 p 3 q}+R_{4 p 4 q}\right)-2 \sum_{p, q=1}^{n} R_{12 p q} R_{34 p q} \\
& -2 \sum_{p, q=1}^{n}\left(R_{1 p 3 q}+R_{2 p 4 q}\right)\left(R_{3 p 1 q}+R_{4 p 2 q}\right) \\
& -2 \sum_{p, q=1}^{n}\left(R_{1 p 4 q}-R_{2 p 3 q}\right)\left(R_{4 p 1 q}-R_{3 p 2 q}\right) .
\end{aligned}
$$

Hence, it suffices to prove that

$$
\begin{align*}
& \sum_{p, q=1}^{n}\left(R_{1 p 1 q}+R_{2 p 2 q}\right)\left(R_{3 p 3 q}+R_{4 p 4 q}\right)-\sum_{p, q=1}^{n} R_{12 p q} R_{34 p q} \\
& \geq \sum_{p, q=1}^{n}\left(R_{1 p 3 q}+R_{2 p 4 q}\right)\left(R_{3 p 1 q}+R_{4 p 2 q}\right)  \tag{4}\\
& +\sum_{p, q=1}^{n}\left(R_{1 p 4 q}-R_{2 p 3 q}\right)\left(R_{4 p 1 q}-R_{3 p 2 q}\right) .
\end{align*}
$$

In order to prove (4), we view the isotropic curvature as a real-valued function defined on the space of all orthonormal four-frames. By assumption, this function attains its global minimum at the point $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$. Hence, the first variation at the point $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$ is zero, and the second variation is nonnegative. In order to take advantage of this information, we consider three different types of variations:

Step 1: We first consider the orthonormal four-frame $\left\{e_{1}, \cos (s) e_{2}-\sin (s) e_{3}\right.$, $\left.\sin (s) e_{2}+\cos (s) e_{3}, e_{4}\right\}$. Since the first variation of the isotropic curvature is zero, we have $R_{1213}+R_{1242}+R_{3413}+R_{3442}=0$. An analogous argument gives $R_{1214}+R_{1223}+R_{3414}+R_{3423}=0$. Using these identities, one can show that

$$
\begin{align*}
& \sum_{p, q=1}^{4}\left(R_{1 p 1 q}+R_{2 p 2 q}\right)\left(R_{3 p 3 q}+R_{4 p 4 q}\right)-\sum_{p, q=1}^{4} R_{12 p q} R_{34 p q} \\
& =\sum_{p, q=1}^{4}\left(R_{1 p 3 q}+R_{2 p 4 q}\right)\left(R_{3 p 1 q}+R_{4 p 2 q}\right)  \tag{5}\\
& +\sum_{p, q=1}^{4}\left(R_{1 p 4 q}-R_{2 p 3 q}\right)\left(R_{4 p 1 q}-R_{3 p 2 q}\right) .
\end{align*}
$$

Step 2: We next consider the four-frame $\left\{\cos (s) e_{1}+\sin (s) e_{q}, e_{2}, e_{3}, e_{4}\right\}$, where $q \in\{5, \ldots, n\}$. Since the first variation of the isotropic curvature is equal to zero, it follows that $R_{133 q}+R_{144 q}+R_{432 q}=0$. Using this and other analogous identities, we obtain

$$
\begin{align*}
& \sum_{p=1}^{4}\left(R_{1 p 1 q}+R_{2 p 2 q}\right)\left(R_{3 p 3 q}+R_{4 p 4 q}\right)-\sum_{p=1}^{4} R_{12 p q} R_{34 p q} \\
& =\sum_{p=1}^{4}\left(R_{1 p 3 q}+R_{2 p 4 q}\right)\left(R_{3 p 1 q}+R_{4 p 2 q}\right)  \tag{6}\\
& +\sum_{p=1}^{4}\left(R_{1 p 4 q}-R_{2 p 3 q}\right)\left(R_{4 p 1 q}-R_{3 p 2 q}\right)
\end{align*}
$$

for $q=5, \ldots, n$.
Step 3: To describe the third type of variation, we consider four vectors $w_{1}, w_{2}, w_{3}, w_{4} \in \operatorname{span}\left\{e_{5}, \ldots, e_{n}\right\}$. For each $i \in\{1,2,3,4\}$, we denote by $v_{i}(s)$ the unique solution of the linear ODE

$$
v_{i}^{\prime}(s)=\sum_{j=1}^{4}\left(\left\langle v_{i}(s), e_{j}\right\rangle w_{j}-\left\langle v_{i}(s), w_{j}\right\rangle e_{j}\right)
$$

with initial condition $v_{i}(0)=e_{i}$. Then $v_{i}^{\prime}(0)=w_{i}$. Moreover, it is easy to see that the vectors $\left\{v_{1}(s), v_{2}(s), v_{3}(s), v_{4}(s)\right\}$ are orthonormal for all $s \in \mathbb{R}$. Since the second variation of the isotropic curvature is nonnegative, we conclude that

$$
\begin{align*}
0 & \leq R\left(w_{1}, e_{3}, w_{1}, e_{3}\right)+R\left(w_{1}, e_{4}, w_{1}, e_{4}\right) \\
& +R\left(w_{2}, e_{3}, w_{2}, e_{3}\right)+R\left(w_{2}, e_{4}, w_{2}, e_{4}\right) \\
& +R\left(e_{1}, w_{3}, e_{1}, w_{3}\right)+R\left(e_{2}, w_{3}, e_{2}, w_{3}\right) \\
& +R\left(e_{1}, w_{4}, e_{1}, w_{4}\right)+R\left(e_{2}, w_{4}, e_{2}, w_{4}\right) \\
& -2\left[R\left(e_{3}, w_{1}, e_{1}, w_{3}\right)+R\left(e_{4}, w_{1}, e_{2}, w_{3}\right)\right]  \tag{7}\\
& -2\left[R\left(e_{4}, w_{1}, e_{1}, w_{4}\right)-R\left(e_{3}, w_{1}, e_{2}, w_{4}\right)\right] \\
& +2\left[R\left(e_{4}, w_{2}, e_{1}, w_{3}\right)-R\left(e_{3}, w_{2}, e_{2}, w_{3}\right)\right] \\
& -2\left[R\left(e_{3}, w_{2}, e_{1}, w_{4}\right)+R\left(e_{4}, w_{2}, e_{2}, w_{4}\right)\right] \\
& -2 R\left(w_{1}, w_{2}, e_{3}, e_{4}\right)-2 R\left(e_{1}, e_{2}, w_{3}, w_{4}\right)
\end{align*}
$$

for all vectors $w_{1}, w_{2}, w_{3}, w_{4} \in \operatorname{span}\left\{e_{5}, \ldots, e_{n}\right\}$. We next define linear transformations $A, B, C, D, E, F: \operatorname{span}\left\{e_{5}, \ldots, e_{n}\right\} \rightarrow \operatorname{span}\left\{e_{5}, \ldots, e_{n}\right\}$ by

$$
\begin{array}{ll}
\left\langle A e_{p}, e_{q}\right\rangle=R_{1 p 1 q}+R_{2 p 2 q}, & \left\langle B e_{p}, e_{q}\right\rangle=R_{3 p 3 q}+R_{4 p 4 q}, \\
\left\langle C e_{p}, e_{q}\right\rangle=R_{3 p 1 q}+R_{4 p 2 q}, & \left\langle D e_{p}, e_{q}\right\rangle=R_{4 p 1 q}-R_{3 p 2 q}, \\
\left\langle E e_{p}, e_{q}\right\rangle=R_{12 p q}, & \left\langle F e_{p}, e_{q}\right\rangle=R_{34 p q}
\end{array}
$$

for $p, q \in\{5, \ldots, n\}$. The inequality (7) implies that the symmetric operator

$$
\left[\begin{array}{cccc}
B & F & -C^{*} & -D^{*} \\
-F & B & D^{*} & -C^{*} \\
-C & D & A & E \\
-D & -C & -E & A
\end{array}\right]
$$

is positive semi-definite. From this, we deduce that $\operatorname{tr}(A B)+\operatorname{tr}(E F) \geq \operatorname{tr}\left(C^{2}\right)+$ $\operatorname{tr}\left(D^{2}\right)$, hence

$$
\begin{align*}
& \sum_{p, q=5}^{n}\left(R_{1 p 1 q}+R_{2 p 2 q}\right)\left(R_{3 p 3 q}+R_{4 p 4 q}\right)-\sum_{p, q=5}^{n} R_{12 p q} R_{34 p q} \\
& \geq \sum_{p, q=5}^{n}\left(R_{1 p 3 q}+R_{2 p 4 q}\right)\left(R_{3 p 1 q}+R_{4 p 2 q}\right)  \tag{8}\\
& +\sum_{p, q=5}^{n}\left(R_{1 p 4 q}-R_{2 p 3 q}\right)\left(R_{4 p 1 q}-R_{3 p 2 q}\right) .
\end{align*}
$$

Combining (5), (6), and (8), the inequality (4) follows.
We next describe various curvature conditions that are related to nonnegative isotropic curvature, and are also preserved by the Ricci flow. The following is an immediate consequence of Theorem 3.2.

Corollary 3.4 (S. Brendle, R. Schoen [22]). Let $M$ be a compact manifold of dimension $n \geq 4$, and let $g(t), t \in[0, T)$, be a solution to the Ricci flow on $M$. Then:

- If $(M, g(0)) \times \mathbb{R}$ has nonnegative isotropic curvature, then the product $(M, g(t)) \times \mathbb{R}$ has nonnegative isotropic curvature for all $t \in[0, T)$.
- If $(M, g(0)) \times \mathbb{R}^{2}$ has nonnegative isotropic curvature, then the product $(M, g(t)) \times \mathbb{R}^{2}$ has nonnegative isotropic curvature for all $t \in[0, T)$.

Another result in this direction was proved by the first author in [18] (see also [20], Section 7.6). In the following, $S^{2}(1)$ denotes a two-dimensional sphere of constant curvature 1 .

Theorem 3.5 (S. Brendle [18]). Let $M$ be a compact manifold of dimension $n \geq 4$, and let $g(t), t \in[0, T)$, be a solution to the Ricci flow on $M$. If $(M, g(0)) \times S^{2}(1)$ has nonnegative isotropic curvature, then $(M, g(t)) \times S^{2}(1)$ has nonnegative isotropic curvature for all $t \in[0, T)$.

Unlike Corollary 3.4, Theorem 3.5 does not follow directly from Theorem 3.2. This is because the manifolds $(M, g(t)) \times S^{2}(1)$ do not form a solution to the Ricci flow.

We now discuss the product conditions in more detail. To that end, we assume that $(M, g)$ is a Riemannian manifold of dimension $n$. We first consider the case $n=3$. In this case, the following holds:

- The product $(M, g) \times \mathbb{R}$ has nonnegative isotropic curvature if and only if $(M, g)$ has nonnegative Ricci curvature.
- The product $(M, g) \times \mathbb{R}^{2}$ has nonnegative isotropic curvature if and only if $(M, g)$ has nonnegative sectional curvature.

We now return to the case $n \geq 4$. The following proposition gives a necessary and sufficient condition for the product $(M, g) \times \mathbb{R}$ to have nonnegative isotropic curvature.

Proposition 3.6. Let $(M, g)$ be a Riemannian manifold of dimension $n \geq 4$. Then the following statements are equivalent:
(i) The product $(M, g) \times \mathbb{R}$ has nonnegative isotropic curvature.
(ii) We have

$$
\begin{aligned}
& R\left(e_{1}, e_{3}, e_{1}, e_{3}\right)+\lambda^{2} R\left(e_{1}, e_{4}, e_{1}, e_{4}\right) \\
& +R\left(e_{2}, e_{3}, e_{2}, e_{3}\right)+\lambda^{2} R\left(e_{2}, e_{4}, e_{2}, e_{4}\right) \\
& -2 \lambda R\left(e_{1}, e_{2}, e_{3}, e_{4}\right) \geq 0
\end{aligned}
$$

for all points $p \in M$, all orthonormal four-frames $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\} \subset T_{p} M$, and all $\lambda \in[0,1]$.
(iii) We have $R(\zeta, \eta, \bar{\zeta}, \bar{\eta}) \geq 0$ for all points $p \in M$ and all vectors $\zeta, \eta \in T_{p}^{\mathbb{C}} M$ satisfying $g(\zeta, \zeta) g(\eta, \eta)-g(\zeta, \eta)^{2}=0$.

The proof of Proposition 3.6 is purely algebraic (for details, see [20], Proposition 7.18). We next consider the condition that $(M, g) \times \mathbb{R}^{2}$ has nonnegative isotropic curvature (cf. [20], Proposition 7.18).

Proposition 3.7. Let $(M, g)$ be a Riemannian manifold of dimension $n \geq 4$. Then the following statements are equivalent:
(i) The product $(M, g) \times \mathbb{R}^{2}$ has nonnegative isotropic curvature.
(ii) We have

$$
\begin{aligned}
& R\left(e_{1}, e_{3}, e_{1}, e_{3}\right)+\lambda^{2} R\left(e_{1}, e_{4}, e_{1}, e_{4}\right) \\
& +\mu^{2} R\left(e_{2}, e_{3}, e_{2}, e_{3}\right)+\lambda^{2} \mu^{2} R\left(e_{2}, e_{4}, e_{2}, e_{4}\right) \\
& -2 \lambda \mu R\left(e_{1}, e_{2}, e_{3}, e_{4}\right) \geq 0
\end{aligned}
$$

for all points $p \in M$, all orthonormal four-frames $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\} \subset T_{p} M$, and all $\lambda, \mu \in[0,1]$.
(iii) We have $R(\zeta, \eta, \bar{\zeta}, \bar{\eta}) \geq 0$ for all points $p \in M$ and all vectors $\zeta, \eta \in T_{p}^{\mathbb{C}} M$.

Theorem 3.2 and Corollary 3.4 provide important examples of preserved curvature conditions. Each of these curvature conditions defines a closed, convex, $O(n)$-invariant cone in $\mathscr{C}_{B}\left(\mathbb{R}^{n}\right)$, which is preserved by the Hamilton ODE. By adapting a technique of Böhm and Wilking [16], it is possible to construct a family of so-called pinching cones, which are all preserved by the Hamilton ODE. Combining these ideas with general results of R. Hamilton (see [47] or [20], Section 5.4), one can draw the following conclusion.

Theorem 3.8 (S. Brendle, R. Schoen [22]). Let ( $M, g_{0}$ ) be a compact Riemannian manifold of dimension $n \geq 4$ with the property that

$$
\begin{aligned}
& R\left(e_{1}, e_{3}, e_{1}, e_{3}\right)+\lambda^{2} R\left(e_{1}, e_{4}, e_{1}, e_{4}\right) \\
& +\mu^{2} R\left(e_{2}, e_{3}, e_{2}, e_{3}\right)+\lambda^{2} \mu^{2} R\left(e_{2}, e_{4}, e_{2}, e_{4}\right) \\
& -2 \lambda \mu R\left(e_{1}, e_{2}, e_{3}, e_{4}\right)>0
\end{aligned}
$$

for all orthonormal four-frames $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$ and all $\lambda, \mu \in[0,1]$. Let $g(t)$, $t \in[0, T)$, denote the unique maximal solution to the Ricci flow with initial metric $g_{0}$. Then the rescaled metrics $\frac{1}{2(n-1)(T-t)} g(t)$ converge to a metric of constant sectional curvature 1 as $t \rightarrow T$.

It turns out that any Riemannian manifold of dimension $n \geq 4$ which is strictly $1 / 4$-pinched in the pointwise sense satisfies the assumption of Theorem 3.8. Hence, we can draw the following conclusion.

Corollary 3.9 (S. Brendle, R. Schoen [22]). Let $\left(M, g_{0}\right)$ be a compact Riemannian manifold of dimension $n \geq 4$ which is strictly $1 / 4$-pinched in the pointwise sense. Let $g(t), t \in[0, T)$, denote the unique maximal solution to the Ricci flow with initial metric $g_{0}$. Then the rescaled metrics $\frac{1}{2(n-1)(T-t)} g(t)$ converge to a metric of constant sectional curvature 1 as $t \rightarrow T$.

The Differentiable Sphere Theorem (Theorem 1.6 above) is an immediate consequence of Corollary 3.9. To conclude this section, we state an improved convergence result for the Ricci flow.

Theorem 3.10 (S. Brendle [18]). Let ( $M, g_{0}$ ) be a compact Riemannian manifold of dimension $n \geq 4$ with the property that

$$
\begin{aligned}
& R\left(e_{1}, e_{3}, e_{1}, e_{3}\right)+\lambda^{2} R\left(e_{1}, e_{4}, e_{1}, e_{4}\right) \\
& +R\left(e_{2}, e_{3}, e_{2}, e_{3}\right)+\lambda^{2} R\left(e_{2}, e_{4}, e_{2}, e_{4}\right) \\
& -2 \lambda R\left(e_{1}, e_{2}, e_{3}, e_{4}\right)>0
\end{aligned}
$$

for all orthonormal four-frames $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$ and all $\lambda \in[0,1]$. Let $g(t), t \in$ $[0, T)$, denote the unique maximal solution to the Ricci flow with initial metric $g_{0}$. Then the rescaled metrics $\frac{1}{2(n-1)(T-t)} g(t)$ converge to a metric of constant sectional curvature 1 as $t \rightarrow T$.

Theorem 3.10 extends many known convergence results for the Ricci flow (see also [15]). The main ingredient in the proof is Theorem 3.5. A detailed argument can be found in [20], Section 8.4.

## 4. Weak Pinching and Further Developments

In this section, we describe various rigidity theorems and results which weaken the $1 / 4$-pinching assumption. For a detailed exposition of the rigidity results, we refer to [20], Chapter 9 . We close by outlining some open problems and conjectures in this area.

The first result in this direction was established by M. Berger [9] (see also [28], Theorem 6.6).

Theorem 4.1 (M. Berger [9]). Let $(M, g)$ be a compact, simply connected Riemannian manifold which is weakly $1 / 4$-pinched in the global sense. Then $M$ is either homeomorphic to $S^{n}$ or isometric to a symmetric space.

We now describe some rigidity results obtained by means of the Ricci flow. The following result was established by R. Hamilton:

Theorem 4.2 (R. Hamilton [47]). Let ( $M, g_{0}$ ) be a compact three-manifold which is locally irreducible and has nonnegative Ricci curvature. Moreover, let $g(t), t \in[0, T)$, denote the unique maximal solution to the Ricci flow with initial metric $g_{0}$. Then the rescaled metrics $\frac{1}{4(T-t)} g(t)$ converge to a metric of constant sectional curvature 1 as $t \rightarrow T$.

In dimension $n \geq 4$, we have the following result:
Theorem 4.3 (S. Brendle, R. Schoen [21]). Let $M$ be a compact manifold of dimension $n \geq 4$, and let $g(t), t \in[0, T]$ be a solution to the Ricci flow on $M$ with nonnegative isotropic curvature. Then, for each $\tau \in(0, T)$, the set of all orthonormal four-frames $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$ satisfying

$$
\begin{aligned}
& R_{g(\tau)}\left(e_{1}, e_{3}, e_{1}, e_{3}\right)+R_{g(\tau)}\left(e_{1}, e_{4}, e_{1}, e_{4}\right) \\
& +R_{g(\tau)}\left(e_{2}, e_{3}, e_{2}, e_{3}\right)+R_{g(\tau)}\left(e_{2}, e_{4}, e_{2}, e_{4}\right) \\
& -2 R_{g(\tau)}\left(e_{1}, e_{2}, e_{3}, e_{4}\right)=0
\end{aligned}
$$

is invariant under parallel transport with respect to the metric $g(\tau)$.
In particular, if the reduced holonomy group of $(M, g(\tau))$ is $\mathrm{SO}(n)$, then $(M, g(\tau))$ has positive isotropic curvature.

Theorem 4.3 is similar in spirit to a result of R. Hamilton [47] concerning solutions to the Ricci flow with nonnegative curvature operator. However, Hamilton's techniques are not applicable in this setting. Instead, the proof of Theorem 4.3 relies on a variant of J.M. Bony's strict maximum principle for degenerate elliptic equations (cf. [17]). This technique was first employed in the context of geometric flows in [21]. It has since found applications to other borderline situations involving Ricci flow (see e.g. [3], [45]).

Theorem 4.3 is particularly effective in combination with M. Berger's classification of holonomy groups (see [7]). For example, the following structure theorem for compact, simply connected manifolds with nonnegative isotropic curvature was established in [19]:

Theorem 4.4 (S. Brendle [19]). Let ( $M, g_{0}$ ) be a compact, simply connected Riemannian manifold of dimension $n \geq 4$ which is irreducible and has nonnegative isotropic curvature. Then one of the following statements holds:
(i) $M$ is homeomorphic to $S^{n}$.
(ii) $n=2 m$ and $\left(M, g_{0}\right)$ is a Kähler manifold.
(iii) $\left(M, g_{0}\right)$ is isometric to a symmetric space.
M. Berger [11] has shown that any quaternionic-Kähler manifold with positive sectional curvature is isometric to $\mathbb{H}^{m}$ up to scaling. More recently, H. Seshadri proved that any Kähler manifold which satisfies the assumptions of Theorem 4.4 is biholomorphic to a complex projective space or isometric to a Hermitian symmetric space (see [76], Theorem 1.2). We now state another consequence of Theorem 4.3.

Theorem 4.5. Let $\left(M, g_{0}\right)$ be a compact, locally irreducible Riemannian manifold of dimension $n \geq 4$ with the property that

$$
\begin{aligned}
& R\left(e_{1}, e_{3}, e_{1}, e_{3}\right)+\lambda^{2} R\left(e_{1}, e_{4}, e_{1}, e_{4}\right) \\
& +R\left(e_{2}, e_{3}, e_{2}, e_{3}\right)+\lambda^{2} R\left(e_{2}, e_{4}, e_{2}, e_{4}\right) \\
& -2 \lambda R\left(e_{1}, e_{2}, e_{3}, e_{4}\right) \geq 0
\end{aligned}
$$

for all orthonormal four-frames $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$ and all $\lambda \in[0,1]$. Moreover, let $g(t), t \in[0, T)$, denote the unique maximal solution to the Ricci flow with initial metric $g_{0}$. Then one of the following statements holds:
(i) The rescaled metrics $\frac{1}{2(n-1)(T-t)} g(t)$ converge to a metric of constant sectional curvature 1 as $t \rightarrow T$.
(ii) $n=2 m$ and the universal cover of $\left(M, g_{0}\right)$ is a Kähler manifold.
(iii) $\left(M, g_{0}\right)$ is locally symmetric.

In particular, if $\left(M, g_{0}\right)$ is weakly $1 / 4$-pinched in the pointwise sense, then ( $M, g_{0}$ ) satisfies the assumptions of Theorem 4.5. Hence, we have completed the proof of Theorem 1.7.

In the remainder of this section, we describe some results concerning almost $1 / 4$-pinched manifolds. The first result in this direction was proved by M. Berger in 1983.

Theorem 4.6 (M. Berger [12]). For every even integer n, there exists a real number $\delta(n) \in(0,1 / 4)$ with the following property: if $\left(M, g_{0}\right)$ is a compact, simply connected Riemannian manifold of dimension $n$ which is strictly $\delta(n)$ pinched in the global sense, then $M$ is homeomorphic to $S^{n}$ or diffeomorphic to a compact symmetric space of rank one.

The proof of Theorem 4.6 is by contradiction, and relies on a compactness argument in the spirit of Gromov. In particular, the value of the pinching constant $\delta(n)$ is not known in general. U. Abresch and W. Meyer [1] showed that any compact, simply connected, odd-dimensional Riemannian manifold whose sectional curvatures lie in the interval $\left(\frac{1}{4\left(1+10^{-6}\right)^{2}}, 1\right]$ is homeomorphic to a sphere. Using the classification in Theorem 4.5 and a Cheeger-Gromov-style compactness argument, P. Petersen and T. Tao obtained the following result:

Theorem 4.7 (P. Petersen, T. Tao [71]). For each integer $n \geq 4$, there exists a real number $\delta(n) \in(0,1 / 4)$ with the following property: if $\left(M, g_{0}\right)$ is a compact, simply connected Riemannian manifold of dimension $n$ which is strictly $\delta(n)$ pinched in the global sense, then $M$ is diffeomorphic to a sphere or a compact symmetric space of rank one.

The conclusion of Theorem 4.7 can be improved slightly when $n$ is odd. In this case, there exists a real number $\delta(n) \in(0,1 / 4)$ with the property that every compact $n$-dimensional manifold ( $M, g_{0}$ ) which is strictly $\delta(n)$-pinched in the global sense is diffeomorphic to a spherical space form.

Finally we discuss some open problems in the study of positive curvature. First there are two well-known conjectures of H. Hopf.

Conjecture 4.8 (Hopf). There is no metric of positive sectional curvature on $S^{2} \times S^{2}$.

Conjecture 4.9 (Hopf). If $n$ is even and $M^{n}$ is a compact manifold with positive sectional curvature, then the Euler characteristic of $M$ is positive.

Concerning the first problem, we do not know of any compact simply connected manifold which admits a metric of nonnegative sectional curvature but can be shown not to admit a metric of positive sectional curvature. The famous theorem of J.L. Synge (see [28]) which classifies fundamental groups of even dimensional manifolds of positive sectional curvature implies that $\mathbb{R} \mathbb{P}^{2} \times \mathbb{R P}^{2}$ does not admit a metric with positive sectional curvature. There does not seem to be a viable method to approach the second Hopf conjecture at this time.

It would be interesting to understand the fundamental groups of manifolds with positive isotropic curvature (see [34] and [40]).

Conjecture 4.10. The fundamental group of a compact manifold of positive isotropic curvature contains a free subgroup of finite index.

One possible approach to this conjecture involves the Ricci flow. For initial metrics with positive isotropic curvature, the Ricci flow will, in general, develop singularities. For $n=4$, the singularities were analyzed by Hamilton [50], but the case $n \geq 5$ is open.

We expect that there is an almost $1 / 4$-pinching theorem assuming only pointwise pinching. Even the topological version of this is unknown. The proof will require a more sophisticated technique.

Conjecture 4.11. Theorems 4.6 and 4.7 hold with the assumption of pointwise pinching replacing global pinching.
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#### Abstract

An algebraic variety is an object which can be defined in a purely algebraic way, starting from polynomials or more generally from finitely generated algebras over fields. When the base field is the field of complex numbers, it can also be seen as a complex manifold, and more precisely a Kähler manifold. We will review a number of notions and results related to these two aspects of complex algebraic geometry. A crucial notion is that of Hodge structure, which already appears in the Kähler context, but seems to be meaningful and interpretable only in the context of algebraic geometry.
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## 1. Introduction

1.1. From topology to geometry and vice-versa. An algebraic variety $V$ is defined by polynomial equations which are polynomials with coefficients in some field $K$. For any field $K^{\prime}$ containing $K$, one considers the set $V\left(K^{\prime}\right)$ of solutions with coefficients in $K^{\prime}$. In particular, if $K \subset \mathbb{C}$, one can consider $V(\mathbb{C})$ which will be a subvariety of an affine or projective space. When the equations defining $V(\mathbb{C})$ locally satisfy the Jacobian criterion, $V(\mathbb{C})$ can also be seen as a complex manifold, and in particular a topological space, which is compact if the original $V$ is projective. In fact, it is endowed with a so-called Kähler metric, which happens to be extremely restrictive topologically. So we get a first set of forgetting maps:

$$
\begin{aligned}
\{\text { Algebraic varieties over } K \subset \mathbb{C}\} & \rightsquigarrow\{\text { Algebraic varieties over } \mathbb{C}\} \\
& \rightsquigarrow \text { Compact Kähler manifolds }\} .
\end{aligned}
$$

[^50]Each step above can be seen as an enlargement of the category of functions used on the space $V(\mathbb{C})$ : in the first case, rational functions with $K$-coefficients, in the second case, rational functions with complex coefficients, and in the third case, holomorphic functions rather than polynomials or rational functions.

That some structure is lost at each step is obvious, but it is not so clear whether these changes of category of pairs consisting of a space plus a class of functions, also correspond to relaxing topological restrictions. However, it was shown by Serre [39] in the 60's, for the first inclusion, and by the author [49] in 2004 for the second one, that at each step we get a strict inclusion at the level of topological spaces, even modulo homotopy equivalence. This will be the subject of section 3.3.

Starting with a compact Kähler manifold, we can forget some of its geometric structure. Indeed, a Kähler manifold is at the same time a complex manifold, a symplectic manifold and a Riemannian manifold, the three structures being compatible in a very nice way. It has been known for a very long time that compact Kähler manifolds are more restricted topologically than complex or symplectic manifolds. We will show in section 3.2 that there are in fact many more topological restrictions than the classical ones, obtained by introducing and exploiting the notion of Hodge structure on a cohomology algebra introduced in [54].

Continuing further, we can also forget about the complex structure or the symplectic structure, and then keep the differentiable manifold. All these operations again enlarge the class of topological spaces considered. Finally we can even forget about the differentiable structure and consider only the underlying topological space, which is a topological manifold. Its homotopy type or cohomology can be computed by combinatorial data: it is determined by the combinatorics of a good covering by open balls. A major result due to Donaldson [23] says that some topological manifolds do not admit any differentiable structure, so that in this last step, we still enlarge the category of topological spaces involved. Doing so, we also loose a tool which makes the essential bridge between geometry and topology, namely the use of differential forms to compute cohomology (and even homotopy, according to Sullivan [42]), which can be summarized under the name of de Rham theory and will be a guiding theme of this paper.

While we made a long walk from algebraic varieties to topological spaces, de Rham theorems appear to be crucial to understand partially the cohomology of a smooth complex algebraic variety $V$ defined over a field $K \subset \mathbb{C}$, using only its structure as an algebraic variety (eg the ideal of polynomials vanishing on it), and not the topology of $V(\mathbb{C})$. The key point here is the fact that differentiating polynomial or rational functions is a formal operation. This way we can speak of algebraic differential forms and use them to "compute" the cohomology of our algebraic variety (cf. [29]).

A very mysterious and crucial fact is the following: according to whether we consider our complex algebraic variety over $K \subset \mathbb{C}$ as a topological space with
its complex of singular cochains, or as a differentiable manifold with its complex of differential forms, or as a $K$-variety with its complex of algebraic differential forms with $K$-coefficients, we compute the "same" cohomology groups, but with different coefficients ( $\mathbb{Q}$-coefficients for Betti cohomology, $\mathbb{R}$ or $\mathbb{C}$-coefficients for differentiable de Rham cohomology, $K$-coefficients for algebraic de Rham cohomology). Comparing these various groups is crucial in the theory of motives, or of periods (cf. [1]).

We will put the emphasis in this text on the following fact: Hodge theory on a compact Kähler manifold $X$ provides beautiful objects attached to $X$, namely a Hodge structure of weight $k$ on its rational cohomology of degree $k$, for any $k \geq 0$. We will show how to extract from the existence of such Hodge structures topological restrictions on $X$. When $X$ is projective, it is furthermore expected that these Hodge structures reflect faithfully certain algebro-geometric properties of $X$, related to the structure of its algebraic subvarieties. The simplest example of such expectation is the Hodge conjecture, which predicts from the shape of the Hodge structure on $H^{2 k}(X, \mathbb{Q})$ which degree $2 k$ rational cohomology classes are generated over $\mathbb{Q}$ by classes of algebraic subvarieties of codimension $k$ of $X$. This conjecture cannot be extended in the Kähler context (cf. [47] and section 2.1), which suggests that this is not a conjecture in complex differential topology, and that some extra structure existing on the cohomology of algebraic varieties, compatible with Hodge theory, has to be exploited. We will try to give an idea of what can be done in this direction in section 4. The rest of this introduction makes more precise the various tools and notions alluded to above.
1.2. De Rham theorems and Hodge theory. The degree $i$ Betti cohomology $H^{i}(X, A)$ of a reasonable topological space (say a topological manifold) with value in any abelian group $A$ can be computed in several ways, which correspond to various choices of acyclic resolutions of the constant sheaf $A$ on $X$. Concretely, one can choose a triangulation of $X$ and consider the simplicial cohomology of the associated simplicial complex. A more general approach uses singular cohomology, built from continuous cochains and their boundaries. The last one involves a good covering by open balls and the associated Čech complex.

The last approach, which is also the most natural from the viewpoint of sheaf cohomology, led Weil [56] to a new proof of the fundamental de Rham theorem [22], which says that in the differentiable case, cohomology with real coefficients can be computed using the complex of differential forms:
Theorem 1.1. (de Rham) If $X$ is a differentiable manifold, one has

$$
\begin{equation*}
H^{i}(X, \mathbb{R})=\frac{\{\text { closed real } i-\text { forms on } X\}}{\{\text { exact real } i \text {-forms on } X\}} \tag{1.1}
\end{equation*}
$$

An important point however is the fact that de Rham cohomology does not detect cohomology with rational coefficients.

The next step in relating topology and geometry is the major advance in differential topology due to Hodge (cf. [27], [48, Chapter 5]), which provides canonical representatives for the cohomology of a compact differentiable manifold endowed with a Riemannian metric.

For a general oriented Riemannian manifold ( $X, g$ ), with corresponding volume form $V o l_{g}$, one has the Laplacian $\Delta_{d}$ acting on differential forms, preserving the degree, and given by the formula $\Delta_{d}=d d^{*}+d^{*} d$, where $d^{*}$ is the formal adjoint of $d$ with respect to the $L^{2}$-metric $(\alpha, \beta)_{L^{2}}:=\int_{X}\langle\alpha, \beta\rangle V o l_{g}$ on compactly supported forms. A differential form $\alpha$ is said to be harmonic if $\Delta_{g} \alpha=0$, or equivalently in the compact case, $d \alpha=d^{*} \alpha=0$. When $X$ is compact, a harmonic form on $X$ has thus a de Rham cohomology class.
Theorem 1.2. (Hodge) Let $X$ be a compact orientable differentiable manifold. Then the map $\mathcal{H}^{i}(X) \rightarrow H^{i}(X, \mathbb{R})$ from the space of harmonic $i$-forms on $X$ to real cohomology of degree $i$, which to a harmonic form associates its de Rham class, is an isomorphism.
1.3. Kähler geometry and algebraic geometry. A complex manifold (of complex dimension $n$ ) is a differentiable manifold of real dimension $2 n$ with a set of charts with values in open sets of $\mathbb{C}^{n}$ such that the transition diffeomorphisms are holomorphic. Its tangent space has then a natural structure of complex vector bundle, given by its local identifications to the tangent space of $\mathbb{C}^{n}$.

A Kähler metric is a Hermitian metric on the tangent bundle of a complex manifold $X$ which fits very nicely with the complex structure on $X$ : The Hermitian metric $h$ being locally written in holomorphic coordinates as $\sum_{i, j} h_{i j} d z_{i} \otimes d \bar{z}_{j}$, there is the corresponding real (1,1)-form

$$
\omega=\frac{\iota}{2} \sum_{i, j} h_{i j} d z_{i} \wedge d \bar{z}_{j}
$$

(the Kähler form), and the Kähler condition is simply $d \omega=0$. The closed 2form $\omega$ has a de Rham class $[\omega] \in H^{2}(X, \mathbb{R})$, called the Kähler class of the metric.

A projective complex variety $X$ (defined over a field $K \subset \mathbb{C}$ ) is the set of solutions of a finite number of equations $P_{i}(x)=0, x=\left(x_{0}, \ldots, x_{N}\right) \in$ $\mathbb{P}^{N}(\mathbb{C})$, where the $P_{i}$ are homogeneous polynomials (with coefficients in $K$ ) in the coordinates $x_{i}$.

The $P_{i}$ 's give local rational, hence holomorphic, equations for $X$, which is thus a closed analytic subset of $\mathbb{P}^{N}(\mathbb{C})$ as well. A remarkable result due to Chow and generalized later on by Serre [38] says that any closed analytic subset of $\mathbb{P}^{N}(\mathbb{C})$ is in fact algebraic. When the local defining equations of $X$ can be chosen to have independent differentials, $X$ is a complex submanifold of $\mathbb{P}^{N}(\mathbb{C})$. We will say that $X$ is a complex projective manifold (defined over $K$ ).

The Kodaira criterion [32] characterizes projective complex manifolds inside the class of compact Kähler manifolds.

Theorem 1.3. A compact complex manifold $X$ is projective if and only if $X$ admits a Kähler class $[\omega]$ which is rational, that is belongs to

$$
H^{2}(X, \mathbb{Q}) \subset H^{2}(X, \mathbb{R})
$$

The "only if" is easy. It comes from the fact that if $X$ is projective, one gets a Kähler form on $X$ by restricting the Fubini-Study Kähler form on some projective space $\mathbb{P}^{N}$ in which $X$ is imbedded as a complex submanifold. But the Fubini-Study Kähler form has integral cohomology class, as its class is the first Chern class of the holomorphic line bundle $\mathcal{O}_{\mathbb{P}^{N}}(1)$ on $\mathbb{P}^{N}$.

The converse is a beautiful application of the Kodaira vanishing theorem for line bundles endowed with a metric whose Chern form is positive.
1.4. Topology and algebraic geometry. As we mentioned already, one way to put a topology on a complex algebraic variety is to use the topology on the ambient space $\mathbb{C}^{n}$ or $\mathbb{C P}^{n}$. This is what we will call the classical topology. There is however another topology, the Zariski topology, which has the property that the closed subsets are the closed algebraic subsets of $X$, that is, subsets defined by the vanishing of polynomial equations restricted to $X$. These sets are closed for the classical topology, so this topology is weaker than the classical topology.

This topology is in fact very weak. Indeed, if the variety is "irreducible" (for example smooth and connected), any two Zariski open sets intersect non trivially by analytic continuation. It easily follows that the cohomology of $X$, endowed with the Zariski topology, with constant coefficients, (that is, with value in a constant sheaf) is trivial. However, the Zariski topology is excellent to compute the cohomology of $X$ with values in other softer sheaves, namely the "coherent sheaves": There is the notion of algebraic vector bundle on $X$, and even algebraic vector bundle defined over $K$ if $X$ is. Namely, in some Zariski open cover (defined over $K$ ), it is trivialized, and the transition matrices are matrices of algebraic functions with $K$-coefficients. The simplest coherent sheaves are sheaves of algebraic sections of such vector bundles. The general ones allow singularities.

Let us assume that $K=\mathbb{C}$ and let $E$ be such an algebraic vector bundle. There are two things we can do to compute the "cohomology of $X$ with value in $E$ ".

1) $X$ is endowed with the Zariski topology and one considers the sheaf $\mathcal{E}$ of algebraic sections of $E$. Then we compute cohomology of the sheaf $\mathcal{E}$ by general methods of sheaf cohomology, using acyclic resolutions. Concretely, it suffices to compute Čech cohomology with respect to an affine covering. Let us denote these groups $H^{l}\left(X_{Z a r}, \mathcal{E}\right)$.
2) We put on $X$ the classical topology and consider the sheaf of holomorphic sections $\mathcal{E}^{a n}$ of $E$ in the classical topology. Let us denote these groups $H^{l}\left(X_{c l}, \mathcal{E}^{a n}\right)$.

It is a remarquable fact (the "GAGA principle", [38]), proved by Serre, that the resulting cohomology groups are the same.

Theorem 1.4. (Serre) For any algebraic coherent sheaf $\mathcal{E}$ on $X$, one has a canonical (inverse image) isomorphism $H^{l}\left(X_{Z a r}, \mathcal{E}\right) \rightarrow H^{l}\left(X_{c l}, \mathcal{E}^{a n}\right)$.

Why then to care about the Zariski topology and the algebraic vector bundles? One reason is the fact that staying in the algebraic geometry setting allows to take care of the fields of definition of a variety $X$ and a vector bundle $E$ on it; such a field of definition contains the coefficients of defining equations of $X$, or the coefficients of rational functions involved in the transition matrices of $E$. If $X, E$ are defined over a subfield $K \subset \mathbb{C}$, then we can compute the cohomology of $X_{K}$, endowed with the " $K$-Zariski topology" (for which closed subsets are closed algebraic subsets defined by polynomial equations with $K$ coefficients), with value in $\mathcal{E}_{K}$ (the sheaf of sections defined over $K$ ), and there is an isomorphism (which is called a $K$-structure on $H^{i}(X, \mathcal{E})$ ):

$$
H^{i}(X, \mathcal{E})=H^{i}\left(X_{K}, \mathcal{E}_{K}\right) \otimes_{K} \mathbb{C} .
$$

We already mentioned that the Zariski topology is not good at all to compute Betti cohomology of $X$ endowed with its classical topology. However, holomorphic de Rham theory combined with GAGA allows in fact to compute Betti cohomology of $X$, at least with complex coefficients, using algebraic differentials and the Zariski topology. This result due to Grothendieck [29] is crucial to understand the notion of absolute Hodge class [19] that will be discussed in section 4.2.

Étale cohomology invented by Grothendieck is another way of constructing an intrinsic cohomology theory, not depending on the topology of the field $\mathbb{C}$. It depends on introducing étale topology which is a refinement of Zariski topology, and is not actually a topology: Roughly speaking, one adds to the Zariski open sets their étale covers. Furthermore, Artin's comparison theorems allow to compare it to Betti cohomology. However, this theory does not allow to recover Betti cohomology with rational coefficients (see for example [13]) of our classical topological space $X$, but only its Betti cohomology with finite or $l$-adic coefficients.

The presence of various cohomology theories with comparison theorems between them is at the heart of Grothendieck's theory of Motives (cf. [1]).

Our last topic in section 4.4 will be another way to go around the fact that the Zariski topology is too weak to compute Betti cohomology of the corresponding complex manifold. This is by looking at the spectral sequence associated to the obviously continuous map

$$
X_{c l} \rightarrow X_{Z a r}
$$

which is the identity on points. This study is done by Bloch-Ogus [8] and leads to beautiful results when combined with algebraic $K$-theory.

## 2. Hodge Theory in Kähler or Projective Geometry

2.1. Hodge structures. Let us start with the notion of cohomology class of type $(p, q)$ on a complex manifold $X$. On such an $X$, we have the notion of differential form of type $(p, q)$ : these are the complex differential forms $\alpha$ (say of class $\mathcal{C}^{\infty}$ ), which can be written in local holomorphic coordinates $z_{1}, \ldots, z_{n}, n=\operatorname{dim}_{\mathbb{C}} X$, and in the multiindex notation:

$$
\alpha=\sum_{I, J} \alpha_{I, J} d z_{I} \wedge d \bar{z}_{J},|I|=p,|J|=q,
$$

where $\alpha_{I, J}$ are $\mathcal{C}^{\infty}$ functions. Let us denote $A^{p, q}(X)$ the space of $(p, q)$-forms on $X$. Thus $A^{p, q}(X) \subset A^{k}(X), p+q=k$, where $A^{k}(X)$ is the space of $C^{\infty}$ complex differential $k$-forms on $X$. The cohomology $H^{k}(X, \mathbb{C})$ with complex coefficients can be computed by de Rham theorem as

$$
H^{k}(X, \mathbb{C})=\frac{\{\text { closed complex } k \text {-forms on } X\}}{\{\text { exact complex } k \text {-forms on } X\}},
$$

and it is natural to define for a complex manifold $X$ and for each $(p, q)$ the space of cohomology classes of type $(p, q)$ by the formula

$$
H^{p, q}(X):=\frac{\{\text { closed forms of type }(p, q) \text { on } X\}}{\{\text { exact forms of type }(p, q) \text { on } X\}} .
$$

The following result is a famous result due to Hodge.
Theorem 2.1. (The Hodge decomposition theorem) Let $X$ be a compact Kähler manifold. Then for any integer $k$, one has $H^{k}(X, \mathbb{C})=\bigoplus_{p+q=k} H^{p, q}(X)$.

The proof of this theorem uses the representation of cohomology classes by harmonic forms (Theorem 1.2 above), together with the fact that the $(p, q)$ components of harmonic forms are harmonic, a fact which is specific to the Kähler case.

The decomposition above satisfies Hodge symmetry, which says that

$$
\begin{equation*}
\overline{H^{p, q}(X)}=H^{q, p}(X), \tag{2.2}
\end{equation*}
$$

where complex conjugation acts naturally on $H^{k}(X, \mathbb{C})=H^{k}(X, \mathbb{R}) \otimes_{\mathbb{R}} \mathbb{C}$. This is because the complex conjugate of a closed form of type $(p, q)$ is a closed form of type $(q, p)$.

We have the change of coefficients theorems $H^{k}(X, \mathbb{Q}) \otimes_{\mathbb{Q}} \mathbb{C} \cong H^{k}(X, \mathbb{C})$. On the other hand, Theorem 2.1 gives the decomposition $H^{k}(X, \mathbb{C})=$ $\bigoplus_{p+q=k} H^{p, q}(X)$, satisfying Hodge symmetry (2.2). These data are summarized in the following definition.

Definition 2.2. A rational (resp. integral) Hodge structure of weight $k$ is a finite dimensional $\mathbb{Q}$-vector space (resp. a lattice, that is a free $\mathbb{Z}$-module of finite rank) $V$, together with a decomposition:

$$
V_{\mathbb{C}}:=V \otimes_{\mathbb{Q}} \mathbb{C}=\oplus_{p+q=k} V^{p, q}
$$

satisfying Hodge symmetry.
The cohomology $H^{k}(X, \mathbb{Q}), X$ compact Kähler, carries such a structure. Note that the Hodge decomposition depends on the Kähler complex structure. Furthermore, the dimensions $h^{p, q}(X):=r k H^{p, q}(X)$ are not topological invariants of $X$, although they are constant under deformations of the Kähler complex structure. However, the following classical remark shows that the Hodge decomposition provides topological restrictions on compact Kähler manifolds.

Remark 2.3. A Hodge structure of odd weight has its underlying $\mathbb{Q}$-vector space of even dimension. Hence a compact Kähler manifold $X$ has

$$
b_{2 i+1}(X):=\operatorname{dim}_{\mathbb{Q}} H^{2 i+1}(X, \mathbb{Q})
$$

even for any $i$.
Example 2.4. There is an equivalence of categories between the set of (integral) Hodge structures of weight 1 and the set of complex tori. To $L, L_{\mathbb{C}}=$ $L^{1,0} \oplus \overline{L^{1,0}}$ corresponds $T:=\frac{L_{\mathrm{C}}}{L^{1,0} \oplus L}$. In the reverse direction, associate to $T$ the Hodge structure on $H^{2 g-1}(T, \mathbb{Z}), g=\operatorname{dim} T$.
Example 2.5. (Trivial Hodge structure) A Hodge structure ( $V, V^{p, q}$ ) of weight $2 k$ is trivial if $V_{\mathbb{C}}=V^{k, k}$.

The following definition is crucial:
Definition 2.6. If $\left(V, V^{p, q}\right)$ is a rational Hodge structure of weight $2 k$, Hodge classes of $V$ are elements of $V \cap V^{k, k}$.

The simplest examples of Hodge classes on a compact Kähler manifold are given by the cohomology classes of closed analytic subspaces $Z \subset X$ of codimension $k$. The singular locus $Z_{\text {sing }}$ of such a $Z$ is then a closed analytic subset of $X$ which has codimension $\geq k+1$ and thus real codimension $\geq 2 k+2$. Thus one can define

$$
[Z] \in H^{2 k}(X, \mathbb{Z})
$$

by taking the cohomology class $\left[Z \backslash Z_{\text {sing }}\right] \in H^{2 k}\left(X \backslash Z_{\text {sing }}, \mathbb{Z}\right)$ of the closed complex submanifold

$$
Z \backslash Z_{\text {sing }} \subset X \backslash Z_{\text {sing }}
$$

and by observing that $H^{2 k}\left(X \backslash Z_{\text {sing }}, \mathbb{Z}\right) \cong H^{2 k}(X, \mathbb{Z})$.
The class $[Z]$ is an integral Hodge class. This can be seen using Lelong's theorem, showing that the current of integration over $Z \backslash Z_{\text {sing }}$ is well defined
and closed, with cohomology class equal to the image of $[Z]$ in $H^{2 k}(X, \mathbb{C})$. On the other hand, this current anihilates all forms of type $(p, q), p \neq q, p+q=$ $2 n-2 k, n=\operatorname{dim} X$, and it follows dually that its class is of type $(k, k)$.

The Hodge conjecture is the following statement:
Conjecture 2.7. Let $X$ be a complex projective manifold. Then the space $H d g^{2 k}(X)$ of degree $2 k$ rational Hodge classes on $X$ is generated over $\mathbb{Q}$ by classes $[Z]$ constructed above.

It would be natural to try to formulate the Hodge conjecture in the Kähler context. However, it seems that there is no way to do this, and this is the reason why we will focus on the interplay between Hodge theory and algebraic geometry in section 4. First of all, it has been known for a long time that Hodge classes on compact Kähler manifolds are not in general generated over $\mathbb{Q}$ by classes of closed analytic subsets. The simplest such example is provided by a complex torus $T$ admitting a holomorphic line bundle $\mathcal{L}$ of indefinite curvature. This means in this case that the harmonic de Rham representative of the Chern class $c_{1}(\mathcal{L})$ is given by a real $(1,1)$-form with constant coefficients on $T$ having the property that the corresponding Hermitian form on the tangent space of $T$ is indefinite. If the torus $T$ satisfying this condition is chosen general enough, its space $H d g^{2}(T)$ will be generated by $c_{1}(\mathcal{L})$, as one shows by a deformation argument. It follows that $T$ will not contain any analytic hypersurface, hence no non zero degree 2 Hodge class can be constructed as the Hodge class of a codimension 1 closed analytic subset, while $c_{1}(\mathcal{L})$ provides a non zero Hodge class on $T$.

However, there are two other constructions of Hodge classes starting from analytic objects:

1) Chern classes of holomorphic vector bundles: one uses the Chern connection and Chern-Weil theory to show that they are indeed Hodge classes.
2) Chern classes of analytic coherent sheaves (that is, roughly speaking, sheaves of sections of singular holomorphic vector bundles): the construction is much more delicate. We refer to [28] for a recent elegant construction.

In the projective case, it is known that the three constructions generate over $\mathbb{Q}$ the same space of Hodge classes (cf. [38] and [9]). In the general Kähler case, the torus example above shows that Chern classes of holomorphic vector bundles or coherent sheaves may provide more Hodge classes than cycle classes. The fact that Chern classes of coherent sheaves allow in some cases to construct strictly more Hodge classes than Chern classes of holomorphic vector bundles was proved in [47]. This is something which cannot be detected in degree 2, as in degree 2, Chern classes of holomorphic line bundles generate all integral Hodge classes, a fact which is known as the Lefschetz theorem on $(1,1)$-classes. To conclude, one can prove as in [9] that cycle classes are generated by Chern classes of analytic coherent sheaves.

If we want to extend the Hodge conjecture to the Kähler case, we therefore are led to consider the following question:

Question 2.8. Are Hodge classes on compact Kähler manifolds generated over $\mathbb{Q}$ by Chern classes of coherent sheaves?

We provided in [47] a negative answer to this question. Weil tori [57] are complex tori $T$ of even dimension $2 n$ admitting an endomorphism $\phi$ satisfying $\phi^{2}=-d \mathrm{Id}_{T}, d>0$ and a certain sign assumption concerning the action of $\phi$ on holomorphic forms on $T$, which implies that $T$ carries a 2 -dimensional $\mathbb{Q}$ vector space of Hodge classes of degree $2 n$. The following result shows that they provide a counterexample to question 2.8 , thus showing that the projectivity assumption is crucial in the statement of the Hodge conjecture.

Theorem 2.9. [47] Let $T$ be a general Weil torus of dimension 4. Then any analytic coherent sheaf $\mathcal{F}$ on $T$ satisfies $c_{2}(\mathcal{F})=0$. Thus the Weil Hodge classes on them are not in the space generated by Chern classes of coherent sheaves.

### 2.2. Hard Lefschetz theorem and Hodge-Riemann rela-

tions. Another very deep application of Hodge theory is the hard Lefschetz theorem, which says the following: let $X$ be a compact Kähler manifold of dimension $n$ and $[\omega] \in H^{2}(X, \mathbb{R})$ be the class of a Kähler form $\omega$ on $X$. Cup-product with [ $\omega$ ] gives an operator usually denoted by $L: H^{*}(X, \mathbb{R}) \rightarrow$ $H^{*+2}(X, \mathbb{R})$.

Theorem 2.10. For any $k \leq n$,

$$
L^{n-k}: H^{k}(X, \mathbb{R}) \rightarrow H^{2 n-k}(X, \mathbb{R})
$$

is an isomorphism.
A first formal consequence of the hard Lefschetz theorem 2.10 is the socalled Lefschetz decomposition. With the same notations as before, define for $k \leq n$ the primitive degree $k$ cohomology of $X$ by

$$
H^{k}(X, \mathbb{R})_{\text {prim }}:=\operatorname{Ker}\left(L^{n-k+1}: H^{k}(X, \mathbb{R}) \rightarrow H^{2 n+2-k}(X, \mathbb{R})\right)
$$

For example, if $k=1$, the whole cohomology is primitive, and if $k=2$, primitive cohomology is the same as the orthogonal subspace, with respect to Poincaré duality, of $[\omega]^{n-1} \in H^{2 n-2}(X, \mathbb{R})$.

The Lefschetz decomposition is given in the following theorem (it can also be extended to $k>n$ using the hard Lefschetz isomorphism).

Theorem 2.11. The cohomology groups $H^{k}(X, \mathbb{R})$ for $k \leq n$ decompose as

$$
H^{k}(X, \mathbb{R})=\oplus_{2 r \leq k} L^{r} H^{k-2 r}(X, \mathbb{R})_{\text {prim }}
$$

2.2.1. Hodge-Riemann bilinear relations. We consider a Kähler compact manifold $X$ with Kähler class [ $\omega$ ]. We can define an intersection form $q_{\omega}$ on each $H^{k}(X, \mathbb{R})$ by the formula

$$
q_{\omega}(\alpha, \beta)=\int_{X}[\omega]^{n-k} \cup \alpha \cup \beta
$$

By hard Lefschetz theorem and Poincaré duality, $q_{\omega}$ is a non-degenerate bilinear form. It is skew-symmetric if $k$ is odd and symmetric if $k$ is even. Furthermore, the extension of $q_{\omega}$ to $H^{k}(X, \mathbb{C})$ satisfies the property that

$$
q_{\omega}(\alpha, \beta)=0, \alpha \in H^{p, q}, \beta \in H^{p^{\prime}, q^{\prime}},\left(p^{\prime}, q^{\prime}\right) \neq(q, p)
$$

This property is indeed an immediate consequence of Lemma 3.1 and the fact that $H^{2 n}(X, \mathbb{C})=H^{n, n}(X), n=\operatorname{dim}_{\mathbb{C}} X$.

Equivalently, the Hermitian pairing $h_{\omega}$ on $H^{k}(X, \mathbb{C})$ defined by

$$
h_{\omega}(\alpha, \beta)=\iota^{k} q_{\omega}(\alpha, \bar{\beta})
$$

has the property that the Hodge decomposition is orthogonal with respect to $h_{\omega}$. This property is summarized under the name of first Hodge-Riemann bilinear relations.

It is also an easy fact that the Lefschetz decomposition is orthogonal with respect to $q_{\omega}$. To state the second Hodge-Riemann bilinear relations, note that, because the operator $L$ shifts the Hodge decomposition by $(1,1)$, the primitive cohomology has an induced Hodge decomposition:

$$
H^{k}(X, \mathbb{C})_{\text {prim }}=\oplus_{p+q=k} H^{p, q}(X)_{\text {prim }}
$$

with $H^{p, q}(X)_{\text {prim }}:=H^{p, q}(X) \cap H^{p+q}(X, \mathbb{C})_{\text {prim }}$. We have now
Theorem 2.12. The Hermitian form $h_{\omega}$ is definite of $\operatorname{sign}(-1)^{\frac{k(k-1)}{2}} \iota^{p-q-k}=$ : $\epsilon(p, q, r)$ on the component $L^{r} H^{p, q}(X)_{\text {prim }}, 2 r+p+q=k$, of $H^{k}(X, \mathbb{C})$.

The Hodge-Lefschetz decomposition is particularly interesting when [ $\omega$ ] can be chosen to be rational, so that $X$ is projective by Kodaira's embedding Theorem 1.3. Indeed, in this case, this is a decomposition into a direct sum of rational Hodge substructures. Furthermore the intersection form $q_{\omega}$ is rational. On each piece of the Lefschetz decomposition, it induces up to sign a polarization of the considered Hodge substructure. This notion will come back later on. Let us just say that we mentioned in Example 2.4 the equivalence of categories
$\{$ Weight 1 Hodge structures $\} \leftrightarrow\{$ Complex tori $\}$.
This can be completed by saying that there is an equivalence of categories
\{Weight 1 polarized Hodge Structures $\} \leftrightarrow\{$ Abelian varieties $\}$.
Indeed, an intersection form $q$ on $L, L_{\mathbb{C}}=L^{1,0} \oplus \overline{L^{1,0}}$ satisfying the HodgeRiemann bilinear relations as in Theorem 2.12 provides an integral Kähler class on the torus $T=L_{\mathbb{C}} /\left(L^{1,0} \oplus L\right)$ which is thus projective by Theorem 1.3.

## 3. Hodge Structures on Cohomology Algebras

The following simple Lemma 3.1 is a direct consequence of the following two facts:

1) Under the de Rham isomorphism (1.1), the cup-product is induced by wedge product of differential forms.
2) The wedge product of a closed $(p, q)$-form and of a closed $\left(p^{\prime}, q^{\prime}\right)$-form is a closed ( $p+p^{\prime}, q+q^{\prime}$ )-form.

Lemma 3.1. If $X$ is a compact Kähler manifold, the Hodge decomposition on $H^{*}(X, \mathbb{C})$ is compatible with cup-product:

$$
H^{p, q}(X) \cup H^{p^{\prime}, q^{\prime}}(X) \subset H^{p+p^{\prime}, q+q^{\prime}}(X) .
$$

Below, a cohomology algebra $A^{*}$ is the rational cohomology algebra of a connected orientable compact manifold, or more generally any graded commutative finite dimensional $\mathbb{Q}$-algebra satisfying Poincaré duality: for some integer $d \geq 0$, $A^{0}=A^{d}=\mathbb{Q}$ and $A^{k} \otimes A^{d-k} \rightarrow A^{d}$ is perfect for any $k$. By analogy, $d$ will be called the dimension of $A^{*}$.

Definition 3.2. (Voisin 2008) A Hodge structure on $A^{*}$ is the data of a Hodge structure of weight $k$ on each $A^{k}$ (i.e. a Hodge decomposition on $A_{\mathbb{C}}^{k}$, satisfying Hodge symmetry), such that:

$$
A_{\mathbb{C}}^{p, q} \cup A_{\mathbb{C}}^{p^{\prime}, q^{\prime}} \subset A_{\mathbb{C}}^{p+p^{\prime}, q+q^{\prime}}
$$

Let us state a number of obvious properties:

1. By Remark 2.3 , if $A^{*}$ admits a Hodge structure, $\operatorname{dim} A^{2 k+1}$ is even, $\forall k$.
2. If $A^{*}$ admits a Hodge structure, then $d$ is even. This follows from 1 because $\operatorname{dim} A^{d}=1$ and $A^{d}$ carries a Hodge structure of weight $d$.
3. Any cohomology algebra with trivial odd part admits a Hodge structure, namely the trivial one:

$$
A_{\mathbb{C}}^{2 k}=A^{k, k}, \forall k
$$

Definition 3.3. (Hodge class on $A^{*}$ ) $A$ Hodge class in $A^{*}$ is an element of $A^{2 k} \cap A^{k, k}$ for some $k$.

Hodge classes $a \in A^{2 k}$ act by multiplication on $A^{*}$, sending $A^{l}$ to $A^{l+2 k}$. These morphisms are morphisms of Hodge structures, hence "special". For example, the simplest restriction on them is the following: they are of even rank if $l$ is odd. Indeed, the image of a morphism of Hodge structures is a Hodge substructure (see [48, I, 7.3.1]) hence, in particular, of even dimension if it has odd weight (cf. Remark 2.3).
3.0.2. Deligne's lemma. This lemma implies that, given a cohomology algebra $A^{*}$, some classes $a \in A^{*}$ must be Hodge classes for any Hodge structure on $A^{*}$.

Let $Z \subset A_{\mathbb{C}}^{k}$ be a closed algebraic subset defined by homogeneous equations depending only on the structure of multiplication on $A^{*}$. Concretely, the following examples will be interesting for applications: fixing $l$ and $s$, let

$$
Z:=\left\{z \in A_{\mathbb{C}}^{k}, \operatorname{rank} z: A^{l} \rightarrow A^{l+k} \leq s\right\}
$$

A second kind of examples is as follows: Fixing $l$, let

$$
Z:=\left\{z \in A_{\mathbb{C}}^{k}, z^{l}=0 \text { in } A^{k l}\right\} .
$$

Lemma 3.4. (Deligne) Let $Z^{\prime}$ be a an irreducible component of $Z$, and $V:=$ $\left\langle Z^{\prime}\right\rangle \subset A_{\mathbb{C}}^{k}$ be the complex vector subspace generated by $Z^{\prime}$. Then $V$ is stable under Hodge decomposition, i.e. $V=\oplus V^{p, q}$, where $V^{p, q}=V \cap A^{p, q}$.

Corollary 3.5. Under the same assumptions, if $V$ is defined over $\mathbb{Q}$, this is a Hodge substructure of $A^{k}$.

Corollary 3.6. Under the same assumptions, if $\operatorname{dim} V=1$ and $V$ is defined over $\mathbb{Q}$, it is generated by a Hodge class.

### 3.1. Polarized Hodge structures on cohomology algebras.

Let $A^{*}$ be a cohomology algebra with Hodge structure.
Definition 3.7. A Hodge structure on $A^{*}$ admits a real polarization if some $\alpha \in A_{\mathbb{R}}^{1,1}$ satisfies the hard Lefschetz property and the Hodge-Riemann bilinear relations.

We will say that the Hodge structure on $A^{*}$ admits a rational polarization if furthermore $\alpha$ can be chosen in $A_{\mathbb{Q}}^{2} \cap A^{1,1}$.

Here the hard Lefschetz property and the Hodge-Riemann bilinear relations are the analogs of their geometric counterparts described in section 2.2. The hard Lefschetz property implies formally the Lefschetz decomposition (cf. [48, I,6.2.2]): $A_{\mathbb{R}}^{k}=\oplus_{k-2 r \geq 0} \alpha^{r} A_{\mathbb{R}, \text { prim }}^{k-2 r}, k \leq n, 2 n=\operatorname{dim} A^{*}$. When $\alpha$ is real of type $(1,1)$ with respect to a Hodge structure on $A^{*}$, this is a decomposition into real Hodge sub-structures thus giving a Hodge-Lefschetz decomposition of $A_{\mathbb{C}}^{k}$ into terms of type $\alpha^{r} A_{p r i m}^{p, q}, 2 r+p+q=k$.

The Hodge-Riemann relations (cf. Theorem 2.12) say in this context that

$$
h_{\alpha}(a, b):=\iota^{k} \alpha^{n-k} \cdot a \cdot \bar{b} \in A_{\mathbb{C}}^{2 n} \cong \mathbb{C} \alpha^{n}
$$

has a definite sign $\epsilon(p, q, r)$ on each piece of this Hodge-Lefschetz decomposition.

In the rest of this section, we are going to apply these notions to prove the following results:

1. There are very simple examples of compact symplectic manifolds satisfying all the "classical" restrictions (i.e they are formal, satisfy the hard Lefschetz property, have abelian fundamental group), but which are topologically non Kähler (that is, are not homotopically equivalent to a compact Kähler manifold). Such manifolds can be constructed as complex projective bundles over complex tori.
2. (The Kodaira problem) There exist compact Kähler manifolds which are not homeomorphic (and, in fact, not homotopically equivalent) to complex projective manifolds.
The criterion that we will use to prove that the constructed examples as in 1 are topologically non Kähler is the following:
Criterion 3.8. The cohomology algebra of a compact Kähler manifold carries a Hodge structure. (We can also use as a strengthened criterion the existence of a Hodge structure with real polarization to get more sophisticated examples, eg simply connected examples).

The criterion that we will use to prove that the constructed examples as in 2 are topologically non projective is the following version of criterion 3.8, where the rational polarization plays now a crucial role, as in Kodaira's embedding Theorem 1.3:

Criterion 3.9. The cohomology algebra of a complex projective manifold carries a Hodge structure with rational polarization.
3.2. Symplectic versus Kähler manifolds. There is a close geometric relation between symplectic geometry and Kähler geometry. If $X$ is compact Kähler, forgetting the complex structure on $X$ and keeping a Kähler form provides a pair $(X, \omega)$ which is a symplectic manifold.

On the other hand, numerous topological restrictions are satisfied by compact Kähler manifolds, and not by general symplectic manifolds (cf. [44]). For example, very strong restrictions on fundamental groups of compact Kähler manifolds have been found (see [2]) while Gompf proves in [24] that fundamental groups of compact symplectic manifolds are unrestricted in the class of finitely generated groups.

Hodge theory provides two classical restrictions which come directly from what we discussed in section 2.

1. The odd degree Betti numbers $b_{2 i+1}(X)$ are even for $X$ compact Kähler (see Remark 2.3).
2. The hard Lefschetz property (cf. Theorem 2.10), saying that the cupproduct maps $[\omega]^{n-k} \cup: H^{k}(X, \mathbb{R}) \cong H^{2 n-k}(X, \mathbb{R}), 2 n=\operatorname{dim}_{\mathbb{R}} X$ are isomorphisms, is satisfied.

Another topological restriction on compact Kähler manifolds is the so-called formality property [17]. A number of methods to produce examples of symplectic topologically non Kähler manifolds were found by Thurston [43], McDuff [34], Gompf [24]. On these examples, one of the properties above was not satified.

We want to exhibit here further topological restrictions on compact Kähler manifolds, coming from Criterion 3.8. One of the difficulties to exploit this criterion is the fact that the $h^{p, q_{-}}$numbers of the Hodge decomposition are not determined topologically. Thus we have to analyse abstractly the constraints imposed by the existence of a polarized Hodge structure on the cohomology algebra without knowing the $h^{p, q}$-numbers or the set of polarization classes. Let us give a sample of results in this direction. The proofs, which are purely algebraic, are all based on Deligne's lemma 3.4.

We start with an orientable compact manifold $X$ and consider a complex vector bundle $E$ on $X$. We denote by $p: \mathbb{P}(E) \rightarrow X$ the corresponding projective bundle.

We make the following assumptions on $(X, E)$ :

$$
H^{*}(X) \text { generated in degree } \leq 2 \text { and } c_{1}(E)=0 .
$$

As a consequence of Leray-Hirsch theorem, one has an injection (of algebras) $p^{*}: H^{k}(X, \mathbb{Q}) \hookrightarrow H^{*}(\mathbb{P}(E), \mathbb{Q})$ (cf. [48, 7.3.3]).

Theorem 3.10. [54] If $H^{*}(\mathbb{P}(E), \mathbb{Q})$ admits a Hodge structure, then each subspace $H^{k}(X, \mathbb{C}) \subset H^{k}(\mathbb{P}(E), \mathbb{C})$ has an induced Hodge decomposition (and thus the cohomology algebra $H^{*}(X, \mathbb{Q})$ also admits a Hodge structure).

Furthermore each $c_{i}(E) \in H^{2 i}(X, \mathbb{Q}), i \geq 2$, is of type $(i, i)$ for this Hodge structure on $H^{2 i}(X, \mathbb{Q})$.

This allows the construction of symplectic manifolds with abelian fundamental group satisfying formality (cf [17]) and the hard Lefschetz property, but not having the cohomology algebra of a compact Kähler manifold. These manifolds are produced as complex projective bundles over compact Kähler manifolds (eg complex tori), which easily implies that all the properties above are satisfied. We start with a compact Kähler manifold $X$ having a given class $\alpha \in H^{4}(X, \mathbb{Q})$ such that for any Hodge structure on $H^{*}(X, \mathbb{Q}), \alpha$ is not of type (2,2). Then if $E$ is any complex vector bundle on $X$ satisfying $c_{1}(E)=0$, $c_{2}(E)=N \alpha$, for some integer $N \neq 0, \mathbb{P}(E)$ is topologically non Kähler by Theorem 3.10, using Criterion 3.8.

The simplest example of such a pair $(X, \alpha)$ is obtained by choosing for $X$ a complex torus of dimension at least 4 and for $\alpha$ a class satisfying the property that the cup-product map $\alpha \cup: H^{1}(X, \mathbb{Q}) \rightarrow H^{5}(X, \mathbb{Q})$ has odd rank. Indeed, if $\alpha$ was Hodge for some Hodge structure on the cohomology algebra of $X$, this morphism would be a morphism of Hodge structures, and its kernel would be a Hodge substructure of $H^{1}(X, \mathbb{Q})$, hence of even rank by Remark 2.3.
3.3. Kähler versus projective manifolds. Kodaira's characterization Theorem 1.3 can be used to show that certain compact Kähler manifolds $X$ become projective after a small deformations of their complex structure. The point is that the Kähler classes belong to $H^{1,1}(X)_{\mathbb{R}}$, the set of degree 2 cohomology classes which can be represented by a real closed ( 1,1 )-form. They even form an open cone, the Kähler cone, in this real vector subspace of $H^{2}(X, \mathbb{R})$. This subspace deforms differentiably with the complex structure, and by Kodaira's criterion we are reduced to see whether one can arrange that, after a small deformation, the Kähler cone contains a rational cohomology class.

Example 3.11. Complex tori admit arbitrarily small deformations which are projective.

The following beautiful theorem of Kodaira is at the origin of the work [49].
Theorem 3.12. [33] Let $S$ be a compact Kähler surface. Then there is an arbitrarily small deformation of the complex structure on $S$ which is projective.

Kodaira proved this theorem using his classification of complex surfaces. Buchdahl ([10], [11]) gives a proof of Kodaira theorem which does not use the classification. His proof is infinitesimal and shows for example that a rigid compact Kähler surface is projective.
3.3.1. Various forms of the Kodaira problem. Kodaira's theorem 3.12 immediately leads to ask a number of questions in higher dimensions:

Question 3.13. (The Kodaira problem) Does any compact Kähler manifold admit an arbitrarily small deformation which is projective?

In order to disprove this, it suffices to find rigid Kähler manifolds which are not projective. However, the paper [21] shows that it is not so easy: if a complex torus $T$ carries three holomorphic line bundles $L_{1}, L_{2}, L_{3}$ such that the deformations of $T$ preserving the $L_{i}$ are trivial, then $T$ is projective. The relation with the previous problem is the fact that from $\left(T, L_{1}, L_{2}, L_{3}\right)$, one can construct a compact Kähler manifold whose deformations identify to the deformations of the quadruple ( $T, L_{1}, L_{2}, L_{3}$ ).

A weaker question concerns global deformations.
Question 3.14. (The global Kodaira problem) Does any compact Kähler manifold $X$ admit a deformation which is projective?

Here we consider any deformation parameterized by a connected analytic space $B$, that is any smooth proper map $\pi: \mathcal{X} \rightarrow B$ between connected analytic spaces, with $X_{0}=X$ for some $0 \in B$. Then any fiber $X_{t}$ will be said to be a deformation of $X_{0}$. In that case, even the existence of rigid Kähler manifolds which are not projective would not suffice to provide a negative answer, as there exist families of compact Kähler manifolds $\pi: \mathcal{X} \rightarrow B$ all of whose fibers $X_{t}$ for $t \neq 0$ are isomorphic but are not isomorphic to the central fiber $X_{0}$.

Note that if $X$ is a deformation of $Y$, then $X$ and $Y$ are diffeomorphic, because the base $B$ is path connected, and by the Ehresmann theorem (cf. [48, 9.1.1]), the family of deformations $\mathcal{X} \rightarrow B$ can be trivialized in the $\mathcal{C}^{\infty}$-category over any path in $B$.

In particular, $X$ and $Y$ should be homeomorphic, hence have the same homotopy type, hence also the same cohomology ring. Thus Question 2 can be weakened as follows:

Question 3.15. (The topological Kodaira problem) Is any compact Kähler manifold $X$ diffeomorphic or homeomorphic to a projective complex manifold?

Does any compact Kähler manifold $X$ have the homotopy type of a projective complex manifold?

The following theorem answers negatively the questions above.
Theorem 3.16. There exist, in any complex dimension $\geq 4$, compact Kähler manifolds which do not have the rational cohomology algebra of a projective complex manifold.

Our first proof used the integral cohomology ring. Deligne provided then us with lemma 3.4, which allowed him to extend the result to cohomology with rational coefficients, and even, after modification of our original example, complex coefficients, (see [49]). We in turn used this lemma to construct simply connected examples.

The examples in [49] were built by blowing-up in an adequate way compact Kähler manifolds which had themselves the property of deforming to projective ones, namely self-products of complex tori, or self-products of Kummer varieties. This left open the possibility suggested by Buchdahl, Campana and Yau, that under bimeromorphic transformations, the topological obstructions we obtained above for a Kähler manifold to admit a projective complex structure would disappear. However we proved in [50] the following result.

Theorem 3.17. In dimensions $\geq 10$, there exist compact Kähler manifolds, no smooth bimeromorphic model of which has the rational cohomology algebra of a projective complex manifold.

The following questions remain open (cf. [30]):

1. What happens in dimension 3 ?
2. Do there exist compact Kähler manifolds whose $\pi_{1}$ is not isomorphic to the $\pi_{1}$ of a complex projective manifold? (See [55] for one step in this direction.)
3. Is it true that a compact Kähler manifold with nonnegative Kodaira dimension has a bimeromorphic model which deforms to a complex projective manifold?
3.3.2. Construction of examples. The simplest example of a topologically non projective compact Kähler manifold is based on the existence of endomorphisms of complex tori which prevent the complex tori in question to be algebraic. Let $\Gamma$ be a rank $2 n$ lattice, and let $\phi$ be an endomorphism of $\Gamma$. Assume that the eigenvalues of $\phi$ are all distinct and none is real. Choosing $n$ of these eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$, so that no two of them are complex conjugate to each other, one can then define $\Gamma^{1,0} \subset \Gamma_{\mathbb{C}}$ as the eigenspace associated to the $\lambda_{i}$ 's, and $T=\Gamma_{\mathbb{C}} /\left(\Gamma^{1,0} \oplus \Gamma\right)$. Clearly, the extended endomorphism $\phi_{\mathbb{C}}$ of $\Gamma_{\mathbb{C}}$ preserves both $\Gamma^{1,0}$ and $\Gamma$, and thus descends to an endomorphism $\phi_{T}$ of $T$.

Our first example was the following. Let $\left(T, \phi_{T}\right)$ be as above a complex torus with endomorphism. Inside $T \times T$, we have the four subtori

$$
T_{1}=T \times 0, T_{2}=0 \times T, T_{3}=\text { Diagonal, } T_{4}=\operatorname{Graph}\left(\phi_{T}\right)
$$

which are all isomorphic to $T$. These tori meet pairwise transversally in finitely many points $x_{1}, \ldots, x_{N}$. Blowing-up these points, the proper transforms $\widetilde{T}_{i}$ are smooth and do not meet anymore. We can thus blow-up all the $\widetilde{T}_{i}$ 's to get a compact Kähler manifold $X$. This is our example.
Theorem 3.18. [49] This compact Kähler manifold $X$ does not have the cohomology algebra of a projective complex manifold. More precisely, the cohomology algebra $H^{*}(X, \mathbb{Q})$ does not admit a Hodge structure with rational polarization.

Let us give an idea of the proof. The degree 2 cohomology of the manifold $X$ contains the classes $e_{i}$ of the exceptional divisors over the $\widetilde{T}_{i}$. The first step is to use Deligne's Lemma 3.4, or rather its corollary 3.6 to show that these classes have to be Hodge classes for any Hodge structure on $H^{*}(X, \mathbb{Q})$. The second step consists then in examining the morphisms of Hodge structures

$$
\cup e_{i}: H^{1}(X, \mathbb{Q}) \rightarrow H^{3}(X, \mathbb{Q})
$$

given by cup-product with the $e_{i}$ 's. The conclusion is the following: For any Hodge structure on $H^{*}(X, \mathbb{Q})$, the weight 1 Hodge structure on $H^{1}(X, \mathbb{Q})$ is the direct sum of two copies of a weight 1 Hodge structure $L$, which admits an endomorphism conjugate to ${ }^{t} \phi$. One concludes then with the following easy result:

Proposition 3.19. [49] If $n \geq 2$ and the Galois group of the splitting field of $\mathbb{Q}(\phi)$ acts as the full symmetric group $\mathfrak{S}_{2 n}$ on the eigenvalues of $\phi$, then a weight 1 Hodge structure admitting an endomorphism conjugate to ${ }^{t} \phi$ does not admit a rational polarization.

## 4. Cohomology of Algebraic Varieties; Algebraic Data

4.1. Algebraic de Rham cohomology. Let $X$ be a smooth projective variety defined over a field $K$ of characteristic 0 . One has the sheaf of

Kähler (or algebraic) differentials $\Omega_{X / K}$ which is a locally free algebraic coherent sheaf on $X$, locally generated by differentials $d f_{i}$, where the $f_{i}$ are algebraic functions on $X$ defined near $x$, the relations being given by $d a=0, a \in K$ and Leibniz rule $d(f g)=f d g+g d f$.

We can form the locally free sheaves $\Omega_{X / K}^{l}:=\bigwedge^{l} \Omega_{X / K}$ and, by the definition of $\Omega_{X / K}$ and using Leibniz rule, we get the differentials $d: \mathcal{O}_{X} \rightarrow$ $\Omega_{X / K}, d: \Omega_{X / K}^{l} \rightarrow \Omega_{X / K}^{l+1}$ satisfying $d \circ d=0$.
Definition 4.1. The algebraic de Rham cohomology of $X$ is defined as the hypercohomology of the algebraic de Rham complex: $H_{d R}^{k}(X / K):=\mathbb{H}^{k}\left(X, \Omega_{X / K}^{*}\right)$.

Note that this finite dimensional $K$-vector space depends on $K$. However, when $K \subset L$ (field extension), one has $H_{d R}^{k}\left(X_{L} / L\right)=H_{d R}^{k}(X / K) \otimes_{K} L$. This construction led Grothendieck to the following remarkable conclusion: The cohomology with complex coefficients of a smooth complex projective variety (endowed with its classical topology) $X_{c l}$ can be computed as an algebraic invariant of the algebraic variety $X$.

Note that this is not at all true if we change the field of coefficients or the definition field. Even with $\mathbb{R}$ instead of $\mathbb{C}$, and even if the variety $X$ is defined over $\mathbb{R}$, the cohomology $H^{*}\left(X_{c l}, \mathbb{R}\right)$ cannot be computed by algebraic means. It is furthermore known by work of Serre (see also [13], [40] for further refined versions of this phenomenon) that the homotopy types (and even the real cohomology algebra) of $X_{c l}$ indeed is not determined by the abstract algebraic variety $X$. In fact, a field automorphism of $\mathbb{C}$ will provide another complex algebraic variety, thus another complex manifold, which is usually not homeomorphic or even homotopically equivalent to the original one.

The precise statement of Grothendieck's Theorem is the following:
Theorem 4.2. [29] Let $X$ be a smooth algebraic variety defined over $\mathbb{C}$. Then there is a canonical isomorphism

$$
\begin{equation*}
H_{d R}^{k}(X / \mathbb{C})=H^{k}\left(X_{c l}, \mathbb{C}\right) \tag{4.3}
\end{equation*}
$$

When $X$ is projective, this is a direct consequence of Serre's theorem 1.4 and of the fact that the holomorphic de Rham complex $\Omega_{X}^{*}$, which is the analytic counterpart of the algebraic de Rham complex, is a resolution of the constant sheaf $\mathbb{C}$ on $X_{c l}$. The quasi-projective case involves a projective completion $\bar{X}$ of $X$ with a boundary $D=\bar{X} \backslash X$ which is a normal crossing divisor, and the introduction of the logarithmic (algebraic and holomorphic) de Rham complexes $\Omega_{X}^{*}(\log D)$.
Remark 4.3. What makes Theorem 4.2 striking is the fact that the algebraic de Rham complex, unlike the holomorphic de Rham complex in the classical topology, is not at all acyclic in positive degree in the Zariski topology, so that the proof above is completely indirect. In fact, by the affine version of Theorem 4.2, its degree $i$ cohomology sheaf is the complexified version of the sheaf $\mathcal{H}^{i}$ studied by Bloch and Ogus [8], (cf. Section 4.4).
4.1.1. Cycle classes. Let $X$ be a smooth projective variety defined over $K$ and $Z \subset X$ be a local complete intersection closed algebraic subset of $X$, also defined over $K$. Following Bloch [7], one can construct an algebraic cycle class

$$
[Z]_{a l g} \in H_{d R}^{2 k}(X / K)
$$

Assume now that $X$ is defined over $\mathbb{C}$. We denote by $\operatorname{Hdg}^{2 k}(X)$ the set of Hodge classes of the corresponding complex manifold. This is naturally a subspace of $H^{2 k}\left(X_{c l}, \mathbb{Q}\right)$, hence of $H^{2 k}\left(X_{c l}, \mathbb{C}\right)$. We mentioned in section 2.1 that one can define for any closed algebraic or analytic subset $Z \subset X$ of codimension $k$ a topological cycle class $[Z] \in H d g^{2 k}(X)$. The following result compares the algebraic and topological constructions.

Theorem 4.4. Via the isomorphism (4.3) in degree $2 k$, one has

$$
[Z]_{a l g}=(2 \iota \pi)^{k}[Z]
$$

Remark 4.5. The coefficient $(2 \iota \pi)^{k}$ is not formal there, or just a matter of definition. It is forced on us, due to the fact that the algebraic cycle class is compatible with definition fields (eg, if $Z, X$ are defined over $K$, so is $[Z]_{a l g}$ ), while the topological cycle class is rational for the Betti cohomology theory.
4.2. Absolute Hodge classes. Here we enter one of the most fascinating aspects of the Hodge conjecture, which seriously involves the fact that the complex manifolds we are considering are algebraic.

Let us first introduce the notion of (de Rham) absolute Hodge class (cf. [19]). First of all, let us make a change of definition: a Hodge class of degree $2 k$ on $X$ will be in this section a class $\alpha \in(2 \iota \pi)^{k} H^{2 k}(X, \mathbb{Q}) \cap H^{k, k}(X)$. The reason for this shift is the fact that we want to use the algebraic cycle class $[Z]_{\text {alg }}$ introduced in section 4.1.1, which takes value in algebraic de Rham cohomology, and which, by Theorem 4.4, equals $(2 \iota \pi)^{k}[Z]$ via the isomorphism (4.3).

Let $X_{c l}$ be a complex projective manifold endowed with its classical topology and $\alpha \in H d g^{2 k}(X)$ be a Hodge class. Thus $\alpha \in(2 \iota \pi)^{k} H^{2 k}\left(X_{c l}, \mathbb{Q}\right) \subset$ $H^{2 k}\left(X_{c l}, \mathbb{C}\right)$ and we can use Theorem 4.2 to compute the right hand side as the hypercohomology of the algebraic variety $X$ with value in the complex of algebraic differentials:

$$
\begin{equation*}
H^{2 k}\left(X_{c l}, \mathbb{C}\right) \cong \mathbb{H}^{2 k}\left(X, \Omega_{X / \mathbb{C}}^{*}\right) \tag{4.4}
\end{equation*}
$$

For each field automorphism $\sigma$ of $\mathbb{C}$, we get a new algebraic variety $X_{\sigma}$ defined over $\mathbb{C}$, obtained from $X$ by applying $\sigma$ to the coefficients of the defining equations of $X$. The corresponding complex manifold $X_{\sigma, c l}$ is called a "conjugate variety" of $X_{c l}$ (cf. [39]). It is in general not homotopically equivalent to $X_{c l}$. However, as an algebraic variety, $X_{\sigma}$ is deduced from $X$ by applying $\sigma$, and it follows that there is a natural (only $\sigma(\mathbb{C})$-linear) isomorphism between algebraic de Rham cohomology groups:

$$
\mathbb{H}^{2 k}\left(X, \Omega_{X / \mathbb{C}}^{*}\right) \cong \mathbb{H}^{2 k}\left(X_{\sigma}, \Omega_{X_{\sigma} / \mathbb{C}}^{*}\right)
$$

Applying the comparison isomorphism (4.4) in the reverse way, the class $\alpha$ thus provides for each $\sigma$ a (de Rham or Betti) complex cohomology class

$$
\alpha_{\sigma} \in \mathbb{H}^{2 k}\left(X_{\sigma}, \Omega_{X_{\sigma}}^{*}\right)=H^{2 k}\left(X_{\sigma, c l}, \mathbb{C}\right)
$$

Definition 4.6. (cf [19]) The class $\alpha$ is said to be (de Rham) absolute Hodge if $\alpha_{\sigma}$ is a Hodge class for each $\sigma$. Concretely, as $\alpha_{\sigma}$ has the right Hodge type, it suffices to check that $\alpha_{\sigma}=(2 \iota \pi)^{k} \beta_{\sigma}$, for some rational cohomology class $\beta_{\sigma} \in H^{2 k}\left(X_{\sigma, c l}, \mathbb{Q}\right)$.

The main reason for introducing this definition is the following, which is an immediate consequence of the comparison theorem 4.4 and of the naturality of the algebraic cycle class:

Proposition 4.7. If $Z \subset X$ is an algebraic subvariety of codimension $k$, then $(2 \iota \pi)^{k}[Z] \in(2 \iota \pi)^{k} H^{2 k}(X, \mathbb{Q})$ is an absolute Hodge class.

Proposition 4.7 shows that the Hodge conjecture contains naturally the following subconjectures:

Conjecture 4.8. Hodge classes on smooth complex projective varieties are absolute Hodge.

Conjecture 4.9. Let $X$ be smooth complex projective. Absolute Hodge classes on $X$ are generated over $\mathbb{Q}$ by algebraic cycles classes.

Conjecture 4.8 is solved affirmatively by Deligne for Hodge classes on abelian varieties (cf. [19]). An important but easy point in this proof is the fact that Weil classes (cf. section 2.1) on Weil abelian varieties are absolute Hodge.

To conclude this section, let us mention a crucial example of absolute Hodge class. It plays an important role in the theory of algebraic cycles (cf. [31]) and is not known in general to be algebraic (that is to satisfy the Hodge conjecture).

Example 4.10. Let $X$ be smooth projective of dimension $n$. Recall from Theorem 2.10 that if $h=c_{1}(H)$, where $H$ is an ample line bundle on $X$, there is for each $k \leq n$ an isomorphism of Hodge structures $h^{n-k} \cup$ : $H^{k}(X, \mathbb{Q}) \cong H^{2 n-k}(X, \mathbb{Q})$. Consider now the inverse of the Lefschetz isomorphism above: $\left(h^{n-k} \cup\right)^{-1}: H^{2 n-k}(X, \mathbb{Q}) \cong H^{k}(X, \mathbb{Q})$. By Poincaré duality and Künneth decomposition, the space $\operatorname{Hom}\left(H^{2 n-k}(X, \mathbb{Q}), H^{k}(X, \mathbb{Q})\right)$ is contained in $H^{2 k}(X \times X, \mathbb{Q})$. The corresponding Hodge of degree $2 k$ on $X \times X$ is absolute Hodge, and is not known in general to be algebraic.
4.3. Hodge loci and absolute Hodge classes. The key point in which algebraic geometry differs from Kähler geometry is the fact that a smooth complex projective variety $X$ does not come alone, but accompanied by a full family of deformations $\pi: \mathcal{X} \rightarrow T$, where $\pi$ is smooth and projective (that is $\mathcal{X} \subset T \times \mathbb{P}^{N}$ over $T$, for some integer $N$ ), and where the base $T$ is quasiprojective smooth and defined over $\mathbb{Q}$ ( $T$ is not supposed to be geometrically
irreducible). Indeed, one can take for $T$ a desingularization of a Zariski open set of the reduced Hilbert scheme parameterizing subschemes of $\mathbb{P}^{N}$ with same Hilbert polynomial as $X$. The Hilbert scheme and its universal family are known to be defined over $\mathbb{Q}$. The existence of this family of deformations is reflected in the transformations $X \mapsto X_{\sigma}$ considered above. Namely, the variety $T$ being defined over $\mathbb{Q}, \sigma$ acts on its complex points, and if $X$ is the fiber over some complex point $0 \in T(\mathbb{C})$, then $X_{\sigma}$ is the fiber over the complex point $\sigma(0)$ of $T(\mathbb{C})$.

The total space $\mathcal{X}$ is thus an algebraic variety defined over $\mathbb{Q}$ (and in fact we may even complete it to a smooth projective variety defined over $\mathbb{Q}$ ), but for the moment, let us consider it as a family of smooth complex varieties, that is, let us work with $\pi: \mathcal{X}_{c l} \rightarrow T_{c l}$.

Associated to this family are the Hodge bundles $H^{l}$ on $T$, which are described set theoretically as follows: $H^{l}=\left\{\left(t, \alpha_{t}\right), t \in T, \alpha_{t} \in H^{l}\left(X_{t}, \mathbb{C}\right)\right\}$. Using a relative version of Grothendieck's theorem 4.2, one can show that $H^{l}$ is an algebraic vector bundle on $T$, defined over $\mathbb{Q}$.
Definition 4.11. (cf [12]) The locus of Hodge classes for the family $\mathcal{X} \rightarrow T$ and in degree $2 k$ is the subset $Z \subset H^{2 k}$ consisting of pairs $(t, \alpha)$ where $t \in T(\mathbb{C})$ and $\alpha_{t}$ is a Hodge class on $X_{t}$.

This locus is thus the set of all Hodge classes in fibers of $\pi$. For $\alpha \in Z$ we shall denote by $Z_{\alpha}$ the connected component of $Z$ passing through $\alpha$ and by $T_{\alpha}$ the projection of $Z_{\alpha}$ to $T . T_{\alpha}$ is the Hodge locus of $\alpha$, that is the locus of deformations of $X$ where $\alpha$ deforms as a Hodge class.

Observing that the transport map $H^{l}\left(X_{t}, \mathbb{C}\right) \ni \alpha_{t} \mapsto \alpha_{t, \sigma} \in H^{l}\left(X_{t, \sigma}, \mathbb{C}\right)$ associated to a field automorphism $\sigma$ of $\mathbb{C}$ in the previous section is nothing but the action of $A u t \mathbb{C}$ on the complex points of the total space of the vector bundle $H^{l}$, seen as a variety defined over $\mathbb{Q}$, we get the following "geometric" interpretation of the notion of absolute Hodge class.

Lemma 4.12. (cf. [52]) i) To saying that Hodge classes of degree $2 k$ on fibers of the family $\mathcal{X} \rightarrow T$ are absolute Hodge is equivalent to say that the locus $Z$ is a countable union of closed algebraic subsets of $H^{2 k}$ defined over $\mathbb{Q}$.
ii) To saying that $\alpha \in H d g^{2 k}(X)$ is an absolute Hodge class is equivalent to say that $Z_{\alpha}$ is a closed algebraic subset of $H^{2 k}$ defined over $\overline{\mathbb{Q}}$ and that its images under $G a l(\overline{\mathbb{Q}}: \mathbb{Q})$ are again components of the locus of Hodge classes.

This lemma rephrases Conjecture 4.8 as a structure statement for the locus of Hodge classes. The following result, due to Cattani, Deligne and Kaplan, establishes part of the predicted structure of the locus of Hodge classes. It is a strong evidence for Conjecture 4.8, hence for the Hodge conjecture itself.
Theorem 4.13. [12] The connected components $Z_{\alpha}$ of $Z$ are closed algebraic subsets of $H^{2 k}$. Hence the Hodge loci $T_{\alpha}$ are closed algebraic subsets of $T$.

Let us now investigate the arithmetic aspect of the notion of absolute Hodge class, exploiting its relation with the definition field of the component of the

Hodge loci. The following result is obtained in [52] as a consequence of Deligne's global invariant cycle theorem (cf. [18]). This result says that for absolute Hodge classes, or under the much weaker assumption ii), the Hodge conjecture can be reduced to the case of Hodge classes on varieties defined over a number field.

Theorem 4.14. [52] i) Let $\alpha \in \operatorname{Hdg}^{2 k}(X)$ be an absolute Hodge class. Then the Hodge conjecture is true for $\alpha$ if it is true for absolute Hodge classes on varieties defined over $\overline{\mathbb{Q}}$.
ii) Let $\alpha \in H_{d g}{ }^{2 k}(X)$ be a Hodge class, such that the Hodge locus $T_{\alpha}$ is defined over $\overline{\mathbb{Q}}$. Then the Hodge conjecture is true for $\alpha$ if it is true for Hodge classes on varieties defined over $\overline{\mathbb{Q}}$.

The second statement of Theorem 4.14 is one motivation to investigate the question whether the Hodge loci $T_{\alpha}$ are defined over $\overline{\mathbb{Q}}$, which by Lemma 4.12 is weaker than the question whether Hodge class are absolute.

We have the following criterion, proved in [52]:
Theorem 4.15. Let $\alpha \in H^{2 k}(X, \mathbb{C})$ be a Hodge class. Suppose that any locally constant Hodge substructure defined along $T_{\alpha}$, say $L \subset H^{2 k}\left(X_{t}, \mathbb{Q}\right), t \in T_{\alpha}$, is purely of type $(k, k)$. Then $T_{\alpha}$ is defined over $\overline{\mathbb{Q}}$, and its translates under $\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$ are again of the form $T_{\beta}$.

The assumptions in the theorem are reasonably easy to check in practice, for example by infinitesimal methods. On the other hand, they are clearly not satisfied in the case where the component $T_{\alpha}$ of the Hodge locus consists of one isolated point, if the Hodge structure on $H^{2 k}(X)$ is not trivial. In this case, what predicts the Hodge conjecture is that this point should be defined over $\overline{\mathbb{Q}}$. But our criterion does not give this: in fact our criterion applies only when we actually have a non trivial variation of Hodge structure along $T_{\alpha}$.
4.4. Bloch-Ogus theory and K-theory. Let $X$ be a smooth complex algebraic variety. As before $X_{c l}$ denotes $X(\mathbb{C})$ endowed with the classical topology, while $X_{Z a r}$ denotes $X(\mathbb{C})$ endowed with the Zariski topology. We denote $\pi: X_{c l} \rightarrow X_{Z a r}$ the identity map, which is continuous. Bloch-Ogus theory is the study of the spectral sequence associated to $\pi$. It appears to be one of the best ways to relate the cohomology of $X_{c l}$ to the structure of its spaces of subvarieties or rather algebraic cycles.

Let us start with a notation: Let $A$ be an abelian group; the sheaves $\mathcal{H}_{X}^{i}(A)$ are the sheaves on $X_{Z a r}$ defined by $\mathcal{H}_{X}^{i}(A):=R^{i} \pi_{*} A$. More concretely, $\mathcal{H}_{X}^{i}(A)$ is the sheaf on $X_{Z a r}$ associated to the presheaf $U \mapsto H^{i}\left(U_{c l}, A\right)$. The Leray spectral sequence for $\pi$ starts at $E_{2}$

$$
E_{2}^{p, q}=H^{p}\left(X_{Z a r}, \mathcal{H}_{X}^{q}(A)\right) \Rightarrow H^{p+q}\left(X_{c l}, A\right) .
$$

There is one simple thing that can be said about the sheaves $\mathcal{H}_{X}^{i}(A)$ : namely they vanish for $i>n=\operatorname{dim}_{\mathbb{C}} X$. Indeed, this is a consequence of the fact that
the homotopy type of a smooth complex affine algebraic variety of dimension $n$ is a CW complex of real dimension $\leq n$ (cf. [48, II,1.2.1]).

However, much more can be said about the shape of the above spectral sequence, as a consequence of Bloch-Ogus theorem providing a Gersten-Quillen's type resolution for the sheaves $\mathcal{H}_{X}^{i}$.
Theorem 4.16. (Bloch-Ogus, [8]) One has $H^{p}\left(X_{Z a r}, \mathcal{H}_{X}^{q}(A)\right)=0$ for $p>q$.
Another spectacular consequence of this resolution is the following formula due to Bloch-Ogus for groups of cycles modulo algebraic equivalence:

Theorem 4.17. [8] One has, for any $p \geq 0$, the formula $H^{p}\left(X_{Z a r}, \mathcal{H}^{p}(\mathbb{Z})\right)=$ $\mathcal{Z}^{p}(X) /$ alg.

Here $\mathcal{Z}^{p}(X)$ is the free abelian group with basis the irreducible closed algebraic subsets of $X$ of codimension $p$. The algebraic equivalence relation is generated by the deformation relation: two closed algebraic subsets of $X$ are deformation equivalent if they are the fibers over two points of a codimension $p$ closed algebraic subset $\mathcal{Z} \subset C \times X$, parameterized by a smooth connected curve $C$.

Finally, the most impressive applications of Bloch-Ogus theory are obtained via the Bloch-Kato conjecture which had been partially established by Merkur'ev and Suslin in [35], [36], by Voevodsky in [46], and is now fully announced by Voevodsky [45]. This conjecture relates Milnor $K$-theory of a field modulo $n$ to Galois cohomology of this field with twisted $\mathbb{Z} / n \mathbb{Z}$-coefficients. Combined with Bloch-Ogus resolution for finite coefficients and in the étale setting on one hand, and with the Gersten-Quillen resolution for $K$-theory on the other hand, it leads to beautiful results concerning groups of algebraic cycles modulo certain equivalence relations, and more precisely to their torsion part or their version with finite coefficients (we refer to [15], [37] for reviews of them).

The following beautiful consequence of Bloch-Kato conjecture was obtained by Bloch and Srinivas [6].

Theorem 4.18. The Bloch-Kato conjecture implies that the sheaves $\mathcal{H}_{X}^{i}(\mathbb{Z})$ have no torsion, which is also equivalent to the fact that for any $i$ and $n$, there are exact sequences:

$$
0 \rightarrow \mathcal{H}_{X}^{i}(\mathbb{Z}) \xrightarrow{n} \mathcal{H}_{X}^{i}(\mathbb{Z}) \rightarrow \mathcal{H}_{X}^{i}(\mathbb{Z} / n \mathbb{Z}) \rightarrow 0
$$

Let us state a simple application, which is related to the defect of the Hodge conjecture for integral Hodge classes (already observed by Atiyah and Hirzebruch [3] in 1962). We introduce first the following invariant, which is shown in [14] to be a birational invariant, allowing to detect non rationality of certain unirational varieties. Here we use the following notions: A rational variety is birationally equivalent to a projective space, while a unirational variety $X$ admits a rational dominating map $\mathbb{P}^{N} \rightarrow X$. Deciding whether a unirational
variety is rational or not is a version of the Lüroth problem, which has a long history [5].

Definition 4.19. The $i$-th unramified cohomology group of $X$ with coefficients in $A$ is defined by the formula $H_{n r}^{i}(X, A)=H^{0}\left(X_{Z a r}, \mathcal{H}_{X}^{i}(A)\right)$.

On the other hand, the defect of the integral Hodge conjecture for $X$ is measured by the groups $Z^{2 i}(X):=H d g^{2 i}(X, \mathbb{Z}) /\langle[Z]$, codim $Z=i\rangle$. The group $Z^{4}(X)$ was shown by Kollár to be non trivial for very general hypersurfaces of high degree in $\mathbb{P}^{4}$. However it was shown in [51] that $Z^{4}(X)$ is trivial if $X$ is a threefold swept-out by rational curves, i.e curves isomorphic to $\mathbb{P}^{1}$. In higher dimensions, the question whether $Z^{4}(X)=0$ for rationally connected varieties (i.e. varieties for which any two points can be joined by a rational curve) was asked in [53]. We disprove this using the main result of [14] and comparing $H_{n r}^{3}(X, \mathbb{Z} / n \mathbb{Z})$ and the $n$-torsion of $Z^{4}(X)$ (see also [4]).

Theorem 4.20. [16] There exist rationally connected (and even unirational) varieties of dimension 6 for which $Z^{4}(X) \neq 0$.

## References

[1] Y. André. Une introduction aux motifs (motifs purs, motifs mixtes, périodes) (in French), Panoramas et Synthèses 17, Société Mathématique de France, Paris, (2004).
[2] J. Amorós, M. Burger, K. Corlette, D. Kotschick, D. Toledo. Fundamental groups of compact Kähler manifolds, Mathematical Surveys and Monographs, 44. American Mathematical Society, Providence, RI, (1996).
[3] M. Atiyah, F. Hirzebruch. Analytic cycles on complex manifolds, Topology 1 (1962), 25-45.
[4] L. BARBIERI-VIALE. Cicli di codimensione 2 su varietà unirazionali complesse, in K-Theory, Strasbourg 1992, Astérisque 226 (1994), 13-41.
[5] A. Beauville. Variétés rationnelles et unirationnelles, in Algebraic geometryopen problems (Ravello, 1982), Lecture Notes in Mathematics 997 (1983), 16-33, Springer-Verlag Berlin.
[6] S. Bloch and V. Srinivas. Remarks on correspondences and algebraic cycles, Amer. J. of Math. 105 (1983), 1235-1253.
[7] S. Bloch. Semi-regularity and de Rham cohomology, Invent. Math. 17 (1972), 51-66.
[8] S. Bloch, A. Ogus. Gersten's conjecture and the homology of schemes, Ann. Sci. Éc. Norm. Supér. 7 (1974), 181-201.
[9] A. Borel, J.-P. Serre. Le théorème de Riemann-Roch (d'après Grothendieck), Bull. Soc. Math. France 86 (1958), 97136.
[10] N. Buchdahl. Algebraic deformations of compact Kähler surfaces, Math. Z. 253 (2006), 453-459.
[11] N. Buchdahl. Algebraic deformations of compact Kähler surfaces. II, Math. Z. 258 (2008), 493-498.
[12] E. Cattani, P. Deligne, A. Kaplan. On the locus of Hodge classes, J. Amer. Math. Soc. 8 (1995), 483-506.
[13] F. Charles. Conjugate varieties with distinct real cohomology algebras, J. Reine Angew. Math. 630 (2009), 125-139.
[14] J.-L. Colliot-Thélène, M. Ojanguren. Variétés unirationnelles non rationnelles: au-delà de l'exemple d'Artin et Mumford, Invent. math. 97 (1989), 141-158.
[15] J.-L. Colliot-Thélène. Cycles algébriques de torsion et K-théorie algébrique, in Arithmetic Algebraic Geometry (CIME, Trento, 1991, E. Ballico, ed.), Springer L.N.M. 1553 (1993), 1-49.
[16] J.-L. Colliot-Thélène, C. Voisin. Cohomologie non ramifiée et conjecture de Hodge entière, preprint 2010.
[17] P. Deligne, Ph. Griffiths, J. Morgan, D. Sullivan. Real homotopy theory of Kähler manifolds, Inventiones Math. 2 (1975), 245-274.
[18] P. Deligne. Théorie de Hodge II, Publ. Math. IHES 40, (1971), 5-57.
[19] P. Deligne. Hodge cycles on abelian varieties (notes by J. S. Milne), in Lecture Notes in Mathematics 900 (1982), 9-100, Springer-Verlag.
[20] P. Deligne, Ph. Griffiths, J. Morgan, D. Sullivan. Real homotopy theory of Kähler manifolds, Inventiones Math. 2 (1975), 245-274.
[21] J.-P. Demailly, T. Eckl, T. Peternell. Line bundles on complex tori and a conjecture of Kodaira, Comment. Math. Helv. 80 (2005), no. 2, 229-242.
[22] G. De Rham. Sur l'analysis situs des variétés à n dimensions, Journal de mathématiques pures et appliquées, 9e série, 10 (1931), 115-200.
[23] S. Donaldson. An application of gauge theory to four-dimensional topology. J. Differential Geom. 18 (1983), 279-315.
[24] R. Gompf. A new construction of symplectic manifolds, Ann. of Math. 142 (1995), 527-595.
[25] Ph. Griffiths, J. Morgan. Rational homotopy theory and differential forms, Progress in Mathematics, 16. Birkhäuser, Boston, Mass. (1981).
[26] Ph. Griffiths. On the periods of certain rational integrals I,II, Ann. of Math. 90 (1969), 460-541.
[27] P. Griffiths, J. Harris. Principles of algebraic geometry, Pure and Applied Mathematics. Wiley-Interscience [John Wiley \& Sons], New York, (1978).
[28] J. Grivaux. Chern classes in Deligne cohomology for coherent analytic sheaves, Math. Annalen 347 (2010), 249-284.
[29] A. Grothendieck. On the de Rham cohomology of algebraic varieties, Inst. Hautes Etudes Sci. Publ. Math. No. 29 (1966), 95-103.
[30] D. Huybrechts. Projectivity of Kähler manifolds - Kodaira's problem (after C. Voisin), Séminaire Bourbaki, Exp. N0. 954, Astérisque 311 (2007), Société Mathématique de France.
[31] S. Kleiman. Algebraic cycles and the Weil conjectures, in Dix exposés sur la cohomologie des schémas, (1968) 359-386. North-Holland, Amsterdam; Masson, Paris.
[32] K. Kodaira. On Kähler varieties of restricted type (an intrinsic characterization of algebraic varieties), Ann. of Math. 60 (1954), 28-48.
[33] K. Kodaira. On compact complex analytic surfaces, I, Ann. of Math. 71 (1960), 111-152.
[34] D. McDuff. Examples of simply connected symplectic non Kaehlerian manifolds, J. Differential Geom. 20 (1984), 267-277.
[35] S. Merkur'ev, A. A. Suslin. On the norm residue symbol of degree 2, (translated from Russian,) Math. USSR-Izv. 21 (1983), 307-340.
[36] S. Merkur'ev, A. A. Suslin. Norm residue homomorphism of degree 3, (translated from Russian,) Math. USSR-Izv. 36 (1991), 349-367.
[37] J. P. Murre. Applications of algebraic $K$-theory to the theory of algebraic cycles, in Proc. Conf. Algebraic Geometry, Sitjes 1983, Lecture Notes in Mathematics 1124 (1985), 216-261, Springer-Verlag.
[38] J.-P. Serre. Géométrie algébrique et qéométrie analytique, Ann. Inst. Fourier 6 (1956), 1-42.
[39] J.-P. Serre. Exemples de variétés projectives conjuguées non homéomorphes, C. R. Acad. Sci. Paris 258 (1964), 4194-4196.
[40] I. Shimada. Non-homeomorphic conjugate complex varieties, arXiv:math/0701115.
[41] C. Soulé and C. Voisin. Torsion cohomology classes and algebraic cycles on complex projective manifolds. Adv. Math. 198 (2005), 107-127.
[42] D. Sullivan. Infinitesimal computations in topology. Inst. Hautes Études Sci. Publ. Math. 47 (1977), 269-331.
[43] W. Thurston. Some simple examples of symplectic manifolds, Proc. Amer. Math. Soc. 55 (1976), 467-468.
[44] A. Tralle, J. Oprea. Symplectic manifolds with no Kähler structure, Lecture Notes in Mathematics 1661 (1997), Springer-Verlag, Berlin.
[45] V. Voevodsky. On motivic cohomology with $\mathbb{Z} / l$-coefficients, arxiv 0805.4430.
[46] V. Voevodsky. Motivic cohomology with $\mathbb{Z} / 2$-coefficients, Publ. Math. Inst. Hautes Études Sci. 98 (2003), 59-104.
[47] C. Voisin. A counterexample to the Hodge conjecture extended to Kähler varieties, Int. Math. Res. Not. No 20 (2002), 1057-1075.
[48] C. Voisin. Hodge Theory and Complex Algebraic Geometry I, Cambridge studies in advanced Mathematics 76, Cambridge University Press 2002.
[49] C. Voisin. On the homotopy types of compact Kähler and complex projective manifolds, Inventiones Math. 157 (2004), 329-343.
[50] C. Voisin. On the homotopy types of Kähler manifolds and the birational Kodaira problem, J. Differential Geom. 72 (2006), 43-71.
[51] C. Voisin. On integral Hodge classes on uniruled and Calabi-Yau threefolds, in Moduli Spaces and Arithmetic Geometry, Advanced Studies in Pure Mathematics 45, (2006), 43-73.
[52] C. Voisin. Hodge loci and absolute Hodge classes, Compositio Math. 143 (2007), 945-958.
[53] C. Voisin. Some aspects of the Hodge conjecture, Japan. J. Math. 2 (2007), 261-296.
[54] C. Voisin. Hodge structures on cohomology algebras and geometry. Math. Ann. 341 (2008), 39-69.
[55] B. WANG. Homomorphisms between fundamental groups of Kähler manifolds, preprint 2009, arxiv:0910.5523.
[56] A. Weil. Sur les théorèmes de de Rham, Comment. Math. Helv. 26 (1952), 119-145.
[57] A. Weil. Abelian varieties and the Hodge ring, in Collected papers, Vol. III, 421-429, Springer-Verlag (1980).

# Strong Axioms of Infinity and the Search for $V$ 

W. Hugh Woodin*


#### Abstract

The axioms ZFC do not provide a concise conception of the Universe of Sets. This claim has been well documented in the 50 years since Paul Cohen established that the problem of the Continuum Hypothesis cannot be solved on the basis of these axioms.

Gödel's Axiom of Constructibility, $V=L$, provides a conception of the Universe of Sets which is perfectly concise modulo only large cardinal axioms which are strong axioms of infinity. However the axiom $V=L$ limits the large cardinal axioms which can hold and so the axiom is false. The Inner Model Program which seeks generalizations which are compatible with large cardinal axioms has been extremely successful, but incremental, and therefore by its very nature unable to yield an ultimate enlargement of $L$. The situation has now changed dramatically and there is, for the first time, a genuine prospect for the construction of an ultimate enlargement of $L$.
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## 1. Introduction

Paul Cohen showed in 1963 that Cantor's problem of the Continuum Hypothesis cannot be (formally) solved on the basis of the ZFC axioms for Set Theory. This result and its mathematical descendents have severely challenged any hope for a concise conception of the Universe of Sets.

Gödel's Axiom of Constructibility, this is the axiom $V=L$ defined in Section 6 , does provide a clear conception of the Universe of Sets-a view that is arguably absolutely concise modulo only large cardinal axioms which are strong versions of the Axiom of Infinity. A conception of sets, perfectly concise modulo only large cardinal axioms, is clearly the idealized goal of Set Theory. But the axiom $V=L$ limits the large cardinal axioms which can hold and so the axiom is false.

[^51]The obvious remedy is to seek generalizations of the axiom $V=L$ which are compatible with large cardinal axioms. This program has been very successful, producing some of the most fundamental insights we currently have into the Universe of Sets. But at the same time the incremental nature of the program has seemed to be an absolutely fundamental aspect of the program: each new construction of an enlargement of $L$ meeting the challenge of a specific large cardinal axiom comes with a theorem that no stronger large cardinal axiom can hold in that enlargement. Since it seems very unlikely that there could ever be a strongest large cardinal axiom, this methodology seems unable by its very nature to ever succeed in providing the requisite axiom for clarifying the conception of the Universe of Sets.

The situation has now changed dramatically and there is for the first time a genuine prospect for the construction of an ultimate enlargement of $L$. This arises not from the identification of a strongest large cardinal axiom but from the unexpected discovery that at a specific critical stage in the hierarchy of large cardinal axioms, the construction of an enlargement of $L$ compatible with this large cardinal axiom must yield the ultimate enlargement of $L$. More precisely this construction must yield an enlargement which is compatible with all stronger large cardinal axioms.

In this paper I shall begin with an example which illustrates how large cardinal axioms have been successful in solving questions some of which date back to the early 1900's and which were conjectured at the time to be absolutely unsolvable. This success raises a fundamental issue. Can the basic methodology be extended to solve a much wider class of questions such as that of the Continuum Hypothesis?

I shall briefly review the construction of $L$, the basic template for large cardinal axioms, and describe the program which seeks enlargements of $L$ compatible with large cardinal axioms.

Finally I will introduce $\Omega$-logic, explain how on the basis of the $\Omega$ Conjecture a multiverse conception of $V$ is untenable, and review the recent developments on the prospects for an ultimate version of $L$. I will end by stating an axiom which I conjecture is the axiom that $V$ is this ultimate $L$ even though the definition of this ultimate $L$ is not yet known.

This account follows a thread over nearly 100 years but neither it nor the list of references is intended to be comprehensive, see [10] and [18] for far more elegant and thorough accounts.

## 2. The Projective Sets and Two Questions of Luzin

The projective sets are those sets of real numbers $A \subseteq \mathbb{R}$ which can be generated from the open subsets of $\mathbb{R}$ in finitely many steps of taking complements and
images by continuous functions,

$$
f: \mathbb{R} \rightarrow \mathbb{R}
$$

Similarly one defines the projective sets $A \subseteq \mathbb{R}^{n}$ or one can simply use a borel bijection,

$$
\pi: \mathbb{R} \rightarrow \mathbb{R}^{n}
$$

and define $A \subseteq \mathbb{R}^{n}$ to be projective if the preimage of $A$ by $\pi$ is projective.
From perspective of set theoretic complexity, projective sets are quite simple and one might expect that their basic properties can be established directly on the basis of the axioms ZFC.

The projective sets were defined by Luzin who posed two basic questions, [13] and [14]. A definition is required. Suppose that $A \subseteq \mathbb{R} \times \mathbb{R}$. A function $f$ uniformizes $A$ if for all $x \in \mathbb{R}$, if there exists $y \in \mathbb{R}$ such that $(x, y) \in A$ then $(x, f(x)) \in A$. The Axiom of Choice implies that for every set $A \subseteq \mathbb{R} \times \mathbb{R}$ there exists a function which uniformizes $A$. But if $A$ is projective the Axiom of Choice seems to offer little insight into whether there is a function $f$ which uniformizes the set $A$ and which is also projective (in the sense that the graph of $f$ is a projective subset of $\mathbb{R} \times \mathbb{R}$ ).

The two questions of Luzin are the following but I have expanded the scope of the second question-this is the measure question-to include the property of Baire.

1. Suppose $A \subseteq \mathbb{R} \times \mathbb{R}$ is projective. Can $A$ be uniformized by a projective function?
2. Suppose $A \subseteq \mathbb{R}$ is projective. Is $A$ Lebesgue measurable and does $A$ have the property of Baire?

Luzin conjectured that "we will never know the answer to the measure question for the projective sets". Luzin's reason for such a bold conjecture is the obvious fact that Lebesgue measurability is not preserved under continuous images since any set $A \subseteq \mathbb{R}$ is the continuous image of a Lebesgue null set.

The exact mathematical constructions of Gödel [6], [7] and Cohen [1],[2] which were used to show that the Continuum Hypothesis can neither be proved nor refuted on the basis of the ZFC axioms, show that the uniformization question for the projective sets can also neither be proved or refuted from the axioms ZFC.

The measure question is more subtle but the construction of Gödel and a refinement of Cohen's construction due to Solovay [25] show the same is true for the measure question. A curious wrinkle is that for Solovay's construction a modest large cardinal hypothesis is necessary.

The structure of the projective sets is of fundamental mathematical interest since it is simply the structure of the standard model of Second Order Number Theory:

$$
\langle\mathcal{P}(\mathbb{N}), \mathbb{N},+, \cdot, \in\rangle
$$

## 3. Logical Definability from Parameters, Elementary Embeddings, and Ultrapowers

The answers to Luzin's questions involve aspects of Mathematical Logic and Set Theory which were unknown and unimagined at the time and I briefly review the basic context.

A set $X$ is transitive if every element of $X$ is a subset of $X$. Naively transitive sets can be viewed as initial segments of the Universe of Sets. The ordinals are the transitive sets $\alpha$ which are totally ordered by the set membership relation. There is a least infinite ordinal, denoted $\omega$, and $\omega$ is simply the set of all finite ordinals. The order $(\omega, \epsilon)$ is isomorphic to $(\mathbb{N},<)$ and this also uniquely specifies $\omega$ as an ordinal. The ordinals provide the basis for transfinite constructions and in this sense they yield a generalization of the natural numbers into the infinite.

Formal notions of mathematical logic play a central role in Set Theory. Suppose $X$ is a transitive set. Then a subset $Y \subseteq X$ is logically definable in $(X, \in)$ from parameters if there exist elements $a_{1}, \ldots, a_{n}$ of $X$ and a logical formula $\phi\left(x_{0}, \ldots, x_{n}\right)$ in the formal language for Set Theory such that

$$
Y=\left\{a \in X \mid(X, \in) \vDash \phi\left[a, a_{1}, \ldots, a_{n}\right]\right\} .
$$

Let's look at two examples. If $X=\omega$ then a subset $Y \subseteq X$ is logically definable in $(X, \in)$ from parameters if and only if $Y$ is finite or the complement of $Y$ is finite. If $X$ is the smallest transitive set which contains $\mathbb{R}$ then the projective sets $A \subseteq \mathbb{R}$ are exactly those sets $A \subseteq \mathbb{R}$ which are logically definable from parameters in $X$. In general if $X$ is a finite transitive set then every subset of $X$ is logically definable in $(X, \in)$. Assuming the Axiom of Choice, if $X$ is an infinite transitive set then there must exist subsets of $X$ which are not logically definable in $(X, \in)$ from parameters. The collection of all subsets of $X$ is the powerset of $X$ and is denoted by $\mathcal{P}(X)$.

Suppose $X$ and $Y$ are transitive sets. A function $\pi: X \rightarrow Y$ is an elementary embedding if for all formulas $\phi\left[x_{0}, \ldots, x_{n}\right]$ in the formal language for Set Theory and all $a_{0}, \ldots, a_{n}$ in $X$,

$$
(X, \in) \vDash \phi\left[a_{0}, \ldots, a_{n}\right] \text { iff }(Y, \in) \vDash \phi\left[\pi\left(a_{0}\right), \ldots, \pi\left(a_{n}\right)\right] .
$$

Note for example that if $X$ is an ordinal and $\pi: X \rightarrow Y$ is an elementary embedding then $Y$ must be an ordinal as well. In general elementary embeddings are simply functions which preserve logical truth (and so generalize the notion of isomorphism) and this makes sense for all mathematical structures (of the same logical type) not just the structures given by transitive sets which I am discussing here. However the case of transitive sets is quite special, if $\pi: X \rightarrow$ $Y$ is both an elementary embedding and a surjection then $\pi$ is the identity function.

Suppose $X$ is a transitive set and $U$ is a free ultrafilter over some index set $I$. Then one can form the ultrapower, $X^{I} / U$, to both define a new structure from $X$ and an elementary embedding from $X$ to this new structurethe points of $X^{I} / U$ are equivalence classes $[f]_{U}$ of functions $f: I \rightarrow X$
where $f \sim g$ if $\{a \in I \mid f(a)=g(a)\} \in U$ and one defines $[f]_{U} \in_{U}[g]_{U}$ if $\{a \in I \mid f(a) \in g(a)\} \in U$. The elementary embedding sends $a$ to $\left[f_{a}\right]_{U}$ where $f_{a}$ is the constant function with value $a$.

For example, if $X=\omega$ then the ultrapower $X^{I} / U$ is linear order. In general unless $X$ is finite, the ultrapower $X^{I} / U$ is not isomorphic to a transitive set. If however the ultrafilter $U$ is closed under countable intersections then for each transitive set $X$, the ultrapower $X^{I} / U$ is isomorphic to a transitive set $Y$ and both $Y$ and the isomorphism are unique. I note that in this situation, if the ultrapower is nontrivial (for example, if the ultrapower $X^{I} / U$ is not isomorphic to $X$ ), then the set $X$ must be very large. This is because if $U$ is closed under countable intersections then $U$ must be closed under intersections of cardinality $\delta$ for relatively large $\delta$. This is the entry point for new notions of mathematical infinity which transcend the usual classical notions of infinity. It is such notions of infinity-completely unknown at the time of Luzin's questions and directly the result of the influence of mathematical logic within Set Theory-which are the key to resolving Luzin's questions. But surprisingly the explanation begins with yet another notion within Set Theory and this notion has nothing a priori to do with such (or any) strong axioms of infinity.

## 4. The Hierarchy of Large Cardinals, Determinacy, and the Answers to Luzin's Questions

Suppose $A \subseteq \mathbb{R}$. There is an associated infinite game involving two players. The players alternate choosing $\epsilon_{i} \in\{0,1\}$. After infinitely many moves an infinite binary sequence $\left\langle\epsilon_{i}: i \in \mathbb{N}\right\rangle$ is defined. Player I wins this run of the game if

$$
\Sigma_{i=1}^{\infty} \epsilon_{i} / 2^{i} \in A
$$

otherwise Player II wins. Either player could choose to follow a strategy which is simply a function

$$
\tau: \mathrm{SEQ} \rightarrow\{0,1\}
$$

where SEQ is the set of all finite binary sequences $\left\langle\epsilon_{1}, \ldots, \epsilon_{n}\right\rangle$. The strategy $\tau$ is a winning strategy for that player if by following $\tau$, that player wins no matter how the other player moves. Trivially if $[0,1] \subseteq A$ then every strategy is a winning strategy for Player I and if $A \cap[0,1]=\emptyset$ then every strategy is a winning strategy for Player II. The set $A$ is determined if there is a winning strategy for one of the players in the game associated to $A$.

Gale and Stewart [5] proved that if $A$ is a closed set then $A$ is determined and they asked whether this is also true when $A$ is borel. Mycielski and Steinhaus [20] took a much bolder step and formulated 50 years ago the axiom AD.
Definition 1 (Mycielski, Steinhaus). Axiom of Determinacy (AD): Every set $A \subseteq \mathbb{R}$ is determined .

The axiom AD is refuted by the Axiom of Choice and so it is false. But restricted versions have proven to be quite important and provide the answers (yes) to Luzin's questions, [18], [19], and [20].

Definition 2. Projective Determinacy (PD): Every projective set $A \subseteq \mathbb{R}$ is determined.

Theorem 3. Assume every projective set is determined.
(1) (Mycielski, Steinhaus) Every projective set has the property of Baire.
(2) (Mycielski, Swierczkowski) Every projective set is Lebesgue measurable.
(3) (Moschovakis) Every projective set $A \subseteq \mathbb{R} \times \mathbb{R}$ can be uniformized by a projective function.

The axiom PD yields a rich structure theory for the projective sets and modulo notions of infinity no question about the projective sets is known to be unsolvable on the basis of ZFC + PD. But is PD even consistent and if consistent is PD true? The answers to both questions is yes but this involves another family of axioms, these are large cardinal axioms which are axioms of strong infinity. The basic modern form of these axioms is as follows where a class $M$ is transitive if each element of $M$ is a subset of $M$ (just as for transitive sets). A cardinal $\kappa$ is a large cardinal if there exists an elementary embedding,

$$
j: V \rightarrow M
$$

such that $M$ is a transitive class and $\kappa$ is the least cardinal such that $j(\alpha) \neq \alpha$. This is the critical point of $j$, denoted $\operatorname{CRT}(j)$. By requiring more sets to belong to $M$, possibly in a way that depends on action of $j$ on the cardinals, one obtains a hierarchy of notions. The obvious maximum here, taking $M=V$, is not possible (it is refuted by the Axiom of Choice by a theorem of Kunen). In some cases the large cardinal axiom of interest holding at $\kappa$ is specified by the existence of many elementary embeddings and possibly elementary embeddings with smaller critical points that the cardinal $\kappa$.

The careful reader might object to the reference to classes but in all instances of interest one can require $M$ and $j$ be definable classes (from parameters but in a simple manner) and $j$ need only be elementary with respect to rather simple formulas. The situation is analogous to that in Number Theory where one frequently refers to infinite collections such as the set of prime numbers. This does not require that one work in a theory of infinite sets-similarly the reference to $j$ and $M$ here in all the relevant instances does not require in general that one work in a theory of classes.

In this scheme the simplest large cardinal notion is that of a measurable cardinal. A cardinal $\kappa$ is measurable if there exists an elementary embedding $j: V \rightarrow M$ such that $\kappa=\operatorname{CRT}(j)$. This is not the usual definition (rather it is a theorem) but it is equivalent. The standard definition is that an uncountable
cardinal $\kappa$ is a measurable cardinal if there exists an ultrafilter $\mu$ on $\kappa$ (more precisely on the complete boolean algebra given by $\mathcal{P}(\kappa))$ which is nonprincipal (i.e., free) and which is closed under intersections of cardinality $\delta$ for all $\delta<\kappa$. Given $\mu$ one can form the ultrapower of the universe of sets, $V^{\kappa} / \mu$, show that this ultrapower is isomorphic to a transitive class, and so generates an elementary embedding as above. Conversely given an elementary embedding $j$ with $\operatorname{CRT}(j)=\kappa$, define $\mu=\{A \subseteq \kappa \mid \kappa \in j(A)\}$. It follows that $\mu$ is a nonprincipal ultrafilter on $\kappa$ which is closed under intersections of cardinality $\delta$ for all $\delta<\kappa$.

Beside measurable cardinals, there are strong cardinals, Woodin cardinals, superstrong cardinals, supercompact cardinals, extendible cardinals, huge cardinals, and much more. These I shall not define with exception of supercompact and extendible cardinals but I shall defer these particular definitions until Section 10. I refer the reader to the excellent exposition [10] for details and the history of the development of large cardinal axioms. I also note that all these large cardinal notions have equivalent reformulations in terms of ultrapowers or direct limits of ultrapowers.

The connection between Projective Determinacy and large cardinal axioms is given in the next two theorems the first of which is the seminal theorem of Martin and Steel [15]. These theorems proved in 1985 and 1987, respectively, brought to a close a chapter which began over 60 years earlier with the questions of Luzin. But as I hope to show in a convincing fashion, the real story was just beginning.
Theorem 4 (Martin, Steel). Assume there are infinitely many Woodin cardinals. Then every projective set is determined.
Theorem 5 (Woodin). The following are equivalent.
(1) Every projective set is determined.
(2) For each $n<\omega$ there is a countable (iterable) model $M$ such that

$$
M \vDash \mathrm{ZFC}+\text { "There exist at least } n \text { Woodin cardinals". }
$$

With these theorems one can assert that PD is both consistent and true and this represents a mathematical milestone since we now have the axioms for the structure,

$$
\langle\mathcal{P}(\mathbb{N}), \mathbb{N},+, \cdot, \in\rangle
$$

which are the correct extension of the Peano axioms for the structure $\langle\mathbb{N},+, \cdot\rangle$.
Can this success be extended to the entire universe of sets?

## 5. Rank-universal Sentences and the Cumulative Hierarchy

The cumulative hierarchy stratifies the universe of sets. The definition involves transfinite iterations of the operation of taking powersets. Recall that for each
set $X$, the powerset of $X$, denoted $\mathcal{P}(X)$, is the set of all subsets of $X$. Now define by induction on the ordinal $\alpha$ a set $V_{\alpha}$ as follows.

1. $V_{0}=\emptyset$.
2. (Successor step) $V_{\alpha+1}=\mathcal{P}\left(V_{\alpha}\right)$.
3. (Limit step) $V_{\alpha}=\cup\left\{V_{\beta} \mid \beta<\alpha\right\}$.

It is a consequence of the axioms ZFC that for each ordinal $\alpha, V_{\alpha}$ exists and moreover that for each set $X$ there exists an ordinal $\alpha$ such that $X \in V_{\alpha}$. The set $V_{\alpha}$ is the rank initial segment of $V$ determined by the ordinal $\alpha$. This calibration of $V$ suggests that to understand $V$ one should simply proceed by induction on $\alpha$, analyzing $V_{\alpha}$.

The integers appear in $V_{\omega}$, the reals appear in $V_{\omega+1}$, and all sets of reals appear in $V_{\omega+2}$. The projective sets in their incarnation as relations of Second Order Number Theory appear in effect in $V_{\omega+1}$ since $V_{\omega+1}$ is logically bi-interpretable with $\langle\mathcal{P}(\mathbb{N}), \mathbb{N},+, \cdot, \in\rangle$. Given the amount of mathematical effort and development which was required to understand $V_{\omega+1}$ just to the point where one could identify the correct axioms for $V_{\omega+1}$, and noting that this is an infinitesimal fragment of the Universe of Sets, the prospects for understanding $V$ to this same degree, or even just $V_{\omega+2}$ which would reveal whether the Continuum Hypothesis is true, is a daunting task.

I take a strong, perhaps unreasonable position, on this. The statement that Projective Determinacy is consistent is a new mathematical truth. It predicts facts about our world, for example that in the next 1000 years, so by ICM 3010, there will be no contradiction discovered from Projective Determinacy by any means. Of course one could respond with the observation that with each new theorem of mathematics comes such a prediction. For example from Wiles' proof of Fermat's Last Theorem, one has the superficially similar prediction that no counterexample to FLT will be discovered. But this prediction, while certainly a new prediction, is reducible by finite means (i.e. the proof) to a previous prediction-namely that the axioms (whatever they are) necessary for Wiles' proof will not be discovered to be contradictory. This is not the case for the prediction I have made above. That prediction is a genuinely new prediction which is not reducible by finite means to any previously held prediction (say from before 1960). This is the nature of the investigation of large cardinal axioms which sets it apart from other mathematical enterprises. But now there is a dilemma. The claim that a large cardinal axiom is consistent, such as the claim that the existence of Woodin cardinals is consistent, would seem ultimately to have to be founded on a conception of truth for the Universe of Sets which includes the existence of these large cardinals. But if our axioms for this Universe of Sets fail to resolve even the most basic questions about the Universe of Sets, such as that of the Continuum Hypothesis, then ultimately what sense is there to the claim that large cardinals exist? This is perhaps tolerable on a temporary basis during a period of axiomatic discovery but it certainly cannot be the permanent state of affairs.

The alternative position-that consistency claims can never be meaningfully made-is simply a rejection of the infinite altogether. And what if my prediction is correct and an instance of an evolving series of ever stronger similarly correct predictions? How will this skeptic explain that?

In any case an incremental approach might be prudent and so I shall restrict attention to sentences about the universe of sets of a particular form. A sentence $\phi$ is a rank-universal sentence if for some sentence $\psi, \phi$ asserts that

$$
V_{\alpha} \vDash \psi
$$

for all ordinals $\alpha$. Similarly a sentence $\phi$ is a rank-existential sentence if for some sentence $\psi, \phi$ asserts that there exists an ordinal $\alpha$ such that $V_{\alpha} \vDash \psi$.

For any sentence $\psi$, the assertion that

$$
V_{\omega+2} \vDash \psi
$$

is both rank-universal and rank-existential and so the Continuum Hypothesis is expressible as both a rank universal sentence and a rank existential sentence. There is nothing particularly special about the ordinal $\omega$ here or for that matter about 2 either. For example if $\delta_{0}$ is the least Woodin cardinal then for any sentence $\psi$, the assertion that

$$
V_{\delta_{0}+\omega} \vDash \psi
$$

is both rank-universal and rank-existential, etc.

## 6. The Effective Cumulative Hierarchy: $L$

Gödel's definition of $L$ arises from restricting the successor step in the definition of the cumulative hierarchy. For each set $X$, let $\mathcal{P}_{\text {Def }}(X)$ be the set of all $Y \subseteq X$ such that $Y$ is logically definable in the structure $(X, \in)$ from parameters in $X$. If $X$ is infinite and the Axiom of Choice holds then $\mathcal{P}_{\text {Def }}(X)$ is never the set of all subsets of $X$. Now define $L_{\alpha}$ by induction on $\alpha$ as follows.

1. $L_{0}=\emptyset$,
2. (Successor case) $L_{\alpha+1}=\mathcal{P}_{\text {Def }}\left(L_{\alpha}\right)$,
3. (Limit case) $L_{\alpha}=\cup\left\{L_{\beta} \mid \beta<\alpha\right\}$.

Definition 6. $L$ is the class of all sets $X$ such that $X \in L_{\alpha}$ for some ordinal $\alpha$.

The axiom " $V=L$ " is Gödel's Axiom of Constructibility and this axiom is expressible by a rank-universal sentence.

Theorem 7. Assume $V=L$.
(1) (Gödel) Every projective set $A \subseteq \mathbb{R} \times \mathbb{R}$ can be uniformized by a projective function.
(2) (Gödel) There is a projective set which is not Lebesgue measurable (there is a projective wellordering of the reals).
(3) (Scott) There are no measurable cardinals.

Scott's Theorem was proved just before the seminal work of Cohen and so provided the first consistency proof that $V \neq L$. My own view is more extreme on the significance of Scott's Theorem:

Corollary 8. $V \neq L$.
It is Scott's Theorem which shows that to find canonical models in which large cardinal axioms hold one must somehow enlarge $L$. This is the Inner Model Program.

## 7. $L(\mathbb{R})$ and AD

By relativizing $L$ to $\mathbb{R}$ one obtains $L(\mathbb{R})$ which provides a transfinite extension of the projective sets. The formal definition proceeds by first defining $L_{\alpha}(\mathbb{R})$ by induction on $\alpha$ :

1. $L_{0}(\mathbb{R})=\mathbb{R}\left(\right.$ more precisely $\left.L_{0}(\mathbb{R})=V_{\omega+1}\right)$,
2. (Successor case) $L_{\alpha+1}(\mathbb{R})=\mathcal{P}_{\text {Def }}\left(L_{\alpha}(\mathbb{R})\right)$,
3. $\left(\right.$ Limit case) $L_{\alpha}(\mathbb{R})=\cup\left\{L_{\beta}(\mathbb{R}) \mid \beta<\alpha\right\}$.

Definition 9. $L(\mathbb{R})$ is the class of all sets $X$ such that $X \in L_{\alpha}(\mathbb{R})$ for some ordinal $\alpha$.

The projective sets are precisely the sets in

$$
L_{1}(\mathbb{R}) \cap \mathcal{P}(\mathbb{R})
$$

and

$$
L_{\omega_{1}}(\mathbb{R}) \cap \mathcal{P}(\mathbb{R})
$$

is the smallest $\sigma$-algebra containing the projective sets and closed under images by continuous functions, $f: \mathbb{R} \rightarrow \mathbb{R}$. The collection $\mathcal{P}(\mathbb{R}) \cap L(\mathbb{R})$ is a transfinite extension of the projective sets.

A natural axiom generalizing the axiom that all projective sets are determined is the axiom, " $L(\mathbb{R}) \vDash$ AD", which is simply the axiom which asserts that every set $A \in L(\mathbb{R}) \cap \mathcal{P}(\mathbb{R})$ is determined.

Theorem 10 (Martin, Steel, Woodin). Assume there are infinitely many Woodin cardinals with a measurable cardinal above. Then $L(\mathbb{R}) \vDash \mathrm{AD}$.

The proof of the theorem involves combining [15] with methods from previous results and something like the measurable cardinal is necessary but only just barely. The following theorem clarifies the situation by providing an exact match to the axiom " $L(\mathbb{R}) \vDash \mathrm{AD}$ " within the hierarchy of large cardinals axioms and from the perspective of the formal consistency of theories.

Theorem 11 (Woodin). The following theories are equiconsistent.
(1) $\mathrm{ZFC}+" L(\mathbb{R}) \vDash \mathrm{AD}$ ".
(2) ZFC + "There are infinitely many Woodin cardinals".

The axiom, $L(\mathbb{R}) \vDash \mathrm{AD}$, gives a complete analysis of $L(\mathbb{R})$ extending the analysis that the axiom, all projective sets are determined, provides for the projective sets. For example Moschovakis's theorem on uniformization generalizes to show that for many ordinals $\alpha$, assuming all sets in $L_{\alpha}(\mathbb{R}) \cap \mathcal{P}(\mathbb{R})$ are determined, uniformization holds in $L_{\alpha}(\mathbb{R})$. This includes all countable $\alpha$ and quite a bit more. Subsequent work of Steel has exactly characterized these ordinals.

Of course assuming $V=L$, uniformization holds in $L(\mathbb{R})$ since in this case $L(\mathbb{R})=L$. But if uniformization holds in $L(\mathbb{R})$ then the Axiom of Choice must hold in $L(\mathbb{R})$ and so in $L(\mathbb{R})$, uniformization implies that $L(\mathbb{R}) \not \vDash \mathrm{AD}$. Thus there is mathematical tension between uniformization and the regularity properties such as Lebesgue measurability and having the property of Baire.

Theorem 12 (Woodin). Suppose that uniformization holds in $L_{\alpha}(\mathbb{R})$ and that $\alpha=\omega_{1} \cdot \beta$ for some limit ordinal $\beta$. Then the following are equivalent.
(1) Every set $A \in L_{\alpha}(\mathbb{R}) \cap \mathcal{P}(\mathbb{R})$ is Lebesgue measurable and has the property of Baire.
(2) Every set $A \in L_{\alpha}(\mathbb{R}) \cap \mathcal{P}(\mathbb{R})$ is determined.

The proof of the theorem uses rather elaborate machinery to construct given $A \in L_{\alpha}(\mathbb{R}) \cap \mathcal{P}(\mathbb{R})$ and assuming (1), a countable transitive set $M$ such that $A \cap M \in M$ and such that in $M$ there are Woodin cardinals sufficient to establish that $A \cap M$ is determined. There is an additional requirement that $M \cap A$ be correct about whether a strategy is a winning strategy in the game associated to $A$ and so the determinacy of $A \cap M$ within $M$ yields the determinacy of $A$.

By a remarkable theorem of Steel the restriction on $\alpha$ is necessary, in particular Theorem 12 does not hold with $\alpha=\omega_{1}$ and this fact argues strongly that there is no elementary proof of the theorem even in specific cases such as $\alpha=\omega_{1} \cdot \omega_{1}$ where the theorem does hold.

The previous theorem is now one of many analogous theorems which have been proved, including recent dramatic results of Sargsyan [21]. These theorems collectively confirm that the understanding of determinacy plays a central role in modern Set Theory. The ubiquity of Projective Determinacy in infinitary combinatorics is often cited as an independent confirmation of its truth.

## 8. The Universally Baire Sets

For any set $E$ there is an associated enlargement of $L$, denoted $L[E]$, which is defined as follows. For each ordinal $\alpha, L_{\alpha}[E]$ is first defined by induction on $\alpha$ :

1. $L_{0}[E]=\emptyset$
2. (Successor case) $L_{\alpha+1}[E]=\mathcal{P}_{\text {Def }}\left(L_{\alpha}[E] \cup\left\{E \cap L_{\alpha}[E]\right\}\right)$,
3. (Limit case) $L_{\alpha}[E]=\cup\left\{L_{\beta}[E] \mid \beta<\alpha\right\}$.

Then $L[E]$ is defined as the class of all sets $X$ such that $X \in L_{\alpha}[E]$ for some ordinal $\alpha$. One can also in analogous fashion modify the definition of $L(\mathbb{R})$ to define $L(\mathbb{R})[E]$. I caution that $L[\mathbb{R}]=L$ and so in general $L(\mathbb{R}) \neq L[\mathbb{R}]$.

Assuming the Axiom of Choice for any set $X$ there exists a set $E$ such that $X \in L[E]$ (this is equivalent to the Axiom of Choice). So for the Inner Model Program where one seeks structural generalizations of $L$ one must somehow restrict the choices of $E$.

For the case of measurable cardinals there is an elegant solution to the choice of $E$. Suppose that $\kappa$ is a measurable cardinal and let

$$
j: V \rightarrow M
$$

be an associated elementary embedding with $\operatorname{CRT}(j)=\kappa$. Define an ultrafilter $\mu$ on $\kappa$ by $A \in \mu$ if $\kappa \in j(A)$. Then $\mu$ is a nonprincipal ultrafilter on $\kappa$ closed under intersections of cardinality $\delta$ for all $\delta<\kappa$. The enlargement of $L$ given by $L[\mu]$ turns out to be a true generalization of $L$.

Theorem 13 (Kunen). Suppose $\kappa$ is a measurable cardinal with associated ultrafilter $\mu$.
(1) $L[\mu]$ and $\mu \cap L[\mu]$ each depend only on $\kappa$.
(2) $L[\mu] \cap \mathbb{R}$ is independent of both $\kappa$ and $\mu$.
(3) $L[\mu] \vDash$ " $\kappa$ is the only measurable cardinal".

Theorem 14 (Silver). Suppose $\kappa$ is a measurable cardinal with associated ultrafilter $\mu$. Then

$$
L[\mu] \vDash \text { "There is a projective wellordering of the reals". }
$$

One can also consider $L(\mathbb{R})[\mu]$, the associated enlargement of $L(\mathbb{R})$.
Theorem 15. Suppose $\kappa$ is a measurable cardinal with associated ultrafilter $\mu$.
(1) (Kunen) $L(\mathbb{R})[\mu] \cap \mathcal{P}(\mathbb{R})$ is independent of both $\kappa$ and $\mu$.
(2) (Woodin) Suppose there are infinitely many Woodin cardinals with at least two measurable cardinals above. Then $L(\mathbb{R})[\mu] \vDash \mathrm{AD}$.

In general the enlargements of $L$ produced by the Inner Model Program have companion enlargements of $L(\mathbb{R})$. If we cannot yet define an ultimate inner model perhaps we can nevertheless define the ultimate extension of $\mathcal{P}(\mathbb{R}) \cap L(\mathbb{R})$. It turns out that assuming there is a proper class of Woodin cardinals, we can. Even more we can define the order in which these sets of reals are generated by that ultimate enlargement of $L$ adapted to produce an enlargement of $L(\mathbb{R})$. The following definition is from [4].

Definition 16. A set $A \subseteq \mathbb{R}$ is universally Baire if for all topological spaces $\Omega$ and for all continuous functions $\pi: \Omega \rightarrow \mathbb{R}$, the preimage of $A$ by $\pi$ has the property of Baire in the space $\Omega$.

One can restrict to only those spaces $\Omega$ which are compact Hausdorff spaces and obtain an equivalent definition. The definition that a set $A \subseteq \mathbb{R} \times \mathbb{R}$ is universally Baire is identical. A partial function $f: \mathbb{R} \rightarrow \mathbb{R}$ is universally Baire if its graph is universally Baire. Given $A \subseteq \mathbb{R}$ one defines $L(A, \mathbb{R})$ following the definition of $L(\mathbb{R})$ except $L_{0}(A, \mathbb{R})=L_{0}(\mathbb{R}) \cup\{A\}$.

Theorem 17. Suppose that there is a proper class of Woodin cardinals.
(1) (Martin-Steel) Suppose $A \subseteq \mathbb{R}$ is universally Baire. Then $A$ is determined.
(2) (Woodin) Suppose $A \subseteq \mathbb{R}$ is universally Baire. Then every set $B \in$ $L(A, \mathbb{R}) \cap \mathcal{P}(\mathbb{R})$ is universally Baire.
(3) (Steel) Suppose $A \subseteq \mathbb{R} \times \mathbb{R}$ is universally Baire. Then $A$ can be uniformized by a universally Baire function.

There is an ordinal measure of complexity for the universally Baire setsthis can be defined a number of ways and I define a somewhat coarse notion using a definition which is just for this account. Suppose $A$ and $B$ are subsets of $\mathbb{R}$. Define $A$ to be borel reducible to $B$, written $A \leq_{\text {borel }} B$, if there is a borel function $\pi: \mathbb{R} \rightarrow \mathbb{R}$ such that either $A=\pi^{-1}[B]$ or $A=\mathbb{R} \backslash \pi^{-1}[B]$. Define $A \ll_{\text {borel }} B$ if $A \leq_{\text {borel }} B$ but $B \not \mathbb{z}_{\text {borel }} A$. Finally define $A$ and $B$ to be borel bi-reducible if both $A \leq_{\text {borel }} B$ and $B \leq_{\text {borel }} A$. The borel degree of $A$ is the equivalence class of all sets which are borel bi-reducible with $A$. The borel degree of a set $A \subseteq \mathbb{R}$ is analogous to the Turing degree of a set $A \subseteq \mathbb{N}$.

The following lemma is an immediate corollary of the rather remarkable Wadge's Lemma from the theory of determinacy together with the determinacy of the universally Baire sets. The subsequent theorem is similarly a corollary of a fundamental theorem of Martin on the Wadge order.

Lemma 18. Assume there is a proper class of Woodin cardinals. Suppose that $A$ and $B$ are universally Baire subsets of $\mathbb{R}$.
(1) Either $A \leq_{\text {borel }} B$ or $B \leq_{\text {borel }} A$,
(2) Suppose $A \ll_{\text {borel }} B$. Then there is a borel function $\pi: \mathbb{R} \rightarrow \mathbb{R}$ such that $A=\pi^{-1}[B]$.

Theorem 19. Assume there is a proper class of Woodin cardinals. There is no sequence $\left\langle A_{i}: i<\omega\right\rangle$ of universally Baire sets such that for all $i<\omega$, $A_{i+1}<$ borel $A_{i}$.

Thus, assuming there is a proper class of Woodin cardinals, the borel degrees of the universally Baire sets are linearly ordered by borel reducibility and moreover this linear order is a wellorder.

I illustrate the relevance of this to the Inner Model Program. Suppose that there is proper class of Woodin cardinals and consider the enlargement of $L(\mathbb{R})$ given by $L(\mathbb{R})[\mu]$ as discussed above. Then the sets in $L(\mathbb{R})[\mu] \cap \mathcal{P}(\mathbb{R})$ are all universally Baire. Suppose that $A, B \in L(\mathbb{R})[\mu] \cap \mathcal{P}(\mathbb{R})$ and that for some ordinal $\alpha, A \in L_{\alpha}(\mathbb{R})[\mu]$ but $B \notin L_{\alpha}(\mathbb{R})[\mu]$. Then $A<_{\text {borel }} B$.

In general, the ranking of the universally Baire sets given by borel reducibility must refine the order of generation of these sets in any possible enlargement of $L$ adapted to define an enlargement of $L(\mathbb{R})$. The point here is that for any transitive set $X$, if $A \leq_{\text {borel }} B$ and $B \in \mathcal{P}_{\text {Def }}(X)$ then $A \in \mathcal{P}_{\text {Def }}(X)$.

In summary, the sets generated by any possible enlargement of $L$ (subject only to very general constraints) adapted to define an enlargement of $L(\mathbb{R})$ defines an initial segment of the universally Baire sets relative to the order of borel reducibility. The extent of that initial segment is determined by the extent of the large cardinal axioms which hold in the initial segments of that enlargement.

## 9. $\Omega$-logic and the $\Omega$ Conjecture

The foundational issues of truth in Set Theory arise because of Cohen's method of forcing and I shall refer in this paper to extensions obtained by the method of forcing as Cohen extensions. Cohen extensions are the source of the profound unsolvability of problems such as that of the Continuum Hypothesis which makes these problems seem so intractable. This is in contrast to Luzin's questions about the projective sets which we have seen are resolved by simply invoking strong notions of infinity. Perhaps then the best one can do is a multiverse conception of the universe of sets. To illustrate suppose that $M$ is a countable (transitive) model of ZFC (of course one cannot prove such a set exists without appealing to large cardinal axioms). Let $\mathbb{V}(M)$ be the smallest collection of countable transitive models such that if $\left(M_{0}, M_{1}\right)$ is any pair of countable transitive models with $M_{1}$ a Cohen extension of $M_{0}$, if either $M_{0} \in \mathbb{V}(M)$ or $M_{1} \in \mathbb{V}(M)$ then both models are in $\mathbb{V}(M) . \mathbb{V}(M)$ is the generic multiverse generated by $M$. Taking $M$ to be $V$ itself, this defines the generic-multiverse.

Of course one is interested in the corresponding notion of truth. So a sentence $\phi$ is true in the generic-multiverse generated by $V$ if $\phi$ is true in each universe of the generic-multiverse generated by $V$. This can be made perfectly precise (without quantifying over classes) and I shall give a relatively simple reformulation at least for rank-universal sentences. It turns out that for essentially
all large cardinal axioms (and certainly all listed in this account), the existence of a proper class of $\kappa$ witnessing the large cardinal axiom, is invariant across the generic-multiverse generated by $V$. For example the existence of a proper class of Woodin cardinals if true in one universe of the generic-multiverse generated by $V$, is true in every universe of the generic-multiverse generated by $V$ [8]. Thus a generic-multiverse conception of the universe of sets could provide a framework for set theoretic truth which allows one to confirm the consistency of large cardinal axioms, even confirm that Projective Determinacy is true, and yet not resolve questions such as that of the Continuum Hypothesis. But only if such a conception of truth is compatible with the basic principles of infinity on which ZFC is founded.

There is a remarkable consequence of large cardinal axioms which gives a very simple equivalent definition (modulo the definition of Cohen's method of forcing) that a rank-universal sentence is true in the generic-multiverse generated by $V$.

Theorem 20. Suppose that there is a proper class of Woodin cardinals and that $\phi$ is a rank-universal sentence. Then the following are equivalent.
(1) $\phi$ is true in the generic-multiverse generated by $V$.
(2) $\phi$ is true in all Cohen extensions of $V$.

To say that a rank-universal sentence is true in all Cohen extensions of $V$ is itself a rank-universal sentence. So this theorem shows that in the context of a proper class of Woodin cardinals, the assertion that a rank-universal sentence is true in the generic-multiverse generated by $V$ is itself a rank-universal sentence. I note that without the indicated large cardinal hypothesis, the previous theorem is false. For example the conclusion of the theorem is false if $V$ is a Cohen extension of $L$ and $\mathbb{R} \nsubseteq L$.

The generic-multiverse conception of truth is connected by the previous theorem to $\Omega$-logic.

Definition 21. Suppose $\phi$ is a rank-universal sentence. Then $\phi$ is $\Omega$-valid, written $\vDash_{\Omega} \phi$, if $\phi$ is true in all Cohen extensions of $V$.

Is there a notion of proof for $\Omega$-logic? This leads back to the universally Baire sets.

Definition 22. Suppose $A \subseteq \mathbb{R}$ is universally Baire and $M$ is a countable transitive model of ZFC. Then $M$ is strongly $A$-closed if $A \cap N \in N$ for all countable transitive sets $N$ such that $N$ is a Cohen extension of $M$.

Definition 23. Assume there is a proper class of Woodin cardinals. Suppose $\phi$ is a rank-universal sentence. Then $\phi$ is $\Omega$-provable, written $\vdash_{\Omega} \phi$, if there is a universally Baire set $A \subseteq \mathbb{R}$ such that if $M$ is a countable transitive model of ZFC and $M$ is strongly $A$-closed then $M \vDash$ " $F_{\Omega} \phi$ ", or equivalently $N \vDash \phi$ for all countable transitive sets $N$ such that $N$ is a Cohen extension of $M$.

The ordinal rank of complexity that I defined for universally Baire sets provides a very reasonable notion of length of proof and so $\Omega$-logic shares many features with classical logic.

I now come to the $\Omega$ Conjecture and the issue is whether $\Omega$-validity implies $\Omega$-provability.
Definition 24 (The $\Omega$ Conjecture). Assume there is a proper class of Woodin cardinals and $\phi$ is a rank-universal sentence. Then $\phi$ is $\Omega$-valid if and only if $\phi$ is $\Omega$-provable.

How does the $\Omega$ Conjecture impact the generic-multiverse conception of truth? There are two relevant theorems. The point is that for rank-universal sentences, truth in the generic-multiverse is equivalent to $\Omega$-validity and so to $\Omega$-provability if the $\Omega$ Conjecture holds (nontrivially).
Theorem 25. Suppose that there is a proper class of Woodin cardinals and let $\delta_{0}$ be the least Woodin cardinal. Assume the $\Omega$ Conjecture holds. Then the set of rank-universal sentences which are $\Omega$-valid is definable in $V_{\delta_{0}+1}$.

Let $T_{0}$ be the set of sentences $\psi$ such that " $V_{\omega+2} \vDash \psi$ " is a generic-multiverse truth and let $T$ be the set of all rank-universal sentences which are genericmultiverse truths. Clearly $T_{0}$ is reducible to $T$. The second theorem shows that assuming the $\Omega$ Conjecture (and that there is a proper class of Woodin cardinals) then these two sets have the same computational complexity by showing that $T$ is reducible to $T_{0}$ (and the proof gives the explicit reduction).
Theorem 26. Suppose that there is a proper class of Woodin cardinals and assume the $\Omega$ Conjecture holds. Then $T$ is recursively reducible to $T_{0}$.

Why is this a problem? Assuming the $\Omega$ Conjecture (and that there is a proper class of Woodin cardinals), then the second theorem shows that the whole hierarchy of rank-universal truth-in the generic-multiverse conception of truth-collapses to simply the truths of $V_{\omega+2}$. Moreover augmented by a second conjecture, the $\Omega$ Conjecture yields a strong form of the first theorem-namely that this set of sentences is actually definable in $V_{\omega+2}$.

This collapse is completely counter to the fundamental principles concerning infinity on which Set Theory is founded. Moreover since $V_{\omega+2}$ is in essence just the standard structure for Third Order Number Theory, this collapse shows that the generic-multiverse conception of truth (for rank-universal sentences) is simply a version of third order formalism. If the $\Omega$ Conjecture is true then the generic-multiverse conception of truth is untenable.

No viable alternative multiverse conception of truth is known that survives the challenge posed by the $\Omega$ Conjecture and this seems to argue for a multiverse of one universe which leads us back to searching for generalizations of the axiom $V=L$ and the Inner Model Program.

Perhaps this all is simply evidence that the $\Omega$ Conjecture is false. The $\Omega$ Conjecture is invariant across the generic multiverse generated by $V$ and so a reasonable conjecture is that if the $\Omega$ Conjecture can fail then it must be refuted by
some large cardinal axiom. But the $\Omega$ Conjecture holds in all the enlargements of $L$ produced by the Inner Model Program and so to the extent this program succeeds in analyzing large cardinal axioms, no large cardinal axiom can refute the $\Omega$ Conjecture.

## 10. Extenders, Supercompact Cardinals, and HOD

It is Scott's theorem that if $V=L$ then there are no measurable cardinals which necessitates the search for generalizations of the definition of $L$ in which large cardinal axioms can hold. This is reinforced by Gödel's theorem that shows that if $V=L$ then one cannot have the true theory of the projective sets: projective determinacy must fail and moreover there are pathological projective sets.

But how should one enlarge $L$ ? The enlargements are of the form $L[\mathbb{E}]$ for some set (or class) $\mathbb{E}$. The problem is to identify sets $\mathbb{E}$ for which $L[\mathbb{E}]$ is a generalization of $L$ from the perspective of definability. Since the issue is large cardinal axioms, these sets should somehow be derived from large cardinals. The relevant key notion is that of an extender, the modern formulation is due to Jensen and based on an earlier formulation due to Mitchell. There are precursors due to Powell (in a model theoretic context) and to Jensen, see [10] for more details. To simplify this exposition I deviate from the standard definition of an extender and use a definition which is in some ways more restricted, in other ways more general, but in all ways less technical to state.

Definition 27. A function, $E: \mathcal{P}(\gamma) \rightarrow \mathcal{P}(\gamma)$ where $\gamma$ is an ordinal, is an extender of length $\gamma$ if there exists an elementary embedding $j: V \rightarrow M$ such that

1. $\operatorname{CRT}(j)<\gamma$ and $V_{\gamma+\omega} \subseteq M$,
2. for all $A \subseteq \gamma, E(A)=j(A) \cap \gamma$.

If $E$ is an extender it is convenient to define $\operatorname{CRT}(E)=\operatorname{CRT}(j)$ where $j$ : $V \rightarrow M$ witnesses that $E$ is an extender. This is well-defined and $\operatorname{CRT}(E)$ is easily computed from $E$ itself.

Let's look at an example. Suppose $j: V \rightarrow M$ is an elementary embedding with $\operatorname{CRT}(j)=\kappa$ and with $V_{\kappa+\omega} \subset M$. Recall that the associated ultrafilter $\mu$ on $\kappa$ is defined by $A \in \mu$ if $\kappa \in j(A)$. Let

$$
E: \mathcal{P}(\kappa+1) \rightarrow \mathcal{P}(\kappa+1)
$$

be the associated extender of length $\kappa+1$, this is the shortest possible extender defined from $j$. Then $L[E]=L[\mu]$. Unfortunately if $\kappa<\gamma \leq j(\kappa), V_{\gamma+\omega} \subset M$, and if $E$ is the associated extender of length $\gamma$, then nothing changes; $L[E]$ is closed under $E$ and $L[E]=L[\mu]$. Therefore $L[E]$ where $E$ is a single extender
is not a rich enough enlargement of $L$. For this reason (and others) one must use sequences of fragments of extenders to construct the inner models. All the information required is encoded into a set (or even possibly a class) $\mathbb{E} \subset$ Ord and the enlargement of $L$ produced is the class $L[\mathbb{E}]$.

Definition 28. Suppose $\mathbb{E} \subset$ Ord. Then $\mathcal{E}(L[\mathbb{E}]: V)$ denotes the class of all $F \cap L[\mathbb{E}]$ such that $F$ is an extender, $F \cap L[\mathbb{E}] \in L[\mathbb{E}]$, and such that $F \cap L[\mathbb{E}]$ is an extender in $L[\mathbb{E}]$.

In general the difficulty in constructing $\mathbb{E}$ is arranging that $\mathcal{E}(L[\mathbb{E}]: V)$ is rich enough to witness that the targeted large cardinal axiom holds within $L[\mathbb{E}]$ while simultaneously arranging that $L[\mathbb{E}]$ is canonical. It is the tension between these two goals which generates the difficulties. It is the richness of $\mathcal{E}(L[\mathbb{E}]: V)$ which calibrates where the enlargement of $L$ given by $L[\mathbb{E}]$ sits in the hierarchy of all enlargements of $L$. I have not defined what it means for $L[\mathbb{E}]$ to be canonical but there is an easily stated variation of this requirement that modulo possibly passing to a Cohen extension of $V$ can be imposed with no additional difficulty, it is the requirement that the sets in $\mathcal{P}(\mathbb{R}) \cap L(\mathbb{R})[\mathbb{E}]$ be universally Baire or even just that $L(\mathbb{R})[\mathbb{E}] \vDash$ AD.

The critical large cardinal notion is due to Reinhardt and Solovay from nearly 40 years ago. The definition below is based on a reformulation due to Magidor.

Definition 29. A cardinal $\delta$ is a supercompact cardinal if for all $\gamma>\delta$ there exist $\bar{\gamma}<\delta$ and an elementary embedding $j: V_{\bar{\gamma}+1} \rightarrow V_{\gamma+1}$ such that $j(\bar{\delta})=\delta$ where $\bar{\delta}=\operatorname{CRT}(j)$.

This definition of a supercompact cardinal is closely related to the definition of an extendible cardinal which is due to Reinhardt and which is a much stronger large cardinal notion.

Definition 30. A cardinal $\delta$ is an extendible cardinal if for all $\gamma>\delta$ there exist $\bar{\gamma}>\delta$ and an elementary embedding $j: V_{\gamma+1} \rightarrow V_{\bar{\gamma}+1}$ such that $\operatorname{CRT}(j)=\delta$ and $j(\delta)>\gamma$.

If $E$ is an extender then $E$ can be used to construct an elementary embedding $j_{E}: V \rightarrow M_{E}$ as a direct limit of elementary embeddings given by ultrapowers. If $\mathcal{E}$ is a collection of extenders then $\mathcal{E}$ witnesses that $\delta$ is a supercompact cardinal if the elementary embeddings $j_{E} \mid V_{\alpha}$ where $E \in \mathcal{E}$ suffice to witness the definition above that $\delta$ is supercompact. I can now state the recent theorems which show that by the level of exactly one supercompact cardinal something remarkable happens [29].

Theorem 31. Suppose $\mathbb{E} \subset$ Ord, $\delta$ is supercompact in $L[\mathbb{E}]$ and this is witnessed in $L[\mathbb{E}]$ by $\mathcal{E}(L[\mathbb{E}]: V)$. Suppose $F$ is an extender of strongly inaccessible length such that $L[\mathbb{E}]$ is closed under $F$ and such that $\operatorname{CRT}(F) \geq \delta$. Then $F \cap L[\mathbb{E}] \in L[\mathbb{E}]$.

I note that $L$ is closed under all extenders and more generally if $N$ is any transitive class which contains the ordinals and if sufficient large cardinals exist in $V$ then necessarily $N$ is closed under $F$ for a rich class of extenders $F$ of strongly inaccessible length. Therefore the requirements that $L[\mathbb{E}]$ be closed under $F$ and $F$ have strongly inaccessible length are not a very restrictive requirements.

To date the basic methodology of constructing inner models $L[\mathbb{E}]$ which generalize $L$ is such that if $F$ is an extender in $L[\mathbb{E}]$, then $F$ is given by an intial segment of an extender specified explicity by $\mathbb{E},[22]$. Roughly, $\mathbb{E}$ is constructed as a sequence of extender fragments and if $F$ is an extender of $L[\mathbb{E}]$ then $F$ is an initial segment of a fragment on the sequence $\mathbb{E}$. This has always seemed an essential feature of the detailed analysis of $L[\mathbb{E}]$ and it is closely related to why each new construction of $L[\mathbb{E}]$ has come with an associated generalization of Scott's Theorem (that there are no measurable cardinals in $L$ ). The previous theorem easily yields a complete reversal of this at the level of one supercompact cardinal. For example if $\kappa>\delta$ is an extendible cardinal then $\kappa$ must be a supercompact cardinal in $L[\mathbb{E}]$ and this generalizes to essentially all large cardinal notions.

The next theorem-which is also closely related to the previous theoremgives yet another measure of the transcendence of and possible construction of $L[\mathbb{E}]$ at the level of one supercompact cardinal. at least in a background universe of sufficient large cardinal strength, must correctly compute the proof relation for $\Omega$-logic.

Theorem 32. Suppose there is a proper class of extendible cardinals. Suppose $\mathbb{E} \subset$ Ord, $\delta$ is supercompact in $L[\mathbb{E}]$ and this is witnessed in $L[\mathbb{E}]$ by $\mathcal{E}(L[\mathbb{E}]: V)$. Then for all rank-universal sentences $\phi$ the following are equivalent.
(1) $\vdash_{\Omega} \phi$.
(2) $L[\mathbb{E}] \vDash$ " $\vdash_{\Omega} \phi$ ".

I require another definition due to Gödel. This definition is of the class HOD of all hereditarily ordinal definable sets and here I give an equivalent reformulation of Gödel's definition which highlights it as some sort of merge of the definitions of the cumulative hierarchy and that of $L$.

Definition 33. HOD is the class of all sets $X$ such that there exist $\alpha \in$ Ord and $A \subseteq \alpha$ such that $A$ is definable in $V_{\alpha}$ without parameters and such that $X \in L[A]$.

If $V=L$ then $\mathrm{HOD}=L$ but if for example $L(\mathbb{R}) \vDash \mathrm{AD}$ then $\mathrm{HOD} \neq L$. The class HOD is not in general canonical, for example by passing to a Cohen extension of $V$ one can arrange that any designated set of $V$ be an element of HOD as defined in the extension.

There is a remarkable theorem of Vopenka which connects HOD and Cohen's method of forcing, see [10]. This theorem illustrates why Cohen's method
is so central in Set Theory and for reasons other than simply establishing independence results. If $G \subset$ Ord then $\mathrm{HOD}_{G}$ is simply HOD defined allowing $G$ as a parameter (so $G \in \mathrm{HOD}_{G}$ ).

Theorem 34 (Vopenka). For each set $G \subset$ Ord, if $G \notin \mathrm{HOD}$ then $\mathrm{HOD}_{G}$ is a Cohen extension of HOD.

With these definitions I can pose two questions any positive solution to which will likely involve the successful extension of the Inner Model Program to the level of one supercompact cardinal-in the sense of producing (subject to the requirements of the program) $\mathbb{E} \subset$ Ord such that for some $\delta, \delta$ is supercompact in $L[\mathbb{E}]$ and this is witnessed in $L[\mathbb{E}]$ by $\mathcal{E}(L[\mathbb{E}]: V)$. For the first question it is entirely possible that there be a positive solution obtained by other means but not (I believe) for the second question. The first question involves $\mathcal{E}$ (HOD: $V$ ) which is defined in the natural fashion: $\mathcal{E}(\mathrm{HOD}: V)$ is the class of all $F \cap \mathrm{HOD}$ such that $F$ is an extender, $F \cap \mathrm{HOD} \in \mathrm{HOD}$, and such that $F \cap \mathrm{HOD}$ is an extender in HOD.

> Suppose that there is a proper class of Woodin cardinals and that $\delta$ is an extendible cardinal. Must $\mathcal{E}(\mathrm{HOD}: V)$ witness in HOD that $\delta$ is a supercompact cardinal?

A positive solution to this question would have significant consequences in Set Theory independent of whether the solution has anything to do with the Inner Model Program.

I give an example. Consider the ultimate large cardinal axiom-that of the existence of a Reinhardt cardinal-which asserts there is a nontrivial elementary embedding $j: V \rightarrow V$. This axiom as I have noted is refuted by the Axiom of Choice. But is the axiom consistent with ZF? The axiom AD is refuted by the Axiom of Choice and yet as we have seen, not only is $\mathrm{ZF}+\mathrm{AD}$ consistent (the theory holds in $L(\mathbb{R})$ ), this theory is of fundamental interest (again because it holds in $L(\mathbb{R})$ ).

But the existence of a Reinhardt cardinal can be shown to imply the consistency with the Axiom of Choice of all the other large cardinal axioms I have mentioned [29]. So what can possibly provide the basis for the claim that the existence of Reinhardt cardinals is consistent with ZF? Certainly not their existence since that would deny the Axiom of Choice.

A positive answer to the question above would yield as a corollary that in ZF if there is a proper class of supercompact cardinals then there are no Reinhardt cardinals and very likely yield the outright nonexistence of Reinhardt cardinals-this would resolve a key foundational issue. More fundamentally and in an ironic twist since one early motivation of the study of the projective sets was a rejection of the Axiom of Choice, the positive answer will reveal deep connections between large cardinal axioms and proving instances of the Axiom of Choice [29].

The second question is a variant of the first question and the formulation involves the universally Baire sets. The positive solution to this question arguably must involve the successful extension of the Inner Model Program to the level of one supercompact cardinal.

Suppose that there is a proper class of Woodin cardinals and that there is a supercompact cardinal. Must there exist $\delta$ and $\mathbb{E} \subset$ Ord such that for all $x \in \mathbb{R} \cap L[\mathbb{E}]$ there is a universally Baire set $A \subseteq \mathbb{R}$ such that:
(1) $\delta$ is supercompact in $L[\mathbb{E}]$ and this is witnessed in $L[\mathbb{E}]$ by $\mathcal{E}(L[\mathbb{E}]: V)$.
(2) $x \in N$ where $N$ is HOD as defined in $L(A, \mathbb{R})$ ?

The answer to the latter question is yes for Woodin cardinals. These are difficult constructions which evolved over 20 years and involved substantial contributions from quite a number of mathematicians. The basic definitions in their current form are due primarily to Mitchell and Steel over the period 19881999, [17] with revisions [26]. This work was based on earlier work of Martin and Steel [16], Dodd and Jensen (and others), and there is an alternative scheme which has subsequently been developed by Jensen, [9].

## 11. The Axiom for Ultimate- $L$

Even if one has identified the construction of ultimate- $L$ this does not obviously yield the axiom that $V$ is ultimate- $L$. This is in part because not all the extenders used in the construction survive as extenders in the inner model. The isolation of the axiom requires a much deeper understanding of the construction and this is an important issue in the whole program which I have ignored until now.

By combining the three notions of universally Baire sets, relative constructibility, and HOD, I can formulate what I conjecture will be the axiom that $V$ is ultimate- $L$. I do this in the context that there is a supercompact cardinal and a proper class of Woodin cardinals though the latter is ultimately irrelevant.

The formulation of this axiom involves one last definition. Suppose that $A \subseteq \mathbb{R}$ is universally Baire. Then $\Theta^{L(A, \mathbb{R})}$ is the supremum of the ordinals $\alpha$ such that there is a surjection, $\pi: \mathbb{R} \rightarrow \alpha$, such that $\pi \in L(A, \mathbb{R})$.

The connection between the determinacy of the projective sets and Woodin cardinals generalizes to a structural connection illustrated by the following theorem where $\operatorname{HOD}^{L(A, \mathbb{R})}$ denotes HOD as defined within $L(A, \mathbb{R})$.

Theorem 35 (Woodin). Suppose that there is a proper class of Woodin cardinals and that $A$ is universally Baire. Then $\Theta^{L(A, \mathbb{R})}$ is a Woodin cardinal in $\mathrm{HOD}^{L(A, \mathbb{R})}$.

The connection runs much deeper as indicated by the following theorem of Steel. The Mitchell-Steel extender models are the inner models $L[\mathbb{E}]$ which provide solutions of the Inner Model Program at the level of Woodin cardinals which I alluded to in the discussion after the two test questions.

Theorem 36 (Steel). Suppose that there is a proper class of Woodin cardinals. Let $\delta=\Theta^{L(\mathbb{R})}$. Then $\operatorname{HOD}^{L(\mathbb{R})} \cap V_{\delta}$ is a Mitchell-Steel extender model.

Theorem 37 (Woodin). Suppose that there is a proper class of Woodin cardinals. Then $\operatorname{HOD}^{L(\mathbb{R})}$ is not a Mitchell-Steel extender model.

But then what is $\operatorname{HOD}^{L(\mathbb{R})}$ ? It belongs to a different, previously unknown, class of extender models, these are the strategic extender models. For a significant initial segment of the universally Baire sets, $\operatorname{HOD}^{L(A, \mathbb{R})}$ has been verified to be a strategic extender model and there is very strong evidence that this will be true for all universally Baire sets. Until recently it was not clear at all what large cardinal axioms could hold in these models. But on the basis of the foundational questions which I have been discussing combined with associated mathematical developments, [29], there is compelling evidence (to me) that these inner models $\operatorname{HOD}^{L(A, \mathbb{R})} \cap V_{\delta}$ where $\delta=\Theta^{L(A, \mathbb{R})}$ cannot be limiting in any way: the only issue (assuming these are strategic extender models) is whether strategic extender models can exist at the level of one supercompact cardinal for then just as is the case for extender models, they are transcendent for large cardinals. There is absolutely compelling evidence that strategic extender models exist which are transcendent for $\Omega$-logic in the sense of Theorem 32 and from this perspective it seems perhaps obvious that there must exist strategic extender models at the level of one supercompact cardinal as well. The underlying point here is that the family of inner models $\operatorname{HOD}^{L(A, \mathbb{R})} \cap V_{\delta}$ where $\delta=\Theta^{L(A, \mathbb{R})}$ and $A$ is universally Baire are collectively transcendent for $\Omega$-logic. Therefore if these inner models are strategic extender models then strategic extender models are transcendent for $\Omega$-logic as well.

Extending the theory of extender models to the level of one supercompact cardinal seems difficult enough, why should there be any optimism that this can be done for strategic extender models the theory of which has generally been more difficult. There is a key and fundamental difference. The structure and theory of strategic extender models will be fully revealed by the inner models $\operatorname{HOD}^{L(A, \mathbb{R})}$ where $A$ is universally Baire. So the mathematical problem is not one of finding the correct definition to satisfy a possibly vague goal, but rather of the analysis of structures we can already define. Moreover we have a rich framework provided by determinacy in which to undertake that analysis. I should emphasize that prior to the proof of Theorem 37, it was not known if strategic extender models could exist in any reasonable form.

I now come to my main conjecture which is the conjecture that the following axiom is the axiom that $V$ is ultimate- $L$. The formulation of the axiom involves rank-existential sentences as opposed to rank-universal sentences. However it can be shown that the axiom is expressible as a rank-universal sentence modulo
the indicated large cardinal hypothesis. There are natural refinements of the axiom, for example one can allow more complicated sentences and one can enlarge $L(A, \mathbb{R})$ to $L(\Gamma, \mathbb{R})$ where $\Gamma$ is a suitable initial segment of the universally Baire sets.

Axiom. There is a proper class of Woodin cardinals. Further for each rankexistential sentence $\phi$, if $\phi$ holds in $V$ then there is a universally Baire set $A \subseteq \mathbb{R}$ such that

$$
\operatorname{HOD}^{L(A, \mathbb{R})} \cap V_{\Theta} \vDash \phi
$$

where $\Theta=\Theta^{L(A, \mathbb{R})}$.
Of course one could have made this conjecture independent of the recent results about the maximality of the inner model for one supercompact cardinal. But it is precisely these results which make this conjecture plausible and which provide a realistic scenario for proving that the axiom above is in fact the axiom that $V$ is ultimate- $L$. In [28] and [29] a number of partial results concerning this conjecture are proved.

Far more speculative is the conjecture which I also make for all of the reasons discussed at length in [29]: The axiom above is true. By this I mean that the axiom will eventually be validated on the basis of accepted and compelling principles of infinity exactly as the axiom of Projective Determinacy has been validated.

This axiom implies the Continuum Hypothesis as well as the $\Omega$ Conjecture and together with its natural refinements will arguably reduce all questions of Set Theory to axioms of strong infinity and so banish the specter of undecidability as demonstrated by Cohen's method of forcing.
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#### Abstract

We survey some aspects of homogeneous dynamics - the study of algebraic group actions on quotient spaces of locally compact groups by discrete subgroups. We give special emphasis to results pertaining to the distribution of orbits of explicitly describable points, especially results valid for the orbits of all points, in contrast to results that characterize the behavior of orbits of typical points. Such results have many number theoretic applications, a few of which are presented in this note. Quantitative equidistribution results are also discussed.
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## 1. Introduction

1.1. In this note we discuss a certain very special class of dynamical systems of algebraic origin, in which the space is the quotient of a locally compact group $G$ by a discrete subgroup $\Gamma$ and the dynamics is given by the action of some closed subgroup $H<G$ on $G / \Gamma$ by left translations, or more generally by the action of a subgroup of the group of affine transformations on $G$ that descends to an action on $G / \Gamma$. There are several natural classes of locally compact groups one may consider - connected Lie groups, linear algebraic groups (over $\mathbb{R}$, or $\mathbb{Q}_{p}$, or perhaps general local field of arbitrary characteristic), finite products of linear algebraic groups over different fields, or the closely related case of linear algebraic groups over adeles of a global field such as $\mathbb{Q}$.

[^52]1.2. Such actions turn out to be of interest for many reasons, but in particular are intimately related to deep number theoretic questions. They are also closely connected to another rich area: the spectral theory of such quotient spaces, also known as the theory of automorphic forms, which has so many connections to both analytic and algebraic number theory that they are hard to separate.

From the point of view of these connections between dynamics and number theory, perhaps the most interesting quotient space is the space $X_{d}$ of lattices in $\mathbb{R}^{d}$ up to homothety, which is naturally identified with $\operatorname{PGL}(d, \mathbb{R}) / \operatorname{PGL}(d, \mathbb{Z})$. There are several historical sources for the use of this space in number theory. One prominent historical source is H. Minkowski's work on Geometry of Numbers c. 1895; and while (like most mathematical research areas) it is hard to draw the precise boundaries of the Geometry of Numbers, certainly at its heart is a systematic use of lattices, and implicitly the space of lattices, to the study of number theoretic problems of independent interest.

The use of tools and techniques of ergodic theory and dynamical systems, and perhaps no less importantly the use of the dynamical point of view, to study these actions has proven to be a remarkably powerful method with applications in several rather diverse areas in number theory and beyond, but in particular for many of the problems considered in the Geometry of Numbers. This is a very active direction of current research sometimes referred to as Flows on Homogeneous Spaces, though the shorter term Homogeneous Dynamics seems to be gaining popularity.
1.3. We present below a Smörgåsbord of topics from the theory. The selection is somewhat arbitrary, and is biased towards aspects that I have personally worked on. A brief overview of the topics discussed in each section is given below:
§2. Actions of unipotent and diagonalizable groups are discussed. Thanks to the deep work of several mathematicians the actions of unipotent groups are quite well understood (at least on a qualitative level). The actions of diagonalizable groups are much less understood. These diagonalizable actions behave quite differently depending on whether the acting group is one dimensional or of higher dimensions; in the latter case there are several long-standing conjectures and a few partial results toward these conjectures that are powerful enough to have applications of independent interest.
$\S 3$. We consider why the rigidity properties of an action of a multiparameter diagonalizable group is harder to understand than actions of unipotent groups (or groups generated by unipotents), and highlight one difference between these two classes of groups: growth rates of the Haar measure of norm-balls in these groups.
§4. Three applications of the measure classification results for multiparameter diagonalizable groups are presented: results regarding Diophantine approximations and Littlewood's Conjecture, Arithmetic Quantum Unique

Ergodicity, and an equidistribution result for periodic orbits of the diagonal group in $X_{3}$ (a problem considered by Linnik with strong connections to $L$-functions and automorphic forms).
§5. We present recent progress in the study of actions of another natural class of groups that share with unipotent groups the property of large norm-balls: Zariski dense subgroups of semisimple groups or more generally groups generated by unipotents.
§6. We conclude with a discussion of the quantitative aspects of the density and equidistribution results presented in the previous sections regarding orbits of group actions on homogeneous spaces.

## 2. Actions of Unipotent and Diagonalizable Groups

2.1. Part of the beauty of the subject is that for a given number theoretic application one is led to consider a very concrete dynamical system. Perhaps the best way to illustrate this point is by example. An important and influential milestone in the theory of flows on homogeneous spaces has been Margulis' proof of the longstanding Oppenheim Conjecture in the mid 1980's [Mar87]. The Oppenheim Conjecture states that if $Q\left(x_{1}, \ldots, x_{d}\right)$ is an indefinite quadratic form in $d \geq 3$ variables, not proportional to a form with integral coefficients, then

$$
\begin{equation*}
\inf \left\{|Q(v)|: v \in \mathbb{Z}^{d} \backslash\{0\}\right\}=0 \tag{2.1}
\end{equation*}
$$

By restricting $Q$ to a suitably chosen rational subspace, it is easy to reduce the conjecture to the case of $d=3$, and instead of considering the values of an arbitrary indefinite ternary quadratic form on the lattice $\mathbb{Z}^{d}$ one can equivalently consider the values an arbitrary lattice $\xi$ in $\mathbb{R}^{d}$ attains on the fixed indefinite ternary quadratic form, say $Q_{0}(x, y, z)=2 x z-y^{2}$. The symmetry group

$$
\mathrm{SO}(1,2)=\left\{h \in \mathrm{SL}(3, \mathbb{R}): Q_{0}(v)=Q_{0}(h v) \text { for all } v \in \mathbb{R}^{3}\right\}
$$

is a noncompact semisimple group. By the definition of $H$, for every $h \in H=$ $\mathrm{SO}(1,2)$ and $\xi \in X_{3}$ the set of values $Q_{0}$ attains at nonzero vectors of the lattice $\xi$ coincides with the set of values this quadratic form attains at nonzero vectors of the lattice $h . \xi$, i.e. the lattice obtained from $\xi$ by applying the linear map $h$ on each vector. It is now an elementary observation, using Mahler's Compactness Criterion, that for $\xi \in X_{3}$,

$$
\inf \left\{\left|Q_{0}(v)\right|: v \in \xi \backslash\{0\}\right\}=0 \Longleftrightarrow \text { the orbit } H . \xi \text { is unbounded. }
$$

G. A. Margulis established the conjecture by showing that any orbit of $H$ on $X_{3}$ is either periodic or unbounded (see [DM90a] for a highly accessible account); the lattices corresponding to periodic orbits are easily accounted for, and correspond precisely to indefinite quadratic forms proportional to integral forms. Here and throughout, an orbit of a group $H$ acting on a topological space $X$ is said to be periodic if it is closed and supports a finite $H$-invariant measure.

We note that the homogeneous space approach for studying values of quadratic forms was noted by M.S. Raghunathan who also gave a much more general conjecture in this direction regarding orbit closures of connected unipotent groups in the quotient space $G / \Gamma$. In retrospect one can identify a similar approach in the remarkable paper [CSD55] by Cassels and Swinnerton-Dyer.
2.2. This example illustrates an important point: in most cases it is quite easy to understand how a typical orbit behaves, e.g. to deduce from the ergodicity of $H$ acting on $X_{3}$ that for almost every $\xi$ the orbit $H . \xi$ is dense in $X_{3}$; but for many number theoretical applications one needs to know how orbits of individual points behave - in this case, one needs to understand the orbit H. $\xi$ for all $\xi \in X_{3}$.
2.3. Raghunathan's Conjecture regarding the orbit closures of groups generated by one parameter unipotent subgroups, as well as an analogous conjecture by S.G. Dani regarding measures invariant under such groups [Dan81] have been established in their entirety ${ }^{1}$ in a fundamental series of papers by M. Ratner [Ra91a, Ra90a, Ra90b, Ra91b].

Theorem 1 (Ratner). Let $G$ be a real Lie group, $H<G$ a subgroup generated by one parameter Ad-unipotent groups, and $\Gamma$ a lattice in $G$. Then:
(i) Any H-invariant and ergodic probability measure $\mu$ on $G / \Gamma$ is an $L$ invariant measure supported on a single periodic L-orbit of some subgroup $L \leq G$ containing $H$
(ii) For any $x \in G / \Gamma$, the orbit closure $\overline{H . x}$ is a periodic orbit of some subgroup $L \leq G$ containing $H$.

A measure $\mu$ as in (i) above will be said to be homogeneous .
This fundamental theorem of Ratner, which in applications is often used in conjunction with the work of Dani and Margulis on nondivergence of unipotent flows [Mar71, Dan86] and related estimates on how long a unipotent trajectory can spend near a periodic trajectory of some other group (e.g. as developed in [DM90b, DM93] or [Ra91b]) give us very good (though non-quantitative) understanding of the behavior of individual orbits of groups $H$ generated by one

[^53]parameter unipotent subgroups, such as the group $\mathrm{SO}(1,2)$ considered above. It has been extended to algebraic groups over $\mathbb{Q}_{p}$ and to $S$-algebraic groups (products $G=\prod_{p \in S} \mathbb{G}_{i}\left(\mathbb{Q}_{p}\right)$ with the convention that $\mathbb{Q}_{\infty}=\mathbb{R}$ ) by Ratner [Ra95] and Margulis-Tomanov [MT94].
2.4. These theorems on unipotent flows have numerous number theoretical applications, much too numerous to list here. A random sample of such applications, to give a flavor of their diverse nature, is the substantial body of work regarding counting of integer and rational points on varieties, e.g. Eskin, Mozes and Shah [EMS96] who give the asymptotic behavior as $T \rightarrow \infty$ of the number of elements $\gamma \in \operatorname{SL}(d, \mathbb{Z})$ with a given characteristic polynomial satisfying $\|\gamma\|<T$ (see also H. Oh's survey [Oh10] for some more recent counting results of interest); Vatsal's proof of a conjecture of Mazur regarding non-vanishing of certain $L$-functions associated to elliptic curves at the critical point [Vat02]; Elkies and McMullen's study of gaps in the sequence $\sqrt{n} \bmod 1$ [EM04]; and Ellenberg and Venkatesh theorems on representing positive definite integral quadratic forms by other forms [EV08].

2.5. The action of one parameter diagonalizable groups on homogeneous spaces, such as the action of $a_{t}=\left(\begin{array}{cc}e^{t / 2} & 0 \\ 0 & e^{-t / 2}\end{array}\right)$ on $X_{2}$ is fairly well understood (at least in some aspects), but these $\mathbb{R}$-actions behave in a drastically different way than e.g. one parameter unipotent groups. The case of $a_{t}$ acting on $X_{2}$ is particularly well studied. There is a close collection between this action and the continued fraction expansion of real numbers that has been used already by E. Artin [Art24], and was further elucidated by C. Series [Ser85] and others, that essentially allows one to view this system as a flow over a simple symbolic system. Any ergodic measure preserving flow of sufficiently small entropy can be realized as an invariant measure for the action of $a_{t}$ on $X_{2}$, and there is a wealth of irregular orbit closures. There is certainly also a lot of mystery remaining regarding this action and in particular due to the lack of rigidity it is extremely hard to understand the behavior of specific orbits of the action, e.g.:

Question 1. Is the orbit of the lattice

$$
\left(\begin{array}{cc}
1 & \sqrt[3]{2} \\
0 & 1
\end{array}\right) \mathbb{Z}^{2}
$$

under the semigroup $\left\{a_{t}: t \geq 0\right\}$ dense in $X_{2}$ ?
Even showing that this orbit is unbounded is already equivalent to the continued fraction expansion of $\sqrt[3]{2}$ being unbounded, a well known and presumably difficult problem. While Artin constructs in [Art24] a point in $X_{2}$ which has a dense $a_{t}$-orbit in a way that can be said to be explicit, I do not know of any
construction of a lattice in $X_{2}$ generated by vectors with algebraic entries that is known to have a dense $a_{t}$-orbit.
2.6. Actions of higher rank diagonal groups are much more rigid than one parameter diagonal group, though not quite as rigid as the action of groups generated by unipotents. Many of the properties such actions are expected to satisfy are still conjectural, though there are several quite usable partial results that can be used to obtain nontrivial number theoretic consequences. A basic example of such actions is the action of the $(d-1)$-dimensional diagonal group $A<\operatorname{PGL}(d, \mathbb{R})$ on the space of lattices $X_{d}$ for $d \geq 3$. A similar phenomenon is exhibited in a somewhat more elementary setting by the action of a multiplicative semigroup $\Sigma$ of integers containing at least two multiplicative independent elements on the 1 -torus $\mathbb{T}=\mathbb{R} / \mathbb{Z}$. This surprising additional rigidity of multidimensional diagonalizable groups has been discovered by Furstenberg [Fur67] in the context of multiplicative semigroups acting on $\mathbb{T}$, and is in a certain sense implicit in the work of Cassels and Swinnerton-Dyer [CSD55].
2.7. Actions of diagonalizable groups also appear naturally in many contexts. In the aforementioned paper of Cassels and Swinnerton-Dyer [CSD55] the following conjecture is given:

Conjecture 2. Let $F\left(x_{1}, \ldots, x_{d}\right)=\prod_{i=1}^{d}\left(\sum_{j=1}^{d} g_{i j} x_{j}\right)$ be a product of $d$ linearly independent linear forms in d variables, not proportional to an integral form (as a homogeneous polynomial in $d$ variables), with $d \geq 3$. Then

$$
\begin{equation*}
\inf \left\{|F(v)|: v \in \mathbb{Z}^{d} \backslash\{0\}\right\}=0 \tag{2.2}
\end{equation*}
$$

This conjecture in shown in [CSD55] to imply Littlewood's Conjecture (see $\S 4.1$ ), and seems to me to be the more fundamental of the two. As pointed out by Margulis, e.g. in [Mar97], Conjecture 2 is equivalent to the following:

Conjecture 2'. Any $A$-orbit $A$. $\xi$ in $X_{d}$ for $d \geq 3$ is either periodic or unbounded.
2.8. A somewhat more elementary action with similar features was studied by Furstenberg [Fur67]. Let $\Sigma$ be the multiplicative semigroup of $\mathbb{N}$ generated by two multiplicative independent integers $a, b$ (i.e. $\log a / \log b \notin \mathbb{Q}$ ). In stark contrast to cyclic multiplicative semigroups, Furstenberg has shown that any $\Sigma$-invariant closed subset $X \subset \mathbb{T}=\mathbb{R} / \mathbb{Z}$ is either finite or $\mathbb{T}$ and gave the following influential conjecture:

Conjecture 3. Let $\Sigma=\left\{a^{n} b^{k}: n, k \geq 0\right\}$ be as above. The only $\Sigma$-invariant probability measure on $\mathbb{R} / \mathbb{Z}$ with no atoms is the Lebesgue measure.

This conjecture can be phrased equivalently in terms of measures on $G / \Gamma$ invariant under left translation by a rank two diagonalizable group $H$ for an
appropriate solvable group $G$ and lattice $\Gamma<G$; e.g. if $a, b$ are distinct primes, we can take

$$
\begin{aligned}
H & =\left\{(s, t, r): s \in \mathbb{R}^{\times}, t \in \mathbb{Q}_{a}^{\times}, r \in \mathbb{Q}_{r}^{\times},|s| \cdot|t|_{a} \cdot|r|_{b}=1\right\} \\
G & =H^{\times} \ltimes\left(\mathbb{R} \times \mathbb{Q}_{a} \times \mathbb{Q}_{b}\right) \\
\Gamma & =\left\{(s, s, s): s=a^{n} b^{m}, n, m \in \mathbb{Z}\right\} \ltimes\left\{(t, t, t): t \in \mathbb{Z}\left[\frac{1}{a b}\right]\right\} .
\end{aligned}
$$

2.9. Ergodic theoretic entropy is a key invariant in ergodic theory whose introduction in the late 1950s by Kolmogorov and Sinai completely transformed the subject. At first sight it seems quite unrelated to the type of questions considered above. However, it has been brought to the fore in the study of multiparameter diagonalizable actions by D. Rudolph (based on earlier work of R. Lyons [Lyo88]), who established an important partial result towards Furstenberg's Conjecture (Conjecture 3): Rudolph classified such measures under a positive entropy condition [Rud90]. A. Katok and R. Spatzier were the first to extend this type of results to flows on homogeneous spaces [KS96], but due to a subtle question regarding ergodicity of subactions their results do not seem to be applicable in the number theoretic context.
2.10. Some care needs to be taken when stating the expected measure classification result for actions of multiparameter diagonalizable groups on a quotient space $G / \Gamma$, even for $G=\operatorname{PGL}(3, \mathbb{R})$ and $A$ the full diagonal group, since as pointed out by M. Rees [Ree82] (see also [EK03, §9]), any such conjecture should take into account possible scenarios where the action essentially degenerates into a one parameter action where no such rigidity occurs. An explicit conjecture regarding measures invariant under multiparameter diagonal flows was given by Margulis in [Mar00, Conjecture 2]; a similar but less explicit conjecture by Katok and Spatzier was given in [KS96], and by Furstenberg (unpublished). For the particular case of the action of the diagonal group $A$ on the space of lattice in $X_{d}$ such degeneration cannot occur ${ }^{2}$ and one has the following conjecture:

Conjecture 4. Let $\mu$ be an $A$-invariant and ergodic probability measure on $X_{d}$ for $d \geq 3$ (and $A<\operatorname{PGL}(3, \mathbb{R})$ the group of diagonal matrices). Then $\mu$ is homogeneous (cf. §2.3).

More generally, we quote the following from [EL06]:
Conjecture 5. Let $S$ be a finite set of places for $\mathbb{Q}$ and for every $v \in S$ let $G_{v}$ be a linear algebraic group over $\mathbb{Q}_{v}$. Let $G_{S}=\prod_{v \in S} G_{v}, \quad G \leq G_{S}$ closed, and $\Gamma<G$ discrete. For each $v \in S$ let $A_{v}<G_{v}$ be a maximal $\mathbb{Q}_{v}$-split torus,

[^54]and let $A_{S}=\prod_{v \in S} A_{v}$. Let $A$ be a closed subgroup of $A_{S} \cap G$ with at least two independent elements. Let $\mu$ be an $A$-invariant and ergodic probability measure on $G / \Gamma$. Then at least one of the following two possibilities holds:
(i) $\mu$ is homogeneous, i.e. is the $L$-invariant measure on a single, finite volume, $L$-orbit for some closed subgroup $A \leq L \leq G$.
(ii) There is some $S$-algebraic subgroup $L_{S}$ with $A \leq L_{S} \leq G_{S}$, an element $x \in G / \Gamma$, an algebraic homeomorphism $\phi: L_{S} \rightarrow \tilde{L}_{S}$ onto some $S$-algebraic group $\tilde{L}_{S}$, and a closed subgroup $H<\tilde{L}_{S}$ with $H \geq \phi(\Gamma)$ so that (i) $\mu\left(\left(L_{S} \cap G\right) \cdot x_{\Gamma}\right)=1$, (ii) $\phi(A)$ does not contain two independent elements and (iii) the image of $\mu$ to $\tilde{L}_{S} / H$ is not supported on a single point.
2.11. To obtain a measure classification result in the homogeneous spaces setting with only an entropy assumption and no assumptions regarding ergodicity of subactions (which are nearly impossible to verify in most applications of the type considered here) requires a rather different strategy of proof than [KS96], using two different and complementary methods. The first, known as the high entropy method, was developed by M. Einsiedler and Katok [EK03] and utilizes non-commutativity of the unipotent subgroups normalized by the acting group, and e.g. in the case of $A$ acting on $X_{d}$ for $d \geq 3$ allows one to conclude that any measure of sufficiently high entropy (or positive entropy in "sufficiently many directions") is the uniform measure. The other method, the low entropy method, was developed by the author [Lin06] where in particular an analogue to Rudolph's theorem for the action of the maximal $\mathbb{R}$-split torus ${ }^{3}$ on $\operatorname{SL}(2, \mathbb{R}) \times \operatorname{SL}(2, \mathbb{R}) / \Gamma$ is given. Even though the measure under study is invariant under a diagonalizable group and a priori has no invariance under any unipotent element, ideas from the theory of unipotent flows, particularly from a series of papers of Ratner on the horocycle flow [Ra82a, Ra82b, Ra83], are used in an essential way. These two methods can be combined successfully as was done in a joint paper with Einsiedler and Katok [EKL06] where the following partial result toward Conjecture 4 is established:

Theorem 2 ([EKL06]). Let $A$ be the group of diagonal matrices as above and $d \geq 3$. Let $\mu$ be an $A$-invariant and ergodic probability measure on $X_{d}$. If for some $a \in A$ the entropy $h_{\mu}(a)>0$ then $\mu$ is homogeneous.
2.12. The high entropy method was developed further by Einsiedler and Katok in [EK05] and the low entropy method was developed further by Einsiedler and myself in [EL08]; these can be combined to give in particular the following theorem, which we state for simplicity for real algebraic groups but holds in

[^55]the general $S$-algebraic setting of Conjecture 5 (see [EL06, §2.1.4] for more details ${ }^{4}$ ):
Theorem 3. Let $G$ be a semisimple real algebraic group, $A<G$ the connected component of a maximal $\mathbb{R}$-split torus, and $\Gamma<G$ an irreducible lattice. Let $\mu$ be an $A$-invariant and ergodic probability measure on $G / \Gamma$. Assume that:
(i) the $\mathbb{R}$-rank of $G$ is $\geq 2$
(ii) there is no reductive proper subgroup $L<G$ so that $\mu$ is supported on a single periodic L-orbit
(iii) there is some $a \in A$ for which $h_{\mu}(a)>0$.

Then $\mu$ is the uniform measure on $G / \Gamma$.
If (ii) does not hold, one can reduce the classification of $A$-invariant measures $\mu$ on this periodic $L$-orbit to the classification of $A \cap[L, L]$-invariant and ergodic measures $\mu^{\prime}$ on $[L, L] / \Lambda$, with $\Lambda$ a lattice in $[L, L]$. If $\Lambda$ is reducible, up to finite index, $[L, L] / \Lambda=\prod_{i=1}^{s} L_{i} / \Lambda_{i}$ and $\mu=\prod_{i=1}^{s} \mu_{i}^{\prime}$, with $\mu_{i}^{\prime}$ an $A \cap L_{i}$-invariant measure on $L_{i} / \Lambda_{i}$. As long as there is some $L_{i}$ with $\mathbb{R}$-rank $\geq 2$ and some element $a^{\prime} \in A \cap L_{i}$ with $h_{\mu_{i}^{\prime}}\left(a^{\prime}\right)>0$, one can apply Theorem 3 recursively to obtain a more explicit, but less concise measure classification result.

New ideas seem to be necessary to extend Theorem 3 to non-maximally split tori; in part this seems to be related to the fact that for non-maximal $A$ much more general groups $L$, even solvable ones, need to be considered in case (ii).

## 3. A Remark on Invariant Measures, Individual Orbits, and Size of Groups

3.1. One important difference between a group $H$ generated by unipotent one parameter subgroups (considered as a subgroup of some ambient algebraic group $G$, which for simplicity we assume in this paragraph to be simple) and diagonalizable groups such as the group $A$ of diagonal matrices in $G=\operatorname{PGL}(d, \mathbb{R})$ is the size of norm-balls in the groups $H$ or $A$ respectively under any nontrivial finite dimensional representation $\rho$ of $G$ (in particular, the adjoint representation): if $\lambda_{H}$ and $\lambda_{A}$ denote Haar measure on $H$ and $A$ respectively,

$$
\begin{equation*}
\lambda_{H}(\{h \in H:\|\rho(h)\|<T\}) \geq C T^{\alpha} \quad \text { for some } \alpha=\alpha(\rho)>0 \tag{3.1}
\end{equation*}
$$

while

$$
\begin{equation*}
\lambda_{A}(\{a \in A:\|\rho(a)\|<T\}) \asymp(\log T)^{d-1} . \tag{3.2}
\end{equation*}
$$

[^56]We shall loosely refer to groups as in (3.1) for which the volume of norm-balls is polynomial as thick in $G$, and groups where this volume is polylogarithmic as in (3.2) as thin.
3.2. Such norm balls appear naturally when one studies how orbits of nearby points $x$ and $y$ diverge - an important element of Ratner's proof of Theorem 1. Suppose e.g. $G$ is a linear algebraic group over $\mathbb{R}, \quad \Gamma<G$ a lattice and $H<G$ some closed subgroup. If $x=\exp (w) \cdot y$ for $w \in \operatorname{Lie}(G)$ small, $h . x=\exp (\operatorname{Ad} h(w)) . h . y$ and these will still be reasonably close for all $h \in H$ with $\|A d(h)\|<\|w\|^{-1}$. One can gain in the range of usable elements of $H$ by allowing $h . x$ to be compared with a more carefully chosen point $h^{\prime} . y \in H . y$, but in any case the range of usable $h \in H$ includes elements of norm bounded at most by a polynomial in $\|w\|^{-1}$. The entropy condition of Theorems 2 and 3 can be thought of as a partial compensation for the fact that the acting group is thin.
3.3. The size of norm-balls also plays an important role in another important aspect of the dynamics, namely the extent to which the behavior of individual orbits relates to any possible classification of invariant measures. We recall the following definition due to Furstenberg:

Definition 1. Let $X$ be a locally compact space, and $H$ an amenable group acting continuously on $X$. A point $x \in X$ will be said to be generic for an $H$-invariant measure $\mu$ along a Følner sequence ${ }^{5}\left\{F_{n}\right\}$ in $H$ (that is usually kept implicit) if for any $f \in C_{c}(X)$

$$
\lim _{n \rightarrow \infty} \frac{\int_{F_{n}} f(h . x) d \lambda_{H}(h)}{\lambda_{H}\left(F_{n}\right)} \rightarrow \int_{X} f(y) d \mu(y)
$$

where $\lambda_{H}$ is the left invariant Haar measure on $H$.
By the pointwise ergodic theorem (which in this generality can be found in [Lin01]) and separability of $C_{c}(X)$, if $\left\{F_{n}\right\}$ is a sufficiently nice Følner sequence (e.g. for $H=\mathbb{R}^{k}, F_{n}$ can be taken to be any increasing sequence of boxes whose shortest dimension $\rightarrow \infty$ as $n \rightarrow \infty$ ), and if $\mu$ is an $H$-invariant and ergodic probability measure, then $\mu$ almost every $x \in X$ is generic for $\mu$ along $\left\{F_{n}\right\}$.
3.4. As is well-known, if $X$ is uniquely ergodic, i.e. there is a unique $H$ invariant probability measure $\mu$ on $X$ (which will necessarily be also $H$-ergodic, as the ergodic measures are the extreme points of the convex set of all H invariant probability measures) then something much stronger is true: every

[^57]$x \in X$ is generic for $\mu$ along any Følner sequence (we will also say in this case that the $H$-orbit of $x$ is $\mu$-equidistributed in $X$ along any Følner sequence).

Even if there are only two $H$-invariant and ergodic probability measures on $X$, or even if there is a unique $H$-invariant and ergodic probability measure on $X$ but $X$ is not compact, individually orbits may behave in somewhat complicated ways, failing to be generic for any measure on $X$. The most one can say is that if $\left\{F_{n}\right\}$ is Følner sequence, for large $n$ the push forward of $\left.\left(\lambda_{H}\left(F_{n}\right)\right)^{-1} \lambda_{H}\right|_{F_{n}}$ restricted to a large Følner set $F_{n}$ under the map $h \mapsto h . x$ is close to a linear combination (depending on $n$ ) of the two $H$-invariant and ergodic measures in the former case, or to $c$ times the unique $H$-invariant probability measure in the latter case for some $c \in[0,1]$ (which again may depend on $n$ ).
3.5. For unipotent flows, the connection between distribution properties of individual orbits and the ensemble of invariant probability measures is exceptionally sharp. In [Ra91b] Ratner has shown that if $u_{t}$ is a one parameter unipotent group, $G$ a real Lie group, and $\Gamma<G$ a lattice then any $x \in G / \Gamma$ is generic for some homogeneous measure $\mu$ whose support contains $x$. A uniform version where one is allowed to vary the unipotent group as well as the starting point was given by Dani and Margulis [DM93, Thm. 2]. Another useful result in the same spirit by Mozes and Shah [MS95] classifies limits of sequences of homogeneous probability measures $\left(m_{i}\right)_{i}$ in $G / \Gamma$ that are invariant and ergodic under some one parameter unipotent subgroup of $G$ (possibly different for different $i$ ); such a limiting measure is also a homogeneous probability measure. Often if the volume of the corresponding sequence of periodic orbits goes to $\infty$ one can show that these homogeneous probability measures converge to the uniform measure on $G / \Gamma$. In the proof of all these results, the thickness of unipotent groups (and groups generated by unipotents), under the guise of the polynomial nature of unipotent flows, plays a crucially important role.

Even for $G=\mathrm{SL}(2, \mathbb{R})$, the connection between invariant measures and distribution properties of individual orbits for the action of unipotent groups on infinite volume quotients is not well understood outside the geometrically finite case, though there is some interesting work in this direction, e.g. [SS08].
3.6. For diagonalizable flows, the connection between invariant measures and behavior of individual orbits is much more tenuous. Certainly if $X=G / \Gamma$ is compact then for any $\xi \in X$ the $A$-orbit closure $\overline{A . \xi}$ supports an $A$-invariant measure: but this measure may not be unique, nor does the support of $\mu$ have to coincide with $\overline{A . \xi}$. Counterexamples given by Maucourant [Mau10] to the topological counterpart of Conjecture 5 in [Mar00] are of precisely this type: they give an $A$ orbit whose limit set is the support of two (or more) different homogeneous measures. An example in a similar spirit has been given by U . Shapira [Sha10, LS10] for the action of the full diagonal group $A$ on $X_{3}$ : Here
$\xi$ is the lattice

$$
\xi=\left(\begin{array}{lll}
1 & a & 0 \\
0 & 1 & 0 \\
0 & a & 1
\end{array}\right) \mathbb{Z}^{3}
$$

which for a typical $a \in \mathbb{R}$ will spiral between two infinite homogeneous measures supported on the closed orbits through the standard lattice $\mathbb{Z}^{d}$ of the groups

$$
H_{1}=\left(\begin{array}{ccc}
* & * & 0 \\
* & * & 0 \\
0 & 0 & *
\end{array}\right) \quad \text { and } \quad H_{2}=\left(\begin{array}{ccc}
* & 0 & 0 \\
0 & * & * \\
0 & * & *
\end{array}\right) .
$$

3.7. In special cases isolation results give a weak substitute for diagonal actions to the "linearization" techniques used in [DM93, MS95, Ra91b] for unipotent flows. An isolation result of this type for the action of $A$ on $X_{d}$ for $d \geq 3$ by Cassels and Swinnerton-Dyer [CSD55] ${ }^{6}$ gives in particular that if $\xi, \xi_{0} \in X_{d}$, with

$$
\begin{equation*}
A \cdot \xi_{0} \subset \overline{A \cdot \xi} \backslash(A . \xi) \quad \text { and } \quad A . \xi_{0} \text { periodic } \tag{3.3}
\end{equation*}
$$

then $A . \xi$ is unbounded; this has been strengthened by Barak Weiss and myself [LW01] to show that under the same assumptions $\overline{A . \xi}$ is a periodic orbit of some closed connected group $H$ with $A \leq H \leq \operatorname{PGL}(d, \mathbb{R})$ (such periodic orbits are easily classified and in particular unless $H=A$ are unbounded). Results of this nature under somewhat less restrictive conditions than (3.3), along with some Diophantine applications, were recently given by U. Shapira and myself [LS10].

Using the Cassels Swinnerton-Dyer isolation result it is easy to show that Conjecture 4 implies Conjecture 2: indeed, if $A . \xi$ is a bounded orbit in $X_{d}$ then $\overline{A . \xi}$ supports an $A$-invariant probability measure, and hence by the ergodic decomposition $\overline{A . \xi}$ supports an $A$-invariant and ergodic probability measure. Assuming Conjecture 4 this measure will be homogeneous, and by the classification alluded to in the previous paragraph the only compactly supported $A$-invariant homogeneous probability measures are the probability measures on periodic $A$-obits. Thus $\overline{A . \xi}$ contains an $A$-periodic measure, and unless $A . \xi$ is itself periodic we get a contradiction to the Cassels-Swinnerton-Dyer Isolation Theorem.
3.8. The field of arithmetic combinatorics has witnessed dramatic progress over the last few years with remarkable applications. One of the basic results is the following exponential sum estimate by Bourgain, Glibichuk and Konyagin

[^58][BGK06]: for any $\delta$ there are $c, \epsilon>0$ so that if $p$ is prime, $\tilde{H}$ a subgroup of $(\mathbb{Z} / p \mathbb{Z})^{\times}$with $|\tilde{H}|>p^{\delta}$,
$$
\max _{b \in(\mathbb{Z} / p \mathbb{Z})^{\times}} \frac{\left|\sum_{h \in \tilde{H}} e(b h / p)\right|}{|\tilde{H}|}<c p^{-\epsilon}
$$
with $e(x)=\exp (2 \pi i x)$. Bourgain has proved a similar estimate with $p$ replaced by an arbitrary integer $N$; this involves considerable technical difficulties since one is interested in a result in which the error term does not depend on the decomposition of $N$ into primes. If $\tilde{H}$ is the reduction modulo $N$ of some multiplicative semigroup $H \subset \mathbb{Z}^{\times}$, we can interpret this estimate as saying that for any $0 \leq b<N$, the periodic $H$-orbit $\left\{\frac{h b}{N} \bmod 1: h \in \tilde{H}\right\}$ is close to being equidistributed in $\mathbb{T}$ in a quantitative way provided $|\tilde{H}|>N^{\delta}$.
3.9. Of particular interest to us is the semigroup $H=\left\{a^{n} b^{k}: n, k \in \mathbb{N}\right\}$ where $a, b$ are multiplicatively independent integers. For a certain sequence of $N_{i}$ (relatively prime to $a b$ ) it may well happens that $|H \bmod N|>N^{\delta}$ for a fixed $\delta$, even though $H$ is a thin sequence in the sense of $\S 3.1$. For such a sequence $N_{i}$ and any choice of $b_{i} \in\left(\mathbb{Z} / N_{i} \mathbb{Z}\right)^{\times}$, the sequence of periodic $H$-orbits $H \cdot \frac{b_{i}}{N_{i}} \bmod 1$ would become equidistributed in a quantitative way as $i \rightarrow \infty$ by the theorem of Bourgain quoted above (§3.8). However there are sequences of $N$ for which $|H \bmod N|$ is rather small - $(\log N)^{c \log \log \log N}$ [APR83]. A trivial lower bound on $|H \bmod N|$ is
$$
|H \bmod N| \geq\left(\log _{a} N\right)\left(\log _{b} N\right) / 2
$$
and if there were infinitely many $N_{i}$ with $\left|H \bmod N_{i}\right| \ll\left(\log N_{i}\right)^{2}$ then the orbits $H \cdot \frac{1}{N_{i}} \bmod 1$ would spend a positive proportion of their mass very close to 0 , and hence fail to equidistribute.

Using the Schmidt Subspace Theorem (more precisely, its $S$-algebraic extension by Schlickewei) in an elegant and surprising way Bugeaud, Corvaja and Zannier [BCZ03] show that

$$
\lim _{N \rightarrow \infty} \frac{|H \bmod N|}{(\log N)^{2}} \rightarrow \infty
$$

giving credence to the following conjecture, presented as a question by Bourgain in [Bou09]:

Conjecture 6. Let $H=\left\{a^{n} b^{k}: n, k \in \mathbb{N}\right\}$, with $a, b$ multiplicatively independent. Then for any sequence $\left\{\left(b_{i}, N_{i}\right)\right\}$ with $N_{i} \rightarrow \infty$ and $b_{i} \in\left(\mathbb{Z} / N_{i} \mathbb{Z}\right)^{\times}$the sequence of $H$-periodic orbits $H \cdot \frac{b_{i}}{N_{i}} \bmod 1$ becomes equidistributed as $i \rightarrow \infty$, i.e. for any $f \in C(\mathbb{T})$,

$$
|H|^{-1} \sum_{h \in H} f\left(h \cdot \frac{b_{i}}{N_{i}}\right) \rightarrow \int_{\mathbb{T}} f d x
$$

Even if one assumes (or proves) Conjecture 3 regarding $H$-invariant measures, this conjecture seems challenging due to the absence of a strong connection between individual orbits and invariant measures for diagonalizable group actions (cf. §3.6).

## 4. Some Applications of the Rigidity Properties of Diagonalizable Group Actions

4.1. The partial measure classification results for actions of diagonalizable groups mentioned above, e.g. Theorems 2 and 3, have several applications. We give below a sample of three theorems, in the proof of which one of the major ingredients is the classification of positive entropy invariant measures. Several other applications are discussed in Einsiedler's notes for his lecture at this ICM $[\operatorname{Ein} 10]^{7}$.

## Multiparameter diagonal groups and Diophantine approximations.

4.2. Using the variational principle relating topological entropy and ergodic theoretic entropy, together with an averaging argument and use of semicontinuity properties of entropy for measures supported on compact subsets of $X_{d}$ in [EKL06] the following partial result towards Conjecture 2 was deduced from Theorem 2 (see either [EKL06] or [EL10, §12] for more details):

Theorem 4 (Einsiedler, Katok and L. [EKL06]). The set of degree d homogeneous polynomials $F\left(x_{1}, \ldots, x_{d}\right)$ that can be factored as a product of d linearly independent forms in d variables that fail to satisfy (2.2) have Hausdorff dimension zero.

By Conjecture 2 above, the set of such $F$ is expected to be countable; the trivial upper bound on the dimension of the set of such $F$ is $d(d-1)$.
4.3. Recall the following well known conjecture of Littlewood regarding simultaneous Diophantine approximations:

Conjecture 7 (Littlewood). For any $x, y \in \mathbb{R}^{2}$,

$$
\begin{equation*}
\inf \left\{n|n x-m||n y-k|:(n, m, k) \in \mathbb{Z}^{3}, n \neq 0\right\}=0 \tag{4.1}
\end{equation*}
$$

[^59]Similar ideas as in the proof of Theorem 4 allows one to prove that the Hausdorff dimension of the set of exceptional pairs $(x, y) \in \mathbb{R}^{2}$ that do not satisfy (4.1) is zero. Indeed, one can be a bit more precise: for a sequence of integers $\left(a_{k}\right)_{k \in \mathbb{N}}$ define its combinatorial entropy as

$$
h_{\text {comb }}\left(\left(a_{k}\right)\right)=\lim _{n \rightarrow \infty} \frac{\log W_{n}\left(\left(a_{k}\right)\right)}{n}
$$

where $W_{n}\left(\left(a_{k}\right)\right)$ counts the number of possible $n$-tuples ( $a_{k}, a_{k+1}, \ldots, a_{k+n-1}$ ) (if $\left(a_{k}\right)$ is unbounded, $W_{n}\left(\left(a_{k}\right)\right)=\infty$ ). Then the techniques of [EKL06] gives the following explicit sufficient criterion for a real number $x$ to satisfy Littlewood's conjecture for all $y \in \mathbb{R}$ :
Theorem 5. Let $x=a_{1}+\frac{1}{a_{2}+\frac{1}{a_{3}+\ldots}}$ be the continued fraction expansion of $x \in \mathbb{R}$. If $h_{\text {comb }}\left(\left(a_{k}\right)\right)>0$ then for every $y \in \mathbb{R}$ equation (4.1) holds.

## Periodic orbits of diagonal groups.

4.4. Unlike the case for groups generated by unipotents, it is not hard to give a sequence of $A$-periodic orbits $A . x_{i}$ in $X_{d}$ (for any $d \geq 2$ ) so that the associated probability measures $m_{A . x_{i}}$ fail to converge to the uniform measure (cf. [ELMV09, §7]). Indeed, as pointed out to me by U. Shapira, such an example is implicit already in an old paper by Cassels [Cas52].
4.5. However, when the periodic orbits are appropriately grouped their behavior improves markedly: define for any $A$-periodic $\xi \in X_{d}$ an order in the ring $D$ of $d \times d$ (possibly singular) diagonal matrices by

$$
\mathcal{O}(\xi)=\{h \in D: h . \bar{\xi} \subseteq \bar{\xi}\}
$$

where $\bar{\xi}$ is a lattice representing the homothety equivalence class $\xi$. This is a discrete subring of $D$ containing $1 ; \operatorname{stab}_{A}(\xi)=\{a \in A: a . \xi=\xi\}$ is precisely the set of invertible elements of $\mathcal{O}(\xi)$ and moreover $\mathbb{Z}\left[\operatorname{stab}_{A}(\xi)\right] \subseteq \mathcal{O}(\xi)$. Since $\xi$ is $A$-periodic, $\operatorname{stab}_{A}(\xi)$ contains $d$-1-independent units and $\mathcal{O}(\xi)$ is a lattice in $D$ (considered as an additive group), isomorphic as a ring to an order in a totally real number field $K$ of degree $d$ over $\mathbb{Q}$. For a given order $\mathcal{O}<D$ set

$$
\mathcal{C}(\mathcal{O})=\{A . y: \mathcal{O}(y)=\mathcal{O}\} ;
$$

for any $A$-periodic $\xi \in X_{d}$ the collection $\mathcal{C}(\mathcal{O}(\xi))$ can be shown to be finite.
Theorem 6 (Einsiedler, Michel, Venkatesh and L. [ELMV10]). Let A. $x_{i}$ can be a sequence of distinct $A$-periodic orbits in $X_{3}$, and set $\mathcal{C}_{i}=\mathcal{C}\left(\mathcal{O}\left(x_{i}\right)\right)$. Then for any $f \in C_{c}\left(X_{3}\right)$ we have that

$$
\frac{1}{\left|\mathcal{C}_{i}\right| \cdot\left|A / \operatorname{stab}_{A}\left(x_{i}\right)\right|} \sum_{A . y \in \mathcal{C}_{i}} \int_{A / \operatorname{stab}_{A}\left(x_{i}\right)} f(a . y) d a \rightarrow \int_{X_{3}} f .
$$

For $d=2$ the corresponding statement is a theorem of Duke [Duk88] proved using the theory of automorphic forms, with some previous substantial partial results by Linnik and Skubenko (see [Li68]). Weaker results about the distribution of periodic $A$-orbits for $d \geq 3$ in substantially greater generality were obtained in [ELMV09].
4.6. In the case of periodic $A$-orbits $A . \xi$ whose corresponding order $\mathcal{O}(\xi)$ is maximal (equivalently, is isomorphic to the full integer ring $\mathcal{O}_{K}$ of a totally real number field $K), \mathcal{C}(\xi)$ can be identified with the ideal class group of $\mathcal{O}_{K}$, and in particular has a natural structure of a group. It is quite challenging to make use of the group structure of $\mathcal{C}(\xi)$ in the dynamical context. In particular, it would be of interest to prove equidistribution of the collection of $A$-orbits corresponding to (possibly quite small) subgroups of the ideal class group.
4.7. We refer the reader to the comprehensive survey [MV06] by Michel and Venkatesh for more details on this and related equidistribution questions.

## Diagonal flows and Arithmetic Quantum Unique Ergodicity.

4.8. In [RS94], Z. Rudnick and P. Sarnak conjectured the following:

Conjecture 8. Let $M$ be a compact Riemannian manifold of negative sectional curvature. Let $\phi_{i}$ be an orthonormal sequence of eigenfunctions of the Laplacian on $M$. Then

$$
\begin{equation*}
\int_{M} f(x)\left|\phi_{i}(x)\right|^{2} d \operatorname{vol}(x) \rightarrow \frac{1}{\operatorname{vol}(M)} \int_{M} f(x) d \operatorname{vol}(x) \quad \forall f \in C^{\infty}(M) \tag{4.2}
\end{equation*}
$$

There is also a slightly stronger form of this conjecture for test functions in phase space. Both versions of the conjecture are open, and there does not seem to be strong evidence for it in high dimensions. However in the special case of $M=\mathbb{H} / \Gamma$ with $\Gamma$ an arithmetic lattice of congruence type (either congruence sublattices of $\operatorname{PGL}(2, \mathbb{Z})$ or of $\operatorname{PGL}(1, \mathcal{O})$ for $\mathcal{O}$ an order in an indefinite quaternion algebra over $\mathbb{Q}$; in the latter case $M$ is compact) we have a lot of extra symmetry that aids the analysis: an infinite commuting ensemble of self-adjoint operators, generated by the Laplacian and, for each prime $p$ outside a possible finite set $P$ of "bad" primes, a corresponding Hecke operators $T_{p}$.

Theorem 7 (Brooks and L. [BL10,Lin06]). Let $M=\mathbb{H} / \Gamma$ be as above, and $p \notin$ $P$, with $M$ compact. Then any orthonormal sequence $\phi_{i}$ of joint eigenfunctions of the Laplacian and $T_{p}$ on $M$ satisfies (4.2).

This theorem refines a previous theorem that relied on work by Bourgain and myself [BL03]. When $\Gamma$ is a congruence subgroup of $\operatorname{SL}(2, \mathbb{Z})$, i.e. $M$ is not compact, there is an extra complication in that one needs to show that no mass
escapes to the cusp in the limit. Under the assumption of $\phi_{i}$ being joint eigenfunctions of all Hecke operators this has been established by Soundararajan [Sou09].
4.9. The proof of Theorem 7 does not quite use multiparameter diagonalizable flows but rather the following theorem (generalized in [EL08]) of similar but somewhat more general flavor:

Definition 2. Let $X$ be locally compact space, $H$ a locally compact group acting continuously on $X$, and $\mu$ any $\sigma$-finite measure on $X$ (not necessarily $H$ invariant). Then $\mu$ is $H$-recurrent if for every set $B \subset X$ with $\mu(B)>0$ for almost every $x \in X$ the set $\{h \in H: h . x \in B\}$ is unbounded (has noncompact closure).
Theorem $8([\operatorname{Lin} 06])$. Let $G=\operatorname{PGL}(2, \mathbb{R}) \times \operatorname{PGL}\left(2, \mathbb{Q}_{p}\right), \quad H=\operatorname{PGL}\left(2, \mathbb{Q}_{p}\right)$ considered as a subgroup of $G$, $A_{1}$ the diagonal subgroup of $\operatorname{SL}(2, \mathbb{R})$ (also considered as a subgroup of $G$ ), and $\Lambda<G$ an irreducible lattice. Let $\mu$ be a probability measure on $G / \Lambda$ which is (i) $A_{1}$-invariant (ii) $H$-recurrent (iii) a.e. $A_{1}$-ergodic component of $\mu$ has positive entropy (with respect to $A_{1}$ ). Then $\mu$ is the uniform measure on $G / \Lambda$.
Note that if $\mu$ as in Theorem 8 were invariant under any unbounded subgroup of $H$, by Poincaré recurrence it would be $H$-recurrent.

The connection to Theorem 7 uses the fact that for $\Gamma<\operatorname{PGL}(2, \mathbb{R})$ of congruence type as above and $p \notin P, \mathbb{H} / \Gamma$ can be identified with $K \backslash G / \Lambda$ for $G$ as in Theorem 8 and $K<G$ the compact subgroup $\mathrm{PO}(2, \mathbb{R}) \times \operatorname{PGL}\left(2, \mathbb{Z}_{p}\right)$; let $\pi: G / \Lambda \rightarrow \mathbb{H} / \Gamma$ be the projection corresponding to this identification. The Hecke operator $T_{p}$ is related to this construction as follows: for $f \in L^{2}(\mathbb{H} / \Gamma)$ and $\tilde{x} \in G / \Lambda$

$$
\left[T_{p} f\right](\pi(\tilde{x}))=p^{-1 / 2} \int_{\operatorname{PGL}\left(2, \mathbb{Z}_{p}\right)\left(\begin{array}{cc}
p & 0 \\
0 & 1
\end{array}\right) \operatorname{PGL}\left(2, \mathbb{Z}_{p}\right)} \tilde{f} \circ \pi((e, h) \cdot \tilde{x}) d h .
$$

The crux of both [BL03] and [BL10] is the verification of the entropy assumption (iii) above, which can be rephrased in terms of decay rates of measures of small tubes in $G / \Lambda$.
4.10. Note that though Theorems 4 and 5 are clearly partial results, in Theorem 6 and Theorem 7 one essentially obtains unconditionally full equidistribution statements using only the partial measure classification results currently available.
4.11. A more detailed discussion of quantum unique ergodicity in the arithmetic context can be found in Soundararajan's contribution to these proceedings [Sou10], which also include a discussion of some recent exciting results of Holowinsky and Soundararajan [HS09] regarding an analoguous question for holomorphic forms.

## 5. Zariski Dense Subgroups of Groups Generated by Unipotents

5.1. An important difference between groups generated by unipotent subgroups and diagonalizable groups is the size of norm balls in these groups. Given a closed subgroup $H<G$ with large norm balls, i.e. for which

$$
\begin{equation*}
\lambda_{H}(\{h \in H:\|\operatorname{Ad}(h)\|<T\}) \geq C T^{\alpha} \quad \text { for some } \alpha>0 \tag{5.1}
\end{equation*}
$$

the discussion in $\S 3$ might lead us to hope that we may be able to understand the behavior of individual $H$-orbits for the action of $H$ on a quotient space $G / \Gamma$ for a lattice $\Gamma<G$.
5.2. A natural class of groups which satisfy the thickness condition (5.1) are Zariski dense discrete subgroups $\Lambda$ of semisimple algebraic groups. For instance, one may look at the action of a subgroup $\Lambda<\operatorname{SL}(d, \mathbb{Z})$ with a large Zariski closure on $\mathbb{T}^{d}$, or at the action of a subgroup $\Lambda<G$ with large Zariski closure (in the simplest case, $G$ ) on $G / \Gamma$ where $G$ is a simple real algebraic group. Two substantial papers addressing this question appeared in the same Tata Institute Studies volume by Furstenberg [Fur98] and by N. Shah [Sh98], the latter paper addressing this question when $\Lambda$ is generated by unipotent elements.
5.3. In the context of actions of subgroups $\Lambda<\operatorname{SL}(d, \mathbb{Z})$ on $\mathbb{T}^{d}$, under the assumption of strong irreducibility of the $\Lambda$-action and that the identity component of the Zariski closure of $\Lambda$ is semisimple, Muchnik [Muc05] and Guivarc'h and Starkov [GS04] show that for any $x \in \mathbb{T}^{d}$ the orbit $\Lambda . x$ is either finite or dense, in analogy with theorems of Furstenberg (cf. §2.8) and Berend [Ber84] who address this question in the context of the action of two or more commuting automorphisms of $\mathbb{T}^{d}$.
5.4. Groups $\Lambda$ as above with a large Zariski closure are not amenable ${ }^{8}$, and hence in general there is no reason why the behavior of individual orbits in a continuous action of $\Lambda$ on a compact (or locally compact) space $X$ should be governed by $\Lambda$-invariant measures, even to the more limited extent manifest by actions of diagonalizable groups. A natural substitute for invariant measures in this context was suggested by Furstenberg (e.g. in [Fur98]): choose an arbitrary auxiliary probability measure $\nu$ on $\Lambda$ whose support generates $\Lambda$, subject to an integrability condition, e.g. the finite moment condition $\int\|g\|^{\delta} d \nu(g)<\infty$ for some $\epsilon>0$ (if $\Lambda$ is finitely generated one can take $\nu$ to be finitely supported). A measure $\mu$ on $X$ is said to be $\nu$-stationary if

$$
\nu * \mu:=\int g_{*} \mu d \nu(g)=\mu
$$

[^60]Unlike invariant measures, even in the nonamenable setting, if $X$ is compact then for every $x \in X$ there is a $\nu$-stationary probability measure supported on $\overline{\Lambda . x}$.
5.5. In analogy with Conjecture 3, one may conjecture that if $\nu$ is a measure on $\operatorname{SL}(d, \mathbb{Z})$ whose support generates a subgroup $\Lambda$ acting strongly irreducibly on $\mathbb{T}^{d}$ and whose Zariski closure is semisimple, in particular if $\Lambda$ is Zariski dense in $\mathrm{SL}(d, \mathbb{R})$, any $\nu$-stationary probability measure on $\mathbb{T}^{d}$ is a linear combination of Lebesgue measure $\lambda_{\mathbb{T}^{d}}$ and finitely supported measures each on a finite $\Lambda$-orbit. In particular, one may hope that any $\nu$-stationary measure is in fact $\Lambda$-invariant, a phenomenon Furstenberg calls stiffness. Guivarc'h posed the following question, suggesting that a much stronger statement might be true: whether under the conditions above, for any $x \in \mathbb{T}^{d}$ with at least one irrational component,

$$
\begin{equation*}
\nu^{* k} * \delta_{x}:=\underbrace{\nu * \cdots * \nu}_{k} * \delta_{x} \rightarrow \lambda_{\mathbb{T}^{d}} \quad \text { as } k \rightarrow \infty . \tag{5.2}
\end{equation*}
$$

Equation (5.2) clearly implies that if $\mu$ is any nonatomic measure, $\nu^{* k} * \mu \rightarrow \lambda_{\mathbb{T}^{d}}$, hence it implies the above classification of $\nu$-stationary measures.
5.6. In joint work with Bourgain, Furman and Mozes, a positive quantitative answer to Guivarc'h question is given under the assumption that $\Lambda$ acts totally irreducibly on $\mathbb{T}^{d}$ and has a proximal element ${ }^{9}$, in particular, if $\Lambda$ is Zariski dense in $\operatorname{SL}(d, \mathbb{R})$ :

Theorem 9 (Bourgain, Furman, Mozes and L. [BFLM10]). Let $\Lambda<\mathrm{SL}_{d}(\mathbb{R})$ satisfy the assumptions above, and let $\nu$ be a probability measure supported on a set of generators of $\Lambda$ satisfying the moment condition of §5.4. Then there are constants $C, c>0$ so that if for a point $x \in \mathbb{T}^{d}$ the measure $\mu_{n}=\nu^{* n} * \delta_{x}$ satisfies that for some $a \in \mathbb{Z}^{d} \backslash\{0\}$

$$
\left|\widehat{\mu}_{n}(a)\right|>t>0, \quad \text { with } \quad n>C \cdot \log \left(\frac{2\|a\|}{t}\right)
$$

then $x$ admits a rational approximation $p / q$ for $p \in \mathbb{Z}^{d}$ and $q \in \mathbb{Z}_{+}$satisfying

$$
\begin{equation*}
\left\|x-\frac{p}{q}\right\|<e^{-c n} \quad \text { and } \quad|q|<\left(\frac{2\|a\|}{t}\right)^{C} . \tag{5.3}
\end{equation*}
$$

This proof uses in an essential way the techniques of arithmetic combinatorics, particularly a nonstandard projections theorem by Bourgain [Bou10].

[^61]5.7. A purely ergodic theoretic approach to classifying $\Lambda$-stationary measures, as well as $\Lambda$-orbit closures, has been developed by Y. Benoist and J. F. Quint. Their approach has a considerable advantage that it is significantly more general in scope, though the analytic approach of [BFLM10] where applicable gives much more precise and quantitative information. In particular, in [BQ09] the following is proved for homogeneous quotients $G / \Gamma$ :

Theorem 10 (Benoist and Quint). Let $G$ be the connected component of a simple real algebraic group, $\Gamma$ a lattice in $G$. Let $\nu$ be a finitely supported probability measure $G$ whose support generates a Zariski dense subgroup $\Lambda<G$ then

1. Any non-atomic $\nu$-stationary measure on $G / \Gamma$ is the uniform measure on $G / \Gamma$.
2. For any $x \in G / \Gamma$, the orbit $\Lambda . x$ is either finite or dense. Moreover, in the latter case the Cesàro averages $\frac{1}{n} \sum_{k=1}^{n} \nu^{* n} * \delta_{x}$ converge weak $k^{*}$ to the uniform measure on $G / \Gamma$.

It is not known in this case if the sequence $\nu^{* n} * \delta_{x}$ converges to the uniform measure. A technique introduced by Eskin and Margulis [EM04] to establish nondivergence of the sequence of measures $\nu^{* k} * \delta_{x}$ on $G / \Gamma$ and further developed by Benoist and Quint is used crucially in this work, and in particular gives a useful substitute in this context for the linearization techniques for unipotent flows discussed in $\S 3.5$. Some of the ideas of Ratner's Measure Classification Theorem (see $\S 2.3$ ) are used in the proof of Theorem 10, as well as the result itself.

## 6. Quantitative Aspects

6.1. As we have seen, dynamical techniques applied in the context of homogeneous spaces are extremely powerful, and have many applications in number theory and other subjects. However they have a major deficiency, in that they are quite hard to quantify. For example, Margulis' proof of the Oppenheim conjecture ( $c f . \S 2.1$ ) does not give any information about the size of the smallest $v \in \mathbb{Z}^{3} \backslash\{0\}$ satisfying $|Q(v)|<\epsilon$ for a given indefinite ternary quadratic form $Q$ not proportional to a rational one (note that necessarily any quantitative statement of this type needs to be somewhat involved as the qualitative statement fails for integral $Q$, and any quantitative statement has to take into account how well $Q$ can be approximated by forms proportional to rational forms of a given height.)

Contrast this with the proof by Davenport and Heilbronn [DH46] of the Oppenheim Conjecture for diagonal forms with $d \geq 5$ variables (forms of the type $Q\left(x_{1}, \ldots, x_{d}\right)=\sum_{i} \lambda_{i} x_{i}^{2}$ where not all $\lambda_{i}$ have the same sign) using a
variant of the Hardy-Littlewood circle method, from which it can be deduced ${ }^{10}$ that the shortest vector $v$ with $|Q(v)|<\epsilon$ is $O\left(\epsilon^{-C}\right)$, and the much more recent work of Götze and Margulis [GM10] who treat the general $d \geq 5$ case using substantially more elaborate analytic tools and obtain a similar quantitative estimate.
6.2. Overcoming this deficiency is an important direction of research within the theory of flows on homogeneous spaces. There is one general class in which at least in principle it had long been known that fairly sharp quantitative equidistribution statements can be given, and that is for the action of horocyclic groups. Recall that $U<G$ is said to be horocyclic if there is some $g \in G$ for which $U=\left\{u \in G: g^{n} u g^{-n} \rightarrow e\right.$ as $\left.n \rightarrow \infty\right\}$; the prototypical example is $U=\left(\begin{array}{ll}1 & t \\ 0 & 1\end{array}\right)$ in $\mathrm{SL}(2, \mathbb{R})$. Such quantitative equidistribution results have been given by Sarnak [Sar81] and Burger [Bur90, Thm. 2] and several other authors since. Even in this well-understood case, quantitative equidistribution results have remarkable applications such as in the work of Michel and Venkatesh on subconvex estimates of $L$-functions [Ven05, MV09].
6.3. Another case which is well understood, particularly thanks to the work of Green and Tao [GT07], is the action of a subgroup of $G$ on $G \backslash \Gamma$ when $G$ is nilpotent; these nilsystems appear naturally in the context of combinatorial ergodic theory, and have a different flavor from the type of dynamics we consider here, e.g. when $G$ is a semisimple group or a solvable group of exponential growth.
6.4. We list below several nonhorospherical quantitative equidistribution results closer to the main topics of this note:
(a) Using deep results from the theory of automorphic forms, and under some additional assumptions that are probably not essential, Einsiedler, Margulis and Venkatesh were able to give a quantitative analysis of equidistribution of periodic orbits of semisimple groups on homogeneous spaces [EMV09] with a polynomial rate of convergence - a result that I suspect should have many applications.
(b) Let $\nu$ be a probability measure on $\operatorname{SL}(d, \mathbb{Z})$ as in $\S 5.6$. Theorem 9 quoted above from [BFLM10] gives a quantitative equidistribution statement for successive convolutions $\nu^{* n} * \delta_{x}$ for $x \in \mathbb{T}^{d}$, which in particular gives quantitative information on the random walk associated with $\nu$ on $(\mathbb{Z} / N \mathbb{Z})^{d}$ as $N \rightarrow \infty$ irrespective of the prime decomposition of $N$. This has turned out

[^62]to be useful in the recent work of Bourgain and P. Varjú [BV10] that show that the Cayley graphs of $\operatorname{SL}(d, \mathbb{Z} / N \mathbb{Z})$ with respect to a finite set $S$ of elements in $\operatorname{SL}(d, \mathbb{Z})$ generating a Zariski dense subgroup of $\operatorname{SL}(d, \mathbb{R})$ are a family of expanders as $N \rightarrow \infty$ as long as $N$ is not divisible by some fixed set of prime numbers depending on $S$.
(c) In joint work with Margulis we give an effective dynamical proof of the Oppenheim Conjecture, i.e. one that does give bounds on the minimal size of a nonzero integral vector $v$ for which $|Q(v)|<\epsilon$. The bound obtained is of the form $\|v\| \ll \exp \left(\epsilon^{-C}\right)$. Nimish Shah has drawn my attention to a paper of Dani [Dan94] which has a proof of the Oppenheim conjecture that in principle is quantifiable, i.e. without the use of minimal sets or the axiom of choice, though it is not immediately apparent what quality of quantification may be obtained from his method.
(d) In work with Bourgain, Michel and Venkatesh [BLMV09] we have given an effective version of Furstenberg's Theorem (cf. §2.8), giving in particular that if $a, b$ are multiplicatively independent integers, for sufficiently large $C$ depending on $a, b$ and some $\theta>0$, for all $N \in \mathbb{N}$ and $m$ relatively prime to $N$,
$$
\left\{\frac{a^{n} b^{k} m}{N}: 0 \leq n, k \leq C \log N\right\}
$$
intersects any interval in $\mathbb{R} / \mathbb{Z}$ of length $\gg \log \log \log N^{\theta}$. This has been generalized by Z. Wang [Wan10] in the context of commuting actions of toral automorphisms.

Clearly, there is ample scope for further research in this direction, particularly regarding the quality of these quantitative results and their level of generality. In particular, I think any improvement on the quality of the estimate obtained in (d) above would be quite interesting.
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#### Abstract

Cluster algebras were introduced by Fomin-Zelevinsky in 2002 in order to give a combinatorial framework for phenomena occurring in the context of algebraic groups. Cluster algebras also have links to a wide range of other subjects, including the representation theory of finite dimensional algebras, as first discovered by Marsh- Reineke-Zelevinsky. Modifying module categories over hereditary algebras, cluster categories were introduced in work with Buan-Marsh-ReinekeTodorov in order to "categorify" the essential ingredients in the definition of cluster algebras in the acyclic case. They were shown to be triangulated by Keller. Related work was done by Geiss-Leclerc-Schröer using preprojective algebras of Dynkin type. In work by many authors there have been further developments, leading to feedback to cluster algebras, new interesting classes of finite dimensional algebras, and the investigation of categories of Calabi-Yau dimension 2.
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## Introduction

Almost 10 years ago Fomin and Zelevinsky introduced the concept of cluster algebras, in order to create a combinatorial framework for the study of canonical bases in quantum groups, and for the study of total positivity for algebraic groups. In a series of papers they developed a theory of cluster algebras, which has turned out to have numerous applications to many areas of mathematics. One of the most important and influential connections has been with the representation theory of finite dimensional algebras. Such a connection was suggested by the paper [92].

[^63]A cluster algebra, in its simplest form, is defined as follows, as a subalgebra of the rational function field $F=\mathbb{Q}\left(x_{1}, \ldots, x_{n}\right)$. Start with a seed $\left(\left(x_{1}, \ldots, x_{n}\right), B\right)$, which, by definition, is a pair consisting of a free generating set of $F$, which for simplicity we choose to be $\left(x_{1}, \ldots, x_{n}\right)$, and a skew symmetric $n \times n$ matrix $B$ over $\mathbb{Z}$. Alternatively, we can instead of the matrix use a finite quiver $Q$ (that is, directed graph) with vertices $1,2, \ldots, n$, and no oriented cycles of length 1 or 2 . For each $i=1, \ldots, n$, a new seed $\mu_{i}\left(\left(x_{1}, \ldots, x_{n}\right), Q\right)$ is defined by first replacing $x_{i}$ with another element $x_{i}^{*}$ in $F$ according to a specific rule which depends upon both $\left(x_{1}, \ldots, x_{n}\right)$ and $Q$. Then we get a new free generating set $\left(x_{1}, \ldots, x_{i-1}, x_{i}^{*}, x_{i+1}, \ldots, x_{n}\right)$. For $i=1, \ldots, n$ there is defined a mutation $\mu_{i}(Q)$ of the quiver $Q$, giving a new quiver with $n$ vertices. Then we get a new seed $\left(\left(x_{1}, \ldots, x_{i-1}, x_{i}^{*}, x_{i+1}, \ldots, x_{n}\right), \mu_{i}(Q)\right)$. We continue applying $\mu_{1}, \ldots, \mu_{n}$ to the new seeds to get further seeds. The $n$-element subsets occurring in seeds are called clusters, and the elements in the clusters are called cluster variables. The associated cluster algebra is the subalgebra of $F$ generated by all cluster variables.

There are many challenging problems concerning cluster algebras. One way of attacking them is via categorification. This is not a well defined procedure, but expresses the philosophy that we want to replace ingredients in the definition of cluster algebras by similar concepts in a category with additional structure. The category could for example be the category of finite dimensional modules over a finite dimensional $k$-algebra for a field $k$, or a closely related category with similar properties. In particular, the category should have enough structure so that each object $X$ has an associated finite quiver $Q_{X}$ (namely the quiver of the endomorphism algebra of the object). It is an extra bonus if there is a way of constructing the original ingredients of the cluster algebra back from the chosen analogous object in the new category, but we do not require that this should always be the case.

We first discuss the special case of categorifying quiver mutation alone. Then we want to find a "nice" category $\mathscr{C}$ with a distinguished set $\mathscr{T}$ of objects, with an operation $T \mapsto \mu_{i}(T)$ defined for $T$ in $\mathscr{T}$ and any $i=1, \ldots, n$. We would like this operation to "lift" the quiver mutation, that is, we would want that $Q_{T}=Q$ and $Q_{\mu_{i}(T)}=\mu_{i}(Q)$.

We then discuss categorification of some of the essential ingredients involved in the definition of cluster algebras, such as clusters, cluster variables, seeds. We want to imitate these concepts, and preferably also operations of addition and multiplication involving them, in a "nice" category $\mathscr{C}$. As analogs of clusters we want a distinguished set $\mathscr{T}$ of objects of the form $T=T_{1} \oplus \ldots \oplus T_{n}$, where the $T_{i}$ are indecomposable and $T_{i} \neq T_{j}$ for $i \neq j$. The $T_{i}$ would then be the analogs of cluster variables. For each $i=1, \ldots, n$ we want a unique indecomposable object $T_{i}^{*} \not \not T_{i}$, where $T_{i}^{*}$ is a summand of an object in $\mathscr{T}$, such that $T / T_{i} \oplus T_{i}^{*}$ is in $\mathscr{T}$. To find analogs of the seeds, we consider pairs $(T, Q)$ where $T$ is in $\mathscr{T}$ and $Q$ is a quiver with $n$ vertices. For a seed $\left(\left(u_{1}, \ldots, u_{n}\right), Q\right)$ it does not make sense to talk about a connection between $\left(u_{1}, \ldots, u_{n}\right)$ and $Q$. But
for the pair $(T, Q)$ a natural connection to ask for between $T$ and $Q$ is that $Q$ coincides with the quiver $Q_{T}$ of the endomorphism algebra $\operatorname{End}(T)^{\mathrm{op}}$. We can try to choose $T$ such that we have an initial tilting seed $(T, Q)$ with this property. If the same set $\mathscr{T}$ provides a categorification of quiver mutation in the sense discussed above, then this nice property for a tilting seed will hold for all pairs obtained from $(T, Q)$ via a sequence of mutations of the objects in $\mathscr{T}$.

We have collected a (not complete) list of desired properties for the categories, together with a distinguished set of objects $\mathscr{T}$, which we would like our categorification to satisfy. But there is of course no guarantee to start with that it is possible to find a satisfactory solution. Here we explain how we can find an appropriate categorification in the case of what is called acyclic cluster algebras. We let $Q$ be an acyclic quiver, that is, a quiver with no oriented cycles, with $n$ vertices. Given a field $k$, there is a way of associating a finite dimensional path algebra $k Q$ with the quiver $Q$ (see Section 1). Then the category of finite dimensional $k Q$-modules might be a candidate for the category we are looking for. The tilting modules, which have played a central role in the representation theory of finite dimensional algebras, might be a candidate for the distinguished set of objects, since they have some of the desired properties, as also suggested by the work in [92]. A $k Q$-module $T=T_{1} \oplus \ldots \oplus T_{n}$ is a tilting module if the $T_{i}$ are indecomposable, $T_{i} \not \not T_{j}$ for $i \neq j$, and every exact sequence of the form $0 \rightarrow T \rightarrow E \rightarrow T \rightarrow 0$ splits. However, this choice does not quite work since it may happen that for some $i$ there is no indecomposable module $T_{i}^{*} \neq T_{i}$ such that $T / T_{i} \oplus T_{i}^{*}$ is a tilting module. The idea is then to "enlarge" the category $\bmod k Q$ to make it more likely to find some $T_{i}^{*}$. This enlargement can in practice be done by taking a much larger category containing $\bmod k Q$, namely the bounded derived category $\mathcal{D}^{b}(k Q)$, and then taking the orbit category under the action of a suitable cyclic group in order to cut down the size. Then we end up with what has been called the cluster category $\mathscr{C}_{Q}[20]$. As distinguished set of objects $\mathscr{T}$ we choose an enlargement of the set of tilting $k Q$-modules, called cluster tilting objects. Then $\mathscr{C}_{Q}$, together with $\mathscr{T}$, has all the properties we asked for above, and some more which we did not list.

It is natural to try to find other categories with distinguished sets of objects which would categorify other classes of cluster algebras. This has been succesfully done in [57] using the category of finite dimensional modules $\bmod \Lambda$ over a class of finite dimensional algebras $\Lambda$ called preprojective algebras of Dynkin type.

The investigation of cluster categories and preprojective algebras of Dynkin type has further led to work on what is called Hom-finite triangulated 2-CalabiYau categories (2-CY for short), with a specific set of objects called cluster tilting objects [78]. The endomorphism algebras of the cluster tilting objects form an interesting class of finite dimensional algebras. For example, the investigation of the cluster tilted algebras, which by definition are those coming from cluster categories, has shed new light on tilting theory.

In addition, there have been exciting applications of the categorification to the theory of cluster algebras. For this it is useful to establish a tighter connection between cluster algebras and cluster categories (or more general 2 -CY categories). This can happen through providing maps in one or both directions, especially between the cluster variables and the indecomposable summands of the cluster tilting objects. In many cases, for example for cluster categories, such explicit maps have been constructed, giving deep connections which are useful for applications to cluster algebras ([25],[31],[35], [34],[57],[95]).

A special case of the problem of categorifying quiver mutation was investigated in the early days of the present form of the representation theory of finite dimensional algebras, which started around 40 years ago. Reflections of quivers at vertices which are sinks (or sources) were introduced in [15]. A sink $i$ is a vertex where no arrow starts, and a source is a vertex where no arrow ends. The operation $\mu_{i}$ on a quiver where $i$ is a sink was defined by reversing all arrows ending at $i$. A categorification of this special case of quiver mutation was done using tilting modules over the path algebras $k Q$ for a finite acyclic quiver $Q$ [8]. In this special case it was possible to use tilting modules [8].

We start the paper with a discussion of this mutation from [15] and its categorification in Section 1. We also give some definitions and basic properties of path algebras and quiver representations. In Section 2 we give an introduction to the theory of cluster algebras, including definitions, examples and crucial properties. Cluster categories are introduced in Section 3. We give some motivation, including a list of desired properties which they should satisfy, and illustrate through examples. We also introduce the cluster tilting objects. In Section 4 we deal with generalizations to Hom-finite triangulated 2-CY categories. The endomorphism algebras of cluster tilting objects are called $2-C Y$ -tilted algebras. They are discussed in Section 5, together with their relationship to the interesting class of Jacobian algebras, which are given by quivers with potential [39]. In Section 6 we discuss applications to cluster algebras in the acyclic case.

The various aspects of the relationship between cluster algebras and the representation theory of finite dimensional algebras have stimulated a lot of research activity during the last few years, with several interesting developments by a large number of contributors. I have chosen to emphasize aspects closest to my own interest, which deal with the more categorical aspects of the subject. But cluster algebras lie in the center of it all, as inspiration, so I have included a brief discussion of them, as well as a discussion of the feedback of the general categorical approach to cluster algebras.

Several important topics related to cluster algebras are not discussed in this paper. In particular, this concerns the developments dealing with the cluster algebras themselves, the applications of categorification to the construction of (semi)canonical bases and their duals [57], and the recent work in [89] related to 3-Calabi-Yau algebras. Another interesting type of categorification was
introduced in [70], and pursued in [94], see also [91]. We also refer to [40] for work using quivers with potentials to solve a series of conjectures.

We refer to the survey papers ([19],[45],[80],[81],[82],[83],[91],[99],[100],[104], [112]) for additional information.

## 1. Bernstein-Gelfand-Ponomarev Reflections

In this section we go back to the beginning of the present form of the representation theory of finite dimensional algebras, which dates back to around 1970. We show that some of the early developments can be seen as categorification of Bernstein-Gelfand-Ponomarev reflections of quivers at sinks (or sources), which is a special case of the quiver mutation used by Fomin-Zelevinsky in connection with their definition of cluster algebras. This categorification involves tilting theory ([16],[67]), which is one of the most important developments in the representation theory of algebras. There are numerous applications both within the field and outside. We start with some relevant background material. We refer to the books $([6],[10],[54],[64],[103])$ as general references.
1.1. Representations of quivers. Let $Q$ be a finite quiver, that is, a directed graph with a finite number of vertices and a finite number of arrows between the vertices. Assume that the quiver $Q$ is acyclic, that is, has no oriented cycles; for example, let $Q$ be the quiver $1 \xrightarrow{\alpha} 2 \xrightarrow{\beta}$. For simplicity of exposition, we define the most relevant concepts only for this example.

Let $k$ be a field, which we always assume to be algebraically closed. A representation of $Q$ over $k$ is $V_{1} \xrightarrow{f_{\alpha}} V_{2} \xrightarrow{f_{\beta}} V_{3}$, where we have associated a finite dimensional vector space $V_{i}$ to each vertex $i$, and a linear transformation to each arrow. A map

$$
h:\left(V_{1} \xrightarrow{f_{q}} V_{2} \xrightarrow{f_{\beta}} V_{3}\right) \longrightarrow\left(V_{1}^{\prime} \xrightarrow{f_{\alpha}^{\prime}} V_{2}^{\prime} \xrightarrow{f_{\beta}^{\prime}} V_{3}^{\prime}\right)
$$

between two representations is a triple $h=\left(h_{1}, h_{2}, h_{3}\right)$, where $h_{i}: V_{i} \rightarrow V_{i}^{\prime}$ is a linear transformation for each $i$, such that the following diagram commutes.


The category rep $Q$ of representations of $Q$, with objects and maps as defined above, is equivalent to the category $\bmod k Q$ of finite dimensional modules over the path algebra $k Q$. Here the paths in $Q$, including the trivial paths $e_{i}$ associated with the vertices $i$, are a $k$-basis for $k Q$. So in our example $\left\{\alpha, \beta, \beta \alpha, e_{1}, e_{2}, e_{3}\right\}$ is a $k$-basis. The multiplication for the basis elements is defined as composition of paths whenever this is possible, and is defined to
be 0 otherwise. For example, we have $\beta \cdot \alpha=\beta \alpha, \alpha \cdot e_{2}=0, \alpha \cdot e_{1}=\alpha$, $e_{1} \cdot e_{1}=e_{1}$.

The connection between $\operatorname{rep} Q$ and $\bmod k Q$ is illustrated as follows. If $V_{1} \xrightarrow{f_{\alpha}} V_{2} \xrightarrow{f_{\beta}} V_{3}$ is in rep $Q$, then the vector space $V_{1} \oplus V_{2} \oplus V_{3}$ can be given a $k Q$-module structure by defining $\alpha\left(v_{1}, v_{2}, v_{3}\right)=\left(0, f_{\alpha}\left(v_{1}\right), 0\right), \beta\left(v_{1}, v_{2}, v_{3}\right)=$ $\left(0,0, f_{\beta}\left(v_{2}\right)\right), e_{1}\left(v_{1}, v_{2}, v_{3}\right)=\left(v_{1}, 0,0\right), e_{2}\left(v_{1}, v_{2}, v_{3}\right)=\left(0, v_{2}, 0\right), e_{3}\left(v_{1}, v_{2}, v_{3}\right)=$ $\left(0,0, v_{3}\right)$.

The indecomposable projective representations $P_{1}, P_{2}$ and $P_{3}$ associated with the vertices 1,2 and 3 are $k \xrightarrow{i d} k \xrightarrow{i d} k, 0 \rightarrow k \xrightarrow{i d} k$ and $0 \rightarrow 0 \rightarrow k$, the simple representations $S_{1}, S_{2}$ and $S_{3}$ are $k \rightarrow 0 \rightarrow 0,0 \rightarrow k \rightarrow 0$ and $0 \rightarrow 0 \rightarrow k$ and the indecomposable injective representations $I_{1}, I_{2}$ and $I_{3}$ are $k \rightarrow 0 \rightarrow 0, k \xrightarrow{i d} k \rightarrow 0$ and $k \xrightarrow{i d} k \xrightarrow{i d} k$. We also use the same notation for a representation viewed as a $k Q$-module.

An important early result on quiver representations was the following [53].
Theorem 1.1. Let $Q$ be a finite connected quiver and $k$ an algebraically closed field. Then rep $Q$ has only a finite number of indecomposable representations up to isomorphism if and only if the underlying graph $|Q|$ is of Dynkin type $A_{n}, D_{n}, E_{6}, E_{7}$ or $E_{8}$.
1.2. Reflection functors. The proof by Gabriel of Theorem 1.1 was technically complicated. A more elegant proof was soon thereafter given by Bernstein-Gelfand-Ponomarev [15], taking advantage of the fact that the classification theorem involved Dynkin diagrams, a fact which suggested connections with root systems and positive definite quadratic forms. One important aspect of their work was that they introduced reflections of quivers and associated reflection functors. Using this, together with some special modules from [8] inspired by the reflection functors, later known as APR-tilting modules, we shall illustrate the idea of categorification. These examples are special cases of categorifications of more general mutation of quivers, which is important for the categorification of cluster algebras.

Let $i$ be a vertex in the quiver $Q$ which is a sink, that is, there are no arrows starting at $i$. In our running example the vertex 3 is a sink. We define a new quiver $\mu_{3}(Q)$, known as the mutation of $Q$ at the vertex 3 . This is obtained by reversing all the arrows in $Q$ ending at 3 , so in our example it is the quiver $1 \longrightarrow 2 \longleftarrow 3$. In [15] a reflection functor $F_{3}: \operatorname{rep} Q \rightarrow \operatorname{rep} Q^{\prime}$ was defined on objects by sending $V_{1} \xrightarrow{f_{\alpha}} V_{2} \xrightarrow{f_{\beta}} V_{3}$ to $V_{1} \xrightarrow{f_{\alpha}} V_{2} \stackrel{f_{\beta}^{\prime}}{\leftarrow} \operatorname{Ker} f_{\beta}$, where $f_{\beta}^{\prime}$ is the natural inclusion. We see that $S_{3}$ is sent to the zero representation, and we have the following connection between $\operatorname{rep} Q$ and $\operatorname{rep} Q^{\prime}$, where $S_{3}^{\prime}$ is the representation $0 \rightarrow 0 \leftarrow k$ of $Q^{\prime}$.

Theorem 1.2. The reflection functor $F_{3}$ induces an equivalence $F_{3}$ : $\operatorname{rep} Q \backslash S_{3} \rightarrow \operatorname{rep} Q^{\prime} \backslash S_{3}^{\prime}$, where $\operatorname{rep} Q \backslash S_{3}$ denotes the full subcategory of $\operatorname{rep} Q$
consisting of objects which are finite direct sums of indecomposable objects not isomorphic to $S_{3}$.

This is a key step in the proof in [15] of Gabriel's theorem. It gives an easy illustration of a categorification, where a quiver $Q$ is replaced by some object in $\operatorname{rep} Q$, and the mutation of $Q$ at a $\operatorname{sink} i$ is replaced by the associated functor $F_{i}$.
1.3. Illustration using AR-quiver. For a finite dimensional $k$ algebra $\Lambda$ a special kind of exact sequence, known as an almost split sequence (or also Auslander-Reiten sequence), was introduced in [9]. An exact sequence $0 \rightarrow A \xrightarrow{f} B \xrightarrow{g} C \rightarrow 0$ is almost split if it is not split, the end terms are indecomposable, and each map $h: X \rightarrow C$ where $X$ is indecomposable and $h$ is not an isomorphism, factors through $g: B \rightarrow C$. We have the following basic result, where we assume that all our modules are finite dimensional over $k$ [9].

Theorem 1.3. For any indecomposable nonprojective $\Lambda$-module $C$ (or for any indecomposable noninjective $\Lambda$-module $A$ ), there exists an almost split sequence $0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0$, which is unique up to isomorphism.

The almost split sequences induce an operation $\tau$, called the AR-translation, from the indecomposable nonprojective $\Lambda$-modules to the indecomposable noninjective ones, satisfying $\tau(C)=A$ when $0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0$ is almost split.

On the basis of the information given by the almost split sequences (in general together with some special maps to projectives and from injectives) we can draw a new quiver, called the Auslander-Reiten quiver (AR-quiver for short), where the vertices correspond to the isomorphism classes of indecomposable $\Lambda$-modules.

In our examples we have the following.


AR-quiver for $k Q^{\prime}$


The broken arrows indicate the translation $\tau$, and we can then deduce the shape of the almost split sequences from the AR-quiver. For example, for $k Q$ we have the almost split sequences $0 \rightarrow S_{3} \rightarrow P_{2} \rightarrow S_{2} \rightarrow 0,0 \rightarrow S_{2} \rightarrow$ $P_{1} / S_{3} \rightarrow S_{1} \rightarrow 0$ and $0 \rightarrow P_{2} \rightarrow P_{1} \oplus S_{2} \rightarrow P_{1} / S_{3} \rightarrow 0$. The AR-quivers for $k Q$ and $k Q^{\prime}$ are not isomorphic, but when dropping $S_{3}$ from the first one and $S_{3}^{\prime}$ from the second one, they are clearly isomorphic. This reflects the fact that
there is an equivalence between the corresponding subcategories, as stated in Theorem 1.2.
1.4. Module theoretical interpretation. Let $Q$ be a finite quiver without oriented cycles and with vertices $1, \ldots, n$. Let $i$ be a vertex of $Q$ which is a sink. Denote by $\mu_{i}(Q)=Q^{\prime}$ the quiver obtained by mutation at $i$. We write $k Q=P_{1} \oplus \ldots \oplus P_{n}$, where $P_{j}$ is the indecomposable projective $k Q$-module associated with the vertex $j$. Then we have the following module theoretical interpretation of the reflection functors [8].

Theorem 1.4. With the above notation, we have the following.
(a) For $T=k Q / P_{i} \oplus \tau^{-1} P_{i}$ we have $\operatorname{End}_{k Q}(T)^{\mathrm{op}} \simeq k Q^{\prime}$.
(b) The functor $F_{i}: \operatorname{rep} Q \rightarrow \operatorname{rep} Q^{\prime}$ is isomorphic to the functor $\operatorname{Hom}_{k Q}(T$,$) :$ $\bmod k Q \rightarrow \bmod k Q^{\prime}$.

Let $J=J_{Q}$ be the ideal generated by all arrows in a path algebra $k Q$. It is known that any finite dimensional $k$-algebra $A$ is Morita equivalent to $k Q / I$ for some finite quiver $Q$ and ideal $I$ in $k Q$ with $I \subseteq J^{2}$. A generating set of $I$ is called a set of relations for $A$. We denote $Q$ by $Q_{A}$. In particular, we have $Q_{k Q}=Q$ and $Q_{k Q^{\prime}}=Q^{\prime}$. If $X$ is in $\bmod A$, then the associated quiver $Q_{X}$ is by definition the quiver $Q_{\operatorname{End}(X)^{\text {op }}}$ associated with the finite dimensional $k$-algebra $\operatorname{End}(X)^{\mathrm{op}}$.

In our running example we have $T=P_{1} \oplus P_{2} \oplus \tau^{-1} S_{3}$. Consider the diagram


Then $Q_{T}=Q^{\prime}$ since $\operatorname{End}_{k Q}(T)^{\mathrm{op}} \simeq k Q^{\prime}$. Further, we can define $\mu_{3}(k Q)$ by replacing $P_{3}=S_{3}$ by $\tau^{-1} S_{3}$, so that $\mu_{3}(k Q)=T$. This way we can view the above theorem as a way of categorifying quiver mutation. This categorification, which is quite different from the one discussed in Section 1.2, is of the type we shall be dealing with, and it will be generalized later.
1.5. Tilting theory. The $k Q$-modules $k Q$ and $T$ are examples of what are now called tilting modules ([16], [67]). A module $T$ over a path algebra $k Q$ is a tilting module if $\operatorname{Ext}_{k Q}^{1}(T, T)=0$, and the number of nonisomorphic indecomposable summands is the number of vertices in the quiver $Q$. Objects $X$ with $\operatorname{Ext}_{k Q}^{1}(X, X)=0$ are called rigid. The endomorphism algebras $\operatorname{End}_{k Q}(T)^{\mathrm{op}}$ are by definition the tilted algebras. It was the work discussed in Sections 1.2 and 1.4 which inspired tilting theory.

An aspect of tilting theory of interest in this paper is the following ([102],[110],[68]).

Theorem 1.5. Let $T=T_{1} \oplus \ldots \oplus T_{n}$ be a tilting $k Q$-module, where the $T_{i}$ are indecomposable and $T_{i} \not \not T_{j}$ for $i \neq j$.
(a) For each $i$, there is at most one indecomposable $k Q$-module $T_{i}^{*} \not 千 T_{i}$ such that $T / T_{i} \oplus T_{i}^{*}$ is a tilting $k Q$-module.
(b) For each $i$ there exists such a module $T_{i}^{*}$ if and only if $T / T_{i}$ is a sincere $k Q$-module, that is, all simple $k Q$-modules are composition factors of $T / T_{i}$.

The modules $T / T_{i}$ are called almost complete tilting modules, and $T_{i}$ (and $T_{i}^{*}$ if it exists) are called complements of $T / T_{i}$. The $k Q$-module $k Q$ is clearly a tilting module, and when $i$ is a $\operatorname{sink}$ in the quiver $Q$, then there is always some indecomposable $k Q$-module $P_{i}^{*} \nRightarrow P_{i}$ such that $k Q / P_{i} \oplus P_{i}^{*}$ is a tilting module. The module $T_{i}^{*}$ is in fact $\tau^{-1} P_{i}$. So we can view the previously defined operation $\mu_{i}(k Q)$ as replacing $P_{i}$ by the unique indecomposable $k Q$-module $P_{i}^{*} \not \not P_{i}$ such that $k Q / P_{i} \oplus P_{i}^{*}$ is a tilting module.
1.6. General quiver mutation and tilting modules. For quivers with no loops $\mathrm{C}_{\text {• }}$ and no (oriented) 2-cycles $\stackrel{\bullet \bullet}{\rightleftarrows}$, Fomin and Zelevinsky have introduced a mutation of quivers at any vertex of the quiver as follows [48] (see also papers in mathematical physics [107]).

Let $i$ be a vertex in the quiver $Q$.
(i) Each pair of arrows $s \rightarrow i \rightarrow t$ in $Q$ gives rise to a new arrow $s \rightarrow t$ in the mutated quiver $\mu_{i}(Q)$.
(ii) We reverse the arrows starting or ending at $i$.
(iii) We remove any 2-cycles.

Example 1.6. Let $Q$ be the quiver $1 \xrightarrow{\alpha} 2 \xrightarrow{\beta} 3$. Then $\mu_{2}(Q)$ is the quiver $\longleftarrow 2 \longleftarrow{ }_{3}$. Let again $k Q=P_{1} \oplus P_{2} \oplus P_{3}$ be the tilting kQ-module associated with $Q$. Then $T=P_{1} \oplus S_{1} \oplus P_{3}$ is also a tilting $k Q$-module, and we define $\mu_{2}(k Q)=T$ according to the previous principle. But the quiver $Q_{T}$ associated to $T$ can be shown to be $\longleftarrow_{3}$. Hence mutation of tilting modules does not give a categorification of quiver mutation in this case. For the vertex 1 , it is not even possible to replace $P_{1}$ to get another tilting module.

In conclusion, we can use tilting modules to categorify quiver mutation at sinks, but not at an arbitrary vertex. We shall see in Section 3 how we can modify the module category $\bmod k Q$, and use objects related to tilting
$k Q$-modules, in order to make things work for quiver mutation at any vertex of an acyclic quiver (and more generally any quiver in the mutation class of an acyclic quiver). We shall also see that in addition to being interesting in itself, this work can be used to obtain information on the mutation class of a finite acyclic quiver. Here we take advantage of the richer structure provided by the categorification. We shall also see that for another class of quivers one can actually use tilting modules to categorify quiver mutation [77].

## 2. Cluster Algebras

Cluster algebras were introduced by Fomin and Zelevinsky in [48]. The motivation was to create a common framework for phenomena occurring in connection with total positivity and canonical bases. The theory has had considerable influence on many different areas, amongst them the theory of quiver representations. In this section we give basic definitions and state some main results, following ([48],[49]), in order to have appropriate background for discussing categorification of cluster algebras.
2.1. Cluster algebras with no coefficients. We first discuss cluster algebras with "no coefficients," which we mainly deal with in this paper. Let $F=\mathbb{Q}\left(x_{1}, \ldots, x_{n}\right)$ be the function field in $n$ variables over the field $\mathbb{Q}$ of rational numbers, and let $B=\left(b_{i j}\right)$ be an $n \times n$ - matrix. We assume for simplicity that $B$ is skew symmetric. Then $B$ corresponds to a quiver with $n$ vertices, where there are $b_{i j}$ arrows from $i$ to $j$ if $b_{i j}>0$. Here we deal with quivers instead of matrices. We start with an initial seed $\left(\left(x_{1}, \ldots, x_{n}\right), Q\right)$, consisting of a free generating set $\left(x_{1}, \ldots, x_{n}\right)$ for $F$, together with a finite quiver $Q$ with $n$ vertices, labelled $1, \ldots, n$. For each $i \in\{1, \ldots, n\}$ we define a new seed $\mu_{i}\left(\left(x_{1}, \ldots, x_{n}\right), Q\right)$ to be a pair $\left(\left(x_{1}, \ldots, x_{i-1}, x_{i}^{*}, x_{i+1}, \ldots, x_{n}\right), \mu_{i}(Q)\right)$. Here $x_{i}^{*}$ is defined by the equality $x_{i} x_{i}^{*}=m_{1}+m_{2}$, where $m_{1}$ is the product whose terms are $x_{j}^{s}$ if there are s arrows from $j$ to $i$, and $m_{2}$ is the corresponding product associated with the arrows starting at $i$. If $i$ is a source, that is, no arrow ends at $i$, we set $m_{1}=1$, and if $i$ is a sink we set $m_{2}=1$. It can be shown that $\left(x_{1}, \ldots, x_{i-1}, x_{i}^{*}, x_{i+1}, \ldots, x_{n}\right)$ is again a free generating set, and that $\mu_{i}^{2}\left(\left(x_{1}, \ldots, x_{n}\right), Q\right)=\left(\left(x_{1}, \ldots, x_{n}\right), Q\right)$. Note that the quiver $\mu_{i}(Q)=Q^{\prime}$ only depends on the quiver $Q$, while the new free generating set depends on both $Q$ and the old free generating set.

We illustrate with the following.
Example 2.1. Let $F=\mathbb{Q}\left(x_{1}, x_{2}, x_{3}\right)$ and $Q$ be the quiver $1 \longrightarrow 2 \longrightarrow 3$. We start with the seed $\left(\left(x_{1}, x_{2}, x_{3}\right), 1 \rightarrow 2 \rightarrow 3\right)$, and apply $\mu_{3}$. Then $\mu_{3}(1 \rightarrow 2 \rightarrow 3)=Q^{\prime}: 1 \rightarrow 2 \leftarrow 3$. Furthermore $x_{3}^{*} x_{3}=x_{2}+1$, so that $x_{3}^{*}=$ $\frac{x_{2}+1}{x_{3}}$. Hence we obtain the new seed $\left(\left(x_{1}, x_{2}, \frac{x_{2}+1}{x_{3}}\right), 1 \rightarrow 2 \leftarrow 3\right)$. Similarly, we
get $\mu_{2}\left(\left(x_{1}, x_{2}, x_{3}\right), Q\right)=\left(\left(x_{1}, \frac{x_{1}+x_{3}}{x_{2}}, x_{3}\right), \widehat{\leftarrow 2 \longleftarrow 3}\right)$ and $\mu_{1}\left(\left(x_{1}, x_{2}, x_{3}\right), Q\right)=$ $\left(\left(\frac{1+x_{2}}{x_{3}}, x_{2}, x_{3}\right), 1 \leftarrow 2 \rightarrow 3\right)$.

We continue by applying $\mu_{1}, \mu_{2}, \mu_{3}$ to the new seeds, keeping in mind that $\mu_{i}^{2}$ is the identity. In this example we get only a finite number of seeds, namely 14. Note that the seeds $\left(\left(x_{1}, x_{2}, x_{3}\right), 1 \rightarrow 2 \rightarrow 3\right)$ and $(\left(x_{1}, x_{3}, x_{2}\right), 1 \underbrace{}_{2} \leftrightarrows 3)$ are identified, since they are the same up to relabelling.

Example 2.2. When $Q$ is the quiver $1 \longrightarrow 2$ and $F=\mathbb{Q}\left(x_{1}, x_{2}\right)$, we have the following complete picture of the graph of seeds, called the cluster graph.


The $n$-element subsets occurring in the seeds are called clusters, and the elements occurring in the clusters are called cluster variables. Finally, the associated cluster algebra is the subalgebra of $\mathbb{Q}\left(x_{1}, \ldots, x_{n}\right)$ generated by the cluster variables.

In Example 2.2 we have 5 clusters, and the cluster variables are the 5 elements $x_{1}, x_{2}, \frac{1+x_{1}}{x_{2}}, \frac{1+x_{2}}{x_{1}}, \frac{1+x_{1}+x_{2}}{x_{1} x_{2}}$. The cluster graph is also interesting in connection with the study of associahedra ([50],[92]).
2.2. Basic properties. In both examples above there is only a finite number of seeds, clusters and cluster variables. This is, however, not usually the case. In fact, there is the following nice description of when this holds [49].

Theorem 2.3. Let $Q$ be a finite connected quiver with no loops or 2-cycles. Then there are only finitely many clusters (or cluster variables, or seeds) if and only if the underlying graph of $Q$ is a Dynkin diagram.

Note that this result is analogous to Gabriel's classification theorem for when there are only finitely many nonisomorphic indecomposable representations of a quiver.

A remarkable property of the cluster variables is the following [48], called the Laurent phenomenon.

Theorem 2.4. Let $\left(\left(x_{1}, \ldots, x_{n}\right), Q\right)$ be an initial seed. When we write a cluster variable in reduced form $f / g$, then $g$ is a monomial in $x_{1}, \ldots, x_{n}$.

We shall see later that these monomials $g$ contain some interesting information from a representation theoretic point of view.

A cluster algebra is said to be acyclic if there is some seed with an acyclic quiver. In this case there is the following information on the numerators of the cluster variables, when they are expressed in terms of the cluster in a seed which has an acyclic quiver ([35],[36],[98]). The corresponding result is not known for cluster algebras in general.

Theorem 2.5. For an acyclic cluster algebra as above, there are positive coefficients for all monomials in the numerator $f$ of a cluster variable in reduced form.
2.3. Cluster algebras with coefficients. Cluster algebras with coefficients are important for geometric examples of cluster algebras. Here we only consider a special case of such cluster algebras. Let $\mathbb{Q}\left(x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{t}\right)$ be the rational function field in $n+t$ variables, where $y_{1}, \ldots, y_{t}$ are called coefficients. Let $Q$ be a finite quiver with $n+t$ vertices corresponding to $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{t}$. We start with the seed $\left(\left(x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{t}\right), Q\right)$. Then we only apply mutations $\mu_{1}, \ldots, \mu_{n}$ with respect to the first $n$ vertices, and otherwise proceed as before. Note that Theorems 2.3 and 2.4 hold also in this setting.

There are several examples of classes of cluster algebras with coefficients, for example the homogeneous coordinate rings of Grassmanians investigated in $[106]$ and the coordinate rings $\mathbb{C}[N]$ of unipotent groups (see [57]). There are further examples in ([14],[59],[56],[17],[61]).

The combinatorics of the cluster algebras in the case of Grassmanians of type $A_{n}$ can be nicely illustrated geometrically by triangulations of a regular ( $n+3$ )-gon. The cluster variables, which are coefficients, correspond to the edges of the regular $(n+3)$-gon, and the other cluster variables correspond to the diagonals. The clusters, without coefficients, correspond to the triangulations of the $(n+3)$-gon, or in other words to maximal sets of diagonals which do not intersect. We illustrate with the following simple example.

Example 2.6. Let

be a regular 5-gon. Then the diagonals a and b correspond to cluster variables which are not coefficients, and $(a, b)$
is a maximal set of non intersecting diagonals. Taking corresponding cluster variables together with the coefficients, we obtain a cluster. It is easy to see that there are 5 diagonals, and 5 triangulations (see [50]).

## 3. Cluster Categories

It is of interest to categorify the main ingredients in the definition of cluster algebras. The idea behind this is to work within a category with extra structure, and imitate the basic operations within this new category. The hope is on one hand that this will give some feedback to the theory of cluster algebras, and on the other hand that it will lead to new interesting theories. Both aspects have been successful, for various classes of cluster algebras. In this section we deal with the acyclic ones.
3.1. Cluster structures. We first make a list of desired properties for the categories $\mathscr{C}$ we are looking for. Let $\mathscr{C}$ be a triangulated $k$-category with split idempotents, which is Hom-finite, that is, the homomorphism spaces are finite dimensional over $k$. Then $\mathscr{C}$ is a Krull-Schmidt category, that is, each object is a finite direct sum of indecomposable objects with local endomorphism ring. We are looking for appropriate sets of $n$ nonisomorphic indecomposable objects $T_{1}, \ldots, T_{n}$, or rather objects $T=T_{1} \oplus \ldots \oplus T_{n}$, where the $T_{i}$ should be the analogs of cluster variables and the $T$, the analogs of clusters. To have a good analog we would like these objects to satisfy the following, in which case we say that $\mathscr{C}$ has a cluster structure (see [17]). $\mathscr{C}$ has a weak cluster structure if (C1) and (C2) are satisfied.
(C1) For $T=T_{1} \oplus \ldots \oplus T_{n}$ in our set, there is, for each $i=1, \ldots, n$, a unique indecomposable object $T_{i}^{*} \not \not T_{i}$ in $\mathscr{C}$ such that $T / T_{i} \oplus T_{i}^{*}$ is in our set.
(C2) For each $T_{i}$ there are triangles $T_{i}^{*} \xrightarrow{f} B_{i} \xrightarrow{g} T_{i} \rightarrow T_{i}^{*}[1]$ and $T_{i} \xrightarrow{s}$ $B_{i}^{\prime} \xrightarrow{t} T_{i}^{*} \rightarrow T_{i}[1]$, where the maps $g$ and $t$ are minimal right $\operatorname{add}\left(T / T_{i}\right)-$ approximations and the maps $f$ and $s$ are minimal left $\operatorname{add}\left(T / T_{i}\right)$ approximations.
(C3) There are no loops or 2-cycles in the quiver $Q_{T}$ of $\operatorname{End}_{\mathscr{C}}(T)^{\mathrm{op}}$. This means that any nonisomorphism $u: T_{i} \rightarrow T_{i}$ factors through $g: B_{i} \rightarrow T_{i}$ and through $s: T_{i} \rightarrow B_{i}^{\prime}$, and $B_{i}$ and $B_{i}^{\prime}$ have no common nonzero summands.
(C4) For each $T$ in our set we have $\mu_{i}\left(Q_{T}\right)=Q_{\mu_{i}(T)}$.
We recall that the map $g: B_{i} \rightarrow T_{i}$ is a right $\operatorname{add}\left(T / T_{i}\right)$-approximation if $B_{i}$ is in $\operatorname{add}\left(T / T_{i}\right)$ and any map $h: X \rightarrow T_{i}$ with $X$ in $\operatorname{add}\left(T / T_{i}\right)$ factors through $g: B_{i} \rightarrow T_{i}$. The map $g: B_{i} \rightarrow T_{i}$ is right minimal if for any commutative
diagram ${\underset{B}{B_{i}}}_{B_{i} \xrightarrow[g]{g}}^{s} T_{i}$, the map $s$ is an isomorphism. Left approximations and left minimal maps are defined similarly.

Note that the relationship between $T_{i}$ and $T_{i}^{*}$ required in part (C2) is similar to the formula $x_{i} x_{i}^{*}=m_{1}+m_{2}$ appearing in the definition of cluster algebras.

Part (C4) is related to our discussion in Section 1 about what is needed in order to categorify quiver mutation. There we saw that tilting $k Q$-modules could not always be used for this purpose. However, for a class of complete algebras of Krull dimension 3, known as 3-Calabi-Yau algebras, we shall see that actually the tilting modules (of projective dimension at most 1) can be used.

When we deal with cluster algebras with coefficients, we need a modified version of the above definition of cluster structure (see [17]).
3.2. Origins. When $Q$ is a Dynkin quiver, it was shown in [48] that there is a one-one correspondence between the cluster variables for the cluster algebra determined by the seed $\left(\left(x_{1}, \ldots, x_{n}\right), Q\right)$, and the almost positive roots, that is, the positive roots together with the negative simple roots. On the other hand the positive roots are in $1-1$ correspondence with the indecomposable $k Q$-modules. This led the authors of [92] to introduce the category of decorated representations of $Q$, which are the representations of the quiver $Q \cup\left\{\begin{array}{lll}1 & \ldots & n \\ \bullet & \cdot\end{array}\right\}$, that is, $Q$, together with $n$ isolated vertices. Then the indecomposable representations of $Q$ correspond to the positive roots and the $n$ additional 1-dimensional representations correspond to the negative simple roots. A compatibility degree $E(X, Y)$ for a pair of decorated representations was introduced, and $E(X, X)=0$ corresponds to $\operatorname{Ext}_{k Q}^{1}(X, X)=0$ when $X$ is in $\bmod k Q$. The maximal such $X$ in $\bmod k Q$ are the tilting modules, indicating a connection with tilting theory. On the other hand, if the cluster variables should correspond to indecomposable objects in the category we are looking for, then we would need additional indecomposable objects compared to $\bmod k Q$. This could also help remedy the fact that not all almost complete tilting modules in $\bmod k Q$ have exactly two complements in $\bmod k Q$. Recall that the almost complete tilting modules are the modules obtained from tilting modules $T=T_{1} \oplus \ldots \oplus T_{n}$, where $n$ is the number of vertices in the quiver, by dropping one indecomposable summand. In order to have property (C4), we would also need more maps in our desired category.

Taking all this into account, it turns out to be fruitful to consider a suitable orbit category of the bounded derived category $\mathcal{D}^{b}(k Q)$. In the case of path algebras the bounded derived categories have a particularly nice structure.
3.3. Derived categories of path algebras. Let $Q$ be a finite acyclic quiver, for example $1 \rightarrow 2 \rightarrow 3$ as before. Then the indecomposable objects in the
bounded derived category $\mathcal{D}^{b}(k Q)$ are just the objects $X[i]$ for $i \in \mathbb{Z}$, where $X$ is an indecomposable $k Q$-module. Then for $X$ and $Y$ in $\bmod k Q$ we have that $\operatorname{Hom}_{\mathcal{D}^{b}(k Q)}(X[i], Y[j])$ is isomorphic to $\operatorname{Hom}_{k Q}(X, Y)$ if $i=j$, to $\operatorname{Ext}_{k Q}^{1}(X, Y)$ if $j=i+1$, and is 0 otherwise.

The category $\mathcal{D}^{b}(k Q)$ is a triangulated category, and it has almost split triangles [64], where those inside a given shift $(\bmod k Q)[i]$ are induced by the almost split sequences in $\bmod k Q$. The others are of the form $I[j-1] \rightarrow E \rightarrow P[j]$, where $P$ is indecomposable projective in $\bmod k Q$, and $I$ is the indecomposable injective module associated with the same vertex of the quiver. The operation $\tau$ is defined as for almost split sequences. Actually, in this setting it is even induced by an equivalence of categories $\tau: \mathcal{D}^{b}(k Q) \rightarrow \mathcal{D}^{b}(k Q)$ [64].

For the running example we then have the corresponding AR-quiver


When $Q^{\prime}$ is obtained from $Q$ by reflection at a sink (for example $1 \longrightarrow 2 \longleftarrow 3$ is obtained from $1 \longrightarrow 2 \longrightarrow 3$ in the above example), then we have seen that we have an associated tilting $k Q$-module $T$ such that $\operatorname{End}_{k Q}(T)^{\mathrm{op}} \simeq k Q^{\prime}$. Hence there is induced a derived equivalence between $k Q$ and $k Q^{\prime}[64]$.
3.4. The cluster category. Let as before $\tau: \mathcal{D}^{b}(k Q) \rightarrow \mathcal{D}^{b}(k Q)$ denote the equivalence which induces the AR-translation, so that $\tau C=A$ if $A \rightarrow B \rightarrow$ $C \rightarrow A[1]$ is an almost split triangle. Then $F=\tau^{-1}[1]: \mathcal{D}^{b}(k Q) \rightarrow \mathcal{D}^{b}(k Q)$ is an equivalence, where [1] denotes the shift functor. We defined in [20] the cluster category $\mathscr{C}_{Q}$ to be the orbit category $\mathcal{D}^{b}(k Q) / F$. By definition, the indecomposable objects are the $F$-orbits in $\mathcal{D}^{b}(k Q)$ of indecomposable objects, represented by indecomposable objects in the fundamental domain $\mathcal{F}$. This consists of the indecomposable objects in $\bmod k Q$, together with $P_{1}[1], \ldots, P_{n}[1]$, where $P_{1}, \ldots, P_{n}$ are the indecomposable projective $k Q$-modules. So in the Dynkin case, the number of indecomposable objects in $\mathcal{F}$, up to isomorphism, equals the number of cluster variables. For $X$ and $Y$ indecomposable in $\mathcal{F}$ we have $\operatorname{Hom}_{\mathscr{C}_{Q}}(X, Y)=\underset{i=-\infty}{\infty} \operatorname{Hom}_{\mathcal{D}^{b}(Q)}\left(X, F^{i} Y\right)$, by the definition of maps in an orbit category. So in general we have more maps than before. For example, if $Q$ is $\quad 1 \rightarrow 2 \rightarrow 3$, we have $\operatorname{Hom}_{\mathcal{D}^{b}(Q)}\left(S_{1}, F\left(S_{3}\right)\right) \simeq k$, and $\operatorname{Hom}_{\mathcal{D}^{b}(Q)}\left(S_{1}, F^{i} S_{3}\right)=0$ for $i \neq 1$. Hence we have $\operatorname{Hom}_{\mathscr{C}_{Q}}\left(S_{1}, S_{3}\right) \simeq k$. Now, for $T=P_{1} \oplus S_{1} \oplus S_{3}$ in $\mathscr{C}_{Q}$, we have $Q_{T}=: 1 \longleftarrow 2 \longleftarrow 3$, which coincides with $\mu_{2}(Q)$, as desired.

The category $\mathscr{C}_{Q}$ has some nice additional structure, which orbit categories rarely have; namely they are triangulated categories [79].
3.5. Cluster tilting objects. In Section 1.6 we have seen that we could not use tilting $k Q$-modules to categorify quiver mutation at vertex 2 in our running example, since the quiver of the tilting module $T=P_{1} \oplus S_{1} \oplus P_{3}$ was not "correct." But when $T$ is viewed as an object in $\mathscr{C}_{Q}$, the associated quiver is the correct one. So it seems natural that our desired class of objects should include the tilting $k Q$-modules. Now, as already pointed out, there are usually different module categories of the form $\bmod k Q$ giving rise to the same bounded derived category $\mathcal{D}^{b}(k Q)$, and hence to the same cluster category. So it is natural to consider the objects in $\mathscr{C}_{Q}$ induced by all the corresponding tilting modules. This class of modules turns out to have a nice uniform description as objects in $\mathscr{C}_{Q}$, which motivates the following definitions.

An object $T$ in $\mathscr{C}_{Q}$ is maximal rigid if $\operatorname{Ext}_{\mathscr{C}_{Q}}^{1}(T, T)=0$ and $T$ is maximal with this property. It is cluster tilting if it is rigid and $\operatorname{Ext}_{\mathscr{C}}^{1}(T, X)=0$ implies that $X$ is in add $T$. Actually the concepts of maximal rigid and cluster tilting coincide for $\mathscr{C}_{Q}[20]$.

We have the following ([20],[24]).
Theorem 3.1. The cluster category $\mathscr{C}_{Q}$ has a cluster structure with respect to the cluster tilting objects.

As for the cluster algebras, there is also in this setting a natural associated graph, called the cluster tilting graph. Associated with a cluster tilting object $T$ in $\mathscr{C}_{Q}$, we have a quiver $Q_{T}$, which is the quiver of $\operatorname{End}_{\mathscr{C}_{Q}}(T)^{\mathrm{op}}$, and hence we have a natural tilting seed $\left(T, Q_{T}\right)[24]$. The vertices of the cluster tilting graph correspond to the cluster tilting objects up to isomorphism, or equivalently, to the tilting seeds. We have an edge between two vertices if the two corresponding cluster tilting objects differ by exactly one indecomposable summand.

Whereas the cluster graph by definition is connected, this is not automatic for the cluster tilting graph. However, it can be shown to be the case for cluster categories ([20], using [69]), see also [72].
3.6. Categorification of quiver mutation. Note that we have in particular obtained a way of categorifying quiver mutation beyond the case of mutation at a sink as discussed in Section 1. So we isolate the more general statement as follows.

Theorem 3.2. Let $Q$ be a finite acyclic quiver, and $Q^{\prime}$ a quiver obtained from $Q$ by a finite sequence of mutations. Let $i$ be a vertex of $Q^{\prime}$. Then there is a cluster tilting object $T^{\prime}$ in $\mathscr{C}_{Q}$ such that for $T^{\prime \prime}=\mu_{i}\left(T^{\prime}\right)$ we have the commutative diagram


As an illustration of how such a categorification can be useful we state the following result [27].
Theorem 3.3. Let $Q$ be a finite acyclic quiver. Then the mutation class of $Q$ is finite if and only if $Q$ has at most two vertices, or $Q$ is a Dynkin or an extended Dynkin diagram.

The point of the categorification is that since the cluster tilting objects are closely related to the tilting $k Q$-modules, we can take advantage of the well developed theory of tilting modules over finite dimensional algebras. The problem amounts to deciding when only a finite number of quivers occur as quivers associated with tilting modules.

We point out that a classification of finite mutation type has recently been obtained in general for finite quivers without loops or 2-cycles [41].

As indicated before, quiver mutation can be categorified using tilting modules of projective dimension at most 1 for a class of algebras of Krull dimension 3 called 3-Calabi Yau algebras (see [77])
Theorem 3.4. Let $\Lambda$ be a basic 3-Calabi-Yau algebra given by a quiver $Q$ with relations. Assume that $Q$ has no loops or 2 -cycles. Then $\mu_{i}(Q)$ is obtained from the quiver of $\mu_{i}(\Lambda)$ by removing all 2 -cycles, with $\mu_{i}$ as defined below.

Let $\Lambda=P_{1} \oplus \ldots \oplus P_{n}$, where the $P_{i}$ are indecomposable projective $\Lambda$ modules, and $P_{r} \neq P_{s}$ for $r \neq s$ since $\Lambda$ is basic. There is for a given $i=1, \ldots, n$ a unique indecomposable $\Lambda$-module $P_{i}^{*}$ such that $\Lambda / P_{i} \oplus P_{i}^{*}$ is a tilting module of projective dimension at most 1 , and we let $\mu_{i}(\Lambda)=\Lambda / P_{i} \oplus P_{i}^{*}$.
3.7. A geometric description. When $Q$ is a quiver of type $A_{n}$, there is an independent categorification of the corresponding cluster algebra along very different lines [33]. This is based upon the example discussed in Section 2.3. We consider the triangulations of the regular $(n+3)$-gon, without including the coefficients, which correspond to the edges in the $(n+3)$-gon. A category with indecomposable objects corresponding to the diagonals in the $(n+3)$-gon was defined in [33]. The authors showed that this category is equivalent to the cluster category of type $A_{n}$. So we get an interesting geometric description of the cluster category in the $A_{n}$ case. There is also further work in this direction for $D_{n}$ [105].

Cluster structures in the context of Teichmüller spaces were discussed in ([42],,[43],[44], [61],[62]). This inspired the systematic study of cluster algebras coming from oriented Riemann surfaces with boundary and marked points ([41],[47]). Also in this case clusters are in bijection with triangulations. It is easy to see that the mutation class is always finite for these examples.
3.8. Hereditary categories. The theory of cluster categories also works when we replace $\bmod k Q$ by an arbitrary Hom-finite hereditary abelian category with tilting object [66], as pointed out in [20]. It has been shown in [11] that in the tubular case the cluster tilting graph is connected.
3.9. ( $m$ )-cluster categories. There is a natural generalization of the cluster categories $\mathscr{C}_{Q}=\mathcal{D}^{b}(k Q) / \tau^{-1}[1]$ to $(m)$-cluster categories $\mathscr{C}_{Q}^{(m)}=$ $\mathcal{D}^{b}(k Q) / \tau^{-1}[m]$, for $m \geq 1$. Then $\mathscr{C}_{Q}^{(m)}$ is Hom-finite and also triangulated [79]. Some more results on cluster categories remain true in the more general setting.

We recall some work from ([109],[111],[115],[113]). The concepts of maximal rigid and cluster tilting have a natural generalization to $(m)$-maximal rigid and $m$-cluster tilting objects in $\mathscr{C}_{Q}^{(m)}$. Also in this setting the concepts coincide. Further, the number of nonisomorphic indecomposable summands of an $m$ -cluster-tilting object equals the number of vertices in the quiver $Q$. If we drop one indecomposable summand from an $m$-cluster tilting object $T$, there are exactly $m$ different ways to replace it by an indecomposable object, such that we still have an $m$-cluster tilting object.

It was shown in [29] that also for arbitrary $m$ there is a combinatorial description of mutation of $m$-cluster tilting objects in $m$-cluster categories. In this connection the concept of coloured quiver mutation is introduced. There is a geometric description of the $m$-cluster categories for quivers of type $A_{n}$ and $D_{n}$ (see [12]). In the Dynkin case the concept of $m$-clusters has been introduced in [46], and it was shown in ([109],[115]) that the $m$-cluster category provides a categorification. This was used in ([109],[115]) to simplify proofs of results about $m$-clusters in [46].

## 4. Calabi-Yau Categories of Dimension Two

A crucial property for the investigation of cluster tilting objects in cluster categories $\mathscr{C}_{Q}$ was the functorial isomorphism $D \operatorname{Ext}_{\mathscr{C}_{Q}}^{1}(A, B) \simeq \operatorname{Ext}_{\mathscr{C}_{Q}}^{1}(B, A)$, where $D=\operatorname{Hom}_{k}(, k)$, which by definition expresses that the Hom-finite triangulated $k$-category $\mathscr{C}_{Q}$ is 2-Calabi-Yau (2-CY for short). A similar theory worked for $\bmod \Lambda$ when $\Lambda$ is the preprojective algebra of a Dynkin diagram [57]. Also in this case an important feature was that the stable category $\bmod \Lambda$ is $2-\mathrm{CY}$. Then we say that $\bmod \Lambda$ is stably $2-C Y$. This motivated trying to generalize work from cluster categories to arbitrary Hom-finite triangulated 2-CY $k$-categories. We usually omit the $k$ when we speak about $k$-categories.
4.1. Preprojective algebras of Dynkin type. In their work in [57] on $\bmod \Lambda$ for $\Lambda$ a preprojective algebra of Dynkin type, Geiss-Leclerc-Schröer dealt with the maximal rigid modules, as defined in Section 3. One can here go back and forth between exact sequences in $\bmod \Lambda$ and triangles in $\bmod \Lambda$, so for the general theory one can deal with either one of these categories. They followed the same basic outline as in $([20],[24])$, and proved that $\bmod \Lambda$ has a cluster structure in the terminology of Section 3. For (C2) the same proof as for cluster categories could be used, but in the other cases new proofs were necessary. This was also the case for showing that the concepts of maximal rigid
and cluster tilting coincide also in this context. For this work some of the results of Iyama on a higher theory of almost split sequences and Auslander algebras were useful ([74],[75]). Actually, in this work Iyama introduced independently the concept of maximal 1-orthogonal, which coincides with cluster tilting in the setting of (stably) 2-CY categories.

The cluster algebras $\mathbb{C}[N]$ are categorified using the cluster tilting objects in the category $\bmod \Lambda$ for a preprojective algebra $\Lambda$ of Dynkin type. All the indecomposable projective modules are summands of any cluster tilting object, and correspond to the coefficients of the associated cluster algebra. Actually, here categorification can be used to show that $\mathbb{C}[N]$ has a cluster algebra structure (see [57]). This has recently been generalized in [56].

Cluster monomials are monomials of cluster variables in a given cluster. A central question is their relationship to the canonical and semicanonical bases and their duals, investigated by Lusztig and Kashiwara (see [57],[58]).
4.2. Generalizations. In the general case of stably 2-CY categories, or Hom-finite triangulated 2-CY categories, there are not necessarily any cluster tilting objects. Actually, there may be maximal rigid objects, but no cluster tilting objects [30]. But we have the following general result [78].

Theorem 4.1. Let $\mathscr{C}$ be a Hom-finite triangulated 2-CY category with cluster tilting objects. Then $\mathscr{C}$ has a weak cluster structure

The proof of (C2) is the same as for cluster categories, while a new argument was needed for (C1). Property (C3) does not however hold in general. There are many examples of stable categories of Cohen-Macaulay modules over isolated hypersurface singularities where there are both loops and 2-cycles [30]. But if there are no loops or 2-cycles, then we have the following [17].

Theorem 4.2. Let $\mathscr{C}$ be a Hom-finite 2-CY triangulated $k$-category having cluster tilting objects, and with no loops or 2-cycles. Then $\mathscr{C}$ has a cluster structure.

We have pointed out that the cluster tilting graph is known to be connected for cluster categories $\mathscr{C}_{Q}$ when $Q$ is a finite connected quiver. This is an important open problem for connected Hom-finite triangulated 2-CY categories in general. The only other cases where this is known to be true is for the case discussed in Section 3.8, and for some cases of stable categories of Cohen-Macaulay modules in [30].

### 4.3. 2-CY categories associated with elements in Coxeter

 groups. Let $Q$ be a finite acyclic quiver with vertices $1, \ldots, n$, and let $C_{Q}$ be the associated Coxeter group. By definition $C_{Q}$ has a distinguished set of generators $s_{1}, \ldots, s_{n}$, and the relations are as follows: $s_{i}^{2}=1, s_{i} s_{j}=s_{j} s_{i}$ if there is no arrow between $i$ and $j$ in $Q$, and $s_{i} s_{j} s_{i}=s_{j} s_{i} s_{j}$ if there isexactly one arrow between $i$ and $j$. Let $\mathbf{w}=s_{i_{1}} \ldots s_{i_{t}}$ be a reduced expression of $w$ in $\mathscr{C}_{Q}$, that is, $t$ is smallest possible. Let $\Lambda$ be the (completion of the) preprojective algebra associated with $Q$. For each $i=1, \ldots, n$, consider the ideal $I_{i}=\Lambda\left(1-e_{i}\right) \Lambda$ in $\Lambda$, where $e_{i}$ denotes the trivial path at the vertex $i$. Then define the ideal $I_{w}=I_{i_{1}} \ldots I_{i_{t}}$. It can be shown to be independent of the reduced expression, and the factor algebra $\Lambda_{w}=\Lambda / I_{w}$ is finite dimensional. Denote by Sub $\Lambda_{w}$ the full subcategory of $\bmod \Lambda_{w}$ whose objects are the submodules of the free $\Lambda_{w}$-modules of finite rank. Then $\mathscr{C}_{w}=\operatorname{Sub} \Lambda_{w}$ is stably 2-CY, and the associated stable category $\underline{\operatorname{Sub}} \Lambda_{w}$ is Hom-finite triangulated 2-CY . Here we refer to ([77],[17]).

There is a nice class of cluster tilting objects, called standard cluster tilting objects, in $\operatorname{Sub} \Lambda_{w}$ and $\underline{\operatorname{Sub}} \Lambda_{w}$. When $\mathbf{w}=s_{i_{1}} \ldots s_{i_{t}}$ is a reduced expression we define

$$
T_{\mathbf{w}}=\left(P_{i_{1}} / I_{i_{1}} P_{i_{1}}\right) \oplus\left(P_{i_{2}} / I_{i_{1}} I_{i_{2}} P_{i_{2}}\right) \oplus \ldots \oplus\left(P_{i_{t}} / I_{i_{1}} \ldots I_{i_{t}} P_{i_{t}}\right) .
$$

Then $T_{\mathbf{w}}$ is a cluster tilting object in $\operatorname{Sub} \Lambda_{w}$ and in $\underline{\operatorname{Sub}} \Lambda_{w}$, and it depends on the reduced expression. However, the standard cluster tilting objects all lie in the same component of the cluster tilting graph [17].

A stably 2-CY category, dual to $\mathscr{C}_{w}$, was independently associated with a class of words called adaptable, in a very different way [55]. Here there were also associated two cluster tilting objects in a natural way, which are a subset of the set of standard cluster tilting objects (up to duality).
4.4. Stable categories of Cohen-Macaulay modules. Let $R$ be a commutative complete local Gorenstein isolated singularity of Krull dimension 3 , with $k \subset R$ for the field $k$. Then by results of Auslander [7] on existence of almost split sequences for (maximal) Cohen-Macaulay modules, the category of Cohen-Macaulay modules $\mathrm{CM}(R)$ is stably 2-CY and the stable category $\underline{\mathrm{CM}}(R)$ is Hom-finite triangulated 2-CY .

When $R$ is an isolated hypersurface singularity, we can, by the periodicity result for hypersurfaces ([88],[108]), deal with the case of Krull dimension 1 just as well. Already for finite Cohen-Macaulay type there are examples with no cluster tilting objects, and where there are maximal rigid objects which are not cluster tilting [30]. For all these examples there are 2 -cycles, and in many cases also loops. An interesting question in this connection is the following. Let $\mathscr{C}$ be a Hom-finite triangulated 2-CY $k$-category, where we have no loops or 2 -cycles. Then do the maximal rigid objects coincide with the cluster tilting objects?

Another class of Gorenstein rings giving rise to 2-CY categories with desired properties is the following. Let $G \subset S L(3, k)$ be a finite subgroup where no $g \neq 1$ in $G$ has eigenvalue 1 , and let $R=k[[X, Y, Z]]^{G}$ be the associated invariant ring, which under these assumptions is an isolated singularity. Then $\underline{\mathrm{CM}}(R)$ is Hom-finite triangulated 2-CY, and does not have loops or 2-cycles [90].
4.5. Generalized cluster categories. In [1] Amiot introduced a new class of Hom-finite triangulated 2-CY -categories, generalizing the class of cluster categories.

Let $A$ be a finite dimensional $k$-algebra of global dimension at most 2 . Also under this assumption $\mathcal{D}^{b}(A)$ has almost split triangles, and the ARtranslation $\tau$ is induced by an equivalence $\tau: \mathcal{D}^{b}(A) \rightarrow \mathcal{D}^{b}(A)$ [64]. Consider again the orbit category $\mathcal{D}^{b}(A) / \tau^{-1}[1]$. In this setting the orbit category is not necessarily triangulated. The generalized cluster category $\mathscr{C}_{A}$ is then defined to be the triangulated hull of $\mathcal{D}^{b}(A) / \tau^{-1}[1]$. If $\operatorname{Hom}_{\mathscr{C}_{A}}(A, A)$ is finite dimensional, then $\mathscr{C}_{A}$ is Hom-finite triangulated 2 -CY, with $A$ as a cluster tilting object (see [1]).

A striking application of these generalized cluster categories is Keller's proof of the periodicity conjecture for pairs of Dynkin diagrams [81] (see also [73]), using the algebra $A=k Q \otimes_{k} k Q$ of global dimension at most 2, where $Q$ is a Dynkin quiver.

A more general construction of Hom-finite triangulated 2-CY categories was given in $([1],[84])$, starting with a quiver with potential $(Q, W)$ such that the associated Jacobian algebra is finite dimensional (see Section 5). There is an associated differential graded algebra $\Gamma$, called the Ginzburg algebra, and a triangulated 2-CY category $\mathscr{C}_{(Q, W)}$ was constructed from $\Gamma$. By ([1],[84]) this generalizes the previous construction of $\mathscr{C}_{A}$ from $A$.
4.6. Relationship between the different classes. A natural question to ask is how the various classes of Hom-finite triangulated 2-CY categories are related.

We first show how the cluster categories and the preprojective algebras of Dynkin type are related to the 2-CY categories associated with elements in Coxeter groups ([17],[55]).

Theorem 4.3. (a) The cluster category $\mathscr{C}_{Q}$ is triangle equivalent to the category $\underline{\operatorname{Sub}} \Lambda_{w}$, where $w=c^{2}$ for a Coxeter element $c$, when $Q$ is not of type $A_{n}$.
(b) When $Q$ is Dynkin and $\Lambda$ is the associated preprojective algebra, then $\bmod \Lambda$ is $\operatorname{Sub} \Lambda_{w}$, where $w$ is the longest element in the Coxeter group.

The following was shown in ([1],[3],[4]).
Theorem 4.4. Let $\mathscr{C}_{w}$ be a Hom-finite triangulated $2-C Y$ category associated with an element in a Coxeter group. Then there is some algebra $A$ of global dimension at most 2 such that $\mathscr{C}_{w}$ is triangle equivalent to the generalized cluster category $\mathscr{C}_{A}$.

Another result of a similar flavour was recently shown in ([2],[38]).
Theorem 4.5. Let $R=k[[X, Y, Z]]^{G}$ be an invariant ring as discussed above, where $G \subset S L(3, k)$ is a finite cyclic group. Then the 2-CY triangulated category
$\underline{\mathrm{CM}}(R)$ is triangle equivalent to a generalized cluster category $\mathscr{C}_{A}$ for some finite dimensional algebra $A$ of global dimension at most 2.
4.7. Subfactor constructions. There is also a useful way of constructing new Hom-finite triangulated 2-CY categories from old ones, via subfactor constructions [78].

Let $\mathscr{C}$ be a Hom-finite triangulated 2 -CY category with a nonzero rigid object $D$. Let ${ }^{\perp} D[1]=\left\{X \in \mathscr{C} ; \operatorname{Ext}_{\mathscr{C}}^{1}(X, D)=0\right\}$. Then the factor category ${ }^{\perp} D[1] /$ add $D$ is triangulated 2-CY. The cluster tilting objects in ${ }^{\perp} D[1] /$ add $D$ are in one-one correspondence with the cluster tilting objects of $\mathscr{C}$ which have $D$ as a summand.

This was proved in the general case in [78]. Related results for the cluster categories were first proved in [24]. There they were used to show that if an algebra $\Gamma$ is cluster tilted, then $\Gamma / \Gamma e \Gamma$ is cluster tilted for any idempotent element $e$ of $\Gamma$ (see Section 5 for definition). This was useful for reducing problems to algebras with fewer simple modules.

When $\mathbf{w}=\mathbf{u v}$ is a reduced expression in a Coxeter group, then the 2CY triangulated category $\underline{\operatorname{Sub}} \Lambda_{v}$ is triangle equivalent to a specific subfactor category of $\underline{\operatorname{Sub}} \Lambda_{w}$ [76]. This was used to get information on components of cluster tilting graphs for $\underline{\underline{S u b}} \Lambda_{w}[76]$.

## 5. 2-Calabi-Yau Tilted Algebras and Jacobian Algebras

The study of cluster categories gave rise to an interesting class of finite dimensional algebras, obtained by taking endomorphism algebras of cluster tilting objects. They have been called cluster tilted algebras [23], and are in some sense analogous to the tilted algebras in the representation theory of finite dimensional algebras. But their properties are quite different, from several points of view. The cluster tilted algebras have a natural generalization to what has been called 2-CY -tilted algebras, where in the definition we replace cluster categories by Hom-finite triangulated 2-CY -categories. In this section we give some basic properties of these algebras, and discuss their relationship to another important class of algebras; the Jacobian algebras associated with quivers with potential ([39],[40]).
5.1. Special properties of cluster tilted algebras. The following result from [5] gives a procedure for passing from a tilted algebra to a cluster tilted algebra (see also ([114],[104])). It has no known analog in the general case of 2-CY -tilted algebras.

Theorem 5.1. Let $\Gamma$ be a tilted algebra. Then the trivial extension algebra $\Gamma \ltimes \operatorname{Ext}_{\Gamma}^{2}(D \Gamma, \Gamma)$ is cluster tilted.

In practice, this is interpreted to amount to drawing an additional arrow from $j$ to $i$ in the quiver of $\Gamma$, for each relation from $i$ to $j$ in a minimal set of relations for $\Gamma$. In the case of finite representation type, this construction was first made in [26], and also used in [28] for a small class of algebras of infinite representation type.

For example, if $Q$ is the quiver $1 \xrightarrow{\alpha} 2 \xrightarrow{\beta} 3$ and $\Gamma=k Q /\langle\beta \alpha\rangle$, then the quiver of $\Gamma \ltimes \operatorname{Ext}_{\Gamma}^{2}(D \Gamma, \Gamma)$ is $1 \longrightarrow 2 \longrightarrow 3$

Another interesting property of cluster tilted algebras, not shared by tilted algebras or by 2-CY -tilted algebras in general, is the following [18].
Theorem 5.2. A cluster tilted algebra is determined by its quiver.
In the case of finite representation type this was proved in [21], where also the relations were described. Part of the finite type case was also proved independently in [32]. In general there is no known way of constructing the unique cluster tilted algebra associated with a given quiver.

The following example shows that the corresponding result does not hold for tilted algebras, since for the quiver $Q: 1 \xrightarrow{\alpha} 2 \xrightarrow{\beta} 3$, both $k Q$ and $k Q /\langle\beta \alpha\rangle$ are tilted algebras. If $Q$ is the quiver $\underset{1}{\frac{\alpha}{2} \sim_{3}}$, then $k Q /\langle\beta \alpha, \gamma \beta, \alpha \gamma\rangle$ and $k Q /\langle\beta \alpha \gamma \beta \alpha, \gamma \beta \alpha \gamma \beta, \alpha \gamma \beta \alpha \gamma\rangle$ can both be shown to be 2-CY -tilted algebras, even though they have the same quiver. Here only the first one is cluster tilted.
5.2. Homological properties. The central properties of cluster tilted algebras of a homological nature remain valid also in the general case of 2-CY -tilted algebras. A Hom-finite triangulated category $\mathscr{C}$ with split idempotents is 3-CY if we have a functorial isomorphism $D\left(\operatorname{Ext}^{1}(X, Y)\right) \simeq \operatorname{Ext}^{2}(Y, X)$ for $X, Y$ in $\mathscr{C}$.

Theorem 5.3. Let $\mathscr{C}$ be a Hom-finite triangulated 2-CY category, $T$ a cluster tilting object in $\mathscr{C}$, and let $\Gamma=\operatorname{End}_{\mathscr{C}}(T)^{\mathrm{op}}$. Then we have the following.
(a) The functor $\operatorname{Hom}_{\mathscr{C}}(T):, \mathscr{C} \rightarrow \bmod \Gamma$ induces an equivalence of categories $\mathscr{C} / \operatorname{add} \tau T \xrightarrow{\sim} \bmod \Gamma$.
(b) $\Gamma$ is Gorenstein of injective dimension at most 1.
(c) The stable category Sub $\Gamma$ is triangulated 3-CY.

Part (a) was proved in [23] for cluster tilted algebras and in [85] in general. Parts (b) and (c) were proved in [85].

Part (a) expresses a close relationship between $\mathscr{C}$ and $\bmod \Gamma$. For example, on the level of objects, the indecomposable objects in $\bmod \Gamma$ are obtained from those in $\mathscr{C}$ by dropping the indecomposable summands of $\tau T$ (which are only finite in number). The category $\mathscr{C}$ has almost split triangles inherited from
the almost split triangles in $\mathcal{D}^{b}(k Q)$, and by dropping the indecomposable summands of $\tau T$ one obtains the AR-quiver of $\bmod \Gamma$. Since $\mathscr{C}$ and $\bmod \Gamma$ are closely related, then also $\bmod \Gamma$ and $\bmod \Gamma^{\prime}$ are closely related when $\Gamma^{\prime}=\operatorname{End}\left(T^{\prime}\right)^{\text {op }}$ for some cluster tilting object $T^{\prime}$ in $\mathscr{C}$. In particular, we have the following ([23],[85]), which generalizes Theorem 1.2.

Theorem 5.4. Let the notation be as above, and assume in addition that $T^{\prime}$ is obtained from $T$ by a mutation. Then $\Gamma$ and $\Gamma^{\prime}$ are nearly Morita equivalent, that is, there are simple modules $S$ and $S^{\prime}$ over $\Gamma$ and $\Gamma^{\prime}$ respectively, such that the factor categories $\bmod \Gamma / \operatorname{add} S$ and $\bmod \Gamma / \operatorname{add} S^{\prime}$ are equivalent.

Here the objects in add $S$ are finite direct sums of copies of $S$, and the maps in $\bmod \Gamma /$ add $S$ are the usual $\Gamma$-homomorphisms modulo those factoring through an object in add $S$.

In view of the close relationship between $\mathscr{C}$ and $\bmod \Gamma$, it is natural to ask if $\bmod \Gamma$ determines $\mathscr{C}$. It is not known if this holds in general, but there is the following information [86], which was essential for the proof of Theorem 4.3.

Theorem 5.5. Let $\mathscr{C}$ be a Hom-finite triangulated 2-CY category over the field $k$, and assume that $\mathscr{C}$ is algebraic (see [86]). If there is a cluster tilting object in $\mathscr{C}$ whose associated quiver $Q$ has no oriented cycles, then $\mathscr{C}$ is triangle equivalent to the cluster category $\mathscr{C}_{Q}$.
5.3. Relationship to Jacobian algebras. It was clear from the beginning of the theory that many examples of cluster tilted algebras, and later of 2 -CY tilted algebras, were given by quivers with potentials. This is a class of algebras appearing in the physics literature [13], and they have been systematically investigated in ([39],[40]). We refer to [39] for the general definition of quiver with potential. In particular, a theory of mutations of quivers with potential has been developed.

For example if we have the quiver potential $W=\gamma \beta \alpha$, which is a cycle. Taking the derivatives with respect to the arrows $\alpha, \beta, \gamma$, up to cyclic permutation, we get $\partial W / \partial \alpha=\gamma \beta, \partial W / \partial \beta=$ $\alpha \gamma, \partial W / \partial \gamma=\beta \alpha$. Using these elements as a generating set for the relations, we obtain the first algebra in the example in Section 5.1. If we take the potential $W=\gamma \beta \alpha \gamma \beta \alpha$, we get the second algebra.

The algebras associated with a quiver with potential $(Q, W)$ as above are called Jacobian algebras and denoted by $\operatorname{Jac}(Q, W)$. They are not necessarily finite dimensional. For example, the 3-CY algebras of Krull dimension 3 mentioned in Section 3 are often Jacobian.

The connection between 2-CY -tilted and Jacobian algebras indicated by the above examples is not accidental. In fact we have the following ([1],[84]).

Theorem 5.6. Any finite dimensional Jacobian algebra is 2-CY -tilted.

It is an open problem whether any 2-CY -tilted algebra is Jacobian. But in many situations this is known to be the case. For example we have the following ([18],[84]) (see also [84] and Corollary 5.12 for more general results).

Theorem 5.7. Any cluster tilted algebra is Jacobian.
For the 2-CY -tilted algebras associated with standard cluster tilting objects in $\underline{\operatorname{Sub}} \Lambda_{w}$, there is an explicit description of the quiver in terms of the reduced expression [17]. The same quiver appeared in [14] in the Dynkin case. In [18] the following was shown.

Theorem 5.8. Let $w$ be an element in a Coxeter group. Then the 2-CYtilted algebras associated with the standard cluster tilting objects in $\underline{\underline{S u b}} \Lambda_{w}$ are Jacobian.

We illustrate with the following.
Example 5.9. Let $Q$ be the quiver $1 \xrightarrow{a} 2 \xrightarrow{b} 3$ and $\mathbf{w}=s_{1} s_{2} s_{3} s_{1} s_{2} s_{1}$ a reduced expression. Let $T$ be the corresponding cluster tilting object in $\operatorname{Sub} \Lambda_{w}$. Then $\operatorname{End}(T)^{\mathrm{op}}$ and $\operatorname{End}(T)^{\mathrm{op}}$ have quivers


For the second quiver we have the potential $W=p a^{*} a$, and $\operatorname{End}(T)^{\mathrm{op}} \simeq$ $\operatorname{Jac}(Q, W)$.
5.4. Mutation of quivers with potentials. Let $(Q, W)$ be a quiver with potential, where $Q$ is a finite quiver with no loops. Then a mutation $\mu_{i}(Q, W)$ is defined in [39] (see also [13]), when $i$ does not lie on a 2-cycle. Here we illustrate the definition on an example.

Example 5.10. Let $Q$ be the quiver $\underbrace{\stackrel{b}{\longrightarrow}}_{\substack{a}} 3$, and $W=c b a$ a potential.
 $\tilde{W}=c[b a]+a^{*} b^{*}[b a]$. Here we have replaced the path $b a$ of length 2 going through the vertex 2 by a new arrow [ba], and we have added a new term $a^{*} b^{*}[b a]$ in the potential. Since $\tilde{W}$ has a term which is a cycle of length 2 , it is by definition not reduced. In the next step we get rid of cycles of length 2 in the potential, and obtain $\mu_{2}(Q, W)=(\bar{Q}, \bar{W})$, where $\bar{Q}$ is $1 \stackrel{a^{*}}{4} 2 \stackrel{b^{*}}{\longleftrightarrow} 3$ and $\bar{W}=0$.

In general $\bar{Q}$ may have 2-cycles. Then $\bar{Q}$ coincides with $\mu_{2}(Q)$ only after removing all 2 -cycles. If we require to remove all 2 -cycles, mutation of quivers with potential gives a categorification of quiver mutation.
5.5. Comparing mutations. Since there is a large intersection between the classes of Jacobian algebras and 2-CY -tilted algebras, it makes sense to ask if the mutations of cluster tilting objects and of quivers with potential are closely related (see [18]).

Consider the following diagram, where $T$ is a cluster tilting object in a Homfinite triangulated 2-CY category $\mathscr{C}$, and $(Q, W)$ is a quiver with potential. We assume that $\operatorname{End}_{\mathscr{C}}(T)^{\mathrm{op}} \simeq \operatorname{Jac}(Q, W)$, and consider the diagram


It is not clear whether any cluster tilting object $T^{\prime}$ with $\operatorname{End}\left(T^{\prime}\right)^{\text {op }} \simeq$ $\operatorname{End}(T)^{\text {op }}$ gives rise to an algebra $\operatorname{End}\left(\mu_{i}\left(T^{\prime}\right)\right)^{\text {op }}$ which is isomorphic to $\operatorname{End}\left(\mu_{i}(T)\right)^{\text {op }}$. Similarly, it is not clear if a quiver with potential $\mu_{i}\left(Q^{\prime}, W^{\prime}\right)$ gives rise to an algebra isomorphic to $\operatorname{Jac}\left(\mu_{i}(Q, W)\right)$ when $\operatorname{Jac}(Q, W) \simeq \operatorname{Jac}\left(Q^{\prime}, W^{\prime}\right)$. The latter was posed as a problem in [39]. It was solved in the finite dimensional case, as a consequence of the following [18].

Theorem 5.11. Let the notation be as above, and assume that we have an isomorphism $\operatorname{End}(T)^{\mathrm{op}} \simeq \operatorname{Jac}(Q, W)$.
(a) For any choice of $T$ and of $(Q, W)$ in the isomorphism $\operatorname{End}(T)^{\mathrm{op}} \simeq$ $\operatorname{Jac}(Q, W)$, we have $\operatorname{End}\left(\mu_{i}(T)\right)^{\mathrm{op}} \simeq \operatorname{Jac}\left(\mu_{i}(Q, W)\right)$.
(b) As a consequence, the assignment $\operatorname{End}(T)^{\mathrm{op}} \mapsto \operatorname{End}\left(\mu_{i}(T)\right)^{\mathrm{op}}$ is independent of the choice of $T$ and the assignment $\operatorname{Jac}(Q, W) \mapsto \operatorname{Jac}(\bar{Q}, \bar{W})$ is independent of the choice of $(Q, W)$.

We have the following important consequence.
Corollary 5.12. If a 2 -CY -tilted algebra is Jacobian, then all 2-CY -tilted algebras belonging to the same component in the cluster tilting graph are Jacobian.

Note that this gives an easy proof of the fact that a cluster tilted algebra is Jacobian, since $k Q$ is clearly Jacobian, and we know that there is only one component in this case.

It also follows, using Corollary 5.12, that any 2-CY -tilted algebra belonging to the same component of the cluster tilting graph as those coming from standard cluster tilting objects in categories $\underline{\operatorname{Sub}} \Lambda_{w}$ are Jacobian. This emphasizes the importance of the problem of proving the existence of only one component in general.

We have seen that for a cluster tilting object $T$ in a triangulated 2-CY category $\mathscr{C}$, then $\operatorname{End}(T)^{\mathrm{op}}$ and $\operatorname{End}\left(\mu_{i}(T)\right)^{\mathrm{op}}$ are nearly Morita equivalent. Hence the corresponding result holds for neighbouring finite dimensional Jacobian algebras by Theorems 5.4, 5.6 and 5.11. Actually, the following more general result holds ([18],[40],[87]).

Theorem 5.13. If $\Lambda$ and $\Lambda^{\prime}$ are neighbouring Jacobian algebras, then the categories of finite dimensional modules over $\Lambda$ and $\Lambda^{\prime}$ are nearly Morita equivalent.

The 3-Calabi-Yau tilted algebras mentioned in Sections 3.1 and 3.6 are sometimes given by quivers with potential, and for these algebras we have mutation using tilting modules of projective dimension at most 1 . Also in this setting the mutation of quivers with potential is closely related to the mutation of tilting modules [18].

Theorem 5.14. Assume that $T$ is a tilting module of projective dimension at most 1 over a 3 -CY-algebra, where $\operatorname{End}(T)^{\text {op }} \simeq \operatorname{Jac}(Q, W)$. Then $\operatorname{End}\left(\mu_{i}(T)\right)^{\mathrm{op}} \simeq \operatorname{Jac}\left(\mu_{i}(Q, W)\right)$.

In particular, it follows that $\operatorname{Jac}\left(\mu_{i}(Q, W)\right)$ is obtained $\operatorname{from} \operatorname{Jac}(Q, W)$ via a tilting module $T$ of projective dimension at most 1 .
5.6. Derived equivalence. As discussed above, it was shown in [77] that for 3-CY-algebras quiver mutation can be categorified using mutation of tilting modules of projective dimension at most 1 , similar to the original case of categorifying reflections at sinks discussed in Section 1. And a tilting module gives rise to a derived equivalence [64].

It is known from [39] that for any finite quiver $Q$ without loops or 2 -cycles, there is some potential $W$ with the following property. For any quiver with potential $\left(Q^{\prime}, W^{\prime}\right)$ obtained from $(Q, W)$ by a finite sequence of mutations, the quiver $Q^{\prime}$ has no loops or 2-cycles. Then the operation $\mu_{i}$ taking $(Q, W)$ to $\mu_{i}(Q, W)=\left(\mu_{i}(Q), \bar{W}\right)$ is directly a categorification of the quiver mutation taking $Q$ to $\mu_{i}(Q)$, without having to remove any 2-cycles after performing the mutation $\mu_{i}$ on $(Q, W)$. The following result from [87] is a generalization of the results in [77].

Theorem 5.15. With the above notation, the Ginzburg algebras associated with $(Q, W)$ and $\mu_{i}(Q, W)$ are derived equivalent.

## 6. Applications to Cluster Algebras

The categorification of various classes of cluster algebras is an interesting problem itself. We have seen that the special case of categorifying quiver mutation in the acyclic case led to information on cluster algebras, namely a characterization of the acyclic cluster algebras having only a finite number of quivers occurring in the seeds. Categorification has also been used to discover new cluster algebras and to categorify old ones. In order to use categorification to obtain additional information on cluster algebras, it is of interest to define maps with nice properties between cluster variables and indecomposable rigid objects, and show that they are injective and/or surjective.
6.1. The Dynkin case. For Dynkin diagrams it was already known from [49] and [92] that there is a bijection between the cluster variables and the almost positive roots, hence a bijection between cluster variables and indecomposable decorated representations. For the associated cluster category $\mathscr{C}_{Q}$ we have a natural correspondence between the negative simple roots $-s_{1}, \ldots,-s_{n}$ and the indecomposable objects $P_{1}[1], \ldots, P_{n}[1]$ in the cluster category. Here $P_{i}$ is the projective cover of the simple $k Q$-module $S_{i}$ corresponding to the simple root $s_{i}$. Then we have the following [20].

Theorem 6.1. Let $Q$ be a Dynkin quiver of type $A_{n}, D_{n}, E_{6}, E_{7}$ or $E_{8}$ and $\mathcal{A}(Q)$ the associated cluster algebra with no coefficients. Then there is a bijection from the cluster variables of $\mathcal{A}(Q)$ to the indecomposable (rigid) objects in the cluster category $\mathscr{C}_{Q}$, sending clusters to cluster tilting objects.
6.2. From cluster algebras to cluster categories. It was conjectured in [20] that there should be a bijection as in Theorem 6.1 in the general acyclic case. Relevant maps have been defined in both directions in order to deal with this problem. Here we start with defining a natural map $\alpha$ from cluster variables to indecomposable rigid objects [25].

Let $\left(\left(x_{1}, \ldots, x_{n}\right), Q\right)$, with $Q$ a finite connected acyclic quiver, be the initial seed. Then define $\alpha\left(x_{i}\right)=P_{i}[1]$ for $i=1, \ldots, n$. The mutation $\mu_{i}\left(\left(x_{1}, \ldots, x_{n}\right), Q\right)$ creates a new cluster variable $x_{i}^{*}$, which is sent to the indecomposable rigid object $P_{i}[i]^{*}$, where $P_{i}[1]^{*} \not \approx P_{i}[1]$ and $\left(k Q / P_{i}[1]\right) \oplus P_{i}[1]^{*}$ is a cluster tilting object in $\mathscr{C}_{Q}$. We continue this procedure, and prove that the map $\alpha$ is well-defined. Here we use heavily property (C4) of a cluster structure, as proved in [24]. To show that $\alpha$ is surjective one uses that the cluster tilting graph is connected. Then one shows that the map $\alpha$ on cluster variables induces a map from clusters to cluster tilting objects.

Already from these properties of $\alpha$ one gets the following, which was proved independently in [25] and [34] for acyclic cluster algebras.

Theorem 6.2. For acyclic cluster algebras with no coefficients, a seed is determined by its cluster.

This has later been generalized in [60] using other methods.
6.3. Interpretation of denominators. Let $\left(\left(x_{1}, \ldots, x_{n}\right), Q\right)$ be the initial seed, where $Q$ is an acyclic quiver. The denominator of a cluster variable (different from $\left(x_{1}, \ldots, x_{n}\right)$ ), expressed in the variables $x_{1}, \ldots, x_{n}$, determines the composition factors of a unique indecomposable rigid $k Q$-module. This is proved in [25] at the same time as constructing the surjective map $\alpha$ discussed in 6.2. For example, for $Q: 1 \longrightarrow 2 \longrightarrow 3$ the cluster variable $f / x_{1} x_{2} x_{3}$ in reduced form is sent by $\alpha$ to the unique indecomposable rigid $k Q$-module which has composition factors $S_{1}, S_{2}, S_{3}$, and this is $P_{1}$.

The surprisingly simple, but extremely useful, idea of positivity condition was crucial for the proof. This says that if $f=f\left(x_{1}, \ldots, x_{n}\right)$ has the property that if $f\left(e_{i}\right)>0$, where $e_{i}=(1, \ldots, 1,0,1, \ldots, 1)$, for $i=1, \ldots, n$, then $f / m$, where $m$ is a non constant monomial, is in reduced form.

The approach sketched above is taken from [25]. This type of connection between denominators and indecomposable rigid objects was first shown in [48] for Dynkin diagrams with alternating orientation, then in [32] and [101] for the general Dynkin case, with another approach in [35]. Note that only using the approach sketched above there could still theoretically be different cluster variables $f / m$ and $f^{\prime} / m$ in reduced form, with the same monomial $m$. Another approach to the denominator theorem is given in [34], where also the above positivity condition from [25] is used, together with the Caldero-Chapoton map, which we discuss next. Using this map, it follows that $m$ determines $f / m$ (see also [71]).

Note that when we express the cluster variables in terms of a seed different from the initial one, the denominators do not necessarily determine an indecomposable rigid module [22]. This fact was useful in [52] for giving a counterexample to a conjecture in [51].
6.4. From cluster categories to cluster algebras. We now define a map from indecomposable rigid objects in cluster categories to cluster variables in the corresponding cluster algebras. This beautiful work was started in [31] for the Dynkin case, with the following definition.

Let $M$ be in $\bmod k Q$. Then define

$$
X_{M}=\sum_{\mathbf{e}} \chi\left(G r_{\mathbf{e}}(M)\right) \prod_{i} u_{i}^{-\left\langle\mathbf{e}, \alpha_{i}\right\rangle-\left\langle\alpha_{i}, \mathbf{m}-\mathbf{e}\right\rangle} .
$$

Here $G r_{\mathbf{e}}(M)=\{N \in \bmod k Q ; N \subset M, \underline{\operatorname{dim}} N=\mathbf{e}\}$, where $\mathbf{e}=\left(e_{1}, \ldots, e_{n}\right) \leq$ $\mathbf{m}=\left(m_{1}, \ldots, m_{n}\right)$, which denotes the dimension vector of $M$. Further $\langle$, denotes the Euler form defined on the Grothendieck group of $\bmod k Q$. For $M, N$ in $\bmod k Q$ it is defined by $\langle M, N\rangle=\operatorname{dim}_{k} \operatorname{Hom}_{k Q}(M, N)-\operatorname{dim}_{k} \operatorname{Ext}_{k Q}^{1}(M, N)$. Finally $\chi$ denotes the Euler-Poincaré characteristic of the quiver Grassmanian. Further we define $X_{P_{i}[1]}=u_{i}$, where $P_{1}, P_{2}, \ldots, P_{n}$ are the indecomposable projective $k Q$-modules.

We illustrate with the following.
Example 6.3. Let $Q$ be the quiver $1 \longrightarrow 2 \longrightarrow 3$. We compute $X_{S_{2}}$. We have $\mathbf{e}=(0,0,0)$ or $\mathbf{e}=(0,1,0)$. In both cases $\chi\left(G r_{\mathbf{e}}\left(S_{2}\right)\right)=1$.

Assume first $\mathbf{e}=(0,0,0)$. Then we have

$$
u_{1}^{-\left\langle 0, \alpha_{1}\right\rangle-\left\langle\alpha_{1}, \alpha_{2}\right\rangle} u_{2}^{-\left\langle 0, \alpha_{2}\right\rangle-\left\langle\alpha_{2}, \alpha_{2}\right\rangle} u_{3}^{-\left\langle 0, \alpha_{2}\right\rangle-\left\langle\alpha_{3}, \alpha_{2}\right\rangle}=u_{1} / u_{2}
$$

since $\operatorname{Ext}_{k Q}^{1}\left(S_{1}, S_{2}\right) \simeq k$ and $\operatorname{Ext}_{k Q}^{1}\left(S_{3}, S_{2}\right)=0$.
Assume then that $\mathbf{e}=\alpha_{2}$. Then we have

$$
u_{1}^{-\left\langle\alpha_{2}, \alpha_{1}\right\rangle} u_{2}^{-\left\langle\alpha_{2}, \alpha_{2}\right\rangle} u_{3}^{-\left\langle\alpha_{2}, \alpha_{3}\right\rangle}=u_{3} / u_{2}
$$

Hence we get

$$
X_{S_{2}}=u / u_{2}+u_{3} / u_{2}=\left(u_{1}+u_{3}\right) / u_{2} .
$$

The following is the main result of [31].
Theorem 6.4. In the Dynkin case, the $\mathbb{Q}\left[u_{1}, \ldots, u_{n}\right]$-submodule of $\mathbb{Q}\left(u_{1}, \ldots, u_{n}\right)$ generated by the $X_{M}$ for $M$ an indecomposable $k Q$-module, coincides with the cluster algebra $\mathcal{A}(Q)$, and the set of cluster variables is given by

$$
\left\{u_{i} ; 1 \leq i \leq n\right\} \cup\left\{X_{M} ; M \text { indecomposable module in } \bmod k Q\right\} .
$$

The Caldero-Chapoton formula was generalized to the acyclic case in [34]. The corresponding map $\beta$ from the indecomposable rigid objects in the cluster category to the cluster variables in the associated cluster algebra was shown to be surjective, and also injective by using the positivity condition from the previous subsection. One then has the following [34] (see also [25, Appendix]).

Theorem 6.5. There is a map $\beta$ from the indecomposable objects in the cluster category $\mathscr{C}_{Q}$ for a finite acyclic quiver $Q$ to the associated cluster algebra, $\mathcal{A}(Q)$, with no coefficients, such that there is induced
(1) a bijection from the indecomposable rigid objects to the cluster variables
(2) a bijection between the cluster tilting objects in $\mathscr{C}_{Q}$ and the clusters for $\mathcal{A}(Q)$.

Some further feedback to acyclic cluster algebras is then given as a result of this tighter connection, for example the following [25, Appendix].

Theorem 6.6. If $\left\{u_{1}, \ldots, u_{n}\right\}$ is a cluster in an acyclic cluster algebra with no coefficients, there is for each $i=1, \ldots, n$, a unique element $u_{i}^{*} \neq u_{i}$ such that $\left\{u_{1}, \ldots, u_{i}^{*}, u_{i+1}, \ldots, u_{n}\right\}$ is a cluster.

This has later been generalized to cluster algebras of geometric type in [60], using different methods.

There is another variation of the Caldero-Chapoton formula in [95], where the case of an arbitrary initial seed in an acyclic cluster algebra was treated. In that connection Palu formulated the desired properties needed in order to obtain a good map from a 2 -CY triangulated category $\mathscr{C}$ to a commutative ring $R$, called a cluster character $\chi$ [95] (see also [17]). The requirement was that
(i) $\chi(A)=\chi(B)$ if $A \simeq B$.
(ii) $\chi(A \oplus B)=\chi(A) \chi(B)$.
(iii) If $\operatorname{dim} \operatorname{Ext}^{1}(X, Y)=1$ for indecomposable objects $X$ and $Y$ in $\mathscr{C}$, consider the non split triangles $X \rightarrow B \rightarrow Y \rightarrow X[1]$ and $Y \rightarrow B^{\prime} \rightarrow X \rightarrow Y[1]$. Then we have $\chi(X) \chi(Y)=\chi(B)+\chi\left(B^{\prime}\right)$.
The last condition is needed to ensure that indecomposable rigid objects are sent to cluster variables (see also [17]).

There are several interesting generalizations beyond the acyclic case, and we refer to ([37],[52],[56],[57],[58], [93],[96],[97]).
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We discuss possible discretizations of complex analysis and some of their applications to probability and mathematical physics, following our recent work with Dmitry Chelkak, Hugo Duminil-Copin and Clément Hongler.
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## 1. Introduction

The goal of this note is to discuss some of the applications of discrete complex analysis to problems in probability and statistical physics. It is not an exhaustive survey, and it lacks many references. Forgoing completeness, we try to give a taste of the subject through examples, concentrating on a few of our recent papers with Dmitry Chelkak, Hugo Duminil-Copin and Clément Hongler [CS08, CS09, CS10, DCS10, HS10]. There are certainly other interesting developments in discrete complex analysis, and it would be a worthy goal to write an extensive exposition with an all-encompassing bibliography, which we do not attempt here for lack of space.

Complex analysis (we restrict ourselves to the case of one complex or equivalently two real dimensions) studies analytic functions on (subdomains of) the complex plane, or more generally analytic structures on two dimensional manifolds. Several things are special about the (real) dimension two, and we won't

[^64]discuss an interesting and often debated question, why exactly complex analysis is so nice and elegant. In particular, several definitions lead to identical class of analytic functions, and historically different adjectives (regular, analytic, holomorphic, monogenic) were used, depending on the context. For example, an analytic function has a local power series expansion around every point, while a holomorphic function has a complex derivative at every point. Equivalence of these definitions is a major theorem in complex analysis, and there are many other equivalent definitions in terms of Cauchy-Riemann equations, contour integrals, primitive functions, hydrodynamic interpretation, etc. Holomorphic functions have many nice properties, and hundreds of books were devoted to their study.

Consider now a discretized version of the complex plane: some graph embedded into it, say a square or triangular lattice (more generally one can speak of discretizations of Riemann surfaces). Can one define analytic functions on such a graph? Some of the definitions do not admit a straightforward discretization: e.g. local power series expansions do not make sense on a lattice, so we cannot really speak of discrete analyticity. On the other hand, as soon as we define discrete derivatives, we can ask for the holomorphicity condition. Thus it is philosophically more correct to speak of discrete holomorphic, rather than discrete analytic functions. We will use the term preholomorphic introduced by Ferrand [Fer44], as we prefer it to the term monodiffric used by Isaacs in the original papers [Isa41, Isa52] (a play on the term monogenic used by Cauchy for continuous analytic functions).

Though the preholomorphic functions are easy to define, there is a lack of expository literature about them. We see two main reasons: firstly, there is no canonical preholomorphicity definition, and one can argue which of the competing approaches is better (the answer probably depends on potential applications). Secondly, it is straightforward to transfer to the discrete case beginnings of the usual complex analysis (a nice topic for an undergraduate research project), but the easy life ends when it becomes necessary to multiply preholomorphic functions. There is no easy and natural way to proceed and the difficulty is addressed depending on the problem at hand.

As there seems to be no canonical discretization of the complex analysis, we would rather adopt a utilitarian approach, working with definitions corresponding to interesting objects of probabilistic origin, and allowing for a passage to the scaling limit. We want to emphasize, that we are concerned with the following triplets:

1. A planar graph,
2. Its embedding into the complex plane,
3. Discrete Cauchy-Riemann equations.

We are interested in triplets such that the discrete complex analysis approximates the continuous one. Note that one can start with only a few elements of
the triplet, which gives some freedom. For example, given an embedded graph, one can ask which discrete difference equations have solutions close to holomorphic functions. Or, given a planar graph and a notion of preholomorphicity, one can look for an appropriate embedding.

The ultimate goal is to find lattice models of statistical physics with preholomorphic observables. Since those observables would approximate holomorphic functions, some information about the original model could be subsequently deduced.

Below we start with several possible definitions of the preholomorphic functions along with historical remarks. Then we discuss some of their recent applications in probability and statistical physics.

## 2. Discrete Holomorphic Functions

For a given planar graph, there are several ways to define preholomorphic functions, and it is not always clear which way is preferable. A much better known class is that of discrete harmonic (or preharmonic) functions, which can be defined on any graph (not necessarily planar), and also in more than one way. However, one definition stands out as the simplest: a function on the vertices of graph is said to be preharmonic at a vertex $v$, if its discrete Laplacian vanishes:

$$
\begin{equation*}
0=\Delta H(u):=\sum_{v: \text { neighbor of } u}(H(v)-H(u)) . \tag{1}
\end{equation*}
$$

More generally, one can put weights on the edges, which would amount to taking different resistances in the electric interpretation below. Preharmonic functions on planar graphs are closely related to discrete holomorphicity: for example, their gradients defined on the oriented edges by

$$
\begin{equation*}
F(\overrightarrow{u v}):=H(v)-H(u), \tag{2}
\end{equation*}
$$

are preholomorphic. Note that the edge function above is antisymmetric, i.e. $F(\overrightarrow{u v})=-F(\overrightarrow{v u})$.

Both classes with the definitions as above are implicit already in the 1847 work of Kirchhoff [Kir47], who interpreted a function defined on oriented edges as an electric current flowing through the graph. If we assume that all edges have unit resistance, than the sum of currents flowing from a vertex is zero by the first Kirchhoff law:

$$
\begin{equation*}
\sum_{u: \text { neighbor of } v} F(\overrightarrow{u v})=0, \tag{3}
\end{equation*}
$$

and the sum of the currents around any oriented closed contour $\gamma$ (for the planar graphs it is sufficient to consider contours around faces) face is zero by the second Kirchhoff law:

$$
\begin{equation*}
\sum_{\overrightarrow{u v} \in \gamma} F(\overrightarrow{u v})=0 . \tag{4}
\end{equation*}
$$

The two laws are equivalent to saying that $F$ is given by the gradient of a potential function $H$ as in (2), and the latter function is preharmonic (1). One can equivalently think of a hydrodynamic interpretation, with $F$ representing the flow of liquid. Then conditions (3) and (4) mean that the flow is divergenceand curl-free correspondingly. Note that in the continuous setting similarly defined gradients of harmonic functions on planar domains coincide up to complex conjugation with holomorphic functions. And in higher dimensions harmonic gradients were proposed as one of their possible generalizations.

There are many other ways to introduce discrete structures on graphs, which can be developed in parallel to the usual complex analysis. We have in mind mostly such discretizations that restrictions of holomorphic (or harmonic) functions become approximately preholomorphic (or preharmonic). Thus we speak about graphs embedded into the complex plane or a Riemann surface, and the choice of embedding plays an important role. Moreover, the applications we are after require passages to the scaling limit (as mesh of the lattice tends to zero), so we want to deal with discrete structures which converge to the usual complex analysis as we take finer and finer graphs.

Preharmonic functions satisfying (1) on the square lattices with decreasing mesh fit well into this philosophy, and were studied in a number of papers in early twentieth century (see e.g. [PW23, Bou26, Lus26]), culminating in the seminal work of Courant, Friedrichs and Lewy. It was shown in [CFL28] that solution to the Dirichlet problem for a discretization of an elliptic operator converges to the solution of the analogous continuous problem as the mesh of the lattice tends to zero. In particular, a preharmonic function with given boundary values converges in the scaling limit to a harmonic function with the same boundary values in a rather strong sense, including convergence of all partial derivatives.

Preholomorphic functions distinctively appeared for the first time in the papers [Isa41, Isa52] of Isaacs, where he proposed two definitions (and called such functions "monodiffric"). A few papers of his and others followed, studying the first definition (5), which is asymmetric on the square lattice. More recently the first definition was studied by Dynnikov and Novikov [DN03] in the triangular lattice context, where it becomes symmetric (the triangular lattice is obtained from the square lattice by adding all the diagonals in one direction).

The second, symmetric, definition was reintroduced by Ferrand, who also discussed the passage to the scaling limit [Fer44, LF55]. This was followed by extensive studies of Duffin and others, starting with [Duf56].

Both definitions ask for a discrete version of the Cauchy-Riemann equations $\partial_{i \alpha} F=i \partial_{\alpha} F$ or equivalently that $z$-derivative is independent of direction. Consider a subregion $\Omega_{\epsilon}$ of the mesh $\epsilon$ square lattice $\epsilon \mathbb{Z}^{2} \subset \mathbb{C}$ and define a function on its vertices. Isaacs proposed the following two definitions, replacing the derivatives by discrete differences. His "monodiffric functions of the first kind" are required to satisfy inside $\Omega_{\epsilon}$ the following identity:

$$
\begin{equation*}
F(z+i \epsilon)-F(z)=i(F(z+\epsilon)-F(z)) \tag{5}
\end{equation*}
$$



Figure 1. The first and the second Isaacs' definitions of discrete holomorphic functions: multiplied by $i$ difference along the vector $\alpha$ is equal to the difference along the rotated vector $i \alpha$. Note that the second definition (on the right) is symmetric with respect to lattice rotations, while the first one is not.
which can be rewritten as

$$
\frac{F(z+i \epsilon)-F(z)}{(z+i \epsilon)-z}=\frac{F(z+\epsilon)-F(z)}{(z+\epsilon)-z}
$$

We will be working with his second definition, which is more symmetric and also appears naturally in probabilistic context (but otherwise the theories based on two definitions are almost the same). We say that a function is preholomorphic, if inside $\Omega_{\epsilon}$ it satisfies the following identity, illustrated in Figure 1:

$$
\begin{equation*}
F(z+i \epsilon)-F(z+\epsilon)=i(F(z+\epsilon(1+i))-F(z)) \tag{6}
\end{equation*}
$$

which can also be rewritten as

$$
\frac{F(z+i \epsilon)-F(z+\epsilon)}{(z+i \epsilon)-(z+\epsilon)}=\frac{F(z+\epsilon(1+i))-F(z)}{(z+\epsilon(1+i))-z}
$$

It is easy to see that restrictions of continuous holomorphic functions to the mesh $\epsilon$ square lattice satisfy this identity up to $O\left(\epsilon^{3}\right)$. Note also that if we color the lattice in the chess-board fashion, the complex identity (6) can be written as two real identities (its real and imaginary parts), one involving the real part of $F$ at black vertices and the imaginary part of $F$ at white vertices, the other one - vice versa. So unless we have special boundary conditions, $F$ splits into two "demi-functions" (real at white and imaginary at black vs. imaginary at black and real at white vertices), and some prefer to consider just one of those, i.e. ask $F$ to be purely real at black vertices and purely imaginary at white ones.

The theory of so defined preholomorphic functions starts much like the usual complex analysis. It is easy to check, that for preholomorphic functions sums are also preholomorphic, discrete contour integrals vanish, primitive (in
a simply-connected domain) and derivative are well-defined and are preholomorphic functions on the dual square lattice, real and imaginary parts are preharmonic on their respective black and white sublattices, etc. Unfortunately, the product of two preholomorphic functions is no longer preholomorphic: e.g., while restrictions of $1, z$, and $z^{2}$ to the square lattice are preholomorphic, the higher powers are only approximately so.

Situation with other possible definitions is similar, with much of the linear complex analysis being easy to reproduce, and problems appearing when one has to multiply preholomorphic functions. Pointwise multiplication cannot be consistently defined, and though one can introduce convolution-type multiplication, the possible constructions are non-local and cumbersome. Sometimes, for different graphs and definitions, problems appear even earlier, with the first derivative not being preholomorphic.

Our main reason for choosing the definition (6) is that it naturally appears in probabilistic context. It was also noticed by Duffin that (6) nicely generalizes to a larger family of rhombic lattices, where all the faces are rhombi. Equivalently, one can speak of isoradial graphs, where all faces are inscribed into circles of the same radius - an isoradial graph together with its dual forms a rhombic lattice.

There are two main reasons to study this particular family. First, this is perhaps the largest family of graphs for which the Cauchy-Riemann operator admits a nice discretization. Indeed, restrictions of holomorphic functions to such graphs are preholomorphic to higher orders. This was the reason for the introduction of complex analysis on rhombic lattices by Duffin [Duf68] in late sixties. More recently, the complex analysis on such graphs was studied for the sake of probabilistic applications [Mer01, Ken02, CS08].

On the other hand, this seems to be the largest family where certain lattice models, including the Ising model, have nice integrability properties. In particular, the critical point can be defined with weights depending only on the local structure, and the star-triangle relation works out nicely. It seems that the first appearance of related family of graphs in the probabilistic context was in the work of Baxter [Bax78], where the eight vertex and Ising models were considered on $Z$-invariant graphs, arising from planar line arrangements. These graphs are topologically the same as the isoradial ones, and though they are embedded differently into the plane, by [KS05] they always admit isoradial embeddings. In [Bax78] Baxter was not passing to the scaling limit, and so the actual choice of embedding was immaterial for his results. However, his choice of weights in the models would suggest an isoradial embedding, and the Ising model was so considered by Mercat [Mer01], Boutilier and de Tilière [BdT08, BdT09], Chelkak and the author [CS09]. Additionally, the dimer and the uniform spanning tree models on such graphs also have nice properties, see e.g. [Ken02].

We would also like to remark that rhombic lattices form a rather large family of graphs. While not every topological quadrangulation (graph all of whose faces
are quadrangles) admits a rhombic embedding, Kenyon and Schlenker [KS05] gave a simple topological condition necessary and sufficient for its existence.

So this seems to be the most general family of graphs appropriate for our subject, and most of what we discuss below generalizes to it (though for simplicity we speak of the square and hexagonal lattices only).

## 3. Applications of Preholomorphic Functions

Besides being interesting in themselves, preholomorphic functions found several diverse applications in combinatorics, analysis, geometry, probability and physics.

After the original work of Kirchhoff, the first notable application was perhaps the famous article [BSST40] of Brooks, Smith, Stone and Tutte, who used preholomorphic functions to construct tilings of rectangles by squares.

Several applications to analysis followed, starting with a new proof of the Riemann uniformization theorem by Ferrand [LF55]. Solving the discrete version of the usual minimization problem, it is immediate to establish the existence of the minimizer and its properties, and then one shows that it has a scaling limit, which is the desired uniformization. Duffin and his co-authors found a number of similar applications, including construction of the Bergman kernel by Dieter and Mastin [DM71]. There were also studies of discrete versions of the multi-dimensional complex analysis, see e.g. Kiselman's [Kis05].

In [Thu86] Thurston proposed circle packings as another discretization of complex analysis. They found some beautiful applications, including yet another proof of the Riemann uniformization theorem by Rodin and Sullivan [RS87]. More interestingly, they were used by He and Schramm [HS93] in the best result so far on the Koebe uniformization conjecture, stating that any domain can be conformally uniformized to a domain bounded by circles and points. In particular, they established the conjecture for domains with countably many boundary components. More about circle packings can be learned form Stephenson's book [Ste05]. Note that unlike the discretizations discussed above, the circle packings lead to non-linear versions of the Cauchy-Riemann equations, see e.g. the discussion in [BMS05].

There are other interesting applications to geometry, analysis, combinatorics, probability, and we refer the interested reader to the expositions by Lovász [Lov04], Stephenson [Ste05], Mercat [Mer07], Bobenko and Suris [BS08].

In this note we are interested in applications to probability and statistical physics. Already the Kirchhoff's paper [Kir47] makes connection between the Uniform Spanning Tree and preharmonic (and so preholomorphic) functions.

Connection of Random Walk to preharmonic functions was certainly known to many researchers in early twentieth century, and figured implicitly in many papers. It is explicitly discussed by Courant, Friedrichs and Lewy in [CFL28], with preharmonic functions appearing as Green's functions and exit probabilities for the Random Walk.

More recently, Kenyon found preholomorphic functions in the dimer model (and in the Uniform Spanning Tree in a way different from the original considerations of Kirchhoff). He was able to obtain many beautiful results about statistics of the dimer tilings, and in particular, showed that those have a conformally invariant scaling limit, described by the Gaussian Free Field, see [Ken00, Ken01]. More about Kenyon's results can be found in his expositions [Ken04, Ken09]. An approximately preholomorphic function was found by the author in the critical site percolation on the triangular lattice, allowing to prove the Cardy's formula for crossing probabilities [Smi01b, Smi01a].

Finally, we remark that various other discrete relations were observed in many integrable two dimensional models of statistical physics, but usually no explicit connection was made with complex analysis, and no scaling limit was considered. Here we are interested in applications of integrability parallel to that for the Random Walk and the dimer model above. Namely, once a preholomorphic function is observed in some probabilistic model, we can pass to the scaling limit, obtaining a holomorphic function. Thus, the preholomorphic observable is approximately equal to the limiting holomorphic function, providing some knowledge about the model at hand. Below we discuss applications of this philosophy, starting with the Ising model.

## 4. The Ising Model

In this Section we discuss some of the ways how preholomorphic functions appear in the Ising model at criticality. The observable below was proposed in [Smi06] for the hexagonal lattice, along with a possible generalization to $O(N)$ model. Similar objects appeared earlier in Kadanoff and Ceva [KC71] and in Mercat [Mer01], though boundary values and conformal covariance, which are central to us, were never discussed.

The scaling limit and properties of our observable on isoradial graphs were worked out by Chelkak and the author in [CS09]. It is more appropriate to consider it as a fermion or a spinor, by writing $F(z) \sqrt{d z}$, and with more general setup one has to proceed in this way.

Earlier we constructed a similar fermion for the random cluster representation of the Ising model, see [Smi06, Smi10] and our joint work with Chelkak [CS09] for generalization to isoradial graphs (and also independent work of Riva and Cardy [ RC 06 ] for its physical connections). It has a simpler probabilistic interpretation than the fermion in the spin representation, as it can be written as the probability of the interface between two marked boundary points passing through a point inside, corrected by a complex weight depending on the winding.

The fermion for the spin representation is more difficult to construct. Below we describe it in terms of contour collections with distinguished points. Alternatively it corresponds to the partition function of the Ising model with a $\sqrt{z}$


Figure 2. Left: configuration of spins in the Ising model with Dobrushin boundary conditions, its contour representation, and an interface between two boundary points. Right: an example of a configuration considered for the Fermionic observable: a number of loops and a contour connecting $a$ to $z$. It can be represented as a spin configuration with a monodromy at $z$.
monodromy at a given edge, corrected by a complex weight; or to a product of order and disorder operators at neighboring site and dual site.

We will consider the Ising model on the mesh $\epsilon$ square lattice. Let $\Omega_{\epsilon}$ be a discretization of some bounded domain $\Omega \subset \mathbb{C}$. The Ising model on $\Omega_{\epsilon}$ has configurations $\sigma$ which assign $\pm 1$ (or simply $\pm$ ) spins $\sigma(v)$ to vertices $v \in \Omega_{\epsilon}$ and Hamiltonian defined (in the absence of an external magnetic field) by

$$
H(\sigma)=-\sum_{\langle u, v\rangle} \sigma(u) \sigma(v)
$$

where the sum is taken over all edges $\langle u, v\rangle$ inside $\Omega_{\epsilon}$. Then the partition function is given by

$$
Z=\sum_{\sigma} \exp (-\beta H(\sigma)),
$$

and probability of a given spin configuration becomes

$$
\mathbb{P}(\sigma)=\exp (-\beta H(\sigma)) / Z
$$

Here $\beta \geq 0$ is the temperature parameter (behaving like the reciprocal of the actual temperature), and Kramers and Wannier have established [KW41] that its critical value is given by $\beta_{c}=\log (\sqrt{2}+1) / 2$.

Now represent the spin configurations graphically by a collection of interfaces - contours on the dual lattice, separating plus spins from minus spins, the so-called low-temperature expansion, see Figure 2. A contour collection is a set of edges, such that an even number emanates from every vertex. In such case the contours can be represented as a union of loops (possibly in a nonunique way, but we do not distinguish between different representations). Note
that each contour collection corresponds to two spin collections which are negatives of each other, or to one if we fix the spin value at some vertex. The partition function of the Ising model can be rewritten in terms of the contour configurations $\omega$ as

$$
Z=\sum_{\omega} x^{\text {length of contours }} .
$$

Each neighboring pair of opposite spins contributes an edge to the contours, and so a factor of $x=\exp (-2 \beta)$ to the partition function. Note that the critical value is $x_{c}=\exp \left(-2 \beta_{c}\right)=\sqrt{2}-1$.

We now want to define a preholomorphic observable. To this effect we need to distinguish at least one point (so that the domain has a non-trivial conformal modulus). One of the possible applications lies in relating interfaces to Schramm's SLE curves, in the simplest setup running between two boundary points. To obtain a discrete interface between two boundary points $a$ and $b$, we introduce Dobrushin boundary conditions: + on one boundary arc and - on another, see Figure 2. Then those become unique points with an odd number of contour edges emanating from them.

Now to define our fermion, we allow the second endpoint of the interface to move inside the domain. Namely, take an edge center $z$ inside $\Omega_{\epsilon}$, and define

$$
\begin{equation*}
F_{\epsilon}(z):=\sum_{\omega(a \rightarrow z)} x^{\text {length of contours }} \mathcal{W}(\omega(a \rightarrow z)) \tag{7}
\end{equation*}
$$

where the sum is taken over all contour configurations $\omega=\omega(a \rightarrow z)$ which have two exceptional points: $a$ on the boundary and $z$ inside. So the contour collection can be represented (perhaps non-uniquely) as a collection of loops plus an interface between $a$ and $z$.

Furthermore, the sum is corrected by a Fermionic complex weight, depending on the configuration:

$$
\mathcal{W}(\omega(a \rightarrow z)):=\exp (-i s \text { winding }(\gamma, a \rightarrow z)) .
$$

Here the winding is the total turn of the interface $\gamma$ connecting $a$ to $z$, counted in radians, and the spin $s$ is equal to $1 / 2$ (it should not be confused with the Ising spins $\pm 1$ ). For some collections the interface can be chosen in more than one way, and then we trace it by taking a left turn whenever an ambiguity arises. Another choice might lead to a different value of winding, but if the loops and the interface have no "transversal" self-intersections, then the difference will be a multiple of $4 \pi$ and so the complex weight $\mathcal{W}$ is well-defined. Equivalently we can write

$$
\mathcal{W}(\omega(a \rightarrow z))=\lambda^{\# \text { signed turns of } \gamma}, \quad \lambda:=\exp \left(-i s \frac{\pi}{2}\right)
$$

see Figure 3 for weights corresponding to different windings.


Figure 3. Examples of Fermionic weights one obtains depending on the winding of the interface. Note that in the bottom left example there are two ways to trace the interface from $a$ to $z$ without self-intersections, which give different windings $\pm 2 \pi$, but the same complex weight $\mathcal{W}=-1$.

Remark 1. Removing complex weight $\mathcal{W}$ one retrieves the correlation of spins on the dual lattice at the dual temperature $x^{*}$, a corollary of the KramersWannier duality.

Remark 2. While such contour collections cannot be directly represented by spin configurations, one can obtain them by creating a disorder operator, i.e. a monodromy at $z$ : when one goes one time around $z$, spins change their signs.

Our first theorem is the following, which is proved for general isoradial graphs in [CS09], with a shorter proof for the square lattice given in [CS10]:

Theorem 1 (Chelkak, Smirnov). For Ising model at criticality, $F$ is a preholomorphic solution of a Riemann boundary value problem. When mesh $\epsilon \rightarrow 0$,

$$
F_{\epsilon}(z) / \sqrt{\epsilon} \rightrightarrows \sqrt{P^{\prime}(z)} \text { inside } \Omega
$$

where $P$ is the complex Poisson kernel at a: a conformal map $\Omega \rightarrow \mathbb{C}_{+}$such that $a \mapsto \infty$. Here both sides should be normalized in the same chart around $b$.

Remark 3. For non-critical values of $x$ observable $F$ becomes massive preholomorphic, satisfying the discrete analogue of the massive Cauchy-Riemann equations: $\bar{\partial} F=\operatorname{im}\left(x-x_{c}\right) \bar{F}$, cf. [MS09].

Remark 4. Ising model can be represented as a dimer model on the Fisher graph. For example, on the square lattice, one first represents the spin configuration as above - by the collection of contours on the dual lattice, separating


Figure 4. Fisher graph for a region of the square lattice, a spin configuration and a corresponding dimer configuration, with dimers represented by the bold edges.

+ and - spins. Then the dual lattice is modified with every vertex replaced by a "city" of six vertices, see Figure 4. It is easy to see that there is a natural bijection between contour configurations on the dual square lattice and dimer configuration on its Fisher graph.

Then, similarly to the work of Kenyon for the square lattice, the coupling function for the Fisher lattice will satisfy difference equations, which upon examination turn out to be another discretization of Cauchy-Riemann equations, with different projections of the preholomorphic function assigned to six vertices in a "city". One can then reinterpret the coupling function in terms of the Ising model, and this is the approach taken by Boutilier and de Tilière [BdT08, BdT09].

This is also how the author found the observable discussed in this Section, observing jointly with Kenyon in 2002 that it has the potential to imply the convergence of the interfaces to the Schramm's SLE curve.

The key to establishing Theorem 1 is the observation that the function $F$ is preholomorphic. Moreover, it turns out that $F$ satisfies a stronger form of preholomorphicity, which implies the usual one, but is better adapted to fermions.

Consider the function $F$ on the centers of edges. We say that $F$ is strongly (or spin) preholomorphic if for every centers $u$ and $v$ of two neighboring edges emanating from a vertex $w$, we have

$$
\operatorname{Proj}(F(v), 1 / \sqrt{\alpha})=\operatorname{Proj}(F(u), 1 / \sqrt{\alpha}),
$$

where $\alpha$ is the unit bisector of the angle $u w v$, and $\operatorname{Proj}(p, q)$ denotes the orthogonal projection of the vector $p$ on the vector $q$. Equivalently we can write

$$
\begin{equation*}
F(v)+\bar{\alpha} \overline{F(v)}=F(u)+\bar{\alpha} \overline{F(u)} . \tag{8}
\end{equation*}
$$



Figure 5. Involution on the Ising model configurations, which adds or erases halfedges $v w$ and $u w$. There are more pairs, but their relative contributions are always easy to calculate and each pair taken together satisfies the discrete Cauchy-Riemann equations. Note that with the chosen orientation constants $C_{1}$ and $C_{2}$ above are real.

This definition implies the classical one for the square lattice, and it also easily adapts to the isoradial graphs. Note that for convenience we assume that the interface starts from $a$ in the positive real direction as in Figure 2, which slightly changes weights compared to the convention in [CS09].

The strong preholomorphicity of the Ising model fermion is proved by constructing a bijection between configurations included into $F(v)$ and $F(u)$. Indeed, erasing or adding half-edges $w u$ and $w v$ gives a bijection $\omega \leftrightarrow \tilde{\omega}$ between configuration collections $\{\omega(u)\}$ and $\{\omega(v)\}$, as illustrated in Figure 5. To check (8), it is sufficient to check that the sum of contributions from $\omega$ and $\tilde{\omega}$ satisfies it. Several possible configurations can be found, but essentially all boil down to the two illustrated in Figure 5.

Plugging the contributions from Figure 5 into the equation (8), we are left to check the following two identities:

$$
\begin{equation*}
\lambda+\lambda \bar{\lambda}=1+\lambda \overline{1}, \quad \lambda x+\lambda \overline{\lambda x}=\lambda^{2}+\lambda \bar{\lambda}^{2} . \tag{9}
\end{equation*}
$$

The first identity always holds, while the second one is easy to verify when $x=x_{c}=\sqrt{2}-1$ and $\lambda=\exp (-\pi i / 4)$. Note that in our setup on the square lattice $\lambda$ ( or the spin $s$ ) is already fixed by the requirement that the complex weight is well-defined, and so the second equation in (9) uniquely fixes the allowed value of $x$. In the next Section we will discuss a more general setup, allowing for different values of the spin, corresponding to other lattice models.

To determine $F$ using its preholomorphicity, we need to understand its behavior on the boundary. When $z \in \partial \Omega_{\epsilon}$, the winding of the interface connecting $a$ to $z$ inside $\Omega_{\epsilon}$ is uniquely determined, and coincides with the winding of
the boundary itself. This amounts to knowing $\operatorname{Arg}(F)$ on the boundary, which would be sufficient to determine $F$ knowing the singularity at $a$ or the normalization at $b$.

In the continuous setting the condition obtained is equivalent to the Riemann Boundary Value Problem (a homogeneous version of the Riemann-Hilbert-Privalov BVP)

$$
\begin{equation*}
\operatorname{Im}\left(F(z) \cdot(\text { tangent to } \partial \Omega)^{1 / 2}\right)=0 \tag{10}
\end{equation*}
$$

with the square root appearing because of the Fermionic weight. Note that the homogeneous BVP above has conformally covariant solutions (as $\sqrt{d z}$-forms), and so is well defined even in domains with fractal boundaries. The Riemann BVP (10) is clearly solved by the function $\sqrt{P_{a}^{\prime}(z)}$, where $P$ is the Schwarz kernel at $a$ (the complex version of the Poisson kernel), i.e. a conformal map

$$
P: \Omega \rightarrow \mathbb{C}_{+}, \quad a \mapsto \infty
$$

Showing that on the lattice $F_{\epsilon}$ satisfies a discretization of the Riemann BVP (10) and converges to its continuous counterpart is highly non-trivial and a priori not guaranteed - there exist "logical" discretizations of the Boundary Value Problems, whose solutions have degenerate or no scaling limits. We establish convergence in [CS09] by considering the primitive $\int_{z_{0}}^{z} F^{2}(u) d u$, which satisfies the Dirichlet BVP even in the discrete setting. The big technical problem is that in the discrete case $F^{2}$ is no longer preholomorphic, so its primitive is a priori not preholomorphic or even well-defined. Fortunately, in our setting the imaginary part is still well-defined, so we can set

$$
H_{\epsilon}(z):=\frac{1}{2 \epsilon} \operatorname{Im} \int^{z} F(z)^{2} d z .
$$

While the function $H$ is not exactly preharmonic, it is approximately so, vanishes exactly on the boundary, and is positive inside the domain. This allows to complete the (at times quite involved) proof. A number of non-trivial discrete estimates is called for, and the situation is especially difficult for general isoradial graphs. We provide the needed tools in a separate paper [CS08].

Though Theorem 1 establishes convergence of but one observable, the latter (when normalized at $b$ ) is well behaved with respect to the interface traced from $a$. So it can be used to establish the following, see [CS10]:

Corollary 1. As mesh of the lattice tends to zero, the critical Ising interface in the discretization of the domain $\Omega$ with Dobrushin boundary conditions converges to the Schramm's SLE(3) curve.

Convergence is almost immediate in the topology of (probability measures on the space of) Loewner driving functions, but upgrading to convergence of curves requires extra estimates, cf. [KS09, DCHN09, CS10]. Once interfaces
are related to SLE curves, many more properties can be established, including values of dimensions and scaling exponents.

But even without appealing to SLE, one can use preholomorphic functions to a stronger effect. In a joint paper with Hongler [HS10] we study a similar observable, when both ends of the interface are allowed to be inside the domain. It turns out to be preholomorphic in both variables, except for the diagonal, and so its scaling limit can be identified with the Green's function solving the Riemann BVP. On the other hand, when two arguments are taken to be nearby, one retrieves the probability of an edge being present in the contour representation, or that the nearby spins are different. This allows to establish conformal invariance of the energy field in the scaling limit:

Theorem 2 (Hongler, Smirnov). Let $a \in \Omega$ and $\left\langle x^{\epsilon}, y^{\epsilon}\right\rangle$ be the closest edge from $a \in \Omega_{\epsilon}$. Then, as $\epsilon \rightarrow 0$, we have

$$
\begin{aligned}
\mathbb{E}_{+}\left[\sigma_{x}^{\epsilon} \sigma_{y}^{\epsilon}\right] & =\frac{\sqrt{2}}{2}+\frac{l_{\Omega}(a)}{\pi} \cdot \epsilon+o(\epsilon), \\
\mathbb{E}_{\text {free }}\left[\sigma_{x}^{\epsilon} \sigma_{y}^{\epsilon}\right] & =\frac{\sqrt{2}}{2}-\frac{l_{\Omega}(a)}{\pi} \cdot \epsilon+o(\epsilon),
\end{aligned}
$$

where the subscripts + and free denote the boundary conditions and $l_{\Omega}$ is the element of the hyperbolic metric on $\Omega$.

This confirms the Conformal Field Theory predictions and, as far as we know, for the first time provides the multiplicative constant in front of the hyperbolic metric.

These techniques were taken further by Hongler in [Hon10], where he showed that the (discrete) energy field in the critical Ising model on the square lattice has a conformally covariant scaling limit, which can be then identified with the corresponding Conformal Field Theory. This was accomplished by showing convergence of the discrete energy correlations in domains with a variety of boundary conditions to their continuous counterparts; the resulting limits are conformally covariant and are determined exactly. Similar result was obtained for the scaling limit of the spin field on the domain boundary.

## 5. The $\boldsymbol{O}(N)$ Model

The Ising preholomorphic function was introduced in [Smi06] in the setting of general $O(N)$ models on the hexagonal lattice. It can be further generalized to a variety of lattice models, see the work of Cardy, Ikhlef, Rajabpour [RC07, IC09]. Unfortunately, the observable seems only partially preholomorphic (satisfying only some of the Cauchy-Riemann equations) except for the Ising case. One can make an analogy with divergence-free vector fields, which are not a priori curl-free.

The argument in the previous Section was adapted to the Ising case, and some properties remain hidden behind the notion of the strong holomorphicity. Below we present its version generalized to the $O(N)$ model, following our joint work [DCS10] with Duminil-Copin. While for $N \neq 1$ we only prove that our observable is divergence-free, it still turns out to be enough to deduce some global information, establishing the Nienhuis conjecture on the exact value of the connective constant for the hexagonal lattice:

Theorem 3 (Duminil-Copin, Smirnov). On the hexagonal lattice the number $C(k)$ of distinct simple length $k$ curves from the origin satisfies

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{1}{k} \log C(k)=\log \sqrt{2+\sqrt{2}} \tag{11}
\end{equation*}
$$

Self-avoiding walks on a lattice (those without self-intersections) were proposed by chemist Flory [Flo53] as a model for polymer chains, and turned out to be an interesting and extensively studied object, see the monograph [MS93].

Using Coulomb gas formalism, physicist Nienhuis argued that the connective constant of the hexagonal lattice is equal to $\sqrt{2+\sqrt{2}}$, meaning that (11) holds. He even proposed better description of the asymptotic behavior:

$$
\begin{equation*}
C(k) \approx(\sqrt{2+\sqrt{2}})^{k} k^{11 / 32}, \quad k \rightarrow \infty \tag{12}
\end{equation*}
$$

Note that while the exponential term with the connectivity constant is latticedependent, the power law correction is supposed to be universal.

Our proof is partially motivated by Nienhuis' arguments, and also starts with considering the self-avoiding walk as a special case of $O(N)$ model at $N=0$. While a "half-preholomorphic" observable we construct does not seem sufficient to imply conformal invariance in the scaling limit, it can be used to establish the critical temperature, which gives the connective constant.

The general $O(N)$ model is defined for positive integer values of $N$, and is a generalization of the Ising model (to which it specializes for $N=1$ ), with $\pm 1$ spins replaced by points on a sphere in the $N$-dimensional space. We work with the graphical representation, which is obtained using the high-temperature expansion, and makes the model well defined for all non-negative values of $N$.

We concentrate on the hexagonal lattice in part because it is trivalent and so at most one contour can pass through a vertex, creating no ambiguities. This simplifies the reasoning, though general graphs can also be addressed by introducing additional weights for multiple visits of vertices. We consider configurations $\omega$ of disjoint simple loops on the mesh $\epsilon$ hexagonal lattice inside domain $\Omega_{\epsilon}$, and two parameters: loop-weight $N \geq 0$ and (temperature-like) edge-weight $x>0$. Partition function is then given by

$$
Z=\sum_{\omega} N^{\# \text { loops }} x^{\text {length of contours }}
$$



Figure 6. The high-temperature expansion of the $O(N)$ model leads to a gas of disjoint simple loops. Probability of a configuration is proportional to $N^{\# \text { loops }} x^{\text {length }}$. We study it with Dobrushin boundary conditions: besides loops, there is an interface between two boundary points $a$ and $b$.

A typical configuration is pictured in Figure 6, where we introduced Dobrushin boundary conditions: besides loops, there is an interface $\gamma$ joining two fixed boundary points $a$ and $b$. It was conjectured by Kager and Nienhuis [KN04] that in the interval $N \in[0,2]$ the model has conformally invariant scaling limits for $x=x_{c}(N):=1 / \sqrt{2+\sqrt{2-N}}$ and $x \in\left(x_{c}(N),+\infty\right)$. The two different limits correspond to dilute/dense regimes, with the interface $\gamma$ conjecturally converging to the Schramm's SLE curves for an appropriate value of $\kappa \in[8 / 3,4]$ and $\kappa \in[4,8]$ correspondingly. The scaling limit for low temperatures $x \in\left(0, x_{c}\right)$ is not conformally invariant.

Note that for $N=1$ we do not count the loops, thus obtaining the lowtemperature expansion of the Ising model on the dual triangular lattice. In particular, the critical Ising corresponds to $x=1 / \sqrt{3}$ by the work [Wan50] of Wannier, in agreement with Nienhuis predictions. And for $x=1$ one obtains the critical site percolation on triangular lattice (or equivalently the Ising model at infinite temperature). The latter is conformally invariant in the scaling limit by [Smi01b, Smi01a].

Note also that the Dobrushin boundary conditions make the model welldefined for $N=0$ : then we have only one interface, and no loops. In the dilute


Figure 7. To obtain the parafermionic observable in the $O(N)$ model we consider configurations with an interface joining a boundary point $z$ to an interior point $z$ and weight them by a complex weight depending on the winding of the interface.
regime this model is expected to be in the universality class of the self-avoiding walk.

Analogously to the Ising case, we define an observable (which is now a parafermion of fractional spin) by moving one of the ends of the interface inside the domain. Namely, for an edge center $z$ we set

$$
\begin{equation*}
F_{\epsilon}(z):=\sum_{\omega(a \rightarrow z)} x^{\text {length of contours }} \mathcal{W}(\omega(a \rightarrow z)) \tag{13}
\end{equation*}
$$

where the sum is taken over all configurations $\omega=\omega(a \rightarrow z)$ which have disjoint simple contours: a number of loops and an interface $\gamma$ joining two exceptional points, $a$ on the boundary and $z$ inside. As before, the sum is corrected by a complex weight with the spin $s \in \mathbb{R}$ :

$$
\mathcal{W}(\omega(a \rightarrow z)):=\exp (-i s \text { winding }(\gamma, a \rightarrow z))
$$

equivalently we can write

$$
\mathcal{W}(\omega(a \rightarrow z))=\lambda^{\# \text { signed turns of } \gamma}, \quad \lambda:=\exp \left(-i s \frac{\pi}{3}\right)
$$

Note that on hexagonal lattice one turn corresponds to $\pi / 3$, hence the difference in the definition of $\lambda$.

$$
C_{1} \text { to } F(p)
$$


$N C_{2}$ to $F(p)$

$x \bar{\lambda} C_{1}$ to $F(q)$

$\bar{\lambda}^{4} C_{2}$ to $F(q)$


Figure 8. Configurations with the interface ending at one of the three neighbors of $v$ are grouped into triplets by adding or removing half-edges around $v$. Two essential examples of triplets are pictured above, along with their relative contributions to the identity (13).

Our key observation is the following
Lemma 4. For $N \in[0,2]$, set $2 \cos (\theta)=N$ with parameter $\theta \in[0, \pi / 2]$. Then for

$$
\begin{array}{ll}
s=\frac{\pi-3 \theta}{4 \pi}, & x^{-1}=2 \cos \left(\frac{\pi+\theta}{4}\right)=\sqrt{2-\sqrt{2-N}}, \text { or } \\
s=\frac{\pi+3 \theta}{4 \pi}, & x^{-1}=2 \cos \left(\frac{\pi-\theta}{4}\right)=\sqrt{2+\sqrt{2-N}} \tag{15}
\end{array}
$$

the observable $F$ satisfies the following relation for every vertex $v$ inside $\Omega_{\epsilon}$ :

$$
\begin{equation*}
(p-v) F(p)+(q-v) F(q)+(r-v) F(r)=0 \tag{16}
\end{equation*}
$$

where $p, q, r$ are the mid-edges of the three edges adjacent to $v$.
Above solution (14) corresponds to the dense, and (15) - to the dilute regime. Note that identity (16) is a form of the first Kirchhoff's law, but apart from the Ising case $N=1$ we cannot verify the second one.

To prove Lemma 4, we note that configurations with an interface arriving at $p, q$ or $r$ can be grouped in triplets, so that three configurations differ only in immediate vicinity of $v$, see Figure 8 . It is enough then to check that contributions of three configurations to (16) sum up to zero. But the relative weights of configurations in a triplet are easy to write down as shown in Figure 8, and the coefficients in the identity (16) are proportional to the three cube roots of unity: $1, \tau:=\exp (i 2 \pi / 3), \bar{\tau}$ (if the neighbors of $v$ are taken in the counterclockwise
order). Therefore we have to check just two identities:

$$
\begin{aligned}
N+\tau \bar{\lambda}^{4}+\bar{\tau} \lambda^{4} & =0 \\
1+\tau x \bar{\lambda}+\bar{\tau} x \lambda & =0
\end{aligned}
$$

Recalling that $\lambda=\exp (-i s \pi / 3)$, the equations above can be recast as

$$
\begin{aligned}
-\frac{2 \pi}{3}-4 s \frac{\pi}{3} & = \pm(\pi-\theta)+2 \pi k, \quad k \in \mathbb{Z} \\
x & =-1 /\left(2 \cos \left(\frac{(2+s) \pi}{3}\right)\right)
\end{aligned}
$$

The first equation implies that

$$
\begin{equation*}
s= \pm\left(-\frac{3}{4}+\frac{3 \theta}{4 \pi}\right)-\frac{1}{2}-\frac{3}{2} k, \quad k \in \mathbb{Z} \tag{17}
\end{equation*}
$$

and the second equation then determines the allowed value of $x$ uniquely. Most of the solutions of (17) lead to observables symmetric to the two main ones, which are provided by solutions to the equations (14) and (15).

When we set $N=0$, there are no loops, and configurations contain just an interface from $a$ to $z$, weighted by $x^{\text {length }}$. This corresponds to taking $\theta=\pi / 2$ and one of the solutions is given by $s=5 / 8$ and $x_{c}=1 / \sqrt{2+\sqrt{2}}$, as predicted by Nienhuis. To prove his prediction, we observe that summing the identity (16) over all interior vertices implies that

$$
\sum_{z \in \partial \Omega_{\epsilon}} F(z) \eta(z)=0
$$

where the sum taken over the centers $z$ of oriented edges $\eta(z)$ emanating from the discrete domain $\Omega_{\epsilon}$ into its exterior. Since $F(a)=1$ by definition, we conclude that $F$ for other boundary points sums up to 1 . As in the Ising model, the winding on the boundary is uniquely determined, and (for this particular critical value of $x$ ), one observes that considering the real part of $F$ we can get rid of the complex weights, replacing them by explicit positive constants (depending on the slope of the boundary). Thus we obtain an equation

$$
\sum_{z \in \partial \Omega_{\epsilon} \backslash\{a\}} \sum_{\omega(a \rightarrow z)} x_{c}^{\text {length of contours }} \asymp 1
$$

regardless of the size of the domain $\Omega_{\epsilon}$. A simple counting argument then shows that the series

$$
\sum_{k} C(k) x^{k}=\sum_{\text {simple walks from } a \text { inside } \mathbb{C}} x^{\text {length }}
$$

converges when $x<x_{c}$ and diverges when $x>x_{c}$, clearly implying the conjecture.

Note that establishing the holomorphicity of our observable in the scaling limit would allow to relate self-avoiding walk to the Schramm's SLE with $\kappa=$ $8 / 3$ and together with the work [LSW04] of Lawler, Schramm and Werner to establish the more precise form (12) of the Nienhuis prediction.

## 6. What's Next

Below we present a list of open questions. As before, we do not aim for completeness, rather we highlight a few directions we find particularly intriguing.

Question 1. As was discussed, discrete complex analysis is well developed for isoradial graphs (or rhombic lattices), see [Duf68, Mer01, Ken02, CS08]. Is there a more general discrete setup where one can get similar estimates, in particular convergence of preholomorphic functions to the holomorphic ones in the scaling limit? Since not every topological quadrangulation admits a rhombic embedding [KS05], can we always find another embedding with a sufficiently nice version of discrete complex analysis? Same question can be posed for triangulations, with variations of the first definition by Isaacs (5), like the ones in the work of Dynnikov and Novikov [DN03] being promising candidates.

Question 2. Variants of the Ising observable were used by Hongler and Kytölä to connect interfaces in domains with more general boundary conditions to more advanced variants of SLE curves, see [HK09]. Can one use some version of this observable to describe the spin Ising loop soup by a collection of branching interfaces, which converge to a branching SLE tree in the scaling limit? Similar argument os possible for the random cluster representation of the Ising model, see [KS10]. Can one construct the energy field more explicitly than in [Hon10], e.g. in the distributional sense? Can one construct other Ising fields?

Question 3. So far "half-preholomorphic" parafermions similar to ones discussed in this paper have been found in a number of models, see [Smi06, RC06, RC07, IC09], but they seem fully preholomorphic only in the Ising case. Can we find the other half of the Cauchy-Riemann equations, perhaps for some modified definition? Note that it seems unlikely that one can establish conformal invariance of the scaling limit operating with only half of the Cauchy-Riemann equations, since there is no conformal structure present.

Question 4. In the case of the self-avoiding walk, an observable satisfying only a half of the Cauchy-Riemann equations turned out to be enough to derive the value of the connectivity constant [DCS10]. Since similar observables are available for all other $O(N)$ models, can we use them to establish the critical temperature values predicted by Nienhuis? Our proof cannot be directly transfered, since some counting estimates use the absence of loops. Similar question can be asked for other models.

Question 5. If we cannot establish the preholomorphicity of our observables exactly, can we try to establish it approximately? With appropriate estimates that would allow to obtain holomorphic functions in the scaling limit and hence prove conformal invariance of the models concerned. Note that such more general approach worked for the critical site percolation on the triangular lattice [Smi01b, Smi01a], though approximate preholomorphicity was a consequence of exact identities for quantities similar to discrete derivatives.

Question 6. Can we find other preholomorphic observables besides ones mentioned here and in [Smi06]? It is also peculiar that all the models where preholomorphic observables were found so far (the dimer model, the uniform spanning tree, the Ising model, percolation, etc.) can be represented as dimer models. Are there any models in other universality classes, admitting a dimer representation? Can then Kenyon's techniques [Ken04, Ken09] be used to find preholomorphic observables by considering the Kasteleyn's matrix and the coupling function?

Question 7. Throughout this paper we were concerned with linear discretizations of the Cauchy-Riemann equations. Those seem more natural in the probabilistic context, in particular they might be easier to relate to the SLE martingales, cf. [Smi06]. However there are also well-known non-linear versions of the Cauchy-Riemann equations. For example, the following version of the Hirota equation for a complex-valued function $F$ arises in the context of the circle packings, see e.g. [BMS05]:

$$
\begin{equation*}
\frac{(F(z+i \epsilon)-F(z-\epsilon))(F(z-i \epsilon)-F(z+\epsilon))}{(F(z+i \epsilon)-F(z+\epsilon))(F(z-i \epsilon)-F(z-\epsilon))}=-1 \tag{18}
\end{equation*}
$$

Can we observe this or a similar equation in the probabilistic context and use it to establish conformal invariance of some model? Note that plugging into the equation (18) a smooth function, we conclude that to satisfy it approximately it must obey the identity

$$
\left(\partial_{x} F(z)\right)^{2}+\left(\partial_{y} F(z)\right)^{2}=0
$$

So in the scaling limit (18) can be factored into the Cauchy-Riemann equations and their complex conjugate, thus being in some sense linear. It does not seem possible to obtain "essential" non-linearity using just four points, but using five points one can create one, as in the next question.

Question 8. A number of non-linear identities was discovered for the correlation functions in the Ising model, starting with the work of Groeneveld, Boel and Kasteleyn [GBK78, BK78]. We do not want to analyze the extensive literature to-date, but rather pose a question: can any of these relations be used to define discrete complex structures and pass to the scaling limit? In two of the early papers by McCoy, Wu and Perk [MW80, Per80], a quadratic difference relation was observed in the full plane Ising model first on the square lattice,
and then on a general graph. To better adapt to our setup, we rephrase this relation for the correlation $C(z)$ of two spins (one at the origin and another at $z$ ) in the Ising model at criticality on the mesh $\epsilon$ square lattice. In the full plane, one has

$$
\begin{equation*}
C(z+i \epsilon) C(z-i \epsilon)+C(z+\epsilon) C(z-\epsilon)=2 C(z)^{2} \tag{19}
\end{equation*}
$$

Note that $C$ is a real-valued function, and the equation (19) is a discrete form of the identity

$$
C(z) \Delta C(z)+|\nabla C(z)|^{2}=0 .
$$

The latter is conformally invariant, and is solved by moduli of analytic functions. Can one write an analogous to (19) identity in domains with boundary, perhaps approximately? Can one deduce conformally invariant scaling limit of the spin correlations in that way?

Question 9. Recently there was a surge of interest in random planar graphs and their scaling limits, see e.g. [DS09, LGP08]. Can one find observables on random planar graphs (weighted by the partition function of some lattice model) which after an appropriate embedding (e.g. via a circle packing or a piecewise-linear Riemann surface) are preholomorphic? This would help to show that planar maps converge to the Liouville Quantum Gravity in the scaling limit.

Question 10. Approach to the two-dimensional integrable models described here is in several aspects similar to the older approaches based on the YangBaxter relations [Bax89]. Some similarities are discussed in Cardy's paper [Car09]. Can one find a direct link between the two approaches? It would also be interesting to find a link to the three-dimensional consistency relations as discussed in [BMS09].

Question 11. Recently Kenyon investigated the Laplacian on the vector bundles over graphs in relation to the spanning trees [Ken10]. Similar setup seems natural for the Ising observable we discuss. Can one obtain more information about the Ising and other models by studying difference operators on vector bundles over the corresponding graphs?

Question 12. Can anything similar be done for the three-dimensional models? While preholomorphic functions do not exist here, preharmonic vector fields are well-defined and appear naturally for the Uniform Spanning Tree and the Loop Erased Random Walk. To what extent can they be used? Can one find any other difference equations in three-dimensional lattice models?
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## Large Deviations

S.R.S. Varadhan*


#### Abstract

The theory of Large Deviations deals with techniques for estimating probabilities of rare events. These probabilities are exponentially small in a natural parameter and the task is to determine the exponential constant. To be precise, we will have a family $P_{n}$ of probability distributions on a space $\mathcal{X}$ and asymptotically $$
P_{n}(A)=\exp \left[-n \inf _{x \in A} I(x)+o(n)\right]
$$ for a large class of sets, with a suitable choice of the function $I(x)$. This function is almost always related to some form of entropy. There are connections to statistical mechanics as well as applications to the study of scaling limits for large systems. The subject had its origins in the Scandinavian insurance industry where it was used for the evaluation of risk. Since then, it has undergone many developments and we will review some of the recent progress.
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## 1. What Are Large Deviations?

What are Large Deviations and why are they called by that name? The law of large numbers plays a central role in probability and statistics. While we cannot predict the outcome of a single toss of a coin, one expects that repeated tosses will produce roughly an equal number of heads and tails. Of course we are not naive to believe that the numbers will be exactly equal. There will be deviations or fluctuations. The central limit theorem asserts that if the coin is tossed $N$ times the deviation from the "expected" number $\frac{N}{2}$ of heads will be of the order $\sqrt{N}$ and the deviation normalized by $\sqrt{\frac{N}{4}}$ will produce a "random"

[^65]quantity whose distribution is the standard Gaussian distribution. This is really a mathematical result
$$
\lim _{N \rightarrow \infty} \sum_{r \geq \frac{N}{2}+x\left(\frac{N}{4}\right)^{\frac{1}{2}}} \frac{1}{2^{N}}\binom{N}{r}=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} \exp \left[-\frac{y^{2}}{2}\right] d y
$$

Deviations of order $\sqrt{N}$ are called fluctuations or "normal" deviations. Deviations that are larger than $\sqrt{N}$ while they are theoretically possible, are not very probable. For instance if $\alpha>\frac{1}{2}$,

$$
\lim _{N \rightarrow \infty} \sum_{r \geq \frac{N}{2}+x N^{a}} \frac{1}{2^{N}}\binom{N}{r}=0
$$

One can ask how fast? If we think of $x N^{a}$ as $2 x N^{a-\frac{1}{2}}\left(\frac{N}{4}\right)^{\frac{1}{2}}$ perhaps one can then guess that
$\sum_{r \geq \frac{N}{2}+x N^{a}} \frac{1}{2^{N}}\binom{N}{r} \simeq \sqrt{2 \pi} \int_{2 x N^{a-\frac{1}{2}}}^{\infty} \exp \left[-\frac{y^{2}}{2}\right] d y=\exp \left[-2 x^{2} N^{2 a-1}+o\left(N^{2 a-1}\right)\right]$
This is actually correct if $a<1$. These are called "moderate deviations". The behavior is like the far tail of a Gaussian distribution. The answers change as soon as $a=1$. For $x>\frac{1}{2}$,

$$
\begin{equation*}
\sum_{r \geq x N} \frac{1}{2^{N}}\binom{N}{r}=\exp [-I(x) N+o(N)] \tag{1}
\end{equation*}
$$

where $I(x)=x \log [2 x]+(1-x) \log [2(1-x)]$. Now we are talking about "Large Deviations". It is not so much because the deviations have suddenly become large, but rather the answers have suddenly become different making the problems considerably more interesting!

## 2. Formulation

The estimate (1) is not hard to derive. If $r=N x$, then one can use Stirling's formula to calculate $\binom{N}{r}$ and we get

$$
\log \binom{N}{r}=-N[x \log x+(1-x) \log (1-x)]+o(N)=N h(x)+o(N)
$$

Entropy comes up because we can have $r$ heads in many different ways and the number of such ways is $\binom{N}{r}=\exp [N h(x)+o(N)]$ and each one carries a probability of $2^{-N}$. This leads to

$$
p_{N}(r)=\exp [-N(\log 2-h(x))+o(N)]
$$

The summation over $r$ involves at most $N$ terms and can only make an insignificant correction to the exponential rate. This provides the formula

$$
-\frac{1}{N} \log \sum_{r \geq N x} p_{N}(r) \simeq \inf _{y \geq x}[\log 2-h(y)]=\log 2-h(x)
$$

if $x \geq \frac{1}{2}$. The probabilities $p_{N}(r)=\exp [-N I(y)+o(N)]$ decay exponentially if $r \simeq N y$ with $y \neq \frac{1}{2}$ and the sum over $r \geq N x$ behaves essentially like the supremum.

This makes the calculations in large deviation problems more accessible. Summation or integration due to aggregation is replaced by optimization leading to variational formulas for asymptotic evaluation of probabilities and integrals. There are two terms that contribute, one measuring the decay rate of the probabilities of individual microscopic events and one measuring the multiplicity of microscopic events that make up the event in question.

The earliest systematic treatment of large deviation estimates goes back to nineteen thirties, to the work carried out by Cramér [3]. If $\left\{X_{i}\right\}$ are independent identically distributed random variables with $E[X]=m$ then for $a>m$,

$$
P\left[\frac{1}{N} \sum_{i=1}^{N} X_{i} \geq a\right]=\exp [-N I(a)+o(N)]
$$

where $I(a)=\sup _{\theta}\left[\theta a-\log E\left[e^{\theta X}\right]\right.$. While deviations of the form $Y \geq a$ are natural in the case of the real line $R$, in higher dimensions or a more abstract setting one needs a reformulation.

One starts with a reasonable abstract space $\mathcal{X}$ with its Borel $\sigma$-field (a complete separable metric space is OK.) and one has a family $P_{N}$ of probability distributions on $(\mathcal{X}, \mathcal{B})$. They may concentrate at some point as $N \rightarrow \infty$. One says that $P_{N}$ satisfies a large deviations principle with a rate function $I(x)$ if the following are true.

1. $I: X \rightarrow[0, \infty]$ is lower semi-continuous.
2. $K_{\ell}=\{x: I(x) \leq \ell\}$ is a compact subset of $\mathcal{X}$ for each $\ell<\infty$
3. For every open set $G \in \mathcal{X}$

$$
\liminf _{N \rightarrow \infty} \frac{1}{N} \log P_{N}(G) \geq-\inf _{x \in G} I(x)
$$

4. For every closed set $C \in \mathcal{X}$

$$
\limsup _{N \rightarrow \infty} \frac{1}{N} \log P_{N}(C) \leq-\inf _{x \in C} I(x)
$$

It turns out that this formulation is general enough to be able to handle most of the examples. The "rate functon" $I(\cdot)$ can usually be expressed in a concrete form in terms of the model that produced $\left\{P_{N}\right\}$. One basic tool is the "contraction principle".

If $F: \mathcal{X} \rightarrow \mathcal{Y}$ is a continuous map, and a large deviation principle holds for $\left\{P_{N}\right\}$ on $\mathcal{X}$ with a rate function $I(x)$ then $Q_{N}=P_{N} F^{-1}$ on $\mathcal{Y}$ satisfies a large deviation principle with rate function $J(y)$ given by

$$
\begin{equation*}
J(y)=\inf _{x: F(x)=y} I(x) \tag{2}
\end{equation*}
$$

This allows us to recognize a particular example as a contraction of another example on a larger space, but perhaps with a simpler rate function. The difficulty in expressing the rate function $J$ in a concrete fashion may very well be due to the complexity of the variational problem involved in (2).

The theory is mainly a collection of examples and applications that often solve other problems within mathematics. We will survey a few of them.

## 3. Sanov's Theorem, Entropy

If $Q_{N}$ is a product measure $\mu \otimes^{N}$ on $\mathcal{X}^{N}$ and $\pi_{N}$ is the map from $\mathcal{X}^{N} \rightarrow \mathcal{M}(\mathcal{X})$ sending $\left(x_{1}, \ldots, x_{N}\right)$ to $\delta_{N}(d x)=\frac{1}{N} \sum_{i=1}^{N} \delta_{x_{i}}$, then the induced measure $P_{N}$ on $\mathcal{M}(\mathcal{X})$ will become concentrated at $\mu$ by the law of large numbers. The space $\mathcal{M}(\mathcal{X})$ is given the topology of weak* convergence. Sanov's theorem [14] asserts that a large deviation principle is valid for $P_{N}$ with rate function

$$
I(\lambda)=H(\lambda, \mu)=\int \frac{d \lambda}{d \mu}(x) \log \frac{d \lambda}{d \mu}(x) d \mu
$$

which is defined to be $+\infty$ unless $\lambda \ll \mu$ and $\frac{d \lambda}{d \mu}(x) \log \frac{d \lambda}{d \mu}(x) \in L_{1}(\mu)$. This is not all that different from the coin tossing we started out with. The multinomial distribution arises when objects are distributed randomly in one of $k$ boxes, the probability of ending in box $j$ being $\pi_{j}$. If $N$ objects are distributed the probability that the counts for the boxes is $\left(n_{1}, n_{2}, \ldots, n_{k}\right)$ is the multinomial distribution

$$
p_{N}\left(n_{1}, n_{2}, \ldots, n_{k}\right)=\frac{N!}{n_{1}!\cdots n_{k}!} \pi_{1}^{n_{1}} \cdots \pi_{k}^{n_{k}}
$$

The probability that the ratios $\left\{\frac{n_{i}}{N}\right\}$ are close to $\left\{p_{i}\right\}$ (instead of $\left\{\pi_{i}\right\}$ ), can be calculated again by Stirling's formula and leads to a large deviation principle on the space $\mathcal{M}_{k}$ of probability distributions $\left\{p_{i}\right\}$ on $\{1,2, \ldots, k\}$ with rate function

$$
I(p)=\sum_{i=1}^{k} p_{i} \log \frac{p_{i}}{\pi_{i}}
$$

This is of course a special case of Sanov's theorem, and Sanov's theorem is a limiting case of this.

Now one can see the connection between Cramèr's theorem and Sanov's theorem. The mean $\bar{x}$ is after all

$$
\bar{x}=\frac{1}{N} \sum_{i=1}^{N} x_{i}=\int y \delta_{N}(d y)
$$

and the contraction principle applies modulo some technical issues due to possible large values of $x$ :

$$
\inf _{\lambda: \int} H \lambda(d y)=x=1(\lambda, \mu)=\sup _{\theta}\left[\theta x-\log \left[\int e^{\theta y} \mu(d y)\right]\right.
$$

## 4. Tilting

Jensen's inequality states that for any probability measure $P$

$$
\log \int \exp [F(x)] d P \geq \int F(x) d P
$$

If $P$ and $Q$ are mutually absolutely continuous

$$
P(A)=\int_{A} d P=\int_{A} \frac{d P}{d Q}(x) d Q=Q(A) \frac{1}{Q(A)} \int_{A} \exp \left[-\log \frac{d Q}{d P}(x)\right] d Q
$$

and by Jensen's inequality

$$
\log P(A) \geq \log Q(A)-\frac{1}{Q(A)} \int_{A}\left[\log \frac{d Q}{d P}(x)\right] d Q
$$

In particular if we want to get a lower bound on $\frac{1}{N} \log P_{N}(A)$, we pick a suitable $Q_{N}$ such that $Q_{N}(A) \rightarrow 1$ as $N \rightarrow \infty$. We can then expect

$$
\liminf _{N \rightarrow \infty} \frac{1}{N} \log P_{N}(A) \geq-\liminf _{N \rightarrow \infty} \frac{1}{N} \int\left[\log \frac{d Q_{N}}{d P_{N}}(x)\right] d Q_{N}
$$

We think of this as a "control" problem where we want to change the model that produced $P_{N}$ to a new model that produces $Q_{N}$ under which $A$ has nearly full measure. The cost of the control is measured in terms of the relative entropy $H\left(Q_{N}, P_{N}\right)$ and yields a large deviation lower bound. The converse is true as well. If $P_{N}(A)>0$, then the "tilt" $Q_{N}=P_{N}^{A}=P_{N} \mid A$, i.e. the restriction of $P_{N}$ to $A$, is clearly concentrated on $A$ and has relative entropy
$H\left(Q_{N}, P_{N}\right)=\int_{A} \log \frac{d Q_{N}}{d P_{N}}(x) d Q_{N}=\frac{1}{P_{N}(A)} \int_{A} \log \frac{1}{P_{N}(A)} d P_{N}=-\log P_{N}(A)$
The importance of this procedure is that, while this particular choice of $Q_{N}$ is not very useful because we need to know $P_{N}(A)$, one can try other $Q_{N}$ that will asymptotically yield the same large deviation rate.

We will illustrate this by some examples. If, in the multinomial case, we want the empirical relative frequencies $\frac{x_{i}}{N}$ to be in an open set $G$ containing $\left\{p_{i}\right\}$, then we can change the model and let $Q_{N}$ be the multinomial with cell probabilities $\left\{p_{i}\right\}$ instead of $\left\{\pi_{i}\right\}$. Clearly $Q_{N}\left[\left\{\frac{x_{i}}{N}\right\} \in G\right] \rightarrow 1$ and

$$
H\left(Q_{N}, P_{N}\right)=E^{Q_{N}}\left[\sum_{i} x_{i} \log \frac{p_{i}}{\pi_{i}}\right]=N \sum_{i} p_{i} \log \frac{p_{i}}{\pi_{i}}
$$

In the case of Cramér's theorem the underlying distribution $\mu$ is tilted to

$$
d \lambda_{\theta}=\frac{1}{M(\theta)} e^{\theta x} d \mu
$$

where $\theta$ is chosen so that

$$
\frac{M^{\prime}(\theta)}{M(\theta)}=\int x \lambda_{\theta}(d x)=a
$$

The entropy is

$$
H\left(\otimes^{N} \lambda_{\theta}, \otimes^{N} \mu\right)=N H\left(\lambda_{\theta}, \mu\right)=N[a \theta-\log M(\theta)]
$$

and $[a \theta-\log M(\theta)]$ is maximized when

$$
a-\frac{M^{\prime}(\theta)}{M(\theta)}=0
$$

## 5. Diffusion with Small Noise

A class of problems that have been studied in detail is the perturbation of deterministic equations by a small noise; for instance, Stochastic differential equations in $R^{d}$ of the form

$$
d x(t)=b(x(t)) d t+\sqrt{\epsilon} \sigma(x(t)) d \beta(t) ; \quad x(0)=x
$$

where $\beta$ is a $d$-dimensional Brownian motion and $\sigma$ is such that $\sigma(x) \sigma(x)^{*}=$ $a(x)$ is positive definite. As $\epsilon \rightarrow 0$ the distribution $P_{\epsilon, b}$ of the solution will concentrate at the solution of the ODE, $x^{\prime}(t)=b(x(t))$. If $f(t)$ is any smooth curve in $R^{d}$ with $x(0)=x$ we can ask for an estimate of

$$
P_{\epsilon, b}[x(\cdot) \in B(f, \delta)]
$$

in some interval $[0, T]$. In other words is there a large deviation principle for the distribution $P_{\epsilon}$ of the solution $x$ and if so what is the rate function? The work of Schilder [15], Varadhan [16], Glass [9], Ventcel and Freidlin[18] gives the answer as

$$
I(f)=\frac{1}{2} \int_{0}^{T}\left\langlea ^ { - 1 } ( f ( t ) ) \left( f^{\prime}(t)-b(f(t)),\left(f^{\prime}(t)-b(f(t))\right\rangle d t\right.\right.
$$

where $a^{-1}(x)=\left\{a^{i, j}\right\}(x)$ is the inverse of $a(x)$. One can understand the formula through tilting. If we replace the SDE with

$$
d x(t)=f^{\prime}(t) d t+\sqrt{\epsilon} \sigma(x(t)) d \beta(t) ; \quad x(0)=x
$$

then as $\epsilon \rightarrow 0$ the measure $P_{\epsilon, f}$ will concentrate at the path $f(t)$. Girsanov formula calculates explicitly the Radon-Nikodym derivative and a simple calculation shows that the relative entropy is given by

$$
H\left(P_{\epsilon, f}, P_{\epsilon, b}\right)=\frac{1}{\epsilon} I(f)+o\left(\epsilon^{-1}\right)
$$

If $b(\cdot)$ is zero, $\epsilon$ is a rescaling of time and the rate function is closely related to arc length and geodesic distance in the metric

$$
d s^{2}=\sum_{i, j} a^{i, j}(x) d x_{i} d x_{j}
$$

In particular, for small $t$, one would expect the transition density $p(t, x, y)$ to behave like

$$
p(t, x, y)=\exp \left[-\frac{d(x, y)^{2}}{2 t}+o\left(\frac{1}{t}\right)\right]
$$

In other words if a diffusion process is forced to go somewhere in a small time interval it will follow closely a geodesic with probability nearly 1.

## 6. Gibbs Measures and Equilibrium Statistical Mechanics

For simplicity let us consider in $R$ a large interval $[-\ell, \ell]$. We want put roughly $N=2 \rho \ell$ particles randomly in the interval. But rather than uniformly distributing them in $[-\ell, \ell]^{N}$ we want to have their joint distribution $Q_{\ell, N}$ to be given by the density

$$
Z_{N, \ell}^{-1} \exp \left[-\sum_{i, j} V\left(x_{i}-x_{j}\right)\right] \Pi d x_{j}
$$

Here $V \geq 0$ is a short range potential and $Z_{N, \ell}$ is the normalizing constant. One wants to take the limit as $N \rightarrow \infty$ keeping $\rho$ fixed. If we take $V \equiv 0$, the limit would be a Poisson point process $P_{\rho}$ with intensity $\rho$. In general we would expect to a get a stationary point process $Q$ in the limit, with density $\rho$ but with nontrivial correlations. For any stationary process $Q$, we can calculate the entropy of the restriction of $Q^{\ell}$ of $Q$ to $[-\ell, \ell]$, which is a distribution on $\cup_{n=0}^{\infty}[\ell, \ell]^{n}$ with densities $q_{n, \ell}\left(x_{1}, \ldots, x_{n}\right)$ relative to corresponding restrictions

$$
p_{n, \ell}\left(x_{1}, \ldots, x_{n}\right)=\frac{e^{-2 \rho \ell}}{n!}
$$

of the Poisson process $P_{\rho}$ on $[-\ell, \ell]^{n}$.

$$
H_{\ell}\left(Q, P_{\rho}\right)=\sum_{n=0}^{\infty} \int_{[-\ell, \ell]^{n}} q_{n, \ell}\left(x_{1}, \ldots, x_{n}\right) \log \frac{q_{n, \ell}\left(x_{1}, \ldots, x_{n}\right)}{p_{n, \ell}\left(x_{1}, \ldots, x_{n}\right)} \Pi d x_{j}
$$

$H_{\ell}$ is super-additive and the limit

$$
\lim _{\ell \rightarrow \infty} \frac{H_{\ell}}{2 \ell}=\sup _{\ell} \frac{H_{\ell}}{2 \ell}=H_{\rho}(Q)
$$

exists. Roughly speaking $e^{-2 \ell H_{\rho}(Q)+o(\ell)}$ is the probability that in an interval $[-\ell, \ell]$ a realization of a Poisson point process with intensity $\rho$ resembles the stationary point process $Q$ rather than the $P_{\rho}$ promised to us by the ergodic theorem. For any stationary point process the limit

$$
\lim _{\ell \rightarrow \infty} \frac{1}{2 \ell} E^{Q}\left[\sum_{x_{i}, x_{j} \in[-\ell, \ell]} F\left(x_{i}-x_{j}\right)\right]=Q_{2}(F)
$$

exists for functions $F$ with compact support. The limit $Q$ of $Q_{\ell, N}$ that we seek is the minimizer $Q$ over all stationary point processes with density $\rho$ of

$$
\inf _{Q}\left[Q_{2}(V)+H_{\rho}(Q)\right]
$$

The rationale for this goes something like this. If $P_{n}$ satisfies a large deviation principle on $\mathcal{X}$ with a rate function $I(x)$, and $F(x)$ is a nice function on $\mathcal{X}$, the contribution for the integral

$$
\int e^{-n F(x)} d P_{n}(x)
$$

comes mostly from around the point $x$, where $F(x)+I(x)$ is a minimum. After all, the probabilities decay locally like $e^{-n I(x)}$ and the combined contribution to the integral from around $x$ is roughly $e^{-n[F(x)+I(x)]}$. It is not hard to conclude that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \int e^{-n F(x)} d P_{n}=-\inf _{x}[F(x)+I(x)]
$$

and that the normalized distribution

$$
Z_{n}^{-1} e^{-n F(x)} d P_{n}
$$

will converge to the $\delta$-function at the minimizer $x$ (provided it is unique). See [12] for a detailed exposition of this point of view.

## 7. Longtime Behavior of Markov Processes

If $X$ is a finite set and $\pi(x, y)$ is stochastic matrix on $X \times X$ with positive entries, there is a nice rapidly mixing Markov chain $\left\{x_{j}\right\}$ on $X$ with $\pi$ as transition probability. For any $V: X \rightarrow R$, the limit

$$
\frac{1}{n} \log E_{x}\left[\exp \left[\sum_{j=1}^{n} V\left(x_{j}\right)\right]\right]=\lambda_{\pi}(V)
$$

exists and just as in the multinomial case

$$
I_{\pi}(p(\cdot))=\sup _{V}\left[\sum V(x) p(x)-\lambda_{\pi}(V)\right]
$$

will be the large deviation rate function for deviations from the ergodic theorem. If

$$
f_{n}(x)=\frac{1}{n} \sum_{j=1}^{n} \mathbf{1}_{x_{j}=x}
$$

is the proportion of time spent at $x$ during $\{1,2, \ldots, n\}$ by the chain $\left\{x_{j}\right\}$,

$$
P_{x}\left[\left\{f_{n}(x)\right\} \simeq\{p(x)\}\right]=\exp \left[-n I_{\pi}(p(\cdot))+o(n)\right]
$$

There are various ways of identifying $\lambda_{\pi}(V)$. The matrix $\pi_{V}(x, y)=$ $\pi(x, y) e^{V}(y)$ is not stochastic but has positive entries. It will have, by Frobenius theory, a principal eigen-value $\rho_{\pi}(V)$ which is positive. All the other eigenvalues will be smaller in modulus. The eigen-value with the largest modulus will be simple and have a strictly positive row as well as column eigenfunctions. The expectation

$$
E_{x_{0}}\left[\exp \left[\sum_{j=1}^{n} V\left(x_{j}\right)\right]\right]=\sum_{y}\left(\pi_{V}\right)^{n}\left(x_{0}, y\right)
$$

and grows (or decays) exponentially like $\left[\rho_{\pi}(V)\right]^{n}$. Clearly $\lambda_{\pi}(V)=\log \rho_{\pi}(V)$.
We can also identify it by tilting. If we replace the Markov chain $\pi(x, y)$ by a new one $\widehat{\pi}(x, y)$ such that $\sum_{x} p(x) \widehat{\pi}(x, y)=p(y)$, then the ergodic theorem will guarantee that after tilting the proportions $\left\{f_{n}(x)\right\}$ will be close to $\{p(x)\}$. The relative entropy, normalized by the number of steps $n$, is easy to calculate

$$
\frac{1}{n} \sum_{x_{1}, \ldots, x_{n}}\left[\sum_{i=0}^{n-1} \log \frac{\widehat{\pi}\left(x_{i}, x_{i+1}\right)}{\pi\left(x_{i}, x_{i+1}\right)}\right] \Pi_{i=0}^{n-1} \widehat{\pi}\left(x_{i}, x_{i+1}\right)
$$

It has as its limit

$$
J(\widehat{\pi})=\sum_{x, y} p(x) \widehat{\pi}(x, y) \log \frac{\widehat{\pi}(x, y)}{\pi(x, y)}
$$

It definitely behooves us to minimize $J(\widehat{\pi})$ over $\widehat{\pi}$ satisfying $\sum_{x} p(x) \widehat{\pi}(x, y)=$ $p(y)$.

$$
I_{\pi}(p(\cdot))=\inf _{\hat{\pi}: p \hat{\pi}=p} J(\widehat{\pi})
$$

The minimum is attained when $\frac{\hat{\pi}(x, y)}{\pi(x, y)}$ factors as the product of a function of $x$ and a function of $y$.

$$
\widehat{\pi}(x, y)=\pi(x, y) e^{V(y)} \frac{u(y)}{\rho u(x)}
$$

for some $V$ and $u(y)$ is the row eigen-vector

$$
\sum_{y} \pi_{V}(x, y) u(y)=\rho u(x)
$$

of $\pi_{V}$ and $p(x)$ satisfies

$$
\sum_{x} \frac{p(x)}{u(x)} \pi_{V}(x, y)=\rho \frac{p(y)}{u(y)}
$$

making $\frac{p(x)}{u(x)}$ the column eigen-vector. Therefore $p(x)$ is the product of the principal row and column eigen-vectors of $\pi_{V}$.

If we insist that in addition to $\left\{f_{n}(x)\right\}$ being close to $\{p(x)\}$, the proportion of transitions

$$
g_{n}(x, y)=\frac{1}{n-1} \sum_{i=1}^{n-1} \mathbf{1}_{\left\{x_{i}=x, x_{i+1}=y\right\}}
$$

be close to $q(x, y)$, then $q(x, y)$ will have to be a a probability on $X \times X$ with $\sum_{x} q(x, y)=\sum_{x} q(y, x)=p(y)$. We have no choice and the tilt has to be chosen as $\widehat{\pi}=\frac{q(x, y)}{p(x)}$. The rate function is explicit

$$
I_{2}(q)=\sum_{x, y} q(x, y) \log \frac{q(x, y)}{p(x) \pi(x, y)}
$$

One can reinterpret the optimization as the contraction principle going from probabilities on $X \times X$ based on visits at successive times to probabilities on $X$ involving just the number of visits.

One can try to push this as far as it will go. Let $P$ be a stationary process on $X$ and let $\left\{x_{i}\right\}$ be a realization of length $n$. We can extend it periodically in both directions to get a periodic orbit of period $n$ under shift and take the orbital measure $R_{n}$ which is now a random stationary process. Its distribution will be a measure $\mu_{n}$ on the space $\mathcal{M}(X)$ of stationary processes $Q$ on $X$. As $n \rightarrow \infty, \mu_{n}$ will concentrate around $P$ by the ergodic theorem and one can ask for a large deviation result and a rate function. The rate function is universal and should be given by

$$
E^{Q}\left[\log \frac{q\left(x_{0} \mid x_{-1}, x_{-2}, \ldots\right)}{p\left(x_{0} \mid x_{-1}, x_{-2}, \ldots\right)}\right]
$$

the average with respect to $Q$ of the conditional relative entropy of $x_{0}$ under $Q$ given the past history with respect to a similar object for $P$. This is too good to be true and it is. The conditional relative entropy is not well defined. $q(x \mid \cdot)$ is defined a.e $Q$ while $p(x \mid \cdot)$ is defined a.e. $P$. The measures $P$ and $Q$ want to be orthogonal. The way out is to assume conditions on $P$ so that $p$ is well defined everywhere. Since expectation is taken with respect to $Q, q$ being only defined a.e. $Q$ is not a problem. What this means is that in order to have a large deviation principle for $P$ we need to assume some regularity on the conditional distributions $p\left(x_{0} \mid x_{-1}, x_{-2}, \ldots\right)$. For Markov processes this is only an assumption on $\pi(x, y)$. See [6], [7] for details.

## 8. Particle Systems

Large deviation theory plays a crucial role in the study of certain types of large systems of interacting particle systems. The simple exclusion process is a system of particles on the lattice $Z^{d}$ or $Z_{N}^{d}$ a cube of side $N$ with periodic boundaries. We will deal with the periodic case to make life a bit easier. The state space of the system is $\left[Z_{N}^{d}\right]^{k_{N}}$, the locations $\xi_{i}$ of every particle in the system. The process is a measure $Q_{N}$ on $D\left[[0, \infty) ; Z_{N}^{d}\right]^{k_{N}}$, i.e $k_{N}$ trajectories $\xi_{i}(t)$ of the particles.

The transitions are that a particle waits for an exponential time and when the clock rings it tries to jump to a new site and if the site is free the jump is executed, otherwise it is disallowed and the particle waits at the original site for another exponential time. The probability of the particle wanting to pick site $y$ to jump to from site $x$ is $p(y-x)$. The probabilities $p(z)$ add up to 1 . We assume $p(0)=0$ and $p(z)=0$ outside a finite set $F$. The generator of the process can be written as

$$
(L f)\left(\ldots, z_{i}, \ldots\right)=\sum_{i, z}\left(1-\eta\left(z_{i}+z\right)\right) p(z)\left[f\left(\ldots, z_{i}+z, \ldots\right)-f\left(\ldots, z_{i}, \ldots\right)\right]
$$

where

$$
\eta(z)=\sum_{i=1}^{k_{N}} \mathbf{1}_{\left\{\xi_{i}=z\right\}}
$$

is the number of particles at $z$. This is either 0 or 1 indicating if the site is available or not. There are various possibilities for $p(\cdot)$. But we shall assume $p(z)=p(-z)$. Therefore $\sum z p(z)=0$. We rescale diffusively and consider

$$
R_{N}=\frac{1}{N^{d}} \sum_{i=1}^{k_{N}} \delta_{\frac{\xi_{i}\left(N^{2} \cdot\right)}{N}}
$$

as a random measure with total mass $\frac{k_{N}}{N^{d}}$ on the space $\Omega=D\left[[0, T) ; \mathcal{T}^{d}\right]$ for some fixed $T$. It is viewed as a point in $\mathcal{M}(\Omega)$. Its distribution $\mu_{N}$ is a measure
on the space $\mathcal{M}(\Omega)$. We have speeded up time by $N^{2}$ and rescaled space by $N$. If we start with an initial configuration $\xi_{i}(0)=x_{i}$, then

$$
\nu_{N}(t)=\frac{1}{N^{d}} \sum_{i=1}^{k_{N}} \delta_{\frac{\xi_{i}\left(N^{2} t\right)}{N}}
$$

tracks the marginals of $R_{N}$ and is a Markov process with values in $\mathcal{M}\left(\mathcal{T}^{d}\right)$. We assume that $\nu_{N}(0)$ the initial distribution of particles $\left\{\xi_{i}(0)\right\}$ has a limit. The limit is necessarily given by a density $q_{0}(y)$ with $0 \leq q_{0}(y) \leq 1$ and $\bar{\rho}=\lim _{n \rightarrow \infty} \frac{k_{N}}{N^{d}}=\int q_{0}(y) d y$.

The measure valued process $\nu_{N}(t)$ converges in probability to $q(t, y) d y$ that is a solution of the heat equation

$$
\frac{\partial q(t, y)}{\partial t}=\frac{1}{2} \sum_{i, j} C_{i, j} \frac{\partial \rho(t, y)}{\partial y_{i} \partial y_{j}}
$$

with

$$
C_{i, j}=\sum_{z}\left\langle e_{i}, z\right\rangle\left\langle e_{j}, z\right\rangle p(z)
$$

If we start in equilibrium at density $\rho$ and follow the motion of a single particle it diffuses and scales as a Brownian motion with covariance $S_{i, j}(\rho)$ that depends on $\rho$. The one dimensional nearest neighbor case is the only exception where $\left\{S_{i, j}(\rho)\right\} \equiv 0$. Otherwise $S_{i, j}(\rho) \rightarrow C_{i, j}$ as $\rho \rightarrow 0$ and to 0 as $\rho \rightarrow 1$. The measures $R_{N}$ converge to a $Q \in \mathcal{M}(\Omega)$. $Q$ is a Markov process with total mass $\bar{\rho}$ and $q(t, y)$ for marginals, but the generator of the time dependent Markov Process is

$$
\left.\left(\mathcal{L}_{t} g\right)(y)=\frac{1}{2}[\nabla S(q(t, y)) \nabla g](y)+\frac{1}{2 q(t, y)}\left[S(q(t, y))-C_{i, j}\right] \nabla q(t, y)\right] \cdot(\nabla g)(y)
$$

Note that $q(t, y)$ is also a solution of

$$
q_{t}=\mathcal{L}_{t}^{*} q
$$

One can ask for a large deviations result. There is one and the rate function is quite explicit. Can be described by tilting. The way to tilt a jump Markov process is to alter the rates. We introduce a small bias, shifting $p(z) \rightarrow p(z)+$ $\frac{c\left(z, t, \frac{x}{N}\right)}{N}$, the bias depending on time and location. The shift has a cost and an effect. The effect is that the $q$ now solves

$$
\begin{equation*}
\frac{\partial q(t, y)}{\partial t}=\frac{1}{2} \sum_{i, j} C_{i, j} \frac{\partial \rho(t, y)}{\partial y_{i} \partial y_{j}}-\nabla \cdot b(t, y) q(t, y)(1-q(t, y)) \tag{3}
\end{equation*}
$$

and the limit $Q$ of $R_{N}$, has generator

$$
\begin{aligned}
\left(\mathcal{L}_{t}^{b} g\right)(y)= & \left.\frac{1}{2}[\nabla S(q(t, y)) \nabla g](y)+\frac{1}{2 q(t, y)}\left[S(q(t, y))-C_{i, j}\right] \nabla q(t, y)\right] \cdot(\nabla g)(y) \\
& +(1-q(t, y)) b(t, y) \cdot(\nabla g)(y) \\
= & \left(\mathcal{L}_{t} g\right)(y)+(1-q(t, y)) b(t, y) \cdot(\nabla g)(y)
\end{aligned}
$$

and $b(t, y)=\sum_{z} c(z, t, y)$. Since $c$ is not uniquely determined by $b$ we can optimize and the optimal cost is

$$
J(b)=\frac{1}{2} \int_{0}^{T}\left\langle b(t, y), C^{-1} b(t, y)\right\rangle q(t, y)(1-q(t, y)) d t d y
$$

If we want to calculate the rate function for large deviations of $R_{N}$ as a function of $Q$, then the first step is to determine marginals $q$ of $Q$. There are many $b$ 's that solve (3) for given $q$. In addition to matching the density profile

$$
E^{Q}\left[\int_{0}^{T} g(t, y(t)) d t\right]=E^{Q_{b}}\left[\int_{0}^{T} g(t, y(t)) d t\right]=\int_{0}^{T} \int_{\mathcal{T}}^{d} g(t, y) q(t, y) d t d y
$$

we try to match the current.

$$
E^{Q}\left[\int_{0}^{T}\langle h(t, y(t)), d y(t)\rangle\right]=E^{Q_{b}}\left[\int_{0}^{T}\langle h(t, y(t)), d y(t)\rangle\right]
$$

We can attempt this because various $Q_{b}$ are equivalent to one another and $I(Q)=+\infty$ if $Q$ is not in that equivalence class or $b_{Q}$ does not exist. If it does, it produces a unique $b=b(Q)$. Then we have $\tilde{Q}=Q_{b(Q)}$. The rate function was established in [13] and is given by

$$
I(Q)=J\left(b_{Q}\right)+H\left(Q, Q_{b(Q)}\right)
$$

## 9. Super Exponential Estimates

In proving these large deviation results as well as in other contexts the notion of super exponential bounds arise naturally. If we make approximations and want to interchange limits we need to make sure that the error probabilities are irrelevant. They need to be smaller than the exponential rates we are trying to determine.

We will illustrate with two examples. If we want to show that the distribution $P_{\epsilon}$ of Brownian Motion on $C[0,1]$ with variance $\epsilon$ has a large deviation property with rate function

$$
I(f)=\frac{1}{2} \int_{0}^{1}\left[f^{\prime}(t)\right]^{2} d t
$$

we can first approximate the Brownian Motion $x(t)$ by a piecewise linear path $x_{n}(t)$ and now the large deviation rates come from a Gaussian distribution in a finite dimensional space.

$$
P_{\epsilon}[x(\cdot) \in C] \leq P_{\epsilon}\left[x_{n}(\cdot) \in C^{\delta}\right]+P_{\epsilon}\left[\sup _{0 \leq t \leq 1}\left|x_{n}(t)-x(t)\right| \geq \delta\right]
$$

The error probability in this case is controlled by

$$
\limsup _{\epsilon \rightarrow 0} \epsilon \log P_{\epsilon}\left[\sup _{0 \leq t \leq 1}|x(t)-x(t)| \geq \delta\right] \leq-\frac{n \delta^{2}}{2}=C(n, \delta)
$$

and $C(n, \delta) \rightarrow-\infty$ as $n \rightarrow \infty$ for every $\delta>0$. This allows us to interchange the two limits $n \rightarrow \infty$ and $\epsilon \rightarrow 0$.

In many interacting particle systems like the ones we considered, where the number of particles is conserved, it takes a long time for the system to reach equilibrium, which requires the density to be constant. There are two important scales. The microscopic scale, where the interactions take place and the dynamics is defined and the macroscopic scale where the density is measured and the precise distribution of particles in the microscopic scale are "averaged out". Although this averaging needs to be done only in probability to prove the limits, it still requires methods from large deviations. The precise nature of the distribution of the particle at any time is impossible to compute. The averaging can be justified in equilibrium, because then the distribution is Bernoulli. Large deviations are used to obtain super-exponential error probabilities in equilibrium and then use them to control the error in non-equilibrium.

For instance in the example we considered it would be important to calculate the following error probability. Let $f(\eta)$ be a function that depends on the local configuration $\{\eta(x) ; x \in F\}$ where $F$ is a fixed finite set $\{z:|z| \leq r\} . f_{z}=\tau_{z} f$ is the translate of $f$ by the shift $\tau_{z}$. Let

$$
\rho_{N}(t, x, \epsilon)=\frac{1}{(2 N \epsilon)^{d}} \sum_{z:|z-y| \leq N \epsilon} \eta(z, t)
$$

One expects the system to be locally in equilibrium, i.e. if we denote by $\hat{f}(\rho)=$ $E_{\rho}[f(\eta)]$ the expectation with respect to the Bernoulli distribution with density $\rho$, the error

$$
S=\frac{1}{N^{2}} \int_{0}^{N^{2} T} \frac{1}{N^{d}} \sum_{x \in Z_{N}^{d}}\left|\frac{1}{(2 N \epsilon)^{d}} \sum_{z:|z-x| \leq N \epsilon} f_{z}(\eta(t))-\hat{f}\left(\rho_{N}(t, x, \epsilon)\right)\right| d t
$$

has to be small. It is rather difficult to control directly $P[S \geq \delta]$ especially in non-equilibrium and under tilting. However in equilibrium it is not hard. One can use Dirichlet forms and Feynman-Kac formula to get super-exponential bounds and then use the entropy inequality

$$
\alpha(A) \leq \frac{H(\alpha, \beta)+C}{\log \frac{1}{\beta(A)}}
$$

to control it in non-equilibrium.

## 10. Large Deviations and Homogenization

Methods from the study of large deviations are useful for carrying out the homogenization of certain nonlinear partial differential equations. For example, suppose $b(x)$ is a periodic function of $x$ and we want to investigate the behavior as $\epsilon \rightarrow 0$ of the solution $u_{\epsilon}$ of

$$
u_{t}+\frac{\epsilon}{2} \Delta u+\frac{1}{2}\|\nabla u\|^{2}+\left\langle b\left(\frac{x}{\epsilon}\right), \nabla u\right\rangle=0 ; \quad u(T, x)=f(x)
$$

We can do a Hopf-Cole transformation and if $u=\epsilon \log v$, then the equation becomes

$$
v_{t}+\frac{\epsilon}{2} \Delta v+\left\langle b\left(\frac{x}{\epsilon}\right), \nabla v\right\rangle=0 ; \quad v(T, x)=\exp \left[\frac{1}{\epsilon} f(x)\right]
$$

If we change variables $t=\epsilon \tau, x=\epsilon y$, then we obtain

$$
v_{\tau}+\frac{1}{2} \Delta v+\langle b(y), \nabla v\rangle=0 ; \quad v\left(\frac{T}{\epsilon}, y\right)=\exp \left[\frac{1}{\epsilon} f(\epsilon y)\right]
$$

If we consider the SDE

$$
d y(t)=b(y(t)) d t+d \beta(t)
$$

with a periodic $b$, there is a law of large numbers for $\frac{y(t)}{t}$ and we can ask for the corresponding large deviations result. Let us suppose that there is a rate function $I_{b}(y)$

$$
P_{b}\left[\frac{y(t)}{t} \simeq y\right]=\exp \left[-t I_{b}(y)+o(t)\right]
$$

Then

$$
\lim _{\epsilon \rightarrow 0} \epsilon \log v(0,0)=\sup _{y}\left[f(y)-T I_{b}\left(\frac{y}{T}\right)\right]
$$

or

$$
\lim _{\epsilon \rightarrow 0} \epsilon \log v(0,0)=\lim _{\epsilon \rightarrow 0} u(0,0)=\sup _{y}\left[f(y)-T I_{b}\left(\frac{y}{T}\right)\right]
$$

In fact

$$
\lim _{\epsilon \rightarrow 0} u(t, x)=\sup _{y}\left[f(y)-(T-t) I_{b}\left(\frac{y-x}{T-t}\right)\right]
$$

which is the solution of the homogenized equation

$$
u_{t}+H(\nabla u)=0 ; u(T, x)=f(x)
$$

with

$$
H(p)=\sup _{y}\left[\langle p, y\rangle-I_{b}(y)\right]
$$

The function $I(y)$ can be calculated by tilting. We need to perturb the equation

$$
d y(t)=b(y(t)) d t+d \beta(t)
$$

to

$$
d y(t)=c(y(t)) d t+d \beta(t)
$$

where $c$ is another periodic function. The adjoint equation

$$
\frac{1}{2} \Delta \phi-\nabla \dot{c} \phi=0
$$

will have a positive, normalized solution $\phi=\phi_{c}$ on the period torus. Then the law of large numbers states that

$$
\lim _{n \rightarrow \infty} \frac{y(t)}{t}=m(c)=\int c \phi_{c} d y
$$

The tilt has an entropy cost

$$
e(c)=\frac{1}{2} \int\|b-c\|^{2} \phi_{c} d y
$$

Then

$$
I_{b}(y)=\inf _{m(c)=y} e(c)
$$

and

$$
H(p)=\sup _{c}[\langle p, m(c)\rangle-e(c)]
$$

See [11] for more details.

## 11. Some Quenched Large Deviation Results

If we have two independent stationary stochastic processes $\left\{X_{n}\right\}$ and $\left\{Y_{n}\right\}$ with distributions $P$ and $Q$ respectively, sometimes one is interested in the almost sure limit

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \psi_{n}\left(Y_{1}, Y_{2}, \ldots, Y_{n}\right)
$$

where

$$
\psi_{n}\left(Y_{1}, Y_{2}, \ldots, Y_{n}\right)=E^{P}\left[\exp \left[\sum_{j=1}^{n} F\left(X_{i}, Y_{i}\right)\right]\right]
$$

If $P$ is a product measure then this is trivial because for any ergodic $Q$,

$$
\left.\frac{1}{n} \psi_{n}\left(Y_{1}, Y_{2}, \ldots, Y_{n}\right)=\frac{1}{n} \sum_{j=1}^{n} \log E^{P}\left[\exp F\left(X_{j}, Y_{j}\right)\right]\right] \rightarrow E^{Q}\left[\log E^{P}\left[\exp F\left(X_{j}, Y_{j}\right)\right]\right]
$$

Let us assume for simplicity that under $P,\left\{X_{n}\right\}$ is a Markov chain on a finite state space $\mathcal{X}$, with transition probability $\pi\left(x, x^{\prime}\right)$. Then

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \psi_{n}\left(Y_{1}, Y_{2}, \ldots, Y_{n}\right)=\lambda_{\pi}(Q)
$$

exists a.e $Q$ for every ergodic $Q . \lambda_{\pi}(Q)$ has a variational formula

$$
\lambda_{\pi}(Q)=\sup _{R: \sigma_{2} R=Q}\left[E^{R}\left[F\left(X_{0}, Y_{0}\right)-h\left(R_{\omega} ; P_{\omega_{1}} \times Q_{\omega_{2}}\right)\right]\right]
$$

Here $R$ varies over all jointly stationary distributions for $\left\{\left(X_{n}, Y_{n}\right)\right\}$ with the distribution of the second component $\left\{Y_{n}\right\}$ fixed at the stationary process $Q$. $R_{\omega}$ is the conditional distribution of $\left(X_{1}, Y_{1}\right)$ given the past $\left\{X_{j}, Y_{j}: j \leq 0\right\}$. The similar conditional probability for $P \times Q$ is $P_{\omega_{1}} \times Q_{\omega_{2}}$, where $\omega=\left(\omega_{1}, \omega_{2}\right)$ represent the past histories $\left\{X_{j}: j \leq 0\right\}$ and $\left\{Y_{j}: j \leq 0\right\}$ respectively. Note that $\lambda_{\pi}(Q)$ is well defined because although $Q_{\omega_{2}}$ is only defined a.e. $Q$, any $R$ that appears in the supremum will have the marginal $\sigma_{2} R$ equal to $Q$. On the other hand $P_{\omega_{1}}$ is globally defined by $\pi\left(x, x^{\prime}\right)$. Results of this type have been obtained in [1], [2] and [4].

Additional results and some applications will appear in a forthcoming article [10] while [16], [17], [18] and [19] are earlier expositions that contain additional references. In addition the texts [5] and [8] are excellent sources.
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## Landau Damping

## Cédric Villani*


#### Abstract

In this note I describe the solution of a longstanding problem in mathematical physics: the extension of the Landau damping from the linearized to the nonlinear Vlasov equation.
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In 1936, Lev Landau introduced the basic collisional kinetic model for plasma physics, now commonly called the Landau-Fokker-Planck equation. With this model he imported in plasma physics Boltzmann's notion of relaxation by increase of entropy, or equivalently loss of information.

In 1946, Landau came back to this field with a much more daring concept: relaxation without entropy increase, with preservation of information, even when collisions are neglected. This notion led to the extremely influential idea that conservative partial differential equations may exhibit irreversible features.

Landau's analysis was not directly based on the relevant kinetic model in plasma physics, the Vlasov-Poisson equation, but only on a linearized approximation. The validity of this approximation in large time has been questioned. A recent work in collaboration with Mouhot [22] fills this gap and thus demonstrates that relaxation is possible in confined reversible systems, without entropy increase nor radiation. In this note I shall describe the main results and the main insights brought by the proof.

[^66]
## 1. Mean-field Approximation

Large particle systems interacting via long-range collective interactions occur in many situations in physics. Consider the most fundamental situation of classical particles interacting via Newton's equations in $\mathbb{R}^{d}$ :

$$
m_{i} \ddot{x}_{i}(t)=\sum_{j} F_{j \rightarrow i}(t)
$$

where $m_{i}$ is the mass of particle $i, x_{i}(t) \in \mathbb{R}^{d}$ its position at time $t, \ddot{x}_{i}(t)$ its acceleration, and $F_{j \rightarrow i}$ is the force exerted by particle $j$ on particle $i$. If all masses are equal and the force derives from an interaction potential, in adimensional units we obtain, after proper time-rescaling,

$$
\ddot{x}_{i}(t)=-\frac{1}{N} \sum_{j} \nabla W\left(x_{i}(t)-x_{j}(t)\right) .
$$

In applications $N$ can be of the order of $10^{20}$, and then such a large system of equations is hopeless. The mean-field limit $N \rightarrow \infty$ transforms this system of many simple equations in just one (complicated) equation. To perform the limit, first rewrite the equations in terms of the empirical measure $\widehat{\mu}_{t}^{N}(d x d v)=$ $N^{-1} \sum \delta_{\left(x_{i}(t), \dot{x}_{i}(t)\right)}$ :

$$
\frac{\partial \widehat{\mu}^{N}}{\partial t}+v \cdot \nabla_{x} \widehat{\mu}^{N}+F^{N}(t, x) \cdot \nabla_{v} \widehat{\mu}^{N}=0, \quad F^{N}=-\left(\nabla W *_{x, v} \widehat{\mu}^{N}\right) ;
$$

then take the limit $N \rightarrow \infty$ to get an equation for the limit measure $\mu_{t}(d x d v)$. Assuming that $\mu_{t}(d x d v)=f(t, x, v) d x d v$, we can formally simplify by the invariant measure $d x d v$; the result is the nonlinear Vlasov equation with interaction potential $W$. In this model the unknown $f=f(t, x, v)$ is a timedependent density distribution in phase space (position, velocity), and the equation is

$$
\begin{array}{r}
\frac{\partial f}{\partial t}+v \cdot \nabla_{x} f+F(t, x) \cdot \nabla_{v} f=0 \\
F=-\nabla W *_{x} \rho \quad \rho(t, x)=\int f(t, x, v) d v \tag{2}
\end{array}
$$

To escape the discussion of boundary conditions and to avoid dispersion effects at infinity, I shall only consider periodic data, that is, $x \in \mathbb{T}^{d}=\mathbb{R}^{d} / \mathbb{Z}^{d}$.

The most important case of application is the Vlasov-Poisson equation in plasma physics, where heavy ions are treated as a fixed background, $f(t, x, v)$ is the density of electrons, treated as a continuum, and the interaction potential is the Coulomb potential (the fundamental solution of $-\Delta$ ). Another archetypal interaction is the Newton potential, which differs from the Coulomb potential only by a change of sign and units; the resulting equation
is the gravitational Vlasov-Poisson equation, of considerable importance in astrophysics.

Before going on, let me notice that while the mean-field limit is wellunderstood for smooth interactions [4, 8, 23], it has never been put on rigorous footing for Coulomb or Newton interactions. For singular potentials the only available results are those of Hauray and Jabin [11], which miss the Coulomb singularity by (a little bit more than) one order, and assume very stringent conditions of uniform interparticle separation at initial time.

## 2. Qualitative Behavior of the Vlasov Equation

The Vlasov equation (1) is a time-reversible transport equation; it is in some sense Hamiltonian [1] [15, Section 6]. In contrast with the Boltzmann equation, it keeps the value of Boltzmann's entropy, $-\iint f \log f d v d x$, constant in time. Its invariances are well-known: preservation of the energy (kinetic energy + potential energy), and preservation of all integrals of $f$, that is, all functionals of the form $\iint A(f) d v d x$.

This equation admits many, many equilibria: first, any spatially homogeneous function $f^{0}=f^{0}(v)$ is an equilibrium; next, there is a general recipe to construct inhomogeneous equilibria on $\mathbb{T}^{d} \times \mathbb{R}^{d}$, known as BGK (Bernstein-Greene-Kruskal) waves [3]; the theory of these equilibria is still in their infancy in spite of wide speculation.

The long-time behavior of the Vlasov-Poisson equation has been the object of much debate and speculation: does the kinetic distribution converge to an equilibrium by means of conservative phenomena? Which equilibria are stable and which ones are not? Is there a recipe to predict the "most likely" asymptotic equilibria? Is there an invariant measure on solutions of the Vlasov-Poisson equations? These questions are of great interest in particular in astrophysics, since the apparent approximate homogeneity of galaxies cannot be explained by means of the very slow entropy production mechanisms. At the end of the sixties, Lynden-Bell introduced the mysterious notion of (collisionless) violent relaxation to solve this paradox [16, 17]; this is still the object of much debate.

In this ocean of conjectures and mysteries about collisionless relaxation, the only little island on which we can set foot, so far, is the Landau damping, which holds in the neighborhood of stable homogeneous equilibria, as I shall now explain.

## 3. Linearization

In the sequel I will use Fourier transform in both $x$ and $v$ variables, writing

$$
\widehat{f}(k, v)=\int f(x, v) e^{-2 i \pi k \cdot x} d x, \quad \tilde{f}(k, \eta)=\iint f(x, v) e^{-2 i \pi k \cdot x} e^{-2 i \pi \eta \cdot v} d v d x .
$$

Let $f^{0}=f^{0}(v)$ be a homogeneous equilibrium. Let us write $f(t, x, v)=$ $f^{0}(v)+h(t, x, v)$, assume $\|h\| \ll 1$ in some sense, and accordingly neglect the quadratic term in (1). The result is the linearized Vlasov equation:

$$
\begin{equation*}
\frac{\partial h}{\partial t}+v \cdot \nabla_{x} h+F[h](t, x) \cdot \nabla_{v} f^{0}=0, \quad F[h]=-\nabla_{x} W *_{x, v} h ; \tag{3}
\end{equation*}
$$

here $F[h]$ is the force field generated by the distribution $h$.
Applying the Duhamel formula (considering $F[\cdot] \cdot \nabla_{v} f^{0}$ as perturbation of $v \cdot \nabla_{x}$ ), then taking the Fourier transform in $x$ and integrating in $v$ yields the closed equation on $\rho^{1}(t, x)=\int h(t, x, v) d v$ :

$$
\begin{equation*}
\widehat{\rho}^{1}(t, k)=\widetilde{h}_{i}(k, k t)+\int_{0}^{t} K^{0}(t-\tau, k) \widehat{\rho}^{1}(\tau, k) d \tau \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
K^{0}(t, k)=-4 \pi^{2} \widehat{W}(k) \widetilde{f^{0}}(k t)|k|^{2} t \tag{5}
\end{equation*}
$$

Appreciate the miracle: the Fourier modes $\widehat{\rho}^{1}(k), k \in \mathbb{Z}$, evolve in time independently of each other, and satisfy a convolution equation - a simple instance of Volterra equation. In a way this expresses a property of complete integrability, which can actually be made more formal [21].

The convolution equation (4) can be studied by means of Fourier-Laplace transform. If (a) $\widetilde{f^{0}}(\eta)=O\left(e^{-2 \pi \lambda_{0}|\eta|}\right)$, (b) the Laplace transform (in time) of the kernel $K^{0}$ does not approach 1 in a strip $\left\{0 \leq \mathcal{R} e \xi \leq \lambda_{L}|k|\right\}$, and (c) $\widetilde{h}_{i}(k, \eta)=O\left(e^{-2 \pi \lambda|\eta|}\right)$, then (4) implies exponential time-decay of nonzero modes of the density perturbation: $\hat{\rho}^{1}(t, k)=O\left(e^{-2 \pi \lambda^{\prime}|k| t}\right)$, for any rate $\lambda^{\prime}<$ $\min \left(\lambda, \lambda_{0}, \lambda_{L}\right)$. As a consequence the force $F[h]$ decays exponentially fast. This phenomenon discovered in [14] is called Landau damping. (Physics textbooks usually focus on $\lambda_{L}$, the Landau damping rate, as dictating the relaxation rate; but $\lambda_{0}$ and $\lambda$ should not be forgotten in case $f^{0}$ and $h_{i}$ are not entire functions.)

The existence of a positive decay rate $\lambda_{L}$ is guaranteed by the analyticity of $f^{0}$ and the Penrose stability condition, which in dimension $d=1$ reads

$$
\begin{equation*}
\forall \omega \in \mathbb{R}, \quad\left(f^{0}\right)^{\prime}(\omega)=0 \quad \Longrightarrow \quad \widehat{W}(k) \int \frac{\left(f^{0}\right)^{\prime}(v)}{v-\omega} d v<1 \tag{6}
\end{equation*}
$$

The multidimensional version is that for any $k \in \mathbb{Z}^{d}$, the one-dimensional marginal of $f^{0}$ along the axis $k$ satisfies this criterion. For instance, this stability criterion always holds true for Coulomb interaction in dimension 3 if $f^{0}$ is a radially symmetric distribution. On the contrary, for Newton interaction, even the Gaussian distribution may be stable or unstable, depending on the temperature (or equivalently, up to rescaling, on the size of the periodic box); this is the phenomenon of Jeans instability, which qualitatively explains the fact that stars tend to cluster in galaxies rather than spread around uniformly.

The following theorem summarizes the situation; since Landau's original work it has proven and reproven by many authors in various formalisms and with various degrees of precision, generality and rigor $[2,7,12,20,22,25,27,28]$.
Theorem 3.1 (Landau's damping theorem). Let $f^{0}=f^{0}(v)$ be an analytic homogeneous equilibrium, with $\left|\widetilde{f^{0}}(\eta)\right|=O\left(e^{-2 \pi \lambda_{0}|\eta|}\right)$, and let $W$ be an interaction potential such that $\nabla W \in L^{1}\left(\mathbb{T}^{d}\right)$. Let $K^{0}$ be defined in (5); assume that there is $\lambda_{L}>0$ such that the Laplace transform $\left(K^{0}\right)^{L}(\xi, k)$ of $K^{0}(t, k)$ stays away from the value 1 when $0 \leq \mathcal{R e} \xi<\lambda_{L}|k|$. Let further $h_{i}=h_{i}(x, v)$ be an analytic initial perturbation such that $\widetilde{h}_{i}(k, \eta)=O\left(e^{-2 \pi \lambda|\eta|}\right)$. Then if $h$ solves the linearized Vlasov equation (3) with initial datum $h_{i}$, one has exponential decay of the force field: for any $k \neq 0$, and any $\lambda^{\prime}<\min \left(\lambda_{0}, \lambda_{L}, \lambda\right)$,

$$
\widehat{F}[h](t, k)=O\left(e^{-2 \pi \lambda^{\prime}|k| t}\right) .
$$

In particular, $F[h]$ converges to 0 exponentially fast as $t \rightarrow \infty$.
Moreover, Penrose's stability condition (6) guarantees the existence of $\lambda_{L}>0$.

Note that high modes decay faster, low modes decay slower. The infrared cutoff imposed by the periodic boundary conditions implies a uniform lower bound on the decay rate of the various modes; if the problem is set in the whole space, the very slow decay of very low spatial frequencies prevents the exponential decay of the force $[9,10]$.

## 4. Nonlinear Landau Damping

The impact of Landau's discovery cannot be overestimated: Landau damping nowadays is one of the cornerstones of classical plasma physics [26].

However, half a century ago, Backus [2] raised a serious objection against Landau's reasoning. He argued that the linearization approximation is not justified in large times for the Vlasov equation, because the amplitude of $\nabla_{v} h(t, x, v)$ grows at least linearly in time, due to the appearance of fast oscillations as $t \rightarrow \infty$; so even if $\nabla_{v} h$ is initially of size $O(\varepsilon)$, after time $O(1 / \varepsilon)$ it will be of size $O(1)$.

O'Neil [24] further predicted that the linearization approximation anyway breaks down on time scales $O(1 / \sqrt{\varepsilon})$, where $\varepsilon$ is the size of the perturbation; this is well checked on numerical schemes. So if one is interested in larger time scales, the question naturally arises whether damping does hold for the nonlinear Vlasov equation, at least in the perturbative regime near a stable spatially homogeneous equilibrium.

This question seems to pose formidable difficulties: the nonlinear equation does not have the beautiful structure of the linearized equation; moreover the density $f(t, x, v)$ develops fast oscillations which prevent any uniform smoothness bound, a fortiori analytic regularity. Numerical simulations on such
long time scales are not fully reliable, and sometimes subject to controversy. Isichenko [13] argued that the convergence to equilibrium in the nonlinear case should be very slow. However, Caglioti and Maffei [5] proved the existence of some exponentially damped solutions, leaving open the question of their genericity.

The following recent theorem by Mouhot and myself ends the debate:
Theorem 4.1 (nonlinear Landau damping). Let $f^{0}$ be an analytic profile satisfying the Penrose linear stability condition. Further assume that the interaction potential $W$ satisfies

$$
\begin{equation*}
\widehat{W}(k)=O\left(\frac{1}{|k|^{2}}\right) \tag{7}
\end{equation*}
$$

Then one has nonlinear stability and nonlinear damping close to $f^{0}$. More precisely, there is $\varepsilon>0$ such that if $f_{i}$ is an initial datum satisfying

$$
\left|\widetilde{f}_{i}-\widetilde{f}_{0}\right|(k, \eta) \leq \varepsilon e^{-2 \pi \mu|k|} e^{-2 \pi \lambda|\eta|}, \quad \iint\left|f_{i}(x, v)-f^{0}(v)\right| e^{2 \pi \beta|v|} d x d v \leq \varepsilon
$$

and $f(t, x, v)$ is the solution of the nonlinear Vlasov equation (1) with interaction potential $W$ and initial datum $f_{i}$, then $F[f](t, \cdot)$ converges exponentially fast to 0 as $t \rightarrow+\infty$. Moreover, $f(t, \cdot)$ converges weakly to an analytic homogeneous equilibrium $f_{\infty}=f_{\infty}(v)$.

This theorem is perturbative, and in fact there is convincing numerical evidence that the conclusion should not hold for large perturbations of equilibrium. Nevertheless the strength of Theorem 4.1 is that it theoretically demonstrates the possibility of relaxation to equilibrium without any dissipation or randomness in a non-radiating, time-reversible, entropy-preserving system.

Theorem 4.1 also predicts the existence of a limit distribution $f_{\infty}(v)$. The constructive nature of the proof of Theorem 4.1 provides a natural approximation scheme for that limit. By time-reversibility there is also a limit distribution in negative times, and one may check that in general it differs from $f_{\infty}$, implying that the limit distribution does not depend only on the invariants of the equation.

There is no contradiction between the reversibility of the Vlasov equation and the effective irreversibility of the behavior expressed by Theorem 4.1: the explanation is that although information is preserved for all times, it becomes stored in high-frequency variations of the distribution function in the kinetic variable. This transfer of information from low to high modes acts like a cascade in phase space, which we like to interpret in terms of regularity: the regularity deteriorates in the velocity variable because of the fast oscillations, but at the same time the regularity of the force in the position variable improves with time.

The rest of this text is devoted to a sketchy presentation of the main tools underlying the proof of Theorem 4.1.


Figure 1. A slice of the distribution function (relative to a homogeneous equilibrium) for gravitational Landau damping, at two different times; notice the fast oscillations of the distribution function, which are very difficult to capture by an experiment. Image courtesy of Francis Filbet.


Figure 2. Time-evolution of the norm of the field, for electrostatic (on the left) and gravitational (on the right) interactions. In the electrostatic case, the fast timeoscillations are called Langmuir oscillations, and should not be mistaken with the velocity oscillations.

## 5. Gliding Analytic Regularity

To estimate solutions of the nonlinear Vlasov equation in analytic regularity, let us look for an analytic norm which behaves well under composition (because the solution of a linear transport equation is obtained by composition with the trajectories of particles); and which does not fear the fast oscillations.

The first problem (composition) is solved by using algebra norms, wellknown in certain areas of mathematics: two such norms are defined (say in dimension 1) by

$$
\begin{equation*}
\|f\|_{\mathcal{F}^{\lambda}}=\sum_{k \in \mathbb{Z}} e^{2 \pi \lambda|k|}|\widehat{f}(k)| \quad\|f\|_{\mathcal{C}^{\lambda}}=\sum_{n \in \mathbb{N}_{0}} \frac{\lambda^{n}}{n!}\left\|f^{(n)}\right\|_{L^{\infty}}, \tag{8}
\end{equation*}
$$

where $f^{(n)}$ stands for the derivative of order $n$ of $f$, and $\mathbb{N}_{0}=\{0,1,2, \ldots\}$. The first norm (as it is written) makes sense only for periodic functions, while the second one makes sense for any smooth function on $\mathbb{R}$. Both satisfy $\|f g\| \leq$ $\|f\|\|g\|$, and as a consequence also satisfy nice formulas for the composition: with obvious notation,

$$
\|f \circ(\operatorname{Id}+G)\|_{\lambda} \leq\|f\|_{\nu}, \quad \nu=\lambda+\|G\|_{\lambda}
$$

The second problem (fast oscillations) is resolved by taking away the contribution of the free transport. This is like a scattering philosophy: to estimate the solution of the perturbed kinetic equation at time $t$, first evolve it backwards from time $t$ to time 0 , using the (reversed) free transport equation.

So the smoothness scale is devised by comparison with the solution of the free transport, and there is an information cascade from low to high modes, as in weak turbulence theory. We call this the gliding regularity.

All in all, we introduce a functional norm which mixes the two recipes appearing in (8) (one recipe for the position variable, another one for the velocity variable), and kills fast oscillations by replacing differentiation along $\nabla_{v}$ by differentiation along $\nabla_{v}+t \nabla_{x}$ :

$$
\begin{equation*}
\|f\|_{\mathcal{Z}_{\tau}^{\lambda},(\mu, \gamma) ; p}=\sum_{k \in \mathbb{Z}^{d}} \sum_{n \in \mathbb{N}_{0}^{d}} e^{2 \pi \mu|k|}(1+|k|)^{\gamma} \frac{\lambda^{n}}{n!}\left\|\left(\nabla_{v}+2 i \pi \tau k\right)^{n} \widehat{f}(k, v)\right\|_{L^{p}(d v)} \tag{9}
\end{equation*}
$$

By default, $\tau=0, \gamma=0$ and $p=\infty$.
The five indices might seem a burden, however they provide a lot of flexibility. The parameter $\tau$ can be adjusted as one wishes, but should not be too far from the physical time. Please note that the $\mathcal{Z}$ spaces are ordered with respect to the parameters $\lambda, \mu, \gamma$ and (cheating a bit) $p$, but not with respect to the parameter $\tau$, at least not with uniform constants.

One can work out nice properties of the $\mathcal{Z}$ norms with respect to product, composition, differentiation, inversion. For instance:

$$
\|f(x+X(x, v), v+V(x, v))\|_{\mathcal{Z}_{\tau}^{\lambda, \mu ; p}} \leq\|f\|_{\mathcal{Z}_{\sigma}^{\alpha, \beta ; p}}
$$

where $\alpha=\lambda+\|V\|_{\mathcal{Z}_{\tau}^{\lambda, \mu}}, \beta=\mu+\lambda|\tau-\sigma|+\|X-\sigma V\|_{\mathcal{Z}_{\tau}^{\lambda, \mu}}$.
Finally, as soon as one has a good decay in velocity space, one may embed the complicated $\mathcal{Z}$ spaces into more naive functional spaces, such as

$$
\|f\|_{\mathcal{Y}_{\tau}^{\lambda, \mu}}:=\sup _{k, \eta}|\tilde{f}(k, \eta)| e^{2 \pi \lambda|\eta+k \tau|} e^{2 \pi \mu|k|} .
$$

## 6. Characteristics

Let us consider the linear Vlasov problem, where particles move in a given force field $F$, satisfying the same estimates as if it was induced by a solution $\bar{f}$ of the
free transport. Then the regularity of $F$ improves with time: if $\bar{f}$ is analytic, then

$$
\|F(t, \cdot)\|_{\mathcal{F}^{\lambda t+\mu}}=O(1)
$$

for some $\lambda, \mu>0$.
Then the solution $f$ is given by the composition of the initial datum, $f_{i}$, by the characteristic equations (trajectories). So, to understand the solution of the equation, it is sufficient to understand these characteristics; we define

$$
\left.S_{t, \tau}(x, v)=\left(X_{t, \tau}(x, v), V_{t, \tau}(x, v)\right)\right)
$$

as the position and velocity at time $\tau$ of particles which are transported by the force field $F$ and which at time $t$ will have position $x$ and velocity $v$. To compare $S$ with the free transport evolution $S_{t, \tau}^{0}(x, v)=(x-(t-\tau) v, v)$, introduce

$$
\begin{equation*}
\Omega_{t, \tau}=S_{t, \tau} \circ S_{\tau, t}^{0} . \tag{10}
\end{equation*}
$$

That is, start from time $\tau$, evolve by the free dynamics up to time $t$, and then evolve it backwards by the perturbed dynamics to time $\tau$. As $t \rightarrow \infty, \Omega_{t, \tau}$ converges to what is usually called a scattering transform.

A fixed point argument shows the following: if $\lambda^{\prime}<\lambda, \mu^{\prime}<\mu$ and

$$
\|F(t, \cdot)\|_{\mathcal{F}^{\lambda t+\mu}} \leq \frac{\varepsilon\left(\mu-\mu^{\prime}\right)\left(\lambda-\lambda^{\prime}\right)^{2}}{C}
$$

for $C$ large enough, then

$$
\left\|\Omega_{t, \tau}-\mathrm{Id}\right\|_{\mathcal{Z}_{\tau}^{\lambda^{\prime}, \mu^{\prime}}} \leq C \varepsilon e^{-2 \pi\left(\lambda-\lambda^{\prime}\right) \tau} \min \left(t-\tau, \frac{1}{\lambda-\lambda^{\prime}}\right)
$$

This estimate shows that the dynamics asymptotically looks like free transport; it is good because it is (a) uniform as $t \rightarrow \infty$; (b) small as $\tau \rightarrow t$; (c) exponentially small as $\tau \rightarrow \infty$.

The loss of regularity index is roughly of order $O\left(\varepsilon^{1 / 3}\right)$; we shall see later how to improve this by playing on the parameters of the norm.

## 7. Reaction

Now let us consider the force as the unknown, and let the force act on a given time-dependent distribution $\bar{f}(t, x, v)=f^{0}(v)+h(t, x, v)$. Then the equation is

$$
\begin{equation*}
\frac{\partial f}{\partial t}+v \cdot \nabla_{x} f+F[f](t, x) \cdot \nabla_{v} \bar{f}(t, x, v)=0 \tag{11}
\end{equation*}
$$

which formally describes the evolution of a gas of particles which acts by forcing the distribution $\bar{f}$, such that there is a flux of particles from distribution $f$ to
distribution $\bar{f}$, which exactly reacts to the effect of the force and guarantees that $\bar{f}$ is unaffected.

Let us set artificially $f^{0}=0$ to focus on the effect of the nonlinearity. Applying the Duhamel principle, Fourier transform and integration in velocity, we obtain

$$
\begin{equation*}
\widehat{\rho}(t, k)=\widetilde{f}_{i}(k, k t)+\int_{0}^{t} \sum_{\ell} \widehat{\nabla W}(k-\ell) \widehat{\rho}(\tau, k-\ell)\left(\widetilde{\nabla_{v} \bar{f}}\right)(\tau, \ell, k(t-\tau)) d \tau \tag{12}
\end{equation*}
$$

Of course all modes of the density are now coupled; to bound them all together, let use the norm $\|\rho\|_{\mathcal{F}^{\lambda t+\mu}}$. We assume that $\widehat{W}(k)=O\left(1 /|k|^{1+\gamma}\right)$ as $k \rightarrow \infty$, and that $\bar{f}$ satisfies the same estimates as a solution of free transport:

$$
\widetilde{\nabla_{v} \bar{f}}(\tau, \ell, k(t-\tau)) \leq C|k|(t-\tau) e^{-2 \pi \bar{\lambda}|k(t-\tau)+\ell \tau|} e^{-2 \pi \bar{\mu}|k|}
$$

Plugging this bound in (12) leads to an integral equation replacing (4):

$$
\begin{equation*}
\|\rho(t)\|_{\mathcal{F}^{\lambda t+\mu}} \leq A(t)+C \int_{0}^{t} K(t, \tau)\|\rho(\tau)\|_{\mathcal{F}^{\lambda \tau+\mu}} d \tau \tag{13}
\end{equation*}
$$

where $A(t)=\sum_{k} e^{2 \pi(\lambda t+\mu)|k|}\left|\widetilde{h}_{i}(k, k t)\right|$ remains bounded if $\lambda$ is small enough, and

$$
\begin{equation*}
K(t, \tau)=\sup _{k, \ell}\left(\frac{|k|(t-\tau) e^{-2 \pi(\bar{\lambda}-\lambda)|k(t-\tau)+\ell \tau|} e^{-2 \pi(\bar{\mu}-\mu)|\ell|}}{1+|k-\ell|^{\gamma}}\right) . \tag{14}
\end{equation*}
$$

Note that the argument inside the supremum is not uniformly small for large $k$ and large $t$ : a resonance phenomenon occurs for

$$
k(t-\tau)+\ell \tau=0
$$

similar to the celebrated echo experiment performed by Malmberg and collaborators in the sixties [18, 19].

The bad news about kernel (14) is that it grows linearly with time: $K(t, \tau)$ is in general not better than $O(\tau)$, and $\int_{0}^{t} K(t, \tau) d \tau=O(t)$, suggesting a potential superexponential instability. But the good news is that the interaction comes with an important delay. To appreciate this, compare the integral equations $\varphi(t) \leq \int_{t-1}^{t} \tau \varphi(\tau) d \tau$ (allowing superexponential growth) and $\varphi(t) \leq t \varphi(t / 2)$ (imposing subexponential growth).

Also the influence of the singularity of the interaction potential $W$ is seen on (14): the more singular it is, the slower the decay as $|k-\ell| \rightarrow \infty$, the stronger the coupling between different modes.

To estimate solutions of (13) one can use exponential moment estimates. The idea is that

$$
\begin{equation*}
\int_{0}^{t} e^{-\varepsilon t} K(t, \tau) e^{\varepsilon \tau} d \tau \tag{15}
\end{equation*}
$$

will be smaller if $K$ favors large values of $t-\tau$. In the present case,

$$
\begin{equation*}
\int_{0}^{t} e^{-\varepsilon t} K(t, \tau) e^{\varepsilon \tau} d \tau \leq \frac{C}{\varepsilon^{r} t^{\gamma-1}} \tag{16}
\end{equation*}
$$

for some constants $C>0, r>0$, and $\varepsilon$ arbitrarily small. The important fact is that the bound on the right-hand side of (16) decays as $t \rightarrow \infty$, at least for $\gamma>1$. One can use this information to show that solutions of (13) cannot grow faster than $O\left(e^{\varepsilon t}\right)$, where $\varepsilon$ is as small as desired; stated otherwise, there is an arbitrarily small loss on the decay rate.

This method accommodates with the presence of $f^{0}$, at the price of technical estimates involving further information on $K(t, \tau)$ :

$$
\left(\int e^{-2 \varepsilon t} K(t, \tau)^{2} e^{2 \varepsilon \tau} d \tau\right)^{1 / 2} \leq \frac{C}{\varepsilon^{r} t^{\gamma-1 / 2}}, \quad \sup _{\tau \geq 0} \int_{\tau}^{\infty} e^{\varepsilon \tau} K(t, \tau) e^{-\varepsilon t} d t \leq \frac{C}{\varepsilon^{r}} .
$$

As $\gamma \rightarrow 1$, the coupling becomes so strong that the previous method no longer works; instead one can work out a more complicated scheme where all modes are estimated separately, rather than within a single norm. The resulting infinite system of inequalities also provides an arbitrarily small loss on the exponential decay rate.

## 8. Newton's Scheme

To overcome the loss of decay rate observed in the solution of the linearized problem, we adapt to the present setting the classical Newton algorithm, thus constructing the solution of the nonlinear Vlasov equation as a superposition of solutions of linear equations: $f=\lim _{n \rightarrow \infty} f^{n}, f^{n}=f^{n}(t, x, v)$ being defined as

$$
f^{n}=f^{0}+h^{1}+\ldots+h^{n}
$$

where

- $f^{0}=f^{0}(v)$ is the homogeneous equilibrium;
- $h^{1}$ solves the linearized Vlasov equation around $f^{0}$, starting from $f_{i}-f^{0}$;
- for any $n \geq 1, h^{n+1}$ solves the linear equation

$$
\begin{equation*}
\frac{\partial h^{n+1}}{\partial t}+v \cdot \nabla_{x} h^{n+1}+F\left[f^{n}\right] \cdot \nabla_{v} h^{n+1}+F\left[h^{n+1}\right] \cdot \nabla_{v} f^{n}=-F\left[h^{n}\right] \cdot \nabla_{v} h^{n} \tag{17}
\end{equation*}
$$

with initial datum $h^{n+1}(0, \cdot)=0$. The fact that $h^{n}$ appears quadratically in the right-hand side of (17) formally guarantees that the convergence of the scheme is extremely fast (almost like $\delta^{2^{n}}$ ).

The analytic regularity of the solution of this system of equations is first estimated for short times, as in Cauchy-Kowalevskaya theory.

Large time estimates are much more tricky and involve all the ingredients from sections 5 to 7 . First one composes by the characteristics induced by $F\left[f^{n}\right]$, in order to get rid of the term $F\left[f^{n}\right] \cdot \nabla_{v} h^{n+1}$. This does not harm much if we can show that these trajectories are asymptotic to free transport in a suitable sense. Then the reaction analysis and echo control provide the decay of the force, with an arbitrarily small loss on the rate of decay. The overall goal is to set up a virtuous circle: if $F\left[f^{n}\right]$ decays fast, the trajectories will be close to free transport trajectories, and in particular will induce a good mixing of $h^{n+1}$; and in turn this will imply a fast decay of $F\left[h^{n+1}\right]$.

The implementation of these ideas is particularly technical. Let $\rho_{t}^{n}(x, v)=$ $\int h^{n}(t, x, v) d v$, and $\Omega_{t, \tau}^{n}=S_{t, \tau}^{n} \circ S_{\tau, t}^{0}$, where $S^{n}$ are the characteristics induced by $F\left[f^{n}\right]$. Two key estimates which are propagated along the scheme are:

$$
\begin{equation*}
\sup _{\tau \geq 0}\left\|\rho_{\tau}^{n}\right\|_{\mathcal{F}^{\lambda_{n} \tau+\mu_{n}}} \leq \delta_{n}, \quad \sup _{t \geq \tau \geq 0}\left\|h_{\tau}^{n} \circ \Omega_{t, \tau}^{n-1}\right\|_{\substack{\mathcal{Z}_{n}(1+b), \mu_{n} ; 1 \\ \tau-1+b}} \leq \delta_{n}, \tag{18}
\end{equation*}
$$

where $b(t)=B /(1+t)$ for some well-chosen parameter $B>0$. Notice the shift in the indices of the norm of $h^{n}$, where the regularity is modulated depending on the final time $t$ : this trick, combined with the decay of the force field, allows to circumvent the fixed loss of regularity due to the composition by the characteristics.

A number of auxiliary estimates are propagated: schematically,

- $\Omega^{n} \simeq \mathrm{Id}, \quad \nabla \Omega^{n} \simeq I ;$
- $\Omega^{n}-\Omega^{k}$ is small and $\left(\Omega^{k}\right)^{-1} \circ \Omega^{n} \simeq \operatorname{Id}$ as $k \rightarrow \infty$, uniformly in $n$;
- $h^{k} \circ \Omega^{n}, \nabla h^{k} \circ \Omega^{n}, \nabla^{2} h^{k} \circ \Omega^{n}$ are small as $k \rightarrow \infty$, uniformly in $n$;
- $\left(\nabla h^{n+1}\right) \circ \Omega^{n} \simeq \nabla\left(h^{n+1} \circ \Omega^{n}\right)$

A key step is a self-consistent estimate on $\rho^{n+1}=\int h^{n+1} d v$ : among other ingredients, the assumption $\widehat{W}(k)=O\left(1 /|k|^{2}\right)$ is used there to ensure that $\left\|\nabla F^{n+1}\right\| \leq C\left\|\rho^{n+1}\right\|$, so that

$$
\left\|F^{n+1} \circ \Omega^{n}-F^{n+1}\right\| \leq\left\|\nabla F^{n+1}\right\|\left\|\Omega^{n}-\mathrm{Id}\right\| \leq\left\|\rho^{n+1}\right\|\left\|\Omega^{n}-\mathrm{Id}\right\|,
$$

with the same norm on the left-hand and right-hand sides.
The implementation of the scheme is done in a number of steps at each stage, each of which involves a small loss on the gliding regularity, and large constants. But the latter are all eventually wiped out by the extraordinarily fast convergence of the Newton scheme:

$$
\delta_{n}=O\left(\delta^{a^{n}}\right), \quad 1<a<2 .
$$

In the end remains the uniform bound

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} \sup _{t \geq 0}\left(\left\|f^{n}(t, \cdot)-f^{0}\right\|_{\mathcal{Z}_{t}^{\lambda, \mu ; 1}}+\left\|F^{n}(t, \cdot)\right\|_{\mathcal{F}^{\lambda t+\mu}}\right)=O\left(\left\|f_{i}-f^{0}\right\|\right) \tag{19}
\end{equation*}
$$

From this follows a uniform bound on the solution $f$, and the exponential decay on the force $F(t, \cdot)$, which in turn implies that $f(t, x+v t, v)$ converges to some distribution function $g(x, v)$. Then $f(t, x, v)$ is asymptotic to $g(x-v t, v)$, and the existence of the asymptotic profile $f_{\infty}(v)$ follows by the homogenization properties of the free transport.

## 9. Conclusions

Theorem 4.1 establishes that Landau damping survives nonlinearity: this solves a controversial problem posed half a century ago. The proof of this result is technical and complex, but constructive and based on elementary tools. It provides a hands-on approach of the long-time behavior of the nonlinear Vlasov equation, and singles out the mechanism and the important ingredients behind Landau damping: confinement, mixing, and the Riemann-Lebesgue lemma.

The construction bears several similarities with the Kolmogorov-ArnoldMoser theory [6]. Indeed, the linearized Vlasov equation is completely integrable in some sense, the nonlinearity acts as a perturbation, and the loss of regularity occurring in the solution of the linearized Landau problem can be overcome by a Newton scheme. In our case, the most severe reason for the loss of regularity is the formation of echoes due to the oscillatory nature of solutions. In this sense the proof provides an unexpected bridge between three of the most famous paradoxical statements from classical mechanics of the twentieth century: Landau damping, KAM theory, and the echo experiment. This is all the more remarkable that this bridge only appears in the treatment of the nonlinear Vlasov equation, while Landau was dealing specifically with the linearized equation.

However, in contrast with classical KAM theory, the solution of the linearized Vlasov equation implies a loss of infinitely many derivatives; in Fourier space, this is like mutiplication by $e^{|\xi|^{\alpha}}$ with $0<\alpha<1$. This high loss of regularity is one of the main reasons why we are unable to run a classical Nash-Moser regularization scheme and get results in $C^{k}$ regularity. Instead, we are only able to work in Gevrey regularity, and formulate a guess for the critical regularity: Gevrey-3 (that is, derivatives growing like $n!^{3}$ ).

After this theorem, many new problems can be formulated: extension to other models, to inhomogeneous equilibria, long-time behavior of less smooth data, mean-field limit in the perturbative regime... A number of old problems also remain wide open, such as the understanding of the statistical theory of the Vlasov equation. When addressing these issues, just as the problem which motivated Theorem 4.1, we must bear in mind that the goal of mathematical physics is not to rigorously prove what physicists already know, but rather through mathematics to get new insights about the physics, and from physics to identify new mathematical problems.

## References

[1] Ambrosio, L., and Gangbo, W. Hamiltonian ODE's in the Wasserstein space of probability measures. Comm. Pure Appl. Math. 51 (2007), 18-53.
[2] Backus, G. Linearized plasma oscillations in arbitrary electron distributions. J. Math. Phys. 1 (1960), 178-191, 559.
[3] Bernstein, I.B., Greene, J.M. and Kruskal, M.D. Exact nonlinear plasma oscillations. Phys. Rev. 108, 3 (1957), 546-550.
[4] Braun, W. and Hepp, K. The Vlasov dynamics and its fluctuations in the $1 / N$ limit of interacting classical particles. Commun. Math. Phys. 56 (1977), 125-146.
[5] Caglioti, E., and Maffei, C. Time asymptotics for solutions of VlasovPoisson equation in a circle. J. Statist. Phys. 92, 1-2 (1998), 301-323.
[6] Chierchia, L. A. N. Kolmogorov's 1954 paper on nearly-integrable Hamiltonian systems. A comment on: "On conservation of conditionally periodic motions for a small change in Hamilton's function" [Dokl. Akad. Nauk SSSR (N.S.) 98 (1954), 527-530]. Regul. Chaotic Dyn. 13, 2 (2008), 130-139.
[7] Degond, P. Spectral theory of the linearized Vlasov-Poisson equation. Trans. Amer. Math. Soc. 294, 2 (1986), 435-453.
[8] Dobrušin, R. L. Vlasov equations. Funktsional. Anal. i Prilozhen. 13, 2 (1979), 48-58, 96.
[9] Glassey, R., and Schaeffer, J. Time decay for solutions to the linearized Vlasov equation. Transport Theory Statist. Phys. 23, 4 (1994), 411-453.
[10] Glassey, R., and Schaeffer, J. On time decay rates in Landau damping. Comm. Partial Differential Equations 20, 3-4 (1995), 647-676.
[11] Hauray, M., and Jabin, P.-E. $N$-particles approximation of the Vlasov equations with singular potential. Arch. Ration. Mech. Anal. 183, 3 (2007), 489-524.
[12] Hayes, J. N. On non-Landau damped solutions to the linearized Vlasov equation. Nuovo Cimento (10) 30 (1963), 1048-1063.
[13] Isichenko, M. Nonlinear Landau damping in collisionless plasma and inviscid fluid. Phys. Rev. Lett. 78, 12 (1997), 2369-2372.
[14] Landau, L.D. On the vibration of the electronic plasma. J. Phys. USSR 10 (1946), 25. English translation in JETP 16, 574. Reproduced in Collected papers of L.D. Landau, edited and with an introduction by D. ter Haar, Pergamon Press, 1965, pp. 445-460; and in Men of Physics: L.D. Landau, Vol. 2, Pergamon Press, D. ter Haar, ed. (1965).
[15] Lott, J. Some geometric calculations on Wasserstein space. Comm. Math. Phys. 277, 2 (2008), 423-437.
[16] Lynden-Bell, D. The stability and vibrations of a gas of stars. Mon. Not. R. astr. Soc. 124, 4 (1962), 279-296.
[17] Lynden-Bell, D. Statistical mechanics of violent relaxation in stellar systems. Mon. Not. R. astr. Soc. 136 (1967), 101-121.
[18] Malmberg, J., and Wharton, C. Collisionless damping of electrostatic plasma waves. Phys. Rev. Lett. 13, 6 (1964), 184-186.
[19] Malmberg, J., Wharton, C., Gould, R., and O'Neil, T. Plasma wave echo experiment. Phys. Rev. Letters 20, 3 (1968), 95-97.
[20] Maslov, V. P., and Fedoryuk, M. V. The linear theory of Landau damping. Mat. Sb. (N.S.) 127(169), 4 (1985), 445-475, 559.
[21] Morrison, P. J. Hamiltonian description of Vlasov dynamics: Action-angle variables for the continuous spectrum. Transp. Theory Statist. Phys. 29, 3-5 (2000), 397-414.
[22] Mouhot, C., and Villani, C. On Landau damping. Preprint, 2009. Available online at arXiv:0904.2760
[23] Neunzert, H. An introduction to the nonlinear Boltzmann-Vlasov equation. In Kinetic theories and the Boltzmann equation, C. Cercignani, Ed., vol. 1048 of Lecture Notes in Math., Springer, Berlin, Heidelberg, 1984, pp. 60-110.
[24] O'Neil, T. Collisionless damping of nonlinear plasma oscillations. Phys. Fluids 8, 12 (1965), 2255-2262.
[25] Penrose, O. Electrostatic instability of a non-Maxwellian plasma. Phys. Fluids 3 (1960), 258-265.
[26] Ryutov, D. D. Landau damping: half a century with the great discovery. Plasma Phys. Control. Fusion 41 (1999), A1-A12.
[27] SÁEnz, A. W. Long-time behavior of the electric potential and stability in the linearized Vlasov theory. J. Mathematical Phys. 6 (1965), 859-875.
[28] van Kampen, N. On the theory of stationary waves in plasma. Physica 21 (1955), 949-963.

## Special Activities

This page is intentionally left blank

# A Continuous Path from School Calculus to University Analysis 

W.T. Gowers*


#### Abstract

It is common to describe university-level mathematics as virtually a different subject from school-level mathematics, even when their subject matter overlaps. The difference is particularly keenly felt in analysis, where there is a big contrast between a typical first course in calculus and the more rigorous epsilon-delta approach that one encounters at university.

I shall argue that this appearance is misleading, and that the epsilon-delta definitions and proofs are more intuitive than they might at first appear. I shall focus in particular on the treatment of the real number system, the definition of continuity, and the proof of the intermediate value theorem.
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If I was asked to name the two most notable ways in which university-level mathematics differs from school-level mathematics, then I would say that they were abstraction and rigour. Early courses at university in subjects such as group theory and linear algebra will introduce students to the axiomatic way of thinking, while a first course in mathematical analysis introduces them to rigorous proofs of statements that they will hitherto have justified only informally, if at all. It is often claimed that mathematical analysis is difficult to learn because in order to understand it one must learn to think in a new way. In this short presentation I would like to suggest that there are many connections between the advanced, rigorous way of thinking and the more naive way of thinking that would come naturally to a schoolchild. How these observations should influence the way we teach analysis is far from clear, but it cannot do any harm to draw attention to them.

I plan to discuss three aspects of basic real analysis: the axiomatic approach to the real number system, the definition of continuity, and the proof of the intermediate value theorem. In each case, I shall compare how they are treated

[^67]in a typical analysis course (or textbook) with how they are thought of by an intelligent mathematician who has not yet attended such a course.

First, the real number system. The advanced attitude to the real numbers is this: there exists a complete ordered field; complete ordered fields can be constructed in many different ways; the mere fact that they exist is more important than the precise details of the constructions, since any two complete ordered fields are isomorphic; therefore, it is best to treat the real numbers axiomatically, deducing everything from the axioms for a complete ordered field.

In practice, the fact that the real numbers form an ordered field is kept firmly in the background. We just add them, multiply them, take reciprocals of non-zero numbers, put them in order, and take for granted that they obey the obvious rules. In that respect, a university-level mathematician ends up behaving in a very similar way to a school-level mathematician, who also takes these various rules for granted (the difference being that a school-level mathematician may well not have consciously thought about them).

What really separates the university mathematician from the school mathematician is the use of the completeness axiom (in one of its forms). Or does it? What does the school mathematician use instead? Does the school mathematician even need a substitute, or is the completeness axiom just used for "advanced" statements?

Let us think about a few statements that need the completeness axiom in their proofs. One is the Archimedean axiom, in the form $n^{-1} \rightarrow 0$. To prove this, we say that the sequence is monotone decreasing and bounded below by 0 . It therefore converges to a limit $L$, and a simple argument shows that $L$ has to be 0 .

An obvious difficulty for the school mathematician is that the definition of convergence is not part of the school curriculum. But the following equivalent statement is readily comprehensible at school level: for every positive real number $x$ you can find a positive integer $n$ such that $n^{-1}$ is less than $x$.

Now this last statement comes into the unfortunate category of statements that need a proof, but that appear to the non-expert to be bafflingly simple. Surely, a school mathematician might say, all you have to do is choose enough 0s so that the number

$$
0.000 \ldots 0001
$$

starts with more 0s than $x$ does, and then take $n$ to be the reciprocal of this number. Or, even simpler, take the reciprocal of $x$ and let $n$ be the next integer above it. The university mathematician might then reply, "Ah, but you are assuming that every real number has a decimal expansion," or, "How do you know that there is any integer above it?" To which the school mathematician will reply that that a real number just is an infinite decimal (give or take pedantic qualifications about recurring nines) and that there is obviously an
integer above it because you can just get rid of the fractional part of $x$ and then add 1.

It is clear from these responses that the school mathematician is thinking in terms of a model of the real numbers - defined in terms of infinite decimal expansions - rather than axiomatically. So perhaps there is a profound difference after all.

Before we accept this conclusion, let us think about another statement that a school mathematician finds obvious: that there exists a positive real number $x$ such that $x^{2}=2$. Why is this obvious? I think the (unarticulated) reason is this: they know in principle how to calculate it. They know that it is roughly 1.414, and they know that the reason for that is that $1.414^{2}$ is a tiny bit smaller than 2 , while $1.415^{2}$ is a tiny bit bigger than 2 . And the next digit is 2 because $1.4142^{2}$ is an even tinier bit smaller than 2 , and $1.4143^{2}$ is an even tinier bit bigger than 2. And so on. (Moreover, each new digit can be found by a simple process of trial and error.)

There are a few hidden assumptions here, of course, most notably the continuity of the function $f(x)=x^{2}$. However, a school mathematician is not too far wrong to find it obvious that the difference between $1.4142^{2}$ and $1.4143^{2}$ is very small, and that as you add more and more digits the corresponding differences will get smaller and smaller. And if one imagines this process going on for ever and producing a number with infinitely many digits, then what one is doing is not very different from a rigorous proof by repeated bisection, except that in this case we do not really need an axiom to see that the monotone sequence $1,1.4,1.41,1.414,1.4142, \ldots$ converges: it converges to the infinite decimal that has these finite decimals as its initial segments.

Note that the way that a school mathematician finds the decimal expansion of $\sqrt{2}$ can easily be converted into a proof that every real number has a decimal expansion. Of course, the resulting proof assumes the Archimedean axiom, so we cannot use decimal expansions to prove the Archimedean axiom. But if we want to prove that a specific number such as $\sqrt{2}$ has a decimal expansion, then it will almost always be easy to find an integer $n$ that is greater than that number, in which case we can do without the Archimedean axiom. So the main use of the Archimedean axiom is in getting us from the axioms for a complete ordered field back to a more concrete picture of them.

Now let me turn to the definition of continuity. Here, surely, is one of the truly difficult concepts that a beginning student of analysis must grasp. To teach it, people often start with a very hand-waving explanation of what a continuous function is - it is a function "whose graph you can draw without taking your pen off the paper" - and they follow it up with a bizarre definition that appears to have nothing to do with this intuitive idea. As if to emphasize that the intuitive idea and the formal definition are different, students are given examples of pathological functions, such as the function that is continuous at all irrational numbers and discontinuous at all rational numbers, and encouraged to be very suspicious of their intuition and use the rigorous definition instead.

Does it have to be this way? I would contend that it does not, since there is a much better intuitive description of what continuity is, one that leads directly to the rigorous definition. It concerns limited-accuracy measurement.

Suppose that a car is being driven along a flat road with its engine switched off and its brakes off as well, and we want to predict where it will be when it comes to rest. To help us, we are given full details of the frictional forces that it is subject to, and, crucially, we are told how fast it is going. Obviously, we are not given the speed as a real number, since we cannot know it exactly: rather, we are given an approximation to its speed, accurate to a few decimal places.

Because we are not given the exact speed, our prediction cannot be expected to be exactly accurate either. Is this a problem? In practice, no, because knowing the final position to a good approximation is good enough for practical purposes.

But can our prediction even be expected to be approximately correct? Most people feel instinctively that it can. Indeed, they somehow sense that the more accurate the initial data, the more accurate the prediction. Turning things around, they find it intuitively clear that if you insist on a certain level of accuracy for the prediction, then this can be achieved provided the initial data is itself known sufficiently accurately.

Now let us vary the experiment slightly. This time the car is approaching a small bridge. There are therefore three possible outcomes: it can come to rest beyond the bridge, it can come to rest at the top of the bridge, or it can go part of the way up the bridge before rolling back and coming to rest on the same side of the bridge that it is on at the moment. What it cannot do is come to rest on the parts of the bridge where there is any noticeable slope.

Suppose that the maximum speed that will not cause the car to go over the bridge and down the other side is ten miles per hour. And suppose that the car is going at precisely ten miles per hour. Then no matter how accurately we measure the speed of the car, we cannot be sure whether it will come to rest on the top of the bridge or over on the other side. Why is that? Because our measurement will tell us that the speed of the car in miles per hour lies between $10-a$ and $10+b$ for two positive numbers $a$ and $b$, and within that interval there are speeds where the car goes over the bridge and speeds where the car comes to rest on top of the bridge. Thus, however accurate our measurement is, we cannot even say approximately what the final position of the car will be.

What is the mathematical difference between the two variants of the experiment? In the first case, the final position of the car depends continuously on its initial speed, and in the other case the dependence is discontinuous. This is easy to see intuitively, and if one tries to explain in detail the thoughts behind one's intuition, then one is led naturally to the conventional definition of continuity. This is not true of the graph-drawing intuition.

Here, very briefly, is another way that one might explain to a school mathematician what continuity is. Just ask them the value of $\pi^{2}$. They will quickly ask you whether they are allowed to use a calculator, to which you reply yes. So they key in $\pi$ and then press the $x^{2}$ button. The answer comes up: 9.8696044 .

You then express surprise: is it really true that $\pi^{2}$ is a rational number? No, they explain, but $\pi^{2}$ is an infinite decimal so the best they can do is give you the first few decimal places. Now you ask how they know that they have worked out $\pi^{2}$ to the first few decimal places. After all, the number they squared was not $\pi$ itself but an approximation to $\pi$ such as 3.1415926 . They will probably protest that if the approximation to $\pi$ is good enough, then the approximation to $\pi^{2}$ will be good too. And they will have formulated for themselves a statement that is very close to asserting the continuity of the function $x^{2}$. You can follow this up by asking them how accurately you would need to know $\pi$ if you wanted to know $\pi^{2}$ to 100 decimal places. In that way, they would, without realizing it, be proving the continuity that they had just asserted.

Note that at no point in this conversation would they need to mention an epsilon or a delta, and yet their conception of continuity would not be importantly different or less rigorous than the standard one taught in universities.

My third example was the intermediate value theorem. This is another result that puzzles people because it seems obvious. However, if we put together the discussion about why 2 has a square root with the discussion of why one can feel confident that keying $\pi$ into a calculator followed by $x^{2}$ gives one a good approximation to $\pi^{2}$, then we have everything we need for a rigorous proof of the intermediate value theorem in that special case. Furthermore, the resulting proof is close to the proof of the intermediate value theorem by repeated bisection. (It is not quite identical, because the theorem is slightly simpler if the function is monotonic.)

I firmly believe that it would be helpful if more could be done to show that the conventional treatment of basic real analysis is related to, and flows from, the kinds of intuitions that a school mathematician already has about real numbers and functions defined on the real numbers. Of course, there is already a lot to teach, so fitting more into the curriculum may be difficult. But there are no such practical considerations for writers of textbooks. Unfortunately, there are still many textbooks, including newly published ones, that make no attempt to bridge the gap between school and university mathematics. This could, and in my view should, be changed.

# Relations between the Discipline and the School Mathematics in Latin American and Caribbean Countries 

Carlos Bosch*


#### Abstract

More than half of the students in the Latin American and the Caribbean region are below Pisa level 1 which means that the majority of the students in our region cannot identify information and carry out routine procedures according to direct instructions in explicit situations.

There have been some good experiences in each country to reverse the depicted situation but it is not enough and this is not happening in all countries. I will talk about these experiences. In all of them professional mathematicians need to help teachers to have the necessary knowledge, and become more effective instructors that can raise the standard of every student.
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## 1. The Situation

Mathematics education is no longer geared toward a minority of students who will pursue a scientific-based career in the future, or to especially gifted or motivated students. Mathematics education is now understood as a right of all students as a specific type of preparation for life. Following the definition used by PISA, the OECD assessment program, "Mathematical literacy is an individual's capacity to identify and understand the role that mathematics plays in the world, to make well-founded judgements and to use and engage

[^68]with mathematics in ways that meet the needs of that individual's life as a constructive, concerned and reflective citizen."

In accordance with this new consciousness, countries are increasingly participating in large scale national and international assessments (such as PISA and TIMSS) and making considerable efforts to improve the performance of their educational systems. However, Latin American and Caribbean countries have not achieved the expected results in mathematics.

Research in Mathematics education has clearly shown the difficulty of teaching mathematics, even at the elementary school level. This research reveals that teaching mathematics is a highly demanding mathematical task.

In this context the participation of professional mathematicians in Mathematics education development projects is highly appreciated. It is also very important that they participate in institutional programs that develop this sector and in the corresponding public policy discussions.

Latin American and Caribbean children are not being taught at the level they will need to live their lives and work at their jobs productively. A proof of that are the bad results of the countries in that region on the international evaluations like the Trends in the International Mathematics and Science Study (TIMSS). There are other international evaluations such as the Program for International Student Assessment (PISA) from the OECD which is a survey of students skills and knowledge as they approach the end of compulsory education. It is not a conventional school test. Rather than examining how well students have learned the school curriculum, it looks at how well prepared they are for life beyond school. Among the countries that participate in the 2006 evaluation, Uruguay, the best of them, has nearly 50

## 2. What Is Happening in our Classrooms?

The very core of education is teaching and that is done by the teachers. The teaching pool in mathematics is inadequate to meet current needs; many classes in this subject are taught by unqualified and under-qualified teachers. The only way to help our children to understand and master mathematics is through teachers who are not only enthusiastic, but also have a deep knowledge of their discipline and have the professional training to teach well. Nor is teacher training simply a matter of preparation; it depends just as much or even more on sustained, high-quality professional development. It is known that the ability to teach is not "something you're born with" (McKenzie report); it can be learned over time. Any way teachers need to have a deep knowledge of the subject, for this there is no substitute. We need to teach students not only what to learn but how to learn it. All Latin American and Caribbean countries provide education for almost all young people, but unfortunately the quality is too often poor. Long-term solutions are urgently needed. The region needs better training of its mathematics teachers. In a couple of words, the region needs BETTER TEACHERS.

## How can this be achieved?

In many countries in the LAC Region the responsibility for educating teachers may be diffused among many agencies, including Ministries of Education, Teacher Training Colleges and programs, university-level Departments of Education, and, to a lesser extent, university level Departments of Mathematics. Within a single country, including in some found in the English-speaking Caribbean, one may even find all of these agencies producing teachers for their national educational system. So, on one hand, there may be many agencies producing teachers and working to improve their training even though they don't necessarily communicate with each other very much.

On the other hand, except for a relatively few teachers prepared in a mathematics department, the role of mathematicians in the process is limited or even non-existent throughout most of the region. This suggests that mathematicians can play a greater role in teacher education and preparation provided that care is taken in their approach.

If, indeed, Mathematics Departments throughout the region simply start "improving" teacher preparation with out proper dialogue and cooperation, they risk fragmenting the process of producing teachers even further. However, if departments engage with various agencies in their country and have real dialogue and cooperation, there is a good chance that they can help to unify and improve the process of preparing mathematics teachers for their country. This second alternative, in which mathematicians enter into meaningful partnerships with other agents, would allow for a mostly untapped resource to be used to help to improve mathematics teaching throughout the region.

## 3. Good Practices

In spite of having bad results in general, as was said before, one can find examples of important efforts that have shown success in improving Mathematics teaching and results, involving professional mathematicians. Here we will present two cases only; probably the most important cases in the LAC countries but there are other valuable experiences.

## Brazil

Many efforts are made in the country but one of the most striking examples in Brazil led by professional mathematicians is the Olimpiada Brasileira de Matematica das Escolas Publicas, OBMEP, starting in 2005. In this massive and amazing effort in 2007, around 17 million students from around the country took part, even from the more isolated areas. The Olimpiada Brasileira de Matematica das Escolas Publicas, has three parts or sections.

The first one includes exams, awards, award ceremonies, as in every competition. What distinguishes this Olympiad, however, are initiatives that involve directly professional mathematicians with schools and mathematics teachers in the schools in an effort to raise general standards.

Part two comprises: scholarship programs with 3000 awardees (offered by the government); a Teachers Training Program (lead by professional mathematicians) and a meeting of gold medallists about 300 (at IMPA, Instituto de Matematica Pura e Aplicada).

The third part deals with different publications to support the competition and the training program.

One of the most important parts of this program is the scholarships offered to students with good results and the 197 venues where weekend training is given during one year by professional mathematicians. Apart from taking care of the students the program also involves some teachers and offers them a special course at IMPA

## Mexico

The situation in Mexico is no better than in other Latin American and Caribbean countries. State evaluations show that the results are very poor. It is clear that the keystone in mathematics education is the teachers preparation. The Mexican Academy of Sciences started to work with teachers to try to improve their knowledge in mathematics and sciences and also in language.

For the first time the scientists of the Academy are approaching primary and secondary school teachers through the program "La Ciencia en tu Escuela" [Science in your School] to try to change the existing attitude towards mathematics and sciences. This has been a successful and a good quality program. The proofs are, among others, the evaluations that have been made by the State in the rural parts of the country:


Figure 1. Estado de México (2007)
Español $=$ language, matemáticas $=$ mathematics, promedio $=$ average
The main problem is that in Mexico there are more than one million teachers. To scale the program, the only way we see is to use the internet, so the
program is starting to switch from a teachers-presence education to a semivirtual schooling followed very closely by counsellors and scientists. The program "La Ciencia en tu Escuela" can be consulted at the page of the Mexican Academy of Sciences (http://www.amc.unam.mx)

This program "La Ciencia en tu Escuela" has been so successful that now we are sharing our experience with Republica Dominicana, Peru, Panama and Guatemala. We are having workshops, conferences, camps and material exchange.

The main part of the program of the teachers-presence education is a course given all Saturdays of the scholar year during three hours where professional scientists (specially professional mathematicians) work with teachers that almost immediately apply what they learn at the school.

## 4. Conclusions

There are many competitions and many courses for teachers around the world but the success of the Brazilian and Mexican experiences are that both programs work with professional mathematicians and with teachers that will take what they learn to the classroom. Beside these two cases there have been some good experiences in other countries of that region but this is not enough to reverse the depicted situation. Although it is important to notice that in all of them professional mathematicians are helping teachers to have the necessary mathematical knowledge, and become more effective instructors so they can raise the standard of every student.
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# Live Mathematics and Classroom Processes 
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#### Abstract

There are several ways in which mathematics in school classrooms misses elements that are vital to mathematicians' practice. Here, we wish to emphasize processes such as selecting between or devising new representations, looking for invariances, observing extreme cases and typical ones to come up with conjectures, looking actively for counterexamples, estimating quantities, approximating terms, simplifying or generalizing problems to make them easier to address, building on answers to generate new questions for exploration, and so on. In terms of content area and the methodology of content creation, it may be hard to mirror the discipline of mathematics in the school classroom, but we suggest that bringing these processes into school classrooms is both feasible and desirable. This not only enriches school mathematics but can also help solve problems that are currently endemic to mathematics education: perceptions of fear and failure, and low participation. By way of illustration, we offer examples of classroom interactions that show such processes making for lively mathematical exploration.


Mathematics Subject Classification (2010). Primary 97C70; Secondary 97D40, 97D50.

Keywords. Mathematics education, school mathematics, pedagogy, classroom processes.

[^69]
## 1. Background

The title of the session School mathematics and its relation to the discipline of mathematics sounds suspiciously mischievous. If the relation were one of identity, there would surely be no need to discuss it, so the implication is that the two are distinct but (thankfully) bear some nontrivial relationship to each other.

There is, of course, some difference in terms of objectives. The goal of any discipline as such is to increase the sum total of knowledge, tools and techniques of that discipline and expand its pratice. Teaching the discipline in school is not so much for producing competence and expertise in that discipline as for enriching the resources of the child as well as for meeting social goals: a good citizen in a modern society is expected to possess a certain set of skills and capabilities, and it is critical for society to assume the availability of such skills on average to pursue goals of social and economic development. Thus, for instance, poetry is taught for aesthetics as well as for understanding of culture. Chemistry is taught so that the child understands some natural phenomena but also to help the child fit better in an industrial society.

If poetry can be taught without mimicking the way poets create poems, and chemistry can be taught without following the way chemists come up with their solutions, surely mathematics can be taught without classrooms showing little mathematicians at work. Indeed this reasoning applies for any discipline whatsoever. Thus goes the argument.

Unfortunately, such an argument misses several important points. It is not a question of what can be done, but of what is the best way to do it. Indeed, the fine arts are best taught mimicking their disciplines. Not only painting and music, but poetry also is most effectively taught by giving the children a taste of the best that these arts have to offer. While competence and expertise in the arts take years to acquire, an appreciation can indeed be developed early on, and art teachers do this all the time.

So the question is not: Does school mathematics resemble the discipline? but whether it should or even whether it can.

### 1.1. Should school mathematics resemble the discipline?

School mathematics has some important utilitarian aims. Fluency in arithmetical operations and use of notions like perimeter, area and volume, the ability to understand geometrical shapes in two and three dimensions and the use of basic algebra for setting up and solving linear equations - these are skills long recognized to be useful in social life. It seems reasonable that compulsory education systems include the imparting of such skills in the core curriculum, and mathematics at the primary and upper primary level largely consists of such topics.

If fulfilling these utilitarian objectives were the only goal of mathematics education in school, then indeed there is no reason at all to consider its relation to the discipline of mathematics. A carpenter needs a good understanding of
arithmetic, mensuration and geometry, perhaps a little trigonometry. Indeed, almost any vocation (except that of the physical scientist or technologist) needs only a very small and elementary part of the mathematics that is produced. This core is then best taught in whatever way that is most effective. Viewed from such a perspective, school education needs to bother only with the products of mathematics, and only with those products we use in "daily life"; the processes by which mathematics produces them are irrelevant.

But then the goal of mathematics education is more than these utilitarian objectives: in the words of Wheeler $([7])$, it is to mathematize thought. If mathematics is about anything at all, it is about thinking, and the aim of teaching mathematics is to enrich the inner resources of the child ([5]). For this purpose, the process of mathematics is (arguably) more important than its products ([2]). From such a viewpoint, it is indeed necessary that school mathematics bear a strong resemblance to the discipline, albeit at an elemenatry level.

### 1.2. Can school mathematics resemble the discipline at all?

Another prevalent viewpoint takes the following attitude: even while granting that it will be desirable for school mathematics to reflect the discipline, such a reflection is simply infeasible. Some phrase this objection at the level of practice, some deny feasibility even in principle.

On the face of it, this is a reasonable view. The sharp discontinuities between school and undergraduate mathematics and those between university mathematics and research mathematics attest to the difficulty. In fact, these discontinuities are much sharper in the case of mathematics than in other disciplines. Not only the content of discussions, but even the very language of higher mathematics is inaccessible to anyone but the practitioner of the discipline. The standards of rigour expected in the discipline are often considered to be at variance with the psychology of children's learning.

However, these are by no means insurmountable objections. As we will argue below, there are ways by which school mathematics can indeed access the processes that characterize higher mathematics even while operating in its own realm of language and content. As long as children's cognitive and physical abilities are taken into account, there can be no problem of infeasibility in principle.

The objection from a practical viewpoint is indeed serious. It is an important comment on the extant mathematics curriculum and pedagogy, as well as the state of teacher preparation ([3]). Looking at the reality, it does seem daunting to view the distance that needs to be travelled before school mathematics can resemble the discipline in any significant way. But that is no reason to refuse the journey altogether.
1.3. Why bother? All this fuss may seem very academic. Why should one bother either way? Let schools decide what mathematics to teach, do so in whatever way they consider best, and let mathematicians work in their own
style. As long as each system delivers results, worrying about the relation between the two is a waste of our energy. Unfortunately, there are concerns expressed all over the world that these systems are not working well, and there is some dissatisfaction about the results. It is against such a background that this discussion becomes relevant.

- Mathematicians complain about the quality of student preparation at the entry level for undergraduate and graduate studies.
- On the other hand, in many modern societies, people at large view mathematics with suspicion, considering it "too difficult" and as causing too much anxiety in children to be acceptable as a compulsory subject of study.
- In many societies, mathematics is considered to be decidedly uncool by teenagers and there is much social pressure against mathematics.
- In fiercely competitive societies such as that of the Indian urban educated class, competence in mathematics is equated with success in competitive examinations and this shapes what is taught and how; as a result, even these children, who are greatly encouraged to 'do well' in mathematics and attain great proficiency in some aspects of mathematics, come out of school with skills that few mathematicians care very much for.

Much has been written about problems in the school system and how they result in the situation described above. In the Indian context, we merely quote the core issues of concern identified by [4] as problems:

1. A sense of fear and failure regarding mathematics among a majority of children,
2. A curriculum that disappoints both a talented minority as well as the non-participating majority at the same time,
3. Crude methods of assessment that encourage perception of mathematics as mechanical computation, and
4. Lack of teacher preparation and support in the teaching of mathematics.

The report then goes on to make many recommendations for addressing these problems, but an important direction for action identified is the need for shifting focus from content to process. The following quote from [4] summarizies the advocated shift:

The content areas of mathematics addressed in our schools do offer a solid foundation. While there can be disputes over what gets taught at which grade, and over the level of detail included in a specific theme, there is broad agreement that the content areas (arithmetic,
algebra, geometry, mensuration, trigonometry, data analysis) cover essential ground.

What can be levelled as major criticism against our extant curriculum and pedagogy is its failure with regard to mathematical processes. We mean a whole range of processes here: formal problem solving, use of heuristics, estimation and approximation, optimization, use of patterns, visualization, representation, reasoning and proof, making connections, mathematical communication. Giving importance to these processes constitutes the difference between doing mathematics and swallowing mathematics, between mathematization of thinking and memorizing formulas, between trivial mathematics and important mathematics, between working towards the narrow aims and addressing the higher aims.

The main aim of this article is to emphasize what is perhaps merely obvious and common sensical to mathematicians: that these processes precisely form the locus of how school mathematics can reflect the discipline of mathematics.

## 2. Some Experiences

We describe a few experiences in school classrooms which illustrate how such processes can liven up mathematics in school. These are selected from a variety of such experiences, but it is important to note here that they were organized as Math Club activities under the banner of Tamil Nadu Science Forum, a voluntary group committed to science and mathematics popularization, especially in rural areas of Tamil Nadu (a state in southern India). This is relevant by implication: the participating children and teachers saw these activities as "fun" and not part of formal curriculum and certainly not something examinations would be based on.

The three accounts below are selected to represent one stage (according to the Indian classification) each: the first is with children at the primary level (age group 6 to 10), the second at the upper primary level (age 11 to 13) and the third at the secondary level (age 14 and 15). But these are really non-rigid in terms of applicability and we have some experience of doing the same activities at later/earlier stages varying the style and content.
2.1. Modular arithmetic. 20 children sit around in a circle, they announce numbers in sequence from 1 to 20 , so they know their own position. A book is handed to child number 1 , and they play the game with a simple rule: any child who gets the book should pass it on to her/his second neighbour, and this should go on until everyone has got the book at least once.

When the book reaches 19, it doesn't take much for the child to realise that it next gets back to 1 . The book goes another circle and is some way into the
third round before an even numbered child complains that she never got it and will never get it. Soon this is clear to everyone.

They next play the game with the rule: pass the book to the third neighbour, and now everyone gets the book. It takes some confusion before this is clear to all, but they do realise it. The question why the situation changed elicits some response, but it's unclear.

Fourth and Fifth neighbour passing again leave many children out. How many are left out? This gets some answers, nobody is quite sure. But by now there is widespread conviction: 2,4 and 5 divide 20 , that is why everyone did not get the book, whereas 3 does not divide 20, so everyone gets the book.

Before they start the sixth neighbour passing, I ask the children to predict: will everyone get the book? The vote is overwhelmingly in favour of 'yes', with the screamed explanation: because 6 does not divide 20. Then they play the game, and slowly the children realise that not everyone is getting the book. Many are astonished. They do it again to verify whether someone was cheating.

What is going on? A few still stick to the "dividing 20 evenly" hypothesis in the face of all the evidence and get shouted down by others. Some other interesting hypotheses are proffered. One child says: "You start from 1 and keep adding 6 , you will always get only odd numbers, that is why even numbered people did not get the book." Soon, more children point out that this is true for the +2 sequence and the +4 sequence. This convinces many until someone points out: "But that does not work for 5! Start from 1 and keep adding 5, you will get both even and odd numbers. But it doesn't help!" There is much noise as children are adding up and checking.

One child tells me, "Sir, it is definitely something to do with division!" though he cannot tell what it might be.

I tell him no, point to the (poor) child numbered 20 and claim that he is the source of all the problems. I get the stunned child out and ask them to play the game, now with 19 children. And sure enough, whether they try the second, third, sixth, whatever neighbour rule, everyone does get the book.

By now, there is plenty of excitement, and I bring back not only child 20 , but another onlooker who is now numbered 21. The game is played, and again some numbers 'work', some do not. The results are available on the board.

| Number of children | 2 | 3 | 4 | 5 | 6 | 7 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 20 | N | Y | N | N | N | Y |
| 19 | Y | Y | Y | Y | Y | Y |
| 21 | N | N | Y | Y | N | N |

Many conjectures fly around but eventually someone proposes that everyone gets the book exactly when the total number (of children) and the neighbour number have no common divisors. This is checked on the table and by playing the game. Various explanations are proposed. One child says: whatever is the common divisor, we can divide the children into that many groups.

The children are then settled in three groups. One group draws a "clock" with hours numbered 1 to 20 , another with 1 to 19 , and the third with 1 to 21 . They then draw the "figures": arrows starting from 1 and moving to the $k^{\text {th }}$ neighbour, for various values of $k>1$. Beautiful pictures emerge, and children enjoy looking at the variety and intricay of the closed curves they have drawn.

By now someone in the 20-clock group has realised that moving 15 neighbours forward is the same as going 5 backward. This knowledge, shared with other groups, produces more observations.

The phrase modular arithmetic has not been mentioned at all in the entire afternoon.
2.2. Spanning tree. On the board is a very rough map of Chennai city, with about 20 localities in the city marked with roads connecting them. We see that every area is reachable from every other, and by different routes. The children are told that a cyclone has washed away all the roads. Chennai metropoli$\tan$ authority would like to rebuild some roads, but rebuilding each road carries a cost (marked on the board). Naturally, the authority would like to rebuild just as many roads as is necessary to connect all areas by some route (however long and indirect that might be). The children are divided into small groups (typically with 4 or 5 children) and asked to come up with suggestions.

Graphs are being drawn in all groups, and the discussion is very lively. Some children are trying arbitrary guesses, some fill in the least expensive edges first and then add others, some start from a node and construct paths. But every group (some sooner, some later) arrives at the conclusion that cycles are always wasteful, phrased in different ways.

The structure of the spanning tree of the given graph is arrived at by every group. What is unclear for any group is how to decide whether what they have done is good enough or whether their solution can be improved. Invariably someone keeps pointing to an alternative choice that might help. One child says in disgust that they must start all over again. Comparing solutions across groups shows that the net cost can indeed be lower. ("See, I said we should include that $x x x$ road" "Hey, that is in our answer, you cannot use it" "We can't? Who are you to say so? Is it your father's road?")

At the end of the day, each group talks about how they arrived at whatever solution they came up with. The fact that there can be two distinct solutions (with minimum weight), both of which are correct, is a surprise for many children. ("Two correct answers in mathematics!", exclaims one child.) Invariably, at least one group is able to clearly explain an algorithm that they used to arrive at the solution. ${ }^{1}$

Children are fascinated when they hear that finding the fastest algorithm is an open problem. Getting them to understand what it means for a method to be

[^70]faster than another is something of a challenge. We never get as far as formal definitions, but some children clearly appreciate the need for such a definition. But they are uniformly surprised that there can be such ("easy") problems which even famous people find difficult.
2.3. Information hiding ${ }^{2}$ The problem given to the children is the following: some people have gathered in a room, men and women of all ages. A need arises to find the average age of all those present. Unfortunately, most people are embarassed to reveal their age to others. Can you suggest some way by which they can find the average age without anyone finding another's age? Assume that there are at least 3 persons in the room, and that nobody has any reason to cheat.

Invariably children come up with a solution using suitable props: everyone writes her/his age on a piece of paper and drops it into a box. We can then compute the average easily. This solution is discussed at length and all children find it acceptable.

We then make the problem harder. One aspect of the box-based solution is that we can find not only the average but also the frequency distribution. For every given number, we can find how many people of that age are in the room. One problem with this is the use of background information. If my age is 35, and I find that there is only one piece of paper with 35 comes up, then I also know that nobody else in the room is 35 years old. (So if I knew that someone was 35 or 36 years old but unsure which, now I know for certain that (s)he is 36 .)

Can we eliminate such information as well? After a very interesting discussion, there is general agreement that the box serves only to compute the sum anyonymously. If the box could "announce" partial sums when anyone came near, (s)he could simply add her age to the partial sum. This way, we get only the sum of ages at the end, not the list of ages. From this it is a small step to the following solution: each person receives a chit with the sum got so far; (s)he adds her own age to this number, writes the new sum on another chit of paper and passes it on. Of course, everyone must add their age only once, but this is easily dealt with: seat everyone in a circle, so that everyone gets to add their age exactly once.

The solution is very nice, except for a small problem: the person who starts the process has to give her age to the second person! At this juncture, every class splits into two: those who believe that this is acceptable (after all, only one person's age is revealed); and those who insist that this is not a solution to the problem at all. Often, there is some heated argument on the issue.

[^71]At this point, this issue is seen to be the heart of the problem: the partial sum is zero when the first person adds her/his age, and hence this age is revealed to the second. How do we make the partial sum non-zero initially?

Amazing as this may seem, even as the solution stares at everyone, it takes some time before one student suggests the obvious: make it non-zero by starting with some non-zero number! At this point, everything moves fast, and the class converges on the solution: start with some number $N$; each person adds her/his age in turn. When all are done, subtract $N$ and we have the sum of ages.

Which $N$ is to be chosen? Obviously, the first person should know $N$ and the second should not. Therefore, it has to be a number privately chosen by the first person.

There is a discussion on whether $N$ can be small or large, relative to the ages of people in the room. The discussion moves on to whether the solution ensures what it should. It is easily seen that collusion would destroy the required secrecy: the $k^{t h}$ and the $(k+2)^{n d}$ person can pool in their information to find the age of the $(k+1)^{t h}$ person. But everyone is convinced that this works in the absence of any collusion. Someone notes that there need to be at least three persons in the room.

The question arises: can we prove that this procedure achieves what we set out to do? We talk about formalizing the intuitive argument we gave above, but attempts at formalization run into trouble. The only proofs that students have seen have to do with numbers or come from geometry where they already had the required definitions whereas here they need to define new functions and prove statements about them. This turns out to be hard for the class.

The exercise lays the foundation for introducing one-way functions and the class gets involved in coming up with them.

## 3. Live Mathematics

Many more such experiences can be recorded, many involving algebra, number theory, geometry and trigonometry, but also topics like probability and combinatorics which do not figure very much in the Indian school curriculum. But the point of recounting even a few cases here is only to use them for our discussion on school mathematics in relation to the discipline.

A good starting point is acknowledging and delineating the ways in which mathematics in school classrooms often miss elements that are vital to mathematicians' practice. Here, we wish to emphasize processes such as selecting between or devising new representations, looking for invariances, observing extreme cases and typical ones to come up with conjectures, looking actively for counterexamples, estimating quantities, approximating terms, simplifying or generalizing problems to make them easier to address, building on answers to generate new questions for exploration, and so on. We suggest that bringing these processes into the school classrooms is worthwhile, not only to enrich school mathematics
but even more to solve problems that are currently endemic to mathematics education in India: perceptions of fear and failure, and low participation.

In Indian schools, mathematics classrooms tend to be like work-out gyms for group exercising: pre-set exercises are conducted on the blow of a whistle and everyone must go through the motions. Exercises are graded, inexorably moving to greater levels of exertion independent of whether everyone in the group is comfortable or not. There is little room for changing the exercises or for exploring new ways. A few definitely enjoy the process and want tougher exercises, but most merely wait for the bell to ring, signalling the end of exercising.

If we had to point out one single lacuna in the typical Indian school classroom doing mathematics it is this: an entire lack of interaction, either between students and the teacher, or among the students themselves. Hearing children talk mathematics, discuss problems and their solutions and see them work together on problems is indeed unusual. While it is indeed possible to do mathematics without interaction or discussion, in a driven fashion, the range of processes referred to above that constitute the practice of doing mathematics involve interaction and communication. Pedagogy that emphasizes such processes can engage all the children, and thus help many children overcome anxiety as well.

Specifically, the examples illustrate some aspects related to these processes:

- Making conjectures, looking for invariances and looking actively for counterexamples is a very important part of mathematical practice, whereas this is something ordinarily absent from mathematics classrooms in school. The examples serve to restore the primacy of conjecture making during problem solving.
- Building on answers to generate new questions for exploration has to be an integral part of classroom discussion, and this is another way school mathematics can/should mirror the discipline.
- The examples given did not show much of formalization and selection between or devising new representations, but other examples do. Observing extreme cases and typical ones to come up with conjectures is something children can be guided to do, and several children pick up the habit easily.
- Talking, discussing and communicating mathematics is an important part of learning the subject, and the use of informal argumentation, heuristics, pictures and other aids for discussion is an essential part of mathematical practice. Providing such opportunities for children shows how live mathematics can be, rather than a very formal finished product that brooks no room for disagreement.

It is important to note that the discussions mentioned here were all in the math club mode, and hence not considered to be part of the curriculum. This meant that the shadow of assessment did not loom large over the exercise
and children felt free to participate. Indeed, many pedagogic and curricular innovations perish at the altar of tests and evaluation. Teachers find processes hard to evaluate and hence do not give them importance. It is easy to evaluate answers and the "steps" used by students to arrive at them, but how can a teacher evaluate discussions, communication, use of heuristics, formulation of conjectures etc? This is a serious problem, and unless the assessment culture in schools can accommodate process evaluation, it is highly unlikely that the kind of interaction and exploration discussed here would become commonplace.

Another important point is that most of schoolwork consists of fairly routine work and instances of exploratory, open-ended problems that allow a multiplicity of approaches and solutions are hard to come by. So one may be accused of picking convenient examples that teachers can't have the luxury of working with. This is true to a limited extent, but the sad reality is that current classroom practice falls far short of what is possible within the extant curriculum. Indeed, it can be argued that a curriculum that gives primacy to processes of the kind discussed here would be so structured as to make these examples routine.

It is also relevant to note that the shift we advocate requires far greater teacher preparation and support than currently available. Teachers have access to few exercises that are exploratory, and lack models for guiding children through uncertain mathematical terrain. Their own foundations with regard to some of the concepts involved may be not strong enough, and few systemic mechanisms exist for them to strengthen their foundations on the job. Also lacking are networks of support that provide such resources on a dependable basis.

Lastly, it is not incidental that the chosen examples come largely from $f$ nite mathematics, a domain that is mostly neglected in school curriculum in India. Combinatorics, discrete mathematics, graph theory and probability tend to require little background at an introductory level and children who have difficulties with other areas (such as trigonometry) can easily get into these, but such opportunities are few in the curriculum. We end with a quote from Thurston ([6]) that underlines this need:

The long-range objectives of mathematics education would be better served if the tall shape of mathematics were de-emphasized, by moving away from a standard sequence to a more diversified curriculum with more topics that start closer to the ground. There have been some trends in this direction, such as courses in finite mathematics and in probability, but there is room for much more.

## References

[1] M. Fellows and N. Koblitz, Combinatorially based cryptography for children (and adults), Feb 1993. (available from http://www.ccs3.lanl.gov/mega-math/ write.html)
[2] H. Freudenthal, Mathematics as an educational task, Dordrecht: D. Reidel Pub., 1973.
[3] P.C. Moreira and M.M. David, Academic mathematics and mathematical knowledge needed in teaching practice: some conflicting elements, Journal of Math teacher education, 11, 23-40, 2008.
[4] Position paper on teaching of mathematics by the national focus group, National curriculum framework - 2005, National council for education, research and training, 2006. (available from http://www.ncert.nic.in/html/focus_group.htm)
[5] G. Polya, The goals of Mathematical education, ComMuniCator, the magazine of the California Mathematics Council, 1969.
[6] William Thurston, Mathematical education, Notices of the American Mathematical Society, 37, 844-850, 1990.
[7] David Wheeler, Mathematization Matters, For the Learning of Mathematics, 3, 1; 45-47, 1982.

# Mathematical Knowledge in Processes of Teaching and Learning at School - Its Specific Nature and Epistemological Status 

Heinz Steinbring*


#### Abstract

Mathematical knowledge as object of teaching-learning processes undergoes changes in its epistemological status. In primary and secondary schools: - mathematics teaching does not aim at training mathematical experts but contributes to the students' general education to become politically mature citizens (expert knowledge vs. knowledge in everyday settings) - mathematical knowledge cannot be conveyed as a ready made product but it develops in a genetic manner by students' own activities (Mathematics as Product vs. Process, Hans Freudenthal) - mathematical concepts (i.e. number, probability) cannot be introduced by formal definitions, consistent axioms or defining equations, but receive their meaning by referring to (different embodiments of) structures, patterns and relationships The epistemological particularities of mathematical knowledge in teaching-learning processes will be elaborated by using elementary examples of basic mathematical concepts.
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[^72]
## 1. What distinguishes mathematical knowledge in the discipline for researching experts and in general education for students learning mathematics?

In a socio-scientific empirical study, Bettina Heintz (2000) has elaborated the modern mathematical proof as the decisive tool for the increasing unambiguousness in the professional communication of mathematics researchers. Her analysis shows that a changing concept in the relation between the 'objects' and the 'conceptual structures' has been essential in the history of mathematics. "In the course of the $19^{\text {th }}$ century, the 'naïve abstractionism' of earlier mathematics was overcome and replaced by objects, which are defined in an exclusively mathematically-internal way. This work on the concepts had also become urgent because mathematicians increasingly use concepts, which could no longer be understood as idealisations or abstractions arising from empirical experience, but had an exclusively fictional character....In the course of this 'theoretisation' (Jahnke 1990) or 'deontologisation' (Bekemeier 1987, p. 220) of mathematics, concepts, which until then had been postulated as self-evident, were successively questioned and transferred into an explicit system....

In the course of this conceptual reflection and reconstruction, essential parts of mathematics lost their natural and illustrative character. Those mathematicians who back then breached tradition and put theoretical, as orthodox critics claimed, 'artificial' constructs in the place of the 'natural' given, were still fully aware of the breach they conducted" (Heintz 200, p. 263, 264).

Abandoning the given empirical, illustrative objects and constructing idealised mathematical objects by means of defining conceptual relations made a strict, doubtless basis for reasoning on which the unambiguousness of mathematical argumentation could develop and thus became a precise communicative body of rules between professional mathematicians (Heintz 2000, p. 221). Given objects and immediate view can be interpreted in many ways and can lead to opposite conceptions. "Even when arguments are deductively constructed and argue with the help of logical rules, when these arguments require a common knowledge and rely on intuition and visualization they are more at risk of dissent than a formal argumentation which one can hardly avoid even if it is contrary to intuition and experience." (Heintz 2000, p. 274).

Even though ontological or idealised object features do not play an explicit role within official professional mathematical communication, i. e. within the frame of the well-rehearsed communicative body of rules of proof (cf. Heintz 2000, p. 221), one can assume that every single mathematician in his consciousness or in his private world of thought (Heintz 2000, p. 220 ff .) does not avoid such conceptions about the mathematical 'object' completely when working on mathematical argumentations.

Within the professional mathematical communication, unambiguous conceptual structures and relations take precedence. "In contrast to content-related axiomatic, formal axiomatic avoids a qualification of the axioms as regards content.... Axioms are conceptions of a hypothetical kind, whose truth of content
is not up for debate. Axioms are true if no contradiction arises from them, and the same is true for the existence of mathematical objects..." (Heintz 2000, p. 265).

Such a strictly professional communication, aiming at abstract structures, is not a priori possible for students who stand at the beginning of learning and understanding mathematics. The learning student cannot be directly compared to a professional researching mathematician. A mathematical expert has long years of experience in mathematical communication with colleagues and has acquired routine in the interactive negotiation of the correctness of a mathematical thesis, by means of using the communicative body of rules of formal proof. Also, such professional communications aim at the consistent mathematical product in question in a comparably direct way. The learning student, however, is faced with the demand of developing and then perfecting such forms of mathematical communication together with his fellow students; this process of development is essentially influenced by cultural aspects of the instruction process, by subjective instruction conditions, by cognitive means, by exemplary and situative mathematical frames and interpretations, and therefore, diversity and ambiguousness in understanding and interpreting mathematical knowledge receive priority within the processes of developing, learning and imparting mathematics (cf. Steinbring 2009, pp. 187ff).

As opposed to professional mathematical communication, instructional mathematical communication must carry out a different weighting when it comes to the relation between 'conceptual structures' and 'object'. This is because mathematics instruction is also about introducing the students to an insightful participation in the specific forms of mathematical communication. The self-evident and problem-free use of the well-rehearsed communicative body of rules remains and is a long-term goal to be aimed at by the learning student on his way of becoming a mathematically thinking and communicating person. For this purpose, the particular conditions of the developing communication of learning students within mathematics instruction must be reconstructed with a focus on the particular characteristics of mathematical communication.

If for the professional mathematician the conceptions about the ideal mathematical object are of a rather private nature and reserved to his individual world of thought, for the beginning learner, concrete, illustrative conceptions about the mathematical object as regards content are an important first basis of understanding for developing conceptual structures and relations, and such illustrative conceptions must be reflected together in the classroom communication in an explicit way.

On this basis of an illustration-bound interpretation of mathematical knowledge, an access to, an understanding and a use of mathematics as it is necessary for politically mature and active citizens in a modern society can develop for the broad majority of learning students who will not become mathematical experts later on. A mathematical layperson must have learned such mathematical competences, which allow him to question mathematical statements, models and
uses within his social, economic, political etc. context critically and in a general yet mathematically competent way. Students must in their later lives as mature citizens be able to communicate with mathematical experts as well as to ask critical questions and to understand and evaluate the expert answers. (cf. Fischer 2001; Wille 2002).

## 2. Mathematical knowledge as a ready made product or as a process of students' own learning activities?

Freudenthal (1973) has emphasized the process character of mathematics for learning in a paradigmatic way: "It is true that words as mathematics, language, and art have a double meaning. In the case of art it is obvious. There is a finished art studied by the historian of art, and there is an art exercised by the artist. It seems to be less obvious that it is the same with language; in fact linguists stress it and call it a discovery of de Saussure's. Every mathematician knows at least unconsciously that besides ready-made mathematics there exists mathematics as an activity. But this fact is almost never stressed, and non-mathematicians are not at all aware of it" (Freudenthal 1973, p. 114).

Mathematics, as an activity, implies that learning becomes an active process in the construction of knowledge. "The opposite of ready-made mathematics is mathematics in statu nascendi. This is what Socrates taught. Today we urge that it be a real birth rather than a stylized one; the pupil himself should reinvent mathematics.... The learning process has to include phases of directed invention, that is, of invention not in the objective but in the subjective sense, seen from the perspective of the student" (Freudenthal 1973, p. 118).

Such a conception that mathematical knowledge is not appropriately characterised when it is seen mainly as a finished product, and when therefore the side of the mathematical activity and process is neglected, also plays an important role in the context of mathematical research and in the history of mathematics. For the learning of mathematics, however, the perspective that an already elaborated and finished mathematics is delivered to the children, sometimes dominates.

In order to understand and to realize Freudenthal's request for the learning of mathematics in school, it is helpful to understand the respective characteristics of the cultural context in which mathematics development processes and activities take place. The concept of the cultural surroundings or the mathematical culture is intended to help illuminate the question about the particular epistemological status of mathematics in school teaching and learning processes.

Different authors have highlighted the importance of the culture concept for scientific mathematics as well as for school mathematics (Wilder 1981, Bishop 1988). Wilder (1986) characterises the concept of culture as follows:
"A culture is the collection of customs, rituals, beliefs, tools, mores, etc., which we may call cultural elements, possessed by a group of people, such as a primitive tribe or the people of North America. Generally it is not a fixed thing but changing with the course of time, forming what can be called a 'culture
stream'. It is handed down from one generation to another,..." (Wilder 1986, p. 187).

The use of symbols as well as the way of reading and interpreting them represent a characteristic trait of every culture. "Without a symbolic apparatus to convey our ideas to one another, and to pass on our results to future generations, there wouldn't be any such thing as mathematics - indeed, there would be essentially no culture at all, since, with the possible exception of a few simple tools, culture is based on the use of symbols. A good case can be made for the thesis that man is to be distinguished from other animals by the way in which he uses symbols...." (Wilder 1986, p. 193).

The mathematical signs, symbols, formulas, diagrams and visual representations have an essential meaning within the different mathematical cultures. During the long development of the socio-historical culture, the development of mathematical signs and symbols as well as changes in their use and their interpretations can be observed (Steinbring 2009, p. 21ff). Within the professional culture, mathematical symbols are used in an unequivocal and welldefined way by the participants in the common communication (see Heintz 2000). Within the classroom culture the students are introduced to the use of mathematical signs and symbols; a variety and sometimes ambiguousness of emerging mathematical interpretations and of mathematical knowledge can be observed.

For learning mathematics, it is important to distinguish between the cultural conditions of professional mathematical research practice and the cultural conditions within schools and in mathematics instruction. Mathematics instruction in school cannot be understood simply as a teaching and learning activity, which is determined and regulated by scientific mathematics in a definite way. Mathematics instruction represents an autonomous culture, with a particular and independent type of (school) mathematical knowledge and mathematical language. It is a particular culture in which understanding and knowledge development take place in a self-referential way (see Bauersfeld 1982; 1988; Voigt 1998).
"Participating in the process of a mathematics classroom is participating in a culture of mathematizing. The many skills, which an observer can identify and will take as the main performance of the culture, form the procedural surface only. These are the bricks of the building, but the design of the house of mathematizing is processed on another level. As it is with culture, the core of what is learned through participation is when to do what and how to do it.... The core part of school mathematics enculturation comes into effect on the meta-level and is 'learned' indirectly" (Bauersfeld, cited according to Cobb 1994, p. 14).

The interactive development of mathematical knowledge and understanding in general instruction takes place within a particular culture with its own interpretation of mathematical symbols and within this culture it requires particular learning and instruction activities in order to realize (school) math-
ematical knowledge adequately as a process (Freudenthal 1973; Steinbring 2009).

## 3. Mathematical concepts as central knowledge elements in school mathematics: Based on formal definitions or developed in processes of generalization?

Do the formal definitions contain all of the meaning of mathematical knowledge and mathematical concepts in school mathematics? Can an elementary mathematical theory be deducted precisely and in all its details out of defined basic concepts? Often one can find the thesis that the learning and the acquisition of mathematical knowledge is particularly successful if the knowledge elements are clear and unequivocal, and if the knowledge building is constructed logically and the course of learning is oriented along the deductive structure of the knowledge. According to such a conception, the mathematical knowledge in particular would play a central role in learning scientific knowledge.

This leads to the following question: Is the finished, consistent mathematical knowledge that has been developed over thousands of years and is based on a solid axiomatic foundation at the same time the best basis for the learning process of the knowledge at school?

Two elementary examples - the number concept and probability - will serve to point out that an insightful understanding in school mathematical learning processes cannot start on the current foundations of scientific mathematics. An appropriate interpretation of the specific epistemological character of the solid, abstract axiomatic foundations of scientific mathematics - i. e. an appropriate theoretical description of their specific epistemological character - requires experience and proficiency in scientific knowledge as well as with scientific arguments and proofs, which a beginning mathematics leaner does not have, but which he has to learn parallel with the mathematical knowledge.

The elementary concept of the natural number surely cannot be introduced and understood in elementary school on the basis of the Peano axioms. An initial understanding of numbers for young students consists in experiences with the activity of counting. Numbers as quantities in order to count things from the children's experience is a self-evident first essential justification for the mathematical number concept. Such empirically concrete foundations of elementary mathematical concepts are common in elementary school. ". . especially in elementary school, the meanings of symbols (signs) are related to empirical issues (numerals to materials, geometrical terms to the physical space, etc.)." (Voigt, 1994, p. 176).

The empirical relationship of numbers to objects in the real world could be a necessary and helpful beginning for the introduction into the number concept; but at the same time it could be later a severe obstacle for the development of structural arithmetical and algorithmic strategies of a comprehensive number concept. Contrary to the empirical use of the number concept in mathematics teaching, where numbers are conceived of as numbers of objects or as names
of sets, this empiristic conception is fundamentally criticized from a philosophical and epistemological perspective. P. Benacerraf (1984) demonstrates by a philosophical and logical argumentation that numbers cannot be defined in a universal and definite manner by reduction to objects given unequivocally (objects existing in reality or mathematical objects as sets). The central consequence of this analysis is that numbers cannot be objects nor can they be names for objects.
"I therefore argue,... that numbers could not be sets, that numbers could not be objects at all; for there is no reason to identify any individual number with any one particular object than with any other (not already known to be a number)" (Benacerraf, 1984, pp. 290/1.).

But if numbers are no objects what else they are then? "To be the number 3 is no more and no less than to be preceded by 2 , 1 , and possibly 0 , and to be followed by...... Any object can play the role of 3 ; that is any object can be the third element in some progression. What is peculiar to 3 is that it defines that role - not being a paradigm of any object, which plays it, but by representing the relation that any third member of a progression bears to the rest of the progression. Arithmetic is therefore the science that elaborates the abstract structure that all progressions have in common merely in virtue of being progressions. It is not a science concerned with particular objects - the numbers" (Benacerraf, 1984, p. 291).

Which important orientation could this philosophical interpretation offer for elementary arithmetic instruction in elementary school? Mathematical knowledge is ultimately abstract and characterised by varied structures. But in school, the learning process cannot start with abstract, axiomatic definitions. Yet, from the very first, one should keeping mind that for instance natural numbers cannot be taken as a basis by means of concrete things or empirical features. This dilemma between abstract formal definition and an insightful interpretation of numbers which necessarily refers to concrete things can only be dealt with if the material for illustrating and representing numbers is used in a way that the concrete material and its concrete features do not themselves 'define' the numbers, but rather in a way that makes actively constructed relations and structures within the material the basis for a theoretical foundation of numbers. In this way, school mathematics can, from the very beginning, become an elementary science of structures and patterns (Devlin 1997; Wittmann 2003), in which the development of the number concept, following on to fractions, to negative, rational and real numbers happens by means of an increase in structures and relations.

Elementary probability theory offers a further example for the analysis of basic epistemological problems of school mathematical knowledge. Historical and epistemological research about the development of the concept of probability reveal that the relation between the foundation of a theory and its development is complex and difficult and cannot be understood simply as a logical-deductive process.

From the very beginning, probability theory focuses on analysing and modelling a fundamental polarity: The dichotomy between chance and regularity. The concept of probability acquires its specific function in such situations, in which it is no longer possible to make exact prognoses about future events based on strictly causal connections. In these situations, one is trying to achieve certain grades of certainty with the help of probability (Steinbring 1980).

In early history of probability, simple, ideal situations are given in the form of games of chance, in which a direct form of randomness as well as a concrete structuring of law like aspects in the physical symmetry of chance devices and their use became manifest (cf. Hacking 1975, Maistrov 1974). The throwing of a die represents a natural form of randomness and disorder, for which possibilities of a regular model were offered simultaneously by means of the supposedly ideal symmetry. Largely not using mathematically precise definitions, those (ideal) games of chance constituted a 'concrete' elementary concept of probability for the prognosis of the occurrence or non-occurrence of certain events and for the determination of gradual certainties.

The relation between relative frequency and classical probability modelled in the empirical law of large numbers is in itself an issue to be mathematically analysed and described by rules and models. In the history of probability theory, Bernoulli's theorem provides an initial precise formulation for this mathematical relation (cf. Loève 1978). Within this elementary theorem of probability, a particular epistemological requirement concerning theoretical mathematical knowledge becomes apparent.

The reflexive statement in Bernoulli's theorem saying that there is a very great probability that relative frequency and probability of the (ideal) chance experiment will come as close to each other as desired if the number of trials increases, is an expression of the circularity of the concept's definition and of the complementarity of empirical, experimental situations and (ideal) mathematical modelling.

Bernoulli's theorem required the abandonment of a supposedly deductive point of view in the development of knowledge and theory: what probability is can only be explained by means of randomness, and what randomness is can only be modelled by means of probability. This is where one accedes to those problems in the theoretical foundations of mathematics which, in a modern perspective, have become known as the circularity of mathematical concept definitions (in particular for the elementary concepts of probability, cf. Borel, 1965). This circularity or self-reference implies that knowledge must be interpreted, at all stages of its development, as a complex structure which cannot be extended in a linear or deductive way, but rather requires a continuous, qualitative change in all the concepts of the theory.

Thus, the foundations of mathematical knowledge are not determined once and for all; when developing mathematical theory further, ultimately the foundations are modified as well. In the history of mathematics, this process of transformation has always played a role: The change of the foundations of any
mathematical theory has at the same time changed the epistemological status of knowledge of these foundations.

Summary: 1. Mathematical knowledge as the subject of the discipline and as a subject in school requires different interactive ways of approaching it. Researching mathematicians use a professional discourse based on the body of rules of modern proof in order to reach understanding about mathematical objects, which are defined by conditions and postulates. Learning students understand and communicate about mathematics with generally understandable and illustration-bound conceptions about 'a priori existing' mathematical objects.
2. Mathematical knowledge cannot be imparted to students as a finished product, but an insightful understanding requires the students to carry out their own learning activities with respect to the features of the particular culture of mathematics learning and teaching.
3. The extension of mathematical knowledge - and particularly learning mathematics in school - is not simply an increasing quantitative accumulation of further mathematical facts, but it is a process of integration and generalisation of knowledge as well as of epistemological new interpretations of the foundations of mathematical knowledge.
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#### Abstract

Symbolic power will be discussed with reference to mathematics. Two distinctions are pointed out as crucial for exercising such power: one between appearance and reality, and one between sense and reference. These distinctions include a nomination of what to consider primary and what to consider secondary. They establish the grammatical format of a mechanical and formal world view. Through an imposition of such world views symbolic power is exercised through mathematics.

This power is further investigated through different dimensions of mathematics in action: (1) Technological imagination which refers to the possibility of formulating technical possibilities. (2) Hypothetical reasoning which addresses consequences of not-yet realised technological initiatives. (3) Legitimation or justification which refers to possible validations of technological actions. (4) Realisation which signifies that mathematics itself comes to constitute part of reality. And (5) dissolution of responsibility, which may occur when issues of responsibility are eliminated from the discourse about technological initiatives and their implications. Finally, it is emphasised that whatever form symbolic power may take, it cannot be addressed along a single good-evil axis.
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[^73]
## 1. Symbolic Power

Symbolic power is not a well-defined notion, yet it has been used in many contexts ${ }^{1}$. Symbolic power can be exercised through discourses which impose a range of priorities and implicit notions on that which is being addressed ${ }^{2}$.

Symbolic power can be exercised by way of labelling, for instance by singling out particular groups of people. One can refer to immigrants when trying to shed light on street violence; blacks when addressing poverty in Africa; slow learners when trying to explain certain educational problems. In fact there is a close correlation between designating and an imposition of stereotypes. A language can operate as an instrument of simplification; one may think of the language developed around production efficiency. Such a language may refer to workers, but stripped of their human relationships, instead highlighting them as more of less efficient elements of a production machinery. Symbolic power can be exercised through concepts like "soul", "God", "salvation" just to mention some designations that includes layers of metaphysical assumptions. The discussion of symbolic power can refer to any form of discourse and to any form of language.

Rudolf Carnap found that one could get rid of all the misunderstandings and preconceptions that have been instilled in natural language by constructing formal languages ${ }^{3}$. In this way science would have a true universal formal format. Thus Carnap envisioned formal languages as liberators from the illegitimate power exercised by natural language.

## 2. Mathematics and Symbolic Power

A formal language is also a language, and as such it may exercise symbolic power. One can discuss, then, to what extent the symbolic power connected to formal languages is benevolent, or if it might be questionable, illegitimate, and suspicious. In fact a formal language might not be a liberator as assumed by Carnap. It might be the bearer of a power that is in need of being both identified and criticize; it might bring along with it heavy loads of metaphysical assumptions. In fact, it is possible for symbolic power to have the same huge range of qualities that can be associated to power in general. ${ }^{4}$ It could be problematic, unfair, blind, helpful, ruthless, benevolent, etc.

I do not assume that the notion of mathematics can be captured in any single definition. Instead I find that mathematics can take many different forms,

[^74]such as making a budget, calculating a salary, making an investment, reading a map, completing a design, solving school mathematics exercises, solving an engineering problem, not to forget doing mathematical research. One can see mathematics as a language, as a discourse. In fact one can see it as an extended family of discourses that involve different degrees of formalism.

I will discuss symbolic power with reference to this extended family of languages in two steps: (1) One can see mathematics as a descriptive tool. However, there are no neutral descriptions. Any description includes priorities with respect to what to include and what to exclude. Also mathematics-based descriptions exercise symbolic power by nominating what to call primary and what to call secondary. (2) One can see mathematics as making part of actions, and I will explore this dimension of symbolic power by addressing different features of mathematics in action. Together the discussion of (1) and (2) will illustrate how I associate symbolic power to mathematics. ${ }^{5}$

## 3. What Is Primary and what Is Secondary?

We can imagine that symbolic power can be exercised through the invention of something that is not already the case. It appears that by applying mathematics one can invent measures, norms, and standards that were not really there before the mathematical discourse nominated the entities to be addressed. One can also assume that symbolic power manifests as the systematic overlooking of particular groups of phenomena. Thus, we can search for symbolic power by examining priorities for both "seeing" and "overlooking". Such priorities can be imprinted in the grammar (or the structure) of language, and also of formal languages. Symbolic structuring provides a way of nominating something as primary and other things as secondary. Such a grammar-based primary-secondary ranking makes up one layer of a language-instilled metaphysics.

In order to clarify further the primary-secondary ranking, I will consider two distinctions that can be associated with mathematics. One distinction is related to the formulation of the mechanical world view, while the other is related to the formulation of what I refer to as the formal world view. ${ }^{6}$ By paying attention to these two distinctions, I try to point out two features of symbolic power that can be associated to mathematics.
3.1. Appearance and reality. Through the scientific revolution an intimate relationship between mathematics and the natural sciences was

[^75]established. This relationship, however, was only made possible through the distinction between appearance and reality. The establishment of the heliocentric world view illustrates clearly what this distinction is about. Looking at the sun in the morning, one sees how it rises in the sky. During the course of the day one can follow its movements. In the evening we can see the beautiful colours of the western sky, when it sinks below the horizon. Literature is awash with variations of sunrise-sunset descriptions. Let us imagine that we were to collect all these descriptions and from them try to extract an insight into the sunrise-sunset phenomenon. According to the scientific revolution, we would never attain any insight at all, as we would remain trapped by the appearance of the phenomenon. At the heart of the formulation of the heliocentric world view is the assumption that one needs to get around the appearances of phenomena in order to grasp the structures of reality.

The distinction between appearance and reality has been emphasised by many. However, I will refer to a particular text by Galileo Galilei as paradigmatic for formulating the appearance-reality distinction. In The Assayer, first published in 1623, Galilei discusses the notion of heat. ${ }^{7}$ We all have experiences of this phenomenon. One may be burned by the rays of the sun, touch a warm kettle, come too close to a fire, gulp a spoonful of too hot soup, etc. One could try to register a broad variety of experiences with heat and on this basis try to formulate an insight as to what heat really is. Galilei's point is that such an approach brings us nowhere: our experiences of heat do not reveal anything about the real nature of heat. The "mechanics" of heat, according to Galilei, is very different from whatever might be gleaned from of our sense experiences, just as the mechanism of sunrise and sunset is different from our experiences of these phenomena. According to Galilei, to provoke an experience of heat "nothing is required in external bodies except shapes, numbers, and slow or rapid movements" (Galilei 1957: 276-277).

The mechanical world view presents reality as a tremendous mechanism composed of material units, characterised by their shape, number and movements, governed by certain laws. Such a mechanism is behind experienced phenomena like heat as well as sunsets. It is behind any of our experiences. The appearance-reality distinction facilitates the formulation of the mechanical world-view and brings mathematics into a prominent position: it becomes the principal tool for describing reality. While natural language is useful for expressing experiences, mathematics is capable of depicting the underlying reality. It does so in terms of shapes, numbers and movements in other words: in terms of a mechanism.

If we assume that reality is in fact a mechanical structure, then mathematics can be assigned a tremendous descriptive power: it turns out to be not only necessary but also sufficient for grasping reality. If we think of this descriptive

[^76]power as a form of symbolic power, the whole outlook of the scientific revolution would bring us to celebrate the symbolic power of mathematics. This celebration has brought about the claim that mathematics is the language of sciences; it is the universal symbolism of knowledge. However, if we do not consider the mechanical world as a given to be discovered, but rather as invented, then we reach quite a different interpretation of this symbolic power. The mechanical reality is not described by means of mathematics but rather established through mathematics as a projection of the grammar of mathematics, which seems designated to talk about entities like shape, number, movements, etc. The mechanical world view is due to the way mathematics nominates certain phenomena as primary and ignores others as secondary. The mechanical world view can be seen as a frightening metaphysics rooted in the grammar of mathematics. Thus the mechanical world view becomes a demonstration of a symbolic power associated with mathematics. Through applications of mathematics the mechanical world view becomes imposed not only on nature, but on any domain that is mathematised: business, management, forms of production, marketing, etc.
3.2. Sense and reference. While in The Assayer, Galilei formulated a distinction between appearance and reality, Gottlob Frege, in Über Sinn und Bedeutung, first published in 1892, formulated a distinction between sense (Sinn) and reference (Bedetung). ${ }^{8}$ The distinction between appearance and reality is linked to the scientific revolution, while the distinction between sense and reference can be linked to a formal revolution. Both distinctions specify what is to be considered primary and what secondary. While the distinction between appearance and reality concerns our perception of nature and physical environment, the distinction between sense and reference concerns our perception of logic and rationality. Frege sought to grasp the nature of logical reasoning.

To illustrate the distinction between sense and reference we can look at the notion of a triangle. In order to indicate the sense of the word triangle, one could try to explain that we are dealing with a geometric figure composed of three straight lines. If, however, one were to indicate the reference of the concept "triangle", one would look to the set of all triangles. As Frege was a Platonist, he would see the reference as the collection of ideal objects. More generally, the reference of a concept is the set of objects that "fall under" that concept.

Frege also applies the distinction between sense and reference to statements. If we state that "the sum of the angles in a triangle is $180^{\circ}$ ", then one could try to clarify the sense of that sentence, maybe by showing some of the steps in the proof of the statement. The sense of the statement has to do with the content of what is stated. However, according to Frege, the reference of the statement

[^77]is something quite different. He suggests that the reference of a statement is its truth value. Furthermore, he assumes that there are only two such values: "true" (or T) and "false" (or F). This means that the reference of the statement "the sum of the angles in a triangle is $180^{\circ}$ " is "true". If we were to consider all possible statements, they would have lots of different senses, but their references would be either "true" or "false". The domain of references of sentences would be a very small universe, namely consisting of only two objects, the two possible truth values, "true" and "false".

Such a claim may appear absurd. However, it makes it possible for Frege to formulate his main point: in order to clarify the reality of logical reasoning, one needs to concentrate on the domain of references of concepts and statements. References can be considered primary, while senses are secondary and can be ignored. In fact, when it comes to logical investigation, the dimension of sense only confuses analysis. ${ }^{9}$

The distinction between sense and reference has also been expressed in terms of intension and extension, corresponding to sense and reference. Thus, the extension of a concept is the set of objects that fall under the concept, while the intension can be understood as its sense. The extension of a statement is its truth value, while its intention refers to the content of what is stated. With this terminology Frege's claim is that the logical aspects of language are located in the domain of extensions, while the intentional aspects are carriers of psychological aspects. If one wants to grasp the reality of logical reasoning, one has to focus on the extensional aspects of language. ${ }^{10}$ If one pays attention to the intentional aspects, one might get bewildered by the appearance of rationality. This appearance may reveal just as little about logic as the experience of heat reveals about movements of molecules, or as the beauty of sunrise and sunset reveals about the rotation of the Earth. ${ }^{11}$

Frege's apparently absurd idea paved the way for a tremendous development of formal systems, formalisations of deduction, automation of reasoning and for the proliferation of formal languages, including all variations of computer languages. Frege's ranking of primary and secondary with respect to logical reasoning is crucial for the development of artificial intelligence. It is crucial for establishing any automatic manipulation of formal systems.

[^78]However, one need not assume that the distinction between sense and reference reveals a basic reality of logical rationality. One may instead consider the possibility that the sense-reference distinction is imposed on the domain of investigation. It might be a proposal for implementing a primary-secondary ranking within the domain of logic. The ranking may represent a profound metaphysics with respect to rationality. Maybe a new logic is not discovered through the sense-reference distinction, so much as a new logic is created and brought into action. We might be dealing with an imposition that represents symbolic power. And this symbolic power is exercised with respect to all the different domains within business, management, forms of production, marketing, etc.- taken into custody by automatic manipulations for formal systems.

## 4. Mathematics in Action

Symbolic power connected to mathematics reaches beyond any primarysecondary imposition. It is manifested in mathematics-based actions. In this section I will illustrate the range of mathematics-based actions within technology. I use "technology" as an almost all-embracing concept referring to any form of design and construction (of machines, artefacts, tools, robots, automatic processes, networks, etc.) decision-making (concerning management, promotion, economy, etc.), and organisation (with respect to production, surveillance, communication, money-processing, etc.).

Like any action, so also a mathematics-based action can be described in general terms, and I will point out some of its dimensions: (1) Any action includes visions about what could be done, and by technological imagination I refer to the tentative formulation of technological possibilities. (2) As part of investigating a possible action, hypothetical reasoning is important. Through such reasoning one addresses consequences of not-yet-realised technological constructions and initiatives. Through an if-then reasoning one tries to estimate how feasible it might be to carry out an action. (3) An action may require justification. Some such justification may take place before one carries out the action, although one can also try to justify actions after their completion. In many ways, justification might take the form of a questionable legitimisation. (4) When completed, an action comes to make part of reality, and realisation of mathematics refers to the fact that mathematics itself may come to make part of reality. (5) One can think of an acting person as being responsible for the action. However, in many examples of mathematics-based actions, it is not easy to identify an acting subject, and a dissolution of responsibility might occur. ${ }^{12}$

[^79]4.1. Technological imagination. Often technological imagination is mathematics - based. As a paradigmatic example, one can think of the conceptualisation of the computer. The mathematical construct, in terms of the Turing machine was investigated in every detail. ${ }^{13}$ Even the computational limits of the computer were worked out before the construction of the first computer had taken place. If we consider the computational approach in all its dimensions, we can talk about the formal revolution, and this revolution is directly related to the sense-reference distinction. Algorithmic procedures which could be handled mechanically were related to the extensional aspect of language. ${ }^{14}$

All features of modern information and communication technology are deeply rooted in mathematics-based imagination. To illustrate: great potential for cryptography was identified through mathematical clarifications of numbertheoretical properties. Of particular importance was the identification of what could be referred as a one-way function This is a function, $f$, where it is easy to calculate $y=f(x)$, when $x$ is given, but impossible in any feasible way to calculate $f^{1}(y)$, when only $f$ and y are given. ${ }^{15}$ The straightforward calculation of $y$ from the value of $x$ can be associated with encryption, and breaking the code, i.e. calculating $x$ from the value of $y$, remains impossible. ${ }^{16}$ In this way a mathematical construct, a one-way function, provided new technological possibilities. There is no commonsense-based imagination equivalent to mathematics-based imagination. Furthermore, it must be noted that mathematics-based imagination operates beyond any scheme of prediction; instead it brings about contingencies as a characteristic feature of technological development.

Mathematics-based technological imagination plays a crucial role in economy and business, for instance in establishing schemes for prices and payment of goods. We can take air-fares as an example: airlines deliberately overbook as one element of such schemes. ${ }^{17}$ The overbooking is carefully planned; in particular, the degree to which a flight can be overbooked needs to be estimated from the statistics of the numbers of no-shows for the departures in question.

[^80](A "no-show" refers to a passenger with a valid ticket who does not show up for the departure.) The costs of bumping a passenger need to be estimated as well. ("Bumping" a passenger means not allowing a passenger with a valid ticket to board the plane.) The predictability of a passenger for a particular departure being a no-show is naturally an important parameter in designing the overbooking policy. The whole overbooking policy can be mathematically experimented with until a price-setting is reached that maximises profits, this in turn becoming an ongoing algorithmic-based process. Mathematics-based technological imagination is crucial, not only for the construction of new technological artefacts, but also for the identification of new schemes for, say, production, management, decision-making, etc. It is an imagination, however, that exists within a certain space. It is an imagination that assumes the mechanical world view, and it is an imagination that assumes rationality to be of a certain format.
4.2. Hypothetical reasoning. Hypothetical reasoning is counterfactual, as it is of the form: "if $p$ then $q$, although $p$ is not the case". This form of if-then reasoning is essential to any kind of technological enterprise.

If we do $p$, what would be the consequence? It is important to address this question before in fact doing $p$. In order to carry out any more specific hypothetical reasoning within the domain of technology, mathematics is brought in action. A mathematical model comes to represent an imagined situation, and the model becomes the basis for identifying what could be the implications of doing what was imagined. However, the model-determined implications are just calculated implications. It is far from obvious what might be the relationship between such calculated implications and real-life consequences of completing the technological enterprise. The identification of implications, based on formal calculations, assumes that the mathematical model adequately represents what is to be implemented. But this assumption rests upon the mechanical world view claiming that the primary-secondary distinction imposed by the mathematical format of the model is adequate for identifying implications. In other words the assumption is that what the model downgrades as secondary is in fact secondary for identifying implications. However, this is a deeply metaphysical assumption. It is a questionable assumption that relevant implications are of a mechanical nature, and can be indentified through formal calculations. Yet this assumption accompanies any mathematics-based hypothetical reasoning. ${ }^{18}$
4.3. Legitimation or justification. According to a classic perspective in philosophy, justification refers to a proper and genuine logical support of a statement, of a decision, or of an action, while the notion of legitimation does not include such an assumption. The point of providing a legitimation of an action might be to make it appear, as if it is justified. When a mathematical

[^81]model is brought into effect, it can serve as both a legitimation and a justification. It can help to provide priorities, although the basis for doing so might be obscure.

Let me try to illustrate this with a quotation from an article "The Predator War" by Jane Mayer in The New Yorker, which addresses US use of unmanned aircraft which can be used for identifying targets and for launching missiles. The Pentagon has created formulas to help the military develop a taxonomy of targets: "A top military expert, who declined to be named, spoke of the military's system, saying, 'There's a whole taxonomy of targets.' Some people are approved for killing on sight. For others, additional permission is needed. A target's location enters the equation, too. If a school, hospital, or mosque is within the likely blast radius of a missile, that too is weighed by a computer algorithm before a lethal strike is authorized." ${ }^{19}$

Although the particular details of such "elaborate formulas" for helping the military most likely will remain a military secrete, we can speculate about the kind of rationality that is reflected in the taxonomy of targets. In principle, one could assume that an automatic connection between the processes of calculation and the military action has been established. However, according to the article one should assume that the decision-firing or not firing-is a human decision, although guided by the taxonomy.

We could imagine that the development of the taxonomy is of a cost-benefit format. On the benefit side must be counted the importance of the target, and the likelihood that the target will in fact be eliminated by the strike. But, most certainly, many other military gains could be considered. The costs of the action also have to be estimated, which implies a range of parameters to be considered. First one could think of the death of American soldiers, but as in this case we are dealing with unmanned aircraft this parameter might not enter into the cost-calculations. However, the value of the airplane must be included, although reduced by the rather small likelihood that the plane will get lost in the operation. The value of the missile fired will clearly represent a cost. But there are more parameters to consider: non-targeted people might be killed, and, as pointed out, the target could be located close to schools, hospitals or mosques. How does a school become "weighted" by a computer algorithm? Through the number of school children expected killed? Or through the economic value of such a child? Or perhaps it is not the school children as such that are valued, but the negative PR the bombing of school might cause?

The crucial point of cost-benefit analysis is that costs and benefits are measured by the same units. But which? What is the shared unit for cost and benefits, encompassing the value of fired missiles, American soldiers, school

[^82]children, hospitals, mosques, etc.? One might label the stipulation of shared units of measurement for cynical equations. Such equations are necessary for any cost-benefit analysis and for turning a process of decision-making into a process of calculation. Cynical equations are made possible when a mechanical world-view is forced on the domain in question. All human matters are nominated "appearance", while reality is constituted by what might be captured by mathematics. Originally, the appearance-reality distinction nominates the mechanical world view with respect to nature. However, when mathematics is applied to human enterprises, the appearance-reality distinction makes human matters secondary with respect to the enterprise in question. The "primary" takes a mechanical format captured by predesigned scales of measurement - and cynical equations might come to appear both natural and neutral. Cynical equations stem from the imposed mechanical world view, and they enter smoothly into the automated procedures for formal manipulations. The formulation of cynical equations blurs the distinction between legitimisations and justifications. This not only applies to military action, but to any action-in engineering, economy, business, administration-where a mathematics-based taxonomy might provide a suspicious legitimation with a glimmer of justification.
4.4. Realisation. A mathematical model can become part of our environment. Our life-world is formed through techniques and practices as well as through categories and discourses emerging from mathematics in action. Technology is not something "additional" which we can put aside, as if it were a simple tool, like a hammer. We live in a technologically structured environment, a techno-nature. Our life-world is situated in this techno-nature, and we cannot even imagine what it would mean to eliminate technology from our environment. Just try to do the subtraction piece by piece. We remove the computer, the credit card, the TV set, the phone. And we continue by removing medicine, newspapers, cars, bridges, streets, shoes. We have no idea about what kind of life-world such a continued subtraction would bring us. In this sense our life-world is submerged in techno-nature. ${ }^{20}$

Mathematics is an integral part of both techno-nature and life-world. Thus computers, credit cards, TV sets, phones, medicine, newspapers, cars, bridges, streets, and shoes are today produced by means of processes packed with mathematics. But not only the objects which make part of our techno-nature are formatted through mathematics; so are many practices. Mathematics establishes routines: in production, in business, in all economic affairs, in daily life.

The whole domain of relevant knowledge for decision making at the stock market-buying or selling - is mathematised and made available through figures and diagrams. In this way mathematics can provide a highly relevant descriptive tool. One could also imagine that algorithms make proposals as to which decisions to make. However, there is a step more that can be taken. One might

[^83]imagine that the very decision about selling and buying is in fact made by a mathematical algorithm. The Danish newspaper, Politiken, in its edition of the $24^{\text {th }}$ of February 2010 contains an article, "Maskinen overtager den globale brshandel" ("The machine takes over the global stock market") by Jeremy Grant and Michael Mackenzie, whose point is exactly that the very decision-making is placed in the hands of algorithms. Furthermore the newspaper contains an article by Per Thiemann stating that $20 \%$ of the selling and buying at the Copenhagen Stock Market is conducted by the computer. This is an example of mathematics coming to be a direct part of the economic reality.

The overall implication of this is that the nature into which we are submerged is of a mechanical format. Techno-nature is a complex mathematicsbased construction. Through mathematics in action, we are in fact bringing our social, political, and economic environment deeper into a mechanical format.

## 5. Dissolution of Responsibility

An action may be associated with an acting subject, this being a person or institution that conducts the action. Generally, the acting subject is held responsible for the action. This responsibility, however, can be questioned if the acting subject might have been forced to perform the action, or if they had been unaware of the full range of implications of the action.

However, mathematics-based actions often appear to be missing an acting subject. As a consequence, mathematics-based actions easily appear to be conducted in an ethical vacuum. As an illustration, one could think of automatic selling-buying decisions made at the stock market, as referred to previously. Such decisions are merged into automated clusters of decisions, and large quantities of such clusters have implications far beyond what is normally expected. It is in fact possible to relate features of the world-wide economic crisis to such mathematics-based avalanches of decisions. But who could be held responsible? Somehow responsibility seems to dissolve.

An example of such a possible dissolution of responsibility is presented by Mario Snchez $(2009,2010)$ in his discussion of a "marginalisation index". This index has been applied in a Mexican context in trying to invent measures for the degree of marginalisation which certain communities might suffer. Naturally, there can be many different ways of measuring marginalisation, but whatever modelling is applied, some parameters have to be introduced and related, and some standards have to be introduced so that the entire social, political and economic processes of marginalisation emerge in a modelled format. Here may occur an extreme form of primary-secondary ranking, where the experienced characteristics of marginalisation are "abstracted away", in favour of only concentrating on quantitative and "mechanical" features of marginalisation. On this basis political action might be taken, or not taken. Such an approach has many implications, one of which might be that new criteria are formulated and claimed to be "objective".

It might be claimed that mathematics helps to establish objectivity in calculations and that mathematics-based actions are well-considered and represent the optimal course to be taken. However, mathematics might also introduce a certain amount of arbitrariness into the decision-making process, as can be illustrated by the "cynical equations". Arbitrariness might be covered by an overwhelming mass of formal calculations and formalities that may endow the result with a perceived necessity, although a subjective and impart necessity. This impartation draws on the whole metaphysics that accompanies mathematics. It does so by imposing a mechanical world view. This also applies to the mathematical marginalisation model. Through the impartation of necessity, elimination of responsibility becomes part of mathematics in action.

## 6. Symbolic Power, Beyond Good and Evil?

The duality between good and evil is deep-rooted in many philosophical discourses. But when we consider the symbolic power associated with mathematics, it might be relevant to try to step outside the good-evil duality. Symbolic power opens a space for technological enterprises that can be problematic, unfair, blind, helpful, ruthless, benevolent, productive, risky, innovative, etc. Such qualities cannot be described along a good-evil axis.

It could well be that mathematics imposes much on the domain it is assumed to describe. Mathematics can impose priorities concerning what is primary and what to relegate as secondary. Mathematics can become part of action by forming conceptions about what can be constructed, designed and accomplished. It can structure the as-if reasoning through which the viability of an action is addressed. It can provide patterns for justification and legitimation. It can come to make part of reality as an integral part of what has been implemented. Finally, mathematics in action might miss an "acting subject" and let responsibility dissolve. However, we cannot assume that we are in a position to provide any straightforward evaluation of such features of symbolic power.

My conclusion is not to try to eliminate or to obstruct the symbolic power that might be rooted in mathematics. Thus there is no point in claiming that the distinctions between appearance and reality and between sense and reference are "bad" distinctions, nor can they be claimed to be "good". They are distinctions that may facilitate powerful symbolic actions. My point is to address this power explicitly, and to try to identify its possible dimensions.
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# Communicating Mathematics to Society at Large 

Günter M. Ziegler


#### Abstract

What image does "the public" have of mathematics? Why and how should research mathematicians be involved in communicating mathematics and mathematical research to the public? Which "general audience" can we expect to reach (media, teenagers, highschool students, their parents and teachers, general public, learned public, etc.)? How do we reach them? What can we expect them to learn, to understand?

The panelists present and discuss their experiences in communicating with the public, both from the perspectives of mathematicians in academia, and from the perspectives of science journalists. They highlight the importance of the scientific message, the vocabulary of mathematics, the creative use of different formats to reach diverse audiences, and the wide range of mathematics the public can be stimulated to take an interest in.

The subsequent discussion will enlarge on these themes and, with comments from the audience, provide a basis for suggesting strategies for communicating effectively with society at large. The panel will conclude by discussing options and opportunities for international collaboration.
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This is a short summary of the panel at ICM 2010 about "Communicating Mathematics to the Society at Large". The panelists were:

- Marianne Freiberger

Plus Magazine, University of Cambridge, UK
M.Freiberger@damtp.cam.ac.uk

- Ivars Peterson
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ipeterson@maa.org
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- Christiane Rousseau
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- Günter M. Ziegler, Chair
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There has been a lot of activities, progress, and achievements in the last decades' strong push of communicating mathematics to the public, which was initiated at various points of time in various countries (the US, Canada, the UK, Germany, for example), and even led to international activies. While some of these efforts have certainly been short-lived, others have been established on a more sustainable or even permanent basis.

Also in view of these initiatives and achievements, the ICM2010 panel set out to reconsider very basic questions: Which "general audience" can we expect to reach (media, kids, general public, learned public, etc.)? How do we reach them? What can we expect them to learn, to understand? Which image of mathematics do we communicate?

The activists on the panel will present and discuss their experiences, starting off with short presentations of five key aspects:
(1) the importance of the message,
(2) the vocabulary of mathematics,
(3) the topics,
(4) the setting, the occasions, and
(5) an Indian perspective.

Each of these aspects is documented in the following by a short text by one of the panel members.

At ICM2010, the presentations on these topics were followed by a discussion that tried to collect ideas and recommendations. At the end, the panel discussed options and opportunities for international collaboration and joining forces throughout the world. The audience was invited to join this discussion.

## Communicating Mathematics: The Message

Christiane Rousseau

Science in general, and mathematics in particular, is not well understood from the public. We hear too often:

> "Hasn't everything been found in mathematics?"
> "What is mathematics useful for?"

Why should mathematicians be involved? We are certainly partly responsible for the public image of our science. Indeed, it is not without social consequences:

- The power of mathematical ideas and problem solving for scientific or technological breakthroughs is not sufficiently recognized. This results in insufficient funding and support for our discipline. But also, a better recognition of the importance of mathematics would help ensuring more jobs in industry for graduates in mathematical sciences.
- Mathematics could be better taught in the schools if a perspective of where we need to bring the students was more widely spread.
- In many countries we are faced with the fact that too few high school students choose to do mathematics and science.

The questions above deserve an answer. If the answer is given by a mathematician, then another message goes through: the mathematician is a human person. Similarly to a kid, he (she) repeatedly asks questions. Through his (her) deep understanding of the subject, the mathematician can instil the flavor of the discipline. The passion is important for the message to go through and, at the same time, the modesty to admit the limits of the scientist, and the many questions to which we can only answer "I don't know."

Not all mathematicians need be involved in popularization of mathematics. This requires a passion for communication, which we do not necessarily all share. On the other hand, improving our communication skills when involved in popularization activities helps improving the quality of our teaching: we introduce a distant horizon and place our subject inside a wider scope, we introduce links with other mathematical subjects and scientific disciplines, we show applications, we stick to crystal clear explanations, and we introduce strong messages through our teaching.

The importance of the message. In order for the message to go through, it should not be too technical. A dream when you do popularization of mathematics is that the listeners of your lectures or the readers of your papers can, in turn, explain part of it. For this, it helps if they have felt a skeleton around which the message is built. What is the spine? The central part could take
the form of a slogan or a leitmotiv. The leitmotiv should be sufficiently well illustrated that it is digested and remembered.

Let us give examples. Some are not from me, but they are so good that they deserve to last.

1. Mathematics makes the invisible visible.
2. Mathematics provides models to the other sciences.
3. Mathematics makes predictions.
4. Mathematics classifies objects.
5. Mathematics is a living discipline within science and technology.
6. The importance of a clever idea for a scientist.
7. There is no limit to the imagination of a scientist.
8. The existence of unifying ideas inside mathematics or science.
9. Mathematicians introduce new concepts and generalize.

When you read this enumeration, you certainly noticed that we missed some... So, it will be your turn to develop your favorite message.

Some guidelines to prepare the message. The danger for a scientist going into popularization is to be too technical and/or too long. If you are involved in popularization of mathematics, there is no need to choose a subject that is close to your research interests. Choose a subject that is both scientifically significant, and likely to bring a strong message.

It is important to address all people in the audience. The message should be adapted to the less learned, and one should never be intimidated, nor change the message, because there are mathematicians in the audience. At the same time, the message should be sufficiently scientifically sound that anyone in the audience, including the scientists, be interested.

The choice of words is important. Formal definitions, formulas, proofs should be avoided or kept to a minimum. Analogies with known concepts are important. Even, the choice of technical details (which should not be too numerous) should be done so as to convey a message: it could insist on the power of a clever idea, the elegance of a small piece of proof, etc.

This ends my short summary. A more detailed exposition appears in [1].
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# Communicating Mathematics: The Vocabulary Problem 

Ivars Peterson

Some years ago, at a conference that brought together mathematicians and science writers to discuss ways to inform the public more effectively about mathematics and discoveries in mathematics, a well-known mathematician presented a talk on exciting, new findings linking the Riemann Hypothesis, quantum physics, and random matrix models.

Though carefully prepared and relying on little more than basic calculus and linear algebra, the presentation missed its mark. A model of mathematical exposition, it would have worked well with an audience of mathematicians. It did not work for an audience of science writers. It contained too little of the grand ideas underlying the mathematics and too much of the mechanics of presenting these ideas mathematically. Indeed, by neglecting to define prime numbers or even dip into the lore and lure of primes, the speaker failed to connect with his audience from the beginning.

In the discussion that followed the presentation, one science writer likened the talk to the way she had felt at a party with some German friends. Her friends would try to speak English for a while but would inevitably lapse into German. She could understand very little of the ensuing conversation.

Speakers also tend to overestimate how much new information their audiences can absorb in one sitting. To reach the "new and exciting" part of his talk, the conference speaker had to describe the Prime Number Theorem, the Riemann zeta function, the Riemann Hypothesis, quantization and linear operator matrices (along with eigenvalues), random matrix theory and unitary symmetry, Poissonian statistics, and quantum chaos. That was a heavy burden for any audience, even more so for listeners not already attuned to these topics.

Authors of written material have an advantage over speakers. Readers who lose the thread of an argument can reread a difficult passage, return to earlier sections to recall a definition or key point, or even go to an outside source to obtain the necessary knowledge to proceed. Listeners typically can't do that. At the same time, however, authors cannot count on readers being willing to put in a lot of extra effort just to get to the end of an article. Many readers would (and do) give up.

Mathematical language itself throws up additional barriers to broad dissemination. The statements of mathematics are supposed to be precise, devoid of the ambiguities of ordinary speech. The meaning and position of every word and symbol make a difference. The language is unusually dense. And mathematical statements can be highly complex and may incorporate a specialized vocabulary.

Mathematician William Thurston expressed the difference between reading mathematics and reading other subject matter in this way:
"Mathematicians attach meaning to the exact phrasing of a sentence, much more than is conventional. The meanings of words are more precisely delimited. When I read articles or listen to speeches in the style of the humanities... I find I have great trouble concentrating and comprehending: I think I try to read more into the phrases and sentences than is meant to be there, because of habits developed in reading mathematics." [1]

Such habits add to the difficulties that mathematicians face in trying to communicate with the public, when they have to surrender the clarity and economy of their usual modes of expression to the messiness of ordinary language. Comfortable with their specialized language, mathematicians too often fall into the trap of assuming their listeners or readers have equal facility, or at least some familiarity, with the language.

To complicate the situation, at least in the English language, mathematicians have appropriated simple, everyday words for their own purposes, using them in unexpected ways or assigning them specific, technical meanings to express abstract concepts.

Consider, for example, the term "function," a notion fundamental to mathematics. The American Heritage Dictionary of the English Language offers the following definitions:

1. The action for which a person or thing is particularly fitted or employed.
2. a. Assigned duty of activity.
b. A specific occupation or role: in my function as chief editor.
3. An official ceremony or a formal social occasion.
4. Something closely related to another thing and dependent on it for existence, value, or significance. Growth is a function of nutrition.

The mathematical meaning comes next:
5. Mathematics
a. A variable so related to another that for each value assumed by one there is a value determined for the other.
b. A rule of correspondence between two sets such that there is a unique element in the second set assigned to each element of the first set.

It is followed by three more definitions:
6. Biology The physiological activity of an organ or body part.
7. Chemistry The characteristic behavior of a chemical compound, resulting from the presence of a specific functional group.
8. Computer Science A procedure within an application.

That's a hefty load for one word to carry. Readers or listeners encountering the word "function" may have difficulties sorting through so many definitions to ascertain the word's meaning in a particular context. Even when such a word is properly defined near the beginning and the context is clear, a reader unfamiliar with the notion may later revert to other, more familiar meanings of the word, potentially creating confusion in the reader's mind.

When I was a writer for Science News magazine, I could only on rare occasions get away with using the word "function" in my mathematics news articles without offering some sort of definition of the concept, expressed in words. My editors were there to ensure that my articles were accessible to as broad a range of readers as possible, and this meant keeping in mind that a reader's notion of what a word means could differ enormously from the author's intended meaning.

In the same way, mathematicians should realize that words that they use routinely can echo in unexpected ways in the minds of their listeners or readers, particularly in ways that reflect different experiences and contexts. Such words include acute, base, chaos, chord, composite, concurrent, coordinate, degree, dimension, domain, exponent, factor, graph, group, linear, matrix, mean, network, obtuse, order, power, prism, proof, radical, range, relation, root, series, set, vector, and volume. Each has a precise mathematical meaning; each also has multiple alternative meanings.

On the other hand, the word "fractal," coined by mathematician Benoit Mandelbrot, is a noteworthy example of a term that works in both a mathematical and a popular context. Mathematics could use more such words.

People are genuinely curious about mathematics, despite the overwhelming fear of the subject that many may feel. Mathematicians who pay particular attention to how they express themselves and connect with their audiences through a common, nontechnical language can make important contributions to the public understanding of mathematics.
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# Communicating Mathematics: The Topics 

Marianne Freiberger and Rachel Thomas

Plus magazine (plus.maths.org), a free online magazine about all aspects of mathematics aimed at the general public, is an interesting case study of the public's appetite for mathematics. The success of the Plus website, which has been established since 1997, indicates that this appetite, contrary to popular belief, is considerable. In 2009 the website attracted nearly 1.6 million absolute unique visitors, with our readers ranging from older school students, to university students, teachers and academics, and the non-expert general public. (Source: Google Analytics).

The most important lesson we have learnt as editors of Plus is that there is an audience for all types of mathematics, be it pure or applied, easy or hard. Some people are drawn to the beauty of mathematical ideas or philosophical questions, others to practical applications, or hands-on problems, and others can be drawn in by "stealth" through revealing the mathematics that hides behind seemingly un-mathematical ideas. Even, or perhaps especially, the hardest mathematical concepts can find a large audience, as long as they are presented accessibly and in a non-patronising, engaging way.

We assess the popularity of our content in two ways. Firstly, by looking at our website statistics, including the number of page visits an article receives, time spent on a page, and whether visitors go on to view other Plus content subsequently. These statistics enable us to estimate how many readers actively engaged with the content. Secondly, we look at qualitative feedback through emails from readers, comments posted on our blog, and in particular discussions of our content on other websites. These include aggregation sites like reddit. com or digg.com, which allow users to recommend and discuss web content.

This information indicates which of our articles have proved particularly successful with a wide audience. From qualitative feedback we can assess why a particular article has been successful, and to a certain extent what kind of audience it appeals to.

To illustrate the variety of material that has been successful, we present three examples from the Plus archive. The first two of the following articles come in the all-time top $10 \%$ of our material measured through our website statistics analysis and have generated lively online debate. The third is a topical piece which was very popular at the time of publication.

## Mysterious number 6174 by Yutaka Nishiyama

"I hate math but love this kind of stuff. So fascinating" - reader comment
The number 6174 is a fixed point of Kaprekar's operation, a simple operation taking the set of 4 -digit whole numbers into itself. The article explores the operation, proves the uniqueness of the fixed point, and shows that it attracts
every sequence resulting from iteratively applying the operation to a generic four-digit number.

This article is the all-time favourite on Plus. The mathematics that's explored is extremely simple and the article gives readers the chance to actually do the maths: anyone can take a calculator, apply the operation to their favourite number, and see the sequence converge. And this is what makes this particular article appealing. Reader feedback has shown that its large audience contains many people who do not consider themselves interested in mathematics (see the quote above), but quickly become intrigued by the opportunity to explore these ideas themselves.

The article illustrates the appeal of easy and hands-on pieces of mathematics. When presented in a friendly way that appeals to people's playfulness, these can draw in audiences that would not normally engage with mathematics. It's important to note that easy doesn't necessarily mean trivial - the article ponders if the result hides a deeper theorem in number theory, thus giving people a glimpse of what motivates mathematicians and the kind of problem they might work on.

## The story of the Gömböc by Marianne Freiberger [1]

"Absolutely fascinating how awesome human science is" - reader comment

A Gömböc is a 3D convex and homogeneous shape with exactly one stable and one unstable point of equilibrium. Analogous to the 2 D case, such an object was conjectured impossible, until its existence was proved in 2006 by two Hungarian mathematicians. This article is based on an interview with one of these mathematicians, Gábor Domokos, exploring some of the maths and the process of discovering the proof.

Why should such a curious mathematical object, devoid of any practical applications, appeal to a popular audience? Reader feedback indicates that the reasons why it does are not that different from those that attract mathematicians: the object's sheer strangeness and the suggestion that it might not exist. In online discussions, readers have marveled at the Gömböc's strange selfrighting wriggle (the article includes a video of an actual Gömböc self-righting), explored the meaning of its mathematical definition, and what makes it different from familiar objects, for example eggs.

Another point of appeal of the article, we believe, is the glimpse it affords of the human experience of doing mathematical research, with all the set-backs and triumphs involved in feeling your way towards a proof. Such journeys of discovery can appeal to a wide audience, even if the object of discovery is not something everyone would normally consider interesting.

Swimming in mathematics by Rachel Thomas
Published in the wake of the 2008 Beijing Olympics, this article explores the Games' swimming venue, known as the Water Cube, a beautiful structure
which appears to be made from bubbles. The article describes how architects used Denis Weaire and Robert Phelan's response to Kelvin's problem to come up with this organic-looking structure.

The appeal of the article is immediately clear: the Water Cube is a beautiful building people would have seen many times during the Games. The article also benefits from elements of surprise. Many people were not aware of the fact that mathematics was involved in the design of the apparently random-looking arrangement of bubbles that makes up the building's external structure. The underlying mathematical problem - the Kelvin problem - is relatively easy to state, yet it is still not known if the Weaire-Phelan structure is the most efficient solution.

There are more interesting examples. Other articles that have been particularly successful cover the Riemann hypothesis, Gödel's incompleteness theorem, the mathematics of music, and a range of perhaps surprising applications, such as a mathematical model of the neurological processes that cause visual hallucinations.

We are not claiming that each of these articles exerts the same appeal on the same audience (though they almost certainly overlap). Each article probably finds its own audience who enjoy a particular approach and with particular interests. But this merely reflects the many aspects of mathematics: some people are drawn to ideas, some to patterns and forms, some to mathematics as a universal language, and others to puzzles. In terms of popularization, the multifaceted nature of maths should really give it an edge over other fields, as it provides so many ways to engage a non-expert audience.

The quality of presentation is of course extremely important. If you don't stimulate your audience's imagination, you lose them immediately. This doesn't mean that difficult ideas can't be brought across, but it means that, akin to a conversation, you must address any questions as they might arise in people's minds, rather than requiring your audience to do the mental legwork. While the definition-theorem-proof structure of a research paper presents the reader with a fait accompli, a popular article may be better off reflecting what actually happens when you do the research: play around with examples, develop a feel for the mechanisms at work, pose a conjecture, and, if you can, prove it.

Research mathematicians have a vital role to play in the popularisation of mathematics, whether it is through producing material themselves, or interacting with science communication professionals. Our experience at Plus has shown that researchers' expertise and passion bring a richness to our content that would otherwise be hard to reproduce. Moreover, presenting the human face of mathematics, the people who produce it, is a vital tool in engaging people's interest. We believe that many mathematicians under-estimate this interest. As more working mathematicians engage with the public, more people will identify with mathematicians and their work, and the perceived gulf between the maths community and the public will start to diminish.
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## Communicating Mathematics: The Setting, the Occasions

Günter M. Ziegler and Thomas Vogt

"Communicating Mathematics to the Society at Large" does not mean that the public has to be invited to the University, where a Mathematics Professor explains mathematics at the blackboard. Indeed, it need not involve a university, nor a professor, nor a blackboard.

The German "Year of Mathematics" 2008 (which was part of the German series of National Science Years started in 2000 and was more visible and more successful than all the previous ones; see also [5] and Z-mathyear-gazette) was also a gigantic learning experience, a welcome experimental platform, and an opportunity for professionalization of mathematics communication in Germany. In the following, I comment on these three aspects.

Learning to Communicate. Very vividly I remember three insights from the discussions and planning meetings that preceeded the Mathematics Year.

The first one was to go ahead with a positive, active message. I was warned "Wer sich verteidigt, ist ein Looser" ("Whoever defends himself is a loser"). So we should not complain about the negative image that our subject might have in the public and in the media, but rather go ahead with "Mathematics is an exciting subject, it has many stories to tell, it is full of interesting challenges, it is the basis for exciting jobs", etc.

The second is that you really have to think about what you mean by "the public" or "society at large". Who do you want to reach, who is your target group: the people who go to exhibitions, those who read the science pages in the daily newspapers, the readers of the "Arts and Letters" section of the same newspapers, pupils, students, teachers, parents? Hardly any format can reach all of them. And you also should think about what you want to communicate. My belief is that you can't teach much Math to the Society at Large - the teaching has to be done in the schools. However, it is essential to work on the public perception of what Mathematics is about, about what Mathematicians do, about news and challenges, images and jobs. For the Mathematics Year,
after all these discussions we set a particular emphasis on reaching the schools. And we did this with a positive message: "Du kannst mehr Mathe, als Du denkst" ("You know more maths than you think").

The third insight was a positive surprise: The media are interested. After a rather dull "Year of the Humanities" in Germany, which journalists and newspapers had taken no big interest in (most of the journalists have studied some humanities subjects), math as a difficult subject with a very love-and-hate public perception and a new, fresh message was interesting - and this gave us the opportunity to reach very diverse audiences.

Experimenting with Formats. There are many different media, channels and forms of presentation to try out: Lectures, quiz shows, books, blogs, newspaper features, posters, games, websites, events, exhibitions, etc. Here are five examples of surprisingly successful formats that we have experimented with probably none of them can be copied as it is, but you could think of "your own version".

1. On occasion of the Maths Year, the Mathematisches Forschungsinstutut Oberwolfach (under its director Gert-Martin Greuel, assisted by Andreas D. Matt) pioneered an exhibition called "IMAGINARY - with the eyes of mathematics" [4], which presented images of algebraic surfaces in large color pictures. It came along with software called "surfer" that you could download to create your own surfaces and images. This was taken up by Spektrum science magazine (the German edition of Scientific American) as well as by zeit.de (the online version of the weekly Die Zeit) who ran competitions for the most creative images. By December 2008, the exhibition had been shown in 13 German cities and had more than 120,000 visitors, including more than 340 school classes. The website for the exhibition had different 130,000 visitors, and more than 5 million hits. The software was downloaded more than 40,000 times, and the contests were great successes.
2. On various occasions I ran a "Maths Quiz live" - modelled after the TVshow "Wer wird Millionär" (the German version of "Who wants to be a millionaire?"). This is a very flexible format, which works for small, medium and large audiences. I would pose 12 problems (plus one warm-up problem to explain the rules, and three tie-breaker extra problems). For each problem I offer four answers, A, B, C, and D, exactly one of which is correct. You can have a few contestants on the stage, or have school classes compete against each other. All you need is a good collection of problems (suitable in difficulty for the audience you expect - my audiences ranged from middle-school kids to the German Minister of Science and a room full of science journalists).

Simple problems are of the type: How much does the area of a rectangular garden grow if you increase its length and its width by $10 \%$ each. (Answers: A: $10 \%$; B: $20 \%$; C: $21 \%$; D: Can't tell, depends on the shape of the garden.)

My favourite tie-breaker: What $* * * * * *, * * * * * * * * * N, * * * * * * * * * * * * * * * *$ ?
(Answers: A: $N>30 ; \mathrm{B}: N$ is a square between 10 and $20 ; \mathrm{C}: N=16 ; \mathrm{D}$ : $N=42$.)

Note: This is not primarily a format where we would try to teach mathematics, but just to entertain - and to whet the appetite for problems ...
3. In 2004, the DFG Research Center Matheon "Mathematics for Key Technologies" in Berlin started to run an annual Digital Advent Calender on the internet (modelled after the traditional advent calendars which would have a piece of chocolate behind doors, which are to be opened on the 24 days before Christmas), targeted at upper-level highschool students and adults: On each day of advent, December 1 to 24 , there is a problem posted at 6 pm , which has to be solved correctly within a certain time limit. In the end prizes are awarded to the pupils and to the adults who would achieve the largest number of correct answers - and needed the smallest extra time beyond the time limits. The problems would typically be rather hard, connected to research done at Matheon. (Even the head of the German Science Foundation, Matheon's funding agency, has once admitted that he had looked at the problems and decided that they were too hard for him.) A collection of the problems is now available as a book [1]. At the end of the Math Year, the DMV Media Office also started to run a separate internet advent calendar, for younger pupils, classes $5-7$. See [3] for the common web presence of the two advent calendars. Both calendars have developed into huge successes: In 2009, the calendar for the younger pupils had nearly 32,700 registered participants, while the Matheon calendar had more than 16,300 participants from 48 countries - despite the fact that the problems are offered only in German.
4. Various mathematics exhibitions drew large crowds in the Mathematics Year. Perhaps the most unusual format for such an exhibition is the Science Ship, which, run by "Wissenschaft im Dialog" ("Science in dialogue" www. w-i-d.de), is a regular part of each of the German Science Years. The ship would travel on the Rhine and Elbe rivers, with stops at larger and smaller cities for one to four days, where school classes and individuals would visit. The ship holds an exhibition of some 600 square meters, compiled from contributions suggested and provided by various universities and research institutes. Students would be on the boat as "tour guides" who could offer explanations. The media response is amazing - the local media would have advance reports about "the ship will be in town". The 2008 mathematics exhibition on the science ship had more than 110,000 visitors in 31 cities in less than four months.
5. The German Mathematical Society DMV awards its Mathematics Journalists' Prize (for a specific piece about mathematics) as well as a Media Prize (for someone's "collected works") every second year. On occasion of the Mathematics Year, DMV awarded an additional Mathematics Cartoon Prize, funded by De Gruyter Publishers, and promoted by the cartoon website toonpool.com.

This contest was an unexpected, huge success, with 260 contributions by 158 cartoonists from 40 different countries. See [2] for the winning entries.

Humor is, I believe, a category that is underused in science communications in general. Think about this. (For me personally the cartoon contest provided the cover illustration for a book about Stories from Mathematics [7] - a drawing by a Mongolian artist, Tsogtbayar Samandari, that I would certainly not have been aware of without the contest.)

Building Professional Structures The "Mathematics Year 2008" was a joint enterprise of the German Federal Ministry of Science and Education (BMBF), the Deutsche Telekom Foundation (DTS), the "Science in Dialogue" agency, and the German Mathematical Society (DMV). It was run to a large extent by a large advertising agency without any specific mathematics expertise. Thus we had insisted to run a "Mathematics Content Back Office", where Thomas Vogt, a trained science journalist together with a team of students, freelancers and volunteers would prepare contents, give advice, check that the math was right and the emphasis made sense on all publications of the Math Year.

This Math Contents Back Office later grew into what is now the "Mathematics Media Office" of DMV at TU Berlin, still headed by Thomas Vogt (under my direction), funded now by TU Berlin, as well as private/industry funding agencies such as GesamtMetall. In year two after the Math Year we are very successful in reaching the media, ran the second installment of $\mathrm{M}^{3}$, the "Math-Month May" that gives a common framework for a dozen different local mathematics events at different places in Germany, administrate the Abitur Prize (sponsored by Springer), prepare the next edition of Mathematics advent calendar, etc. The Media Office is our platform to answer journalists' queries (quickly!), prepare press releases, prepare contents for the DMV website, and dozens of other things. (There is enough to do.)

It is a lot of work (and also needs money) to address the media and the public in a sustainable way. But the effort will pay off some day. Talking about mathematics is the first step towards doing mathematics. Positive experiences with mathematics at a young age will draw young people into mathematics studies some day. And decision makers, reading about mathematics in the daily papers, will become aware of mathematics as a part of our culture and also as a part of our daily life - and appreciate its importance for society and economy.
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## PostScriptum: A Question from the Discussion in Hyderabad

The panel discussion at ICM Hyderabad on Wednesday, August 25, drew a very large crowd, and the panelists' presentations (based on the preceeding pieces) led to a very interesting and diverse discussion. This cannot be recorded here in detail - but we want to present one interesting question asked in the course of the discussion. The question referred to a book review (on A. Aczel's "Fermat's Last Theorem"), which said that the book "successfully creates the illusion of understanding". The question to the panel was, whether this should be considered a good or a bad thing.

As panelists, we use the opportunity of this post-scriptum to share our personal views on this.
Christiane Rousseau: How do we learn, and what is understanding? We enrich our general knowledge by layers. Understanding could be described as putting a structure in our knowledge, for instance building it around a spine, bones, etc. The process is not necessarily linear. Indeed, knowledge and understanding often increase through a back and forth movement: we add thin layers to the knowledge. At the same time, we add more structure (understanding) through additional bones. With experience, we learn to put a structure in any new knowledge from the very beginning. As a professor, it is one of my goals that my students acquire this skill. How is this created? At each level of the process of learning, there should be an "illusion" of understanding. The next levels refine and enrich that understanding. How can we achieve that? At each level of learning, there should be a strong message which provides both a thin layer of knowledge, and some contribution to the structure. There is a price to pay for this: we need to use simplifications and/or analogies, and to avoid some details. So, to me, the communicator is allowed to "cheat" with details. Where do we pass from "illusion of understanding" to full understanding? There is no easy answer to this. We often realize that our full understanding was only partial... Hence, to me "illusion of understanding" is desirable, as long as we have the modesty to admit its limit...
Günter M. Ziegler: Science communication to "the society at large" does not necessarily mean that we can teach mathematics, such that understanding
would be the ultimate goal. Indeed, there are many occasions where teaching is impossible, unnecessary, or undesirable, but where we have the chance to report about mathematics, to tell stories (success stories, for example), to portray the field, the persons, to report about the setting and the impact of current research, etc. In this case, the main goal after a public lecture or event, or after people read your article or book would not be that they understand more mathematics, but rather that they understand more about mathematics. This is equally valuable, but in this domain "understanding", the "illusion of understanding", or the feeling that they "understand what it is about" may be plainly the same thing. And in many public or literary settings or occasions, this is also all you can hope for. A full "understanding the mathematics", as we know, is often only achievable via years of serious study.

Marianne Freiberger: The question is what is meant by the "illusion of understanding". Presenting mathematics to a general audience is akin to guiding people through a complex and unknown landscape. You need to provide people with a map and it's your choice what kind of map is appropriate for the audience: what level of detail to include, which features of the landscape your map should faithfully preserve, and where you allow some distortion in order to make your map easy to read. In some sense any map creates illusory understanding: there's much more to a landscape than a map tells you and often there's been some distortion you may not be fully aware of. The important point is, however, that the map correctly reflects the aspects of the landscape that are of interest: it should not lead you astray, or lead you to draw wrong conclusions.

In this sense it's acceptable to create illusory understanding in communicating mathematics. Your exposition should enable people to navigate correctly between the main ideas in the theory. It's for you to decide what aspects to focus on and how deeply to penetrate the theory. Perhaps most importantly, your audience should be aware that what they are looking at is just a map, rather than the real thing, with all the caveats this entails.

## PostScriptum 2: Joining Forces Together for a Greater Impact

The panel was an occasion for learning success stories from all around the world. Many of these occur within the boundaries each different country. While there are cultural differences between the countries so that the strategies to reach to the public and the schools are not the same from one country to another, it also appears that a greater impact could be achieved at the level of the planet if we increased collaboration. Let us mention a few examples:

- Posters and magazines produced and distributed in one country could be distributed in other countries as well. Worldwide diffusion is particularly easy with electronic material.
- Mathematical exhibitions can travel in several countries, as has been the case for the exhibition "Mathematics is everywhere".
- Public lectures can be video-taped and placed on the web.

Christiane Rousseau used the opportunity of this item of discussion to invite the world community to join the initiative Mathematics of Planet Earth 2013:

```
www.mpe2013.org
```

Günter M. Ziegler pointed to the new website

```
www.mathematics-in-europe.eu
```

created and maintained by Ehrhard Behrends (FU Berlin) on behalf of the European Mathematical Society.
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#### Abstract

We discuss the role of mathematicians in popularization of mathematics and science. We stress the importance of the message: the message should be scientifically significant. It should strike the imagination, so that a lasting effect remains from its reception. We also discuss how to prepare the message. This is illustrated by examples.
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## 1. Why Should Mathematicians be Involved?

Preamble. The text below reflects my personal views on the popularization of mathematics. There is not a unique method to do good popularization of science and mathematics. The different methods stick to the personality of the scientists, and the public should benefit from the richness of different personalities.

The reasons for mathematicians to be involved are numerous. Science in general, and mathematics in particular, is not well understood from the public. We hear too often:

> "Hasn't everything been found in mathematics? What is mathematics useful for?"

We are certainly partly responsible for this. And, this is not without social consequences:

- The power of mathematical ideas and problem solving for scientific or technological breakthroughs is not sufficiently recognized. This results

[^84]in insufficient funding and support for our discipline. But also, a better recognition of the importance of mathematics would help ensuring more jobs in industry for graduates in mathematical sciences.

- Mathematics could be better taught in the schools if a perspective of where we need to bring the students was more widely spread.
- In many countries we are faced with the fact that too few high school students choose to do mathematics and science.

The questions above deserve an answer. If the answer is given by a mathematician, then another message goes through: the mathematician is a human person. Similarly to a kid, he (she) repeatedly asks questions. Through his (her) deep understanding of the subject, the mathematician can instil the flavor of the discipline. The passion is important for the message to go through and, at the same time, the modesty to admit the limits of the scientist, and the many questions to which we can only answer "I don't know."

Not all mathematicians need be involved in popularization of mathematics. This requires a passion for communication, which we do not necessarily all share. On the other hand, improving our communication skills when involved in popularization activities helps improving the quality of our teaching: we introduce a distant horizon and place our subject inside a wider scope, we introduce links with other mathematical subjects and scientific disciplines, we show applications, we stick to crystal clear explanations and we introduce strong messages through our teaching.

The paper is organized as follows. Section 2 deals with the message: the content, a long list of examples, and my own guidelines to prepare it. The two last sections each contain a detailed example. On a first reading one may want to skip part of the list of examples of Section 2, and go directly to Sections 3 and 4.

## 2. The Importance of the Message

2.1. The content of the message. In order for the message to go through, it should not be too technical. A dream when you do popularization of mathematics is that the listeners of your lectures or the readers of your papers can, in turn, explain part of it. For this, it helps if they have felt a skeleton around which the message is built. What is the spine? The central part could take the form of a slogan or a leitmotiv. The leitmotiv should be sufficiently well illustrated that it is digested and remembered.

Let us give examples. Some are not from me, but they are so good that they deserve to last. The list is quite long.

1. Mathematics makes the invisible visible. You observe an object that looks complicated to you, and that you do not understand. You turn around
it to look at it from different points of view. You put your mathematical glasses and you understand it. Let us go through a few examples:

- A fractal is a complex object. But it could be the attractor of an iterated function system which is a simple mathematical object. This will be illustrated in Section 3.
- The Fourier series, or Fourier transform, or any other similar transformation like a wavelet transform, allows to understand the structure of a musical sound, of a signal, or of an image.
- Biologists do not see the action of enzymes on DNA. Analyzing the resulting knots through the mathematical glasses of knot theory allows to see the action of a given enzyme on DNA.
- Changes of coordinates allow to understand complicated mathematical objects: conic curves reduced to normal form in an orthogonal frame, diagonalization of linear operators, etc.
- The surprising laws of special relativity are better understood when moving in a space of dimension 4.
- A breakthrough in the understanding and control of chaos comes from the identification of the simple dynamical system that generates it.

2. Mathematics provides models to the other sciences.

- Polyhedra are models for the big carbon molecules called fullerenes.
- Knots are models for DNA strands inside a molecule.
- Manifolds are models for the Universe.
- Fractals provide models for the forms of nature: this includes the profile of rocky coasts, the shape of plants like the fern, the network of blood vessels in the human body, the fractal structure of the lung.
- The laws of nature often obey optimization principles.
- It is remarkable that nature seems to distinguish between rational and irrational numbers (even diophantian and Liouvillian irrational numbers, but this is too sophisticated for the public). Two examples, very far apart, are given by the golden number in phyllotaxy and the holes in the belt of asteroids in the Solar system, these corresponding to periods being rational multiples of the period of Jupiter.

3. Mathematics makes predictions. The examples are numerous among, for instance, statistics, actuarial science, meteorology, genetics, etc.
4. Mathematics classifies objects. Classifying is introducing equivalence relations. Important tools are invariants. We can make the links with the
invariants used by, for instance, biologists, when they classify the species. Here again, we like to take the time to discuss a few examples:

- How to classify the shapes of nature? The biologist Harry Blum, specialist of morphology, uses the concept of skeleton (or sym-axis) of a shape, [2]. The skeleton of a planar region is a graph. In the special case of a simply connected region, it is a tree. Hence, we are led to the classification of tree graphs. Let us cite Harry Blum: "The exciting thing now is that non-topological poperties of the object or its boundary become topological properties of the sym-axis..."
- When are two knots equivalent? Simple invariants are given by the minimal crossing number. Some polynomial invariants can also be sketched to the public. It is quite remarkable that the tools introduced by the mathematicians to construct polynomial invariants for knots, namely skein relations, resemble exactly the operations of some enzymes on DNA.
- The topological classification of closed compact oriented surfaces by means of the genus.
- The classification of friezes and tilings by means of their symmetries. In three dimensions, there are applications to crystallography.
- Are all configurations of the faces of the Rubik cube possible? The use of invariants allows to answer the question.

5. Mathematics is a living discipline within science and technology. The examples of cross-fertilization of mathematics, science and technology are numerous. One of them is quantum computing where Shor's algorithm to factor large integer numbers on a quantum computer, and hence break the RSA code, has been proved before the quantum computer ever exists. Other examples will be discussed in the section on clever ideas.
6. The importance of a clever idea for a scientist. There are many important breakthroughs coming from clever ideas that are simple to illustrate. Let us name a few.

- The RSA cryptographic code makes a positive use of the negative fact that computers cannot factor large integers: it is impressive that the RSA code is still in use after more than 30 years, despite the attempts to break it by many of the best researchers around the world.
- A second example is given by the success of Google's PageRank algorithm. The simple idea of using the stationary state of a Markov chain process to order pages is the secret of the supremacy of Google over the other search engines. This example is discussed in more details in Section 3.
- A third example, also discussed in Section 3, is the use of iterated function systems for image compression.

7. There is no limit to the imagination of a scientist. If a mathematician encounters a problem without solution, then he(she) may create an object solution of the problem. Historically, this has led to the creation of negative numbers, complex numbers, infinite ordinals and cardinals. Also, mathematicians play with infinitesimally small or large objects.
8. The existence of unifying ideas inside mathematics or science.

- The concept of skeleton discussed above in morphology appears in many areas of science, including physics, where it was probably first introduced when considering the propagation of wave fronts, and computer science, where it is used for 3D modeling.
- Banach's fixed point theorem, one of my favorite examples, appears in many areas of mathematics and its applications. It will be discussed in more detail in Section 3.

9. Mathematicians introduce new concepts and generalize. For instance, the introduction of fractals has brought the generalization of the notion of dimension. Fractal dimension is now used by engineers when they need to measure the roughness of a surface. It is also useful in medical diagnosis of cancer since the fractal dimension of blood vessels is different in the neighborhood of a tumor.
10. Mathematicians and scientists make mistakes, but these mistakes can be source of creativity. An example is given by the Lagrange cylindrical column which was wrongly conjectured to be the strongest column of revolution with a given volume and a given height. The correct answer was given in 1992 by Cox and Overton [4] (see Figure 1).


Figure 1. The strongest column.

Through all these examples, I have addressed some of the possible ways a mathematician thinks. When you read this enumeration, you certainly noticed that I missed some... So, it will be your turn to develop your favorite message.
2.2. My own guidelines to prepare the message. The danger for a scientist going into popularization is to be too technical and/or too long. If you are involved in popularization of mathematics, there is no need to choose a subject that is close to your research interests. Choose a subject that is both scientifically significant, and likely to bring a strong message.

It is important to address all people in the audience. The message should be adapted to the less learned, and one should never be intimidated, nor change the message, because there are mathematicians in the audience. At the same time, the message should be sufficiently scientifically sound that anyone in the audience, including the scientists, be interested.

In order to avoid being too technical, here is how I prepare my contributions. I never start sitting at my desk or with my laptop. If I do so, then, most probably, my talk or paper will be too technical. Rather, I try to imagine my contribution when jogging, or skiing, or riding my bicycle, or a similar activity. Then I have no choice: I cannot take a pencil or a piece of chalk for my explanations. Therefore, these will be as synthetic as possible. Also, I figure what is the shortest path to illustrate the message I want to convey. It is only when I have completely visualized my contribution that I sit at my desk, and write the details. Of course, this does not mean that I do not put technical details. But, I stick to the minimum. Even, the choice of details is done so as to convey a message: it could insist on the power of a clever idea, the elegance of a small piece of proof, etc.

## 3. An Example

In many cultures, we find images containing an embedded smaller copy of the image. One of them is the Laughing Cow and her earrings (Figure 2). Let us play the following game. To each point $P$ of the picture we associate the corresponding point on the left earring, which we call $f(P)$ : to the tip of the chin, we associate the tip of the chin of the cow on the left earring, etc. We iterate and look for $f^{2}(P)=f \circ f(P), \ldots, f^{n}(P)=\underbrace{f \circ f \circ \cdots \circ f}_{n}(P), \ldots$ We can already remark three things:
(i) In theory, we can continue this process an infinite number of times and create an infinite sequence.
(ii) In practice, on the figure, we cannot iterate for very long, since iterates become indistinguishable.


Figure 2. The famous Laughing Cow.
(iii) If we start with a second point $Q$, for instance the tip of the right ear of the cow, then the iterates $f^{n}(Q)$ also become indistinguishable. Moreover, very soon, $f^{n}(Q)$ becomes indistinguishable from $f^{n}(P)$.

The morale of (i) is that mathematicians have imagination and like to play with infinite sequences. Considering (ii), a natural reaction is to zoom, i.e. to decrease the threshold at which we stop distinguishing points. The deeper the zoom, the more distinguishable iterates we see. But, whatever a zoom we make, using a magnifying glass, a microscope or an electronic microscope, only a finite number of elements of the sequences are visually distinguishable and the others are merged together, since closer to each other than the new threshold. Well, we have experienced the notion of a Cauchy sequence. Now, what about (iii)? Can we imagine that there exists a point $A$ which coincides with its image $f(A)$ ? Surely, if such a point exists, it must lie in the left earring of the cow. And inside the left earring of the cow appearing on the left earring, etc. If such a point exists, it will be indistinguishable from the indistinguishable points $\left\{f^{n}(P)\right\}_{n \geq N}$ for any $P$. So, we are reasonably convinced that such a point exists, and that it is located inside the bunch of indistinguishable points, up to the threshold of our eye. But, we have done much more. We have given a method to construct it! We start with any point $P_{0}$, and we construct the sequence $\left\{P_{n}=f^{n}\left(P_{0}\right)\right\}_{n \in \mathbb{N}}$. We choose a precision a priori. Once the points of the sequence become indistinguishable for that precision, we have located our fixed point with a pretty good accuracy. And we have experienced Banach's fixed point theorem through its proof.

The next thing that we need to experience is that we can do big things with this theorem. So let us look at a few applications.


Figure 3. The Sierpiński carpet.
3.1. Compression of images through iterated function systems. Let us consider the Sierpiński carpet of Figure 3. It looks a priori a complicated object. How to store it in computer memory, in the most economical way? The best is to store a program to reconstruct it when needed. And the clever idea behind this program is the use of Banach's fixed point: the Sierpiński carpet is the fixed point of an operator defined on compact subsets of the plane. But, we need not go into these fine details to illustrate the process.

Let us first analyze our Sierpiński carpet: it is the union of three Sierpiński carpets. Starting from the Sierpiński carpet, we can construct a second figure with the following procedure:

- We shrink the Sierpiński carpet to its half size from the lower left vertex.
- We make a second copy of this half Sierpiński carpet and glue it on the right.
- We make a third copy of this half Sierpiński carpet and glue it on the top.

The second figure we have built is identical to our initial Sierpiński carpet. So the Sierpiński carpet is the fixed point for this process.

Can we play the same game with other shapes? Let us take a square $C_{0}$ (Figure $4(\mathrm{a})$ ). Its image is $C_{1}$ in Figure $4(\mathrm{~b})$. We apply the same process to $C_{1}$ and get $C_{2}$, etc. (Figure $\left.4(\mathrm{c})-(\mathrm{f})\right)$. One is easily convinced that the process converges to the Sierpiński carpet.

Not only that, but we can experiment that it works with any initial set! A second example iterating a pentagon appears in Figure 5. The same remarks (i), (ii) and (iii) as above apply to this example.

In mathematical terms, what have we done? We have three affine contractions $T_{1}, T_{2}$ and $T_{3}$. If we call $A$ the Sierpiński carpet, we have constructed the sets $T_{1}(A), T_{2}(A)$ and $T_{3}(A)$ and the image $T_{1}(A) \cup T_{2}(A) \cup T_{3}(A)$, and we have


Figure 4. $C_{0}$ and the first five iterations $C_{1}-C_{5}$.


Figure 5. A pentagon $B_{0}$ and its first six iterates $B_{1}-B_{6}$.
remarked that this image is identical to the initial image:

$$
A=T_{1}(A) \cup T_{2}(A) \cup T_{3}(A)
$$

If, instead of $A$, we take another subset $B$ of the plane, we construct the set $T_{1}(B) \cup T_{2}(B) \cup T_{3}(B)$. So we have defined an operator $W$ on compact subsets of the plane through the rule

$$
B \mapsto W(B)=T_{1}(B) \cup T_{2}(B) \cup T_{3}(B)
$$



Figure 6. A simple web.
and the process has constructed the Sierpiński carpet which is the unique fixed point $A$ of $W$.

This process has been adapted to the compression of real images (see [5] or [7]). The method produces high quality images when the image has some fractal character. However the rate of compression is not as good and not as flexible as the JPEG format. Also, the encoding process (transforming the image in a program to reconstruct it) is still too tedious to be of practical interest. Nevertheless, the idea remains very appealing.
3.2. The PageRank algorithm. How does Google order the pages of the web? Let us look at a simple web in Figure 6 with five pages named $A, B$, $C, D$, and $E$. The web is modeled by a oriented graph in which the pages are the vertices. The arrows represent the links on each page. For instance, if we are on page $C$, we find three links, and we can choose to move to either page $A$, or $B$, or $E$. On the other hand, if we are on page $A$, then there is only one link to page $B$.

Here again, we play a game, which is simply a random walk on the oriented graph. Starting from a page, at each step we choose at random a link from the page where we are. For instance, in our example, if we start on page $A$, then we go to $B$ with probability 1 while, if we start with $B$, then we can do to $A$ or to $C$ with probability $1 / 2$ for each case. We iterate the game. Where will we be after $n$ steps? To automatize the process, we summarize the web in the following matrix, where each column represents the departing page and each row the page where we arrive.

$$
P=\left(\begin{array}{ccccc}
A & B & C & D & E \\
0 & \frac{1}{2} & \frac{1}{3} & 1 & 0 \\
1 & 0 & \frac{1}{3} & 0 & \frac{1}{3} \\
0 & \frac{1}{2} & 0 & 0 & \frac{1}{3} \\
0 & 0 & 0 & 0 & \frac{1}{3} \\
0 & 0 & \frac{1}{3} & 0 & 0
\end{array}\right) \begin{aligned}
& \\
& A \\
& B \\
& C \\
& D \\
& E
\end{aligned}
$$

It is not difficult to figure that the probabilities after two steps can be summarized in the matrix $P^{2}$.

$$
P^{2}=\left(\begin{array}{ccccc}
A & B & C & D & E \\
\frac{1}{2} & \frac{1}{6} & \frac{1}{6} & 0 & \frac{11}{18} \\
0 & \frac{2}{3} & \frac{4}{9} & 1 & \frac{1}{9} \\
\frac{1}{2} & 0 & \frac{5}{18} & 0 & \frac{1}{6} \\
0 & 0 & \frac{1}{9} & 0 & 0 \\
0 & \frac{1}{6} & 0 & 0 & \frac{1}{9}
\end{array}\right) \begin{gathered}
\\
A \\
B \\
C \\
D
\end{gathered}
$$

Experimentation shows that for $n$ large, all columns of $P^{n}$ are identical:

$$
P^{32}=\left(\begin{array}{ccccc}
A & B & C & D & E \\
0.293 & 0.293 & 0.293 & 0.293 & 0.293 \\
0.390 & 0.390 & 0.390 & 0.390 & 0.390 \\
0.220 & 0.220 & 0.220 & 0.220 & 0.220 \\
0.024 & 0.024 & 0.024 & 0.024 & 0.024 \\
0.073 & 0.073 & 0.073 & 0.073 & 0.073
\end{array}\right) \quad \begin{aligned}
& A \\
& B \\
& C \\
& D
\end{aligned}
$$

After $n$ steps, where $n$ is sufficiently large, the probability of being on a page is independent from where we started! For a mathematician, this can be explained from the fact that $P$ is the matrix of a Markov chain, and such a matrix generically has a unique eigenvector $\pi$ of the eigenvalue 1 , normalized so as to be a probability distribution, and called the stationary distribution. (More details in [7].) This stationary distribution allows to order the pages. In our example, we order the pages as $B, A, C, E, D$ and we declare $B$ the most important page.

In practice, given any vector $\mathbf{p}_{0}=\left(p_{A}, p_{B}, p_{C}, p_{D}, p_{E}\right)$, representing the probabilities of starting on any given page, the sequence $P^{n} \mathbf{p}_{0}^{t}$ converges to the stationary distribution $\pi^{t}$. This is because the map $\mathbf{p} \mapsto P \mathbf{p}$ is a contraction on the complete metric space of probability vectors. (This space is a 5 simplex.)

Once again, we have seen Banach's fixed point theorem providing an elegant solution to an important problem. And again, we could observe properties (i), (ii) and (iii).
3.3. Coming back to Banach's fixed point theorem. As mathematicians, we know the importance of this theorem in mathematics, because of its numerous applications in differential equations. These more exotic applications have demonstrated this fact to the public also. As for the leitmotiv, we have illustrated, both the importance of a clever idea to make a breakthrough, and the existence of unifying ideas or concepts.

## 4. A Second Example

After having explained the importance of the message, let us come to a second example for which the message is less scientific than the ones listed before. But, there is a link with the Laughing Cow of Section 3.

You may have heard of the completion of Escher's lithography by Hendrik W. Lenstra and Bart de Smit [6]: see for instance
http://escherdroste.math.leidenuniv.nl/

Let us first summarize the mathematics of the process. We start with an image which is reproduced inside itself, like the Laughing Cow. In mathematical terms, we say that the image is invariant under $z \mapsto C z$ where $|C|<1$. So all points $\left\{C^{n} z\right\}_{n \in \mathbb{Z}}$ have the same color. We will apply a transformation

$$
z \mapsto w=f(z)=z^{\beta}
$$

for some $\beta \in \mathbb{C}$. How is chosen $\beta$ ? If we start with some $z_{0}$ and we make a turn around the origin we come back to $z_{0} e^{2 \pi i}$. (Here we choose the positive direction, but we could choose the negative direction as well.) Since $f$ is ramified we choose $\beta$ so that $f\left(z_{0} e^{2 \pi i}\right)=f\left(C z_{0}\right)$, yielding $z_{0}^{\beta} e^{2 \pi i \beta}=C^{\beta} z_{0}^{\beta}$. Hence, $\beta \ln C=2 \pi i(\beta+k)$, for some $k \in \mathbb{Z}$. For instance, if we take $k=1$, then

$$
\beta=\frac{2 \pi i}{\ln C-2 \pi i}
$$

In practice, this can be accomplished through the following sequence of transformations:

- $z \mapsto Z=\ln Z$ : in the $Z$-coordinate the image has the infinite set of periods $\left\{k_{1} \ln C+k_{2}(2 \pi i) \mid k_{1}, k_{2} \in \mathbb{Z}\right\}$, which is generated by $T_{1}=\ln C$ and $T_{2}=2 \pi i$, but also by $T_{1}=\ln C$ and $T_{3}=\ln C-2 \pi i$.
- $Z \mapsto W=\beta Z$ : again, the image is doubly periodic. Then, the set of periods is generated by $T_{4}=\beta T_{1}$ and $T_{2}=\beta T_{3}=2 \pi i$.
- $W \mapsto w=e^{W}$ : the period $T_{2}$ guarantees a uniform (non ramified) image. The final image is invariant under $w \mapsto C^{\beta} w$, where $C^{\beta}=e^{T_{4}}$.

To complete Escher's lithography which is in the $w$-coordinate, Hendrik W. Lenstra and Bart de Smit brought it back to the $z$-coordinate, filled the hole and returned to $w$-coordinate.

But how to explain this to a non-mathematician? We will make a film of these transformations on the simple example appearing in Figure 7. We should imagine that the image is on a table cloth in 3-dimensional space (Figure 8). We lift the (elastic) table cloth by its center, thus transforming it into a cone (Figure 9). During the process, the unit circle is kept fixed in the plane. We observe that the multiplicative period tends to 1 and that, in the limit, we


Figure 7. The initial image.


Figure 8. The initial image in 3-dimensional space.
observe a translational symmetry on the cylinder in Figures 10(a) and 11(a). If we suppose that the cylinders are rolls of paper with identical images on each sheet and we unroll the cylinder on the left (resp. right), we obtain the image in $Z$ (resp. $W$ ) coordinate which is doubly periodic.

The last step is simply the inverse process to the one represented in Figure 9 starting from the cylinder in Figure 10(b) or 11(b). It is represented in Figure 12, and the final image appears in Figure 13.

Now, how can we put this transformation in equation? To transform a plane into a cone we apply $z \mapsto z^{\alpha}$. But we must at the same time send the origin to $\infty$ and keep the image of the unit circle of length $2 \pi$. So the transformation is $z \mapsto \omega(z, \alpha)$, where

$$
\omega(z, \alpha)= \begin{cases}\frac{z^{\alpha}-1}{\alpha}, & \alpha \neq 0  \tag{1}\\ \ln z, & \alpha=0\end{cases}
$$

and we let $\alpha$ decrease from 1 to 0 . From its form, the transformation is conformal in $z$ for all $\alpha$. The function $\omega(z, \alpha)$ is simply the unfolding of the function $\ln z$. In dynamical systems, it is called the Leontovich-Écalle-Roussarie compensator. In statistics, it is called the Box-Cox transformation. It may exist in other areas of mathematics.

A 2-dimensional animation of this process has been programmed by Philippe Carphin and can be visualized at:
http://accromath.uqam.ca/contents/Animation.wmv
What is the message behind this example? Maybe that mathematics is a form of art, and that mathematicians and artists eventually share the same dreams. . .


(a) $\alpha=\frac{9}{10}$

(d) $\alpha=\frac{6}{10}$

(e) $\alpha=\frac{5}{10}$

(h) $\alpha=\frac{2}{10}$

(f) $\alpha=\frac{4}{10}$

(i) $\alpha=\frac{1}{10}$

Figure 9. Lifting the image by the center. (Note: the parameter $\alpha$ refers to the transformation $\omega(z, \alpha)$ used to produce the figure and discussed in (1).)

(a)

(b)

Figure 10. The image on the cylinder. The image on the right is obtained by cutting the left cylinder along a vertical line, sliding the sides by one period and scaling so that the horizontal section remains of radius 1 .

(a)

(b)

Figure 11. The same images on the cylinder as in Figure 10, with the horizontal plane represented.


Figure 12. Back from the cylinder to the plane.


Figure 13. The final transformed image.
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# Round Table: The Use of Metrics in Evaluating Research 

J.M. Ball*

The use of metrics for evaluating research is a hotly debated issue. The IMU/ICIAM/IMS report on Citation Statistics [1] highlighted the dangers of uncritical use of impact factors, which play an increasing role in funding, promotions and library purchases. Are impact factors and other such indices good measures of journal quality, and should they be used to evaluate research and individuals? What can be done about unethical practices like impact factor manipulation? Is there a role for metrics in evaluating research? Are there better alternatives?

These were the topics of discussion at the ICM 2010 Round Table on Thursday, 26 August, between 6 and 8 p.m. It was chaired by John Ball, and organized by IMU's Committee on Electronic Information and Communication (CEIC).

This record of the Round Table consists of edited and shortened versions of the presentations by the panellists, together with excerpts from some of the contributions by participants in the discussion. A complete video is available at the IMU website http://www.mathunion.org/publications/ historic-material.

## Introduction of the Panellists

John Ball. Good evening. I'm substituting for the IMU President, László Lovász, who is actually here but has some problem with his eyes that make it difficult to be in front of bright lights. This round table is a sequel to the 2008 Citation Statistics Report, which was a joint report of the International Mathematical Union, the International Council for Industrial and Applied Mathematics and the Institute of Mathematical Statistics. The writing group for that report was chaired by John Ewing, who was then Executive Director of the American Mathematical Society. This report had a very good reception and

[^85]it drew attention to the dangers of uncritical use of the impact factor as a statistical measure of journal quality. We have a very interesting panel:
Doug Arnold is Professor of Mathematics at the University of Minnesota in Minneapolis and currently is President of SIAM.
Malcolm MacCallum is the Director of the Heilbronn Institute at the University of Bristol, and was a consultant on the United Kingdom Research Excellence Framework, which is going to be the next evaluation of research in the UK.

José Antonio de la Pen̆a was Director of the Mathematical Institute at the National University of Mexico and is a former President of UMALCA, the Mathematical Union of Latin America and the Caribbean, and he is currently Deputy General Director for Science at the National Council for Science and Technology, Mexico.
Frank Pacard is Professor of Mathematics at the Université Paris Est-Creteil, and is Scientific Advisor of Mathematics in the French Ministry of Higher Education and Research.

## Presentations by the Panellists

Doug Arnold. I will focus mostly on one research metric: the Impact Factor (IF), which is simply the average number of citations made in a given year to a journal's papers from the preceding two years. It is intended as an easily used journal quality measure, but, as I will demonstrate, it is fatally flawed.

The Citations Statistics report found many failings in the IF design as a proxy for journal quality, but I am going to focus on something else: Goodhart's law and IF manipulation. Goodhart's law states that: 'When a measure becomes a target, it ceases to be a good measure'. An example used in economics is that if a nail factory in a centralized economy is judged on the number of nails produced, pretty soon they will figure out they should make lots and lots of tiny nails. If it is judged on the weight of the output, they will start making very big nails. The metric ceases to be an accurate proxy for the more complex attribute, say productivity, which was intended.

How do people manipulate the IF? One way was demonstrated by an editor of Journal of Gerontology A. Every January, he would write a review article citing all the articles of the preceding two years, and so acquire 200 impact factor citations, more than most math journals get altogether. Another approach is that 'the editor cultivates a cadre of regulars, who can be relied upon to cite themselves and cite the journal shamelessly'. Such a bargain between authors and editors is difficult to detect. Authors are often under citation pressure, but the editors of the Balkan Journal of Geometry and Applications put it in their instructions to authors: '[it] is advisable for each accepted paper to contain citations to articles published during 2006-2008 in our journals'.

In order to determine to what extent such manipulation is actually damaging the IF, I compared it to expert opinion, for which I used a journal ranking carried out with broad and careful expert consultation as part of an Australian research assessment exercise. This study [2] demonstrates that many of the bottom class, B and C, journals have higher IF than a significant proportion of the journals that are judged by experts to be the best in their subfield. The grossest anomaly is The International Journal of Nonlinear Sciences and Numerical Simulations (IJNSNS), which has had the highest IF in all of applied mathematics by a large margin for the last four years running, although as a B-rated journal there are roughly a hundred journals in front of it according to the Australian rating. Working with librarian Kristine Fowler, I studied this case in detail.

Which authors gave IJNSNS all those citations? It turns out that $30 \%$ of the citations were from just three authors, and these were the Editor-in-Chief, who cited his own journal 243 times in the IF window, and two other editors. (For control we looked at high reputation journals in applied mathematics, and found it is rare to have more than a few citations come from a single author). As a second approach, I looked at the highest citing journals for IJNSNS. First place is a single issue of the Journal of Physics Conference series, which provided 294 citations. This was the proceedings of a conference that the IJNSNS Editor-in-Chief organised and controlled the peer review for. The next highest citer was a special issue of a different journal that was again organised by the Editor-in-Chief of IJNSNS. Similar issues arose with other highly citing journals, so that more than $70 \%$ of the citations were under the immediate control of the IJNSNS editorial board. A different sort of check is to look at the citations outside the IF window. With IJNSNS, $72 \%$ of their citations are in the two years that count for the IF and only $28 \%$ in all the other years. With SIAM Review, for example, it is the very opposite: only $8 \%$ fall in the IF window.

Although I have been mainly concerned with journals, the people who make the IF say their citation database 'can rank top countries, journals, scientists, papers and institutions'. Who do they think is the top mathematician? Ji-Huan He, the Editor-in-Chief of IJNSNS! He was named by them as a 'Rising Star' in Computer Science; he had a 'New Hot Paper' in Physics, another one in Mathematics; a 'Fast Breaking Paper' in Engineering. And then in 2007-2008, they named 13 scientists in all of science as 'Hottest Researchers of the Year', and he was the only mathematician, a performance he repeated the next year.

To conclude, there is little doubt that IF is highly flawed as an indicator of journal quality. I showed how a journal which is roughly number 100 in applied mathematics moved itself up to number one. There are certainly many other cases in which journals manipulate the IF more subtly, moving themselves up (and so moving more honest journals down) five or ten places. We cannot expect an easy formulaic fix. If we agree to judge quality by counting citations, Goodhart's law indicates that we will fail. However, there is a need, e.g. for library purchase decisions, for an easily consulted indicator of journal quality.

The IMU and ICIAM have discussed this and taken a big step forward this month by resolving to develop a plan for a joint ICIAM/IMU method of rating journals, based on expert opinion. This has the potential of providing truly useful information to those who need it, while returning the process of judgement to us, the experts.

Malcolm MacCallum. I think a lot of the discussion is going to centre on impact factors and citation indices. I want first to draw your attention to the other sorts of metric used, in particular in the UK Research Assessment Exercise (RAE). It had three headings: 'Outputs', 'Environment' and 'Esteem'. 'Outputs', essentially papers, and 'Esteem' were assessed by peer judgement. In judging Environment, we had about 20 metrics presented to us, for example the number of Research Assistants per full time equivalent members of staff. There was no sane way to use them all.

Some of them were really input measures, and it is very hard to establish how effectively they had created output or knowledge transfer. My own suspicion is that the less income you have, the better you use it. Some are outside institutional control. Some are historical: you may be very attracted to where, say, Hardy worked although Hardy died long ago. In fact, I think too many of them are self perpetuating, rather than reacting to current research quality. Even if you accept them as valid, there are still various ways to use them. For example, in considering the total research income per person against the size of departments, do you reward the department that earned most or the one spectacularly effective with the number of people they have? Kenna and Berche [3] found that in almost all disciplines there is a critical size above which the research quality tails off. Unfortunately this isn't a very useful message for this assembly because while true for applied, it is not true for pure mathematics.

In the UK, they plan to replace 'Esteem' by 'Impact', meaning economic, social or cultural but not scientific impact. That has to do with why a government should fund research at all, which is a very fair question. But I think the specific way that they are intending to answer it is not the right one. The Royal Astronomical Society and the UK Institute of Physics, concluded 'we can't do it' and 'we don't think it's doable' Fabian [4].

Now I want to come back to bibliometric measures. There has been a lot of research on citation data, and the many problems it has, such as consistency, coverage, nationality and gender biases, indexing, 'obliteration', discipline size and citation practice etc. (see e.g. Blustin [5], and for fun [6]). In RAE we specifically did not use bibliometric data. But after I had read and assessed each paper, I looked up its citations. That caused me to change my opinion on only two or three of the 400 papers read. So citation information can be useful, but it has to be interpreted with a knowledge of the sociology of the discipline and an understanding of the mathematical content. For the Expert Advisory Group on the replacement for RAE, there was a pilot of looking at citations of individual papers. The resulting data was given to us to compare with our
actual assessments. There was general agreement across all subjects that the bibliometric data could not have been used without some serious injustices.

As a journal editor I find impact factors a useful measure of how we are doing against the competition. But I do not believe one can judge a paper by where it appears: thus I do not agree with Professor Arnold's proposals.

In summary, I have two messages.

1. To bureaucrats: no metric is safe for use without human interpretation. You have to be very careful to realise that correlation does not imply causation. One of my colleagues claimed that the UK ranking of institutions was very tightly correlated with the number of gardeners they employed!
2. To those entirely opposed to metrics: they can be a useful sanity check, providing you don't try to use too many or make them too complex.

Frank Pacard. I wanted to say something about the situation in France concerning the use of citations and metrics to evaluate mathematical research, either by the government or by the universities. First of all, there have been some changes in the French higher education and research system and, to understand how citations and metrics are used, it is very important to understand how the money supporting research is now distributed. In France almost all the money for mathematics comes from the Ministry of Higher Education and Research but it travels through many different channels before it reaches mathematicians. As far as the assessment of research is concerned, the government has created some evaluation agency to this effect. So far, the evaluations from this agency are not based on the use of metrics and complicated impact factors, there is though a definition of an 'active researcher' which depends on the number of publications. Therefore, everything seems to be going smoothly in France with a very limited use of statistics in the assessment of research.

However, looking closer you find that there is also an institution whose work is to provide statistics based on the number of publications and citation. Even though these statistics are not used officially to evaluate a research department, they are becoming more and more popular to measure for example the strength, weakness and evolution of the different fields in a given part of France (for example, all sciences in the south west of France). These data are also available to all actors of the research system. These statistics can be very precise and can cover very different scales : at a scale of a whole country up to the scale of a research department.

For example, in my own university, statistics about the number of publications of the mathematics department (which is a small department) are received and, as you can imagine, interpretation of the data can be rather controversial at such a small scale. French universities are now autonomous and have more freedom in their scientific policy. In particular, to some extent, they can decide to give more support to department A rather than to department B and the government does not provide them with any guide on how to distribute the money among departments. As a consequence, there is more and more pressure
to make use of metrics in order to distribute the money as best as possible, using possibly some very complicated mathematical formula.

Even though French mathematics is very strong, it is fair to say it only corresponds to a very tiny subset of the French research system. What is true at a national level is also true at the level of a university where mathematics departments are now in direct competition with other departments of other sciences whose weights are much bigger and for which the use of metrics seems more natural. This is where I see that there is some danger for mathematics in France. My experience shows that there is a strong temptation to use metrics not necessarily coming from the top of the research evaluation system but also coming from the bottom of the evaluation system, because metrics are a rather quick and convenient way to compare people or departments from different fields!

On the other hand, the use of metrics at a large scale (say the scale of a country like France) is probably worth considering and, carefully analysed and complemented, can give some interesting insight on the strength and weaknesses of a given field. For example, the relative share of publications of French mathematicians in the world has decreased over the past years slightly faster than expected. This is an interesting piece of information but unfortunately, since there is no further analysis of this information, it might be improperly used. Also, people in charge of building the statistics based on publications are well aware that some indices used are not adapted to mathematics (for example, the number of citations in the two years after publication is not very meaningful in mathematics) and they would be very interested in having some more meaningful formula.

To conclude, I would say that the situation concerning the use of metrics in France is still not completely clear. There is some pressure to use them and we have to be very careful in the next years to protect ourselves from improper intensive use.

José Antonio de la Pen̆a. Citation indices, originally designed for information retrieval purposes, are increasingly used for research evaluation. The concern that the consideration of these indices is distorting the evaluation of the individual work has passed, in the last few years, from corridors to main stream journals.

In the developed countries, at least since the second half of the $20^{\text {th }}$ century, science is accepted as a social, cultural and economic asset. Although the relevance of scientific work has been evaluated from decades back, current evaluation practices have a recent history that respond not only to academic needs, but to conceptual changes of political, economic and social character.

In evaluating scientific work, the criteria used are expected to have universal validity (as much geographic, as thematically), to be objective, to be simple to measure and to determine, as far as possible, the quality of the work. The criteria used so far show many limitations and misinterpretations. Notably, the use of impact factor of journals as a measure of the quality of the science
published and, still worse, the quality of the individual papers published in those journals, is an extended practice without a solid support. Even Eugene Garfield has warned against some abuses: 'It is absurd to make comparisons between specialist journals and multi-disciplinary general journals like Nature'.

To check the evaluation practices in Latin American countries, we asked friends from Argentina, Brazil, Colombia, Chile, Mexico and Venezuela. Here I quote just a few answers to illustrate the discussion:

Q1. Are indices (such as number of papers, number of citations, impact factor of journals, h-number, etc) used for the evaluation of mathematicians in your country? If yes, which indices are prefered?

Chile: In general no. Up to now the committees of mathematics agree on the quality of the journals to evaluate the research projects or CV. Sometimes they use, as complementary information in the analysis, some citation indices.

Colombia: In the public universities, the salary of the professors depends on the numbers of papers.

Venezuela: Yes, in some cases. At research institutions, the tendency is to use all those indices to evaluate researchers, but not so much at universities.

Q2. Who promotes the use of these indices (the administration, scientists in general, mathematicians in particular)?

Everybody: the administration, in first place; scientists of other fields, as second.
Q3. Is it considered that the use of indices provides a more: efficient, scientific, fair, objective way of evaluation? Who thinks so?

Most: I guess that some groups of scientists look for efficiency and some kind of 'fairness'.

Q4. In your opinion, what is the effect of the use of these indices?
Most: I believe they do add value to the evaluation, if used carefully and in combination with other parameters.

Argentina: the use of indices is helpful to discriminate between real scientists and those who pretend to do scientific work but have no impact whatsoever.

Chile: I do not know the effect for all areas, perhaps in some of them the systematic use of indices could be useful (but, at the end the prevalence of indices would mean that the work of specialists is not necessary). A systematic use of indices in mathematics will constitute a big catastrophe for its development (an enormous deformation that could affect quality for a long time).

Q5. Could you give an idea of the general feeling of (dis)satisfaction concerning evaluation among the scientists (in particular, mathematicians) in your country?

Brazil: The general feeling is actually very positive, among mathematicians and among scientists in general. This is perhaps because the scientific community itself is directly in charge of the evaluation.

Chile: People that have been part of the local evaluation committees say that there is mutual dissatisfaction between mathematicians and other groups of scientists.

Comparing the use of impact factors to measure quality of research with the story of the measuring human intelligence by means of the IQ, we point out the misunderstanding of thinking that a person is intelligent because they have a high IQ. Similarly, we are pushed to believe that a scientific paper is good because it is published in a journal of high impact factor. This is my last argument: I would call it the mismeasure of science, to keep the parallelism with the situation described by Stephen Jay Gould. It is a complete misconception to transfer the value, whatever the impact factor measures, from journals to articles. It should be made in the converse way, after all, a journal is not more than a collection of papers. The only meaningful definition for the impact factor of a journal is the mean value of the impact factor of the papers it publishes. If this is so, it is the impact of a scientific article which should be discussed: is it possible to give a sound definition?

## General Discussion

Doug Arnold. While we're waiting for someone to pluck up their courage, let me respond to just one misimpression which may have arisen from Malcolm's talk. He said one cannot judge a paper by where it appears and for that reason didn't like my proposal. So I want to make clear that I agree $100 \%$ with Malcolm that one cannot and should not judge a paper by where it appears. In fact in some cases it might be wise to choose a lower impact journal for an excellent paper, for example to help strengthen the journal. My proposal to rate journals is in no way aimed at judging individual papers, and any report that comes out of it would clearly state that. It is a way to get a sense of a quality of a journal for reasons like library purchase decisions, helping the editorial board to know how their work is going and so forth.

George Andrews, Penn State University, USA. I'd like to ask Prof MacCallum, since you say you do not accept Doug Arnold's proposals, I wonder if you are not disturbed by, not the manipulations and outliers, that were in the graph, but the discrepancy that he described between the top level journals, as people assess them, having a lower impact factor than really badly ranked journals.

Any solution is going to have problems, but aren't the problems mitigated somewhat by Doug's proposal?

Malcolm MacCallum. I think that there are certain problems that would be mitigated but what worries me are the ways in which this is likely to be used, and the degree to which it seems to be going along with the idea that you can make judgements by where something appears. I think we should simply be opposing use of data on journals for this kind of purpose. What was shown in the comparison you refer to doesn't surprise me because different journals appeal to different subcommunities or accept papers with a different kind of angle or approach.

Doug Arnold. So I just want to repeat again that there was never any suggestion that one should use the journal quality, no matter how carefully measured and determined, as a way to rate papers, or what you call products of research. I know you have been very involved with rating products of research and you may think that is what this proposal is for. The proposal is to rate roughly, to give a rough idea of what we all know as mathematicians, to put down what we all know about the quality of journals.

Why do we want to do this? We want to do this, for instance, because people must make a decision on which journal their libraries are going to subscribe to. If they don't have enough local expertise in the area then the library must make a decision based on data. Right now they are making such decisions based on seriously flawed data, and we were hoping to replace that with reasonable data which reflects the expert opinions of the people who look carefully at the journals. You can say that people might misuse that, but in fact people are misusing a highly flawed database. We can create one that is less flawed and with clear instructions of what it can be used for and what its limitations are. The fact that somebody might refuse to honor those or do something foolish, is not a reason not to do anything, particularly because what is being done now is much worse.

László Lovász, Budapest, Hungary. So first of all thank you, John, for being out there instead of me. The second remark is that I am a bit envious of Prof Arnold that he lives in a country where it's still the librarians who decide which journal to subscribe to; in many countries it is by bulk subscription by some government agency for all universities in that country, especially for the electronic versions. This is a situation which is a separate question but I just wanted to mention that this is also a very serious concern as far as I can see. My next remark is that I like very much Malcolm's remarks, essentially that the peer review system and numerical data should complement each other. In case there is a discrepancy then it should probably be more carefully looked at. We all know examples where the numerical data gives an entirely false impression, but I have also seen the peer review system run amock, with somebody who was by personality not so well liked or had one enemy in the system, and it
has produced very very strange results. So I think in that case numerical data should have corrected the procedure at some point. So I think the question to look at is which numerical data and how can we use it? Now I am talking about evaluating people not about evaluating journals, these are two different issues.
R. C. Cowsik, Mumbai, India. In India we have journals which publish only to the writers of papers in that journal - no other copies are ever sold. And we also have departments where everybody works in the same subject, a narrow part of mathematics. They quote each other so the citations would be large for them. We have a journal called Annals of Mathematics, India, and India is in small print!

Daya-Nand Verma, formerly at TIFR, Mumbai, India. My question to the entire panel is, isn't there some sort of a parallel between the life of research papers and life of individuals? Educationalists know that all children are not equal, in the same way as you have been pointing out that all research papers are not equal. So sometimes some research paper goes unnoticed, or maybe with very, very few exceptional references by a few people, and has not been referred to for 40 years, 100 years perhaps. Is there a way of devising a system which can pick up these exceptional, high calibre youngsters, so by that I mean the exceptional papers which go unnoticed, just as many high calibre children go not only unnoticed but get punished by the system.

Malcolm MacCallum. As mathematicians we like to have absolute objective truth. One area where there will not be an objective truth is in assessment of papers. It is a human activity and we're inevitably going to make mistakes. I don't think we can do anything but accept that and try to minimise its extent.

Doug Arnold. I would add that I certainly agree with what Malcolm just said. The most we can do is try to be careful when it come to assessing and the way you assess a paper is to read it. Counting the citations, no matter how carefully you count them, is not very helpful. You brought up the very good point that great papers in mathematics often go uncited for a long period. One of the wonderful facts about mathematics is you often see papers that are very highly cited many years after they are written. And another point is that citations come from all sorts of reasons. If a paper has a mistake and there are criticisms and retractions published, those cite the paper and boost its quality according to a foolish, citation-counting viewpoint.

Malcolm MacCallum. In fact I would say if you really want to be highly cited quickly the best way to do it is to write a paper that is just subtly wrong, so that lots of people pitch in to tell you why.

Garth Dales, Leeds, U.K. I would like to ask about possible political action, perhaps particularly addressed to Prof Arnold. I share your doubt about citation indices and I entirely agree that they are seriously flawed, but I see a lot of use in them, and it seems that the IMU and mathematicians don't like
this and they are inclined to try to protest against this or do something. But I regret to say that political realities are that mathematicians are a small group in the overall scheme of things, and my experience is that however cogent and powerful our arguments are that impress us, they have very limited impact on our government and agencies and so on. And I wonder what your assessment is. It seems to be that the only possibility of changing the culture in this particular respect is to find allies in the much bigger subjects of engineering, biology, physics and chemistry. Unless we have allies and friends in these subject areas, we'll have no impact whatsoever on the governments and agencies, or in particular private publishers that make money out of publishing these statistics. So what is your assessment of our chances of finding allies among these subject areas?

Doug Arnold. Well I think that's a very good point and one that has to be raised and thought about quite a lot. I'll make a couple of comments. First of all my comments are limited to impact factor as a journal quality proxy. I am not taking on the bigger question of an individual or departments. If we limit ourselves to pointing out, as many have pointed out, and many will continue to point out, that impact factor is highly flawed, we will go unheard. That has already been done and is basically a proven proposition. It is not only mathematicians who are complaining about this. Many, many groups are complaining about it. I feel that - because we are a fairly small community with a great devotion to our literature and some coherence - that by providing an alternative we have a realistic chance to say: 'Well you know there is an alternative that you can use instead. It is much, much better but just as easy to use. It has the imprimatur of the major math organisations in the world and there is all this evidence that it is better.'

This won't be used for comparing mathematics journals to say geophysics journals, which is meaningless, but for the purposes where you need to make an evaluation and judgement on journals of mathematics. I think this has a chance to come about. I think there is a possibility that people will say 'you know these mathematicians have some integrity and they really are doing this right, and maybe we should see about doing something like this.' As far as building up allies, recently I travelled to Singapore, to the World Conference on Research Integrity. There were 350 delegates including people from ministries of science and so forth. Out of the 350 delegates only I was a mathematician. I spoke a little bit about this proposal and I saw lots of allies and got lots of support. People are actually looking forward to seeing what we are going to be able to do in this area.

José Antonio de la Pen̆a. Well I think it's important that mathematicians take a position with respect to the indices, and maybe propose new ways to measure the impact of journals. But even what is done now, which is very bad, very flawed for mathematics, like measuring the impact factor of journal using this two years window which is completely nonsignificant for mathematics, could be
changed. For example, why not calculate the impact factors not using the two years window but using the full history of the journal? Just simply that. That can be much more significant for all sciences: why is this not done? I had an opportunity to speak with some high-ranking person from Thomson Reuters and the answer was 'of course we calculate this, we don't publish these results but we do calculate them'. So this means there is a completely different agenda, there's a hidden agenda why they calculate the indices in this way: maybe it is an economic agenda.

Chandan Dalawat, Harish-Chandra Research Institute, Allahabad, India. I just want to know if this new measure or classification on the quality of journal that's been proposed, has it actually been tested and could we look at the results that it gives?

Doug Arnold. No. The situation is the following. First of all, I am the President of SIAM which publishes these journals, so it is not my place to personally set down the mechanics of rating the journals. The proposal, which is brand new, just passed by the IMU General Assembly, is to establish a committee to try to design the best possible system, and then consider the question of how difficult it will be to implement. I can give you just a rough idea of at least what I have in mind, although other people may well change this. This is something akin to the program committee and panels that chose the invited speakers of this congress. That is many people, between 100 or 200 , that were carefully chosen to cover many areas of mathematics. There will be a fairly small number of rating tiers, a few tiers or, perhaps, a matrix with separate tiers for journals that are tightly concentrated on one subdiscipline and broad journals, and so forth. Then these experts would review the journals and try to determine where they place them. Maybe there would be a time for public comment. There would be some rule against conflict of interest. Once they present the results, we will get the opportunity to test them. They will need to be renewed every 4 years or something like that. That's what I have in mind.

John Ball. To amplify that a bit, the committee would consider what would be the best way to create such a ranking system, then decide whether to implement that system, and in particular consider some of the issues surrounding such a system, maybe legal implictions, whether there would be the involvement from the community to sustain such a system, and what the knock on affect of such a system would be.

Zhiming Ma, China. Several years ago in China this problem was really very serious. For example in China if you apply for a promotion or for a prize you have to submit a document with citations. You maybe have to pay money to an agency or a library and then the agency (library) will type the citations, and then you submit it. This was several years ago; now the situation is getting better because many people complained about this. In China we mathematicians say that maybe people in other disciplines such as biologists will use this but
for mathematics it's not the case. We always ask the agencies or government to distinguish between subjects, so in this way we get some improvement. Now in China (at least in CAS) when mathematicians apply for a promotion or a prize, we will not follow the general rule of metrics. In this sense we are improving.

Martin Grötschel, Berlin, Germany. Somebody said before that we have no influence. This is absolutely not true; I think mathematicians are heard. Here is an example. The 2002 IMU General Assembly endorsed a document about best practices of journal publishing, advice to authors and so on, and open access in particular. This document was taken up in 2003 by the Max-PlanckGesellschaft in Germany, Germany's top research organisation. MPG and other institutions finally formulated what was then called the 'Berlin Declaration' on open access. IMU's influence was clearly visible in this activity. Hundreds of research organisations worldwide signed this declaration, and mathematicians were the forerunners of this effort.

One can come up with many ways of classifying journals. Of course, targets have to be formulated together with reasons why we want to classify, why we want to sort journals, or people, or departments by quality. Even if we have reasonable arguments for the organization of the system of our journals, we must not only provide information about scientific quality but also about the way authors are handled, the turnover times and all the things that are important for journal publishing. Making available a broad spectrum of relevant information may be an alternative to just addressing the current crude measurements.

The panel addressed totally different targets, for example, whether we rank a paper, a journal, a department, or an individual, or how we compare mathematics to other sciences. We can't handle all these issues in the same way. I personally think that we mathematicians have to simply declare how we would like us and our work be judged; we then have to discuss the evaluation system with our peers in science and in administration. After that we can negotiate with them the way we are in fact judged. Most of the ideas presented here today are good, and our task is to find a reasonable combination of these measurements. My main field is optimisation and what we see in front of us is a multi-objective optimisation problem. There is something like a Pareto set that we have to target for, and which point on the Pareto curve is chosen will depend on local circumstances. We should simply be aware of this fact and spell it out.

Something I was really puzzling about is one of Frank Pacard's arguments. Everyone is happy about being free to make decisions. Now the French government seems to give financial support to the universities and the freedom to distribute it. I think that everywhere in the world you would be happy to have such a situation: you just have to elect a good president and good deans. They ought to have good insight and will determine who is doing good research. Do you really want the bureaucracy to give rules? I think it is better to have good people with good judgement distributing the money.

Frank Pacard. I agree with you, but in France we are passing from a system in which everything was decided at the top to a system in which a lot is decided at a local level. This takes time. Assessment of research is not an easy thing to do at the level of a university. Also, I think that the importance of the use of metrics really depends on how the money supporting research is distributed and this differs from one country to the other. In France, for example, one of the problems we are already confronted with in mathematics is that departments now have to fight against each other inside each university, to get research funds. And, so far, universities have no real way to decide how much support they should give to a given department. Beside the question of research support, there is also the problem of the evaluation of individuals. French universities now have to compare mathematicians with biologists, chemists or lawyers and panels performing these evaluations do not necessarily have mathematicians, biologists or lawyers on them. In this case, as you can imagine, metrics turn out to have a great impact on discussions. One can hope that the system will probably evolve towards a better equilibrium between the use of metrics and peer review, but in French universities I'm not so sure that the system has already reached this equilibrium.

Cheryl Praeger, University of Western Australia. I thought I would say a little bit about the Australian experience. The mathematical scientists in Australia did not choose, that is, did not set out, to rank journals. It was the Australian government that decided that all journals would be ranked. The government dictated the proportion of A*, A, B and C journals. So the mathematical scientists decided that we would prefer to make the ranking rather than have the government do it for us. We ended up having to do it three times; in our first run through we decided to rank as many journals as we could, so we would have more A* and A journals, since we had a fixed proportion available for them. The government did not accept this and we were given a limit on the number of journals we were allowed to rank. Even our second attempt was not accepted and we had to make a third attempt.

We are not terribly happy with it but it is something which has had the support under pressure of the whole Mathematical Sciences community, the pure, applied, the statisticians. Everyone joined together to try and do as good a job as we could. It has not been used yet but it is going to be used in a research assessment exercise, which is happening in the next year. We fear it will be used for other purposes. Already it is being used in an unfortunate way; for example my university proposes to measure research activity of individual staff members by the number of journal papers they publish in A* and A rated journals only, which comprise the top $20 \%$ or $30 \%$ of the journals according to an imperfect ranking. All other publications will be ignored.

John Ball. Am I not correct in saying that there is also a ranking of conferences, because I saw a listing of this on the Australian website (see http://www.
arc.gov.au/era/era_journal_list.htm). So I wondered whether you weren't allowed to go to a conference unless it was an A rated conference.

Malcolm MacCallum. That would have particular relevance in Computer Science where a lot of the best papers come out in refereed conference proceedings.

Hamidou Toure, Burkina Faso. We are a small community of mathematicians in Africa and the administrations are trying to use these different indices. Since the evaluation of publications in journals is done normally by peer review, it will be good that the International Mathematical Union make a peer evaluation of the ranking of different journals. It will be very useful for us.

Jean Lubuma, University of Pretoria, South Africa. I would like to say something about the system which we have in South Africa. I think the colleague from Australia (Cheryl Praeger) said something which is a bit similar. The system in South Africa is such that when you publish a paper, the South African Ministry of Education allocates directly an amount of about 20,000 dollars, which is paid to the university where the research work was done for papers published in the so-called accredited journals. For the moment those are the journals which are in the ISI list. We as mathematicians in the South African Mathematical Societies fought to show the government that this ISI list is not a system which is effective and which is definitely not in favour of mathematicians. The government said 'look, we want a simple method for us to decide' and so far the method which has been suggested came mostly from our colleagues from medicine and biology, because probably that is where all these ideas of the ISI lists originated. So this is the situation which we have at present in South Africa, and unfortunately we tried to fight but it didn't work. So I don't agree with what was said by the Secretary earlier, that mathematicians are powerful. I think I would rather agree with our colleague from England, that we are a very small group and it is not always easy to try and convince our colleagues from biology etc. who publish almost every day.

Jorge Soto-Andrade, University of Chile. I would like to point out that in our country we have some Chilean analogue of NSF and mathematicians have had some word to say concerning assessment of research, but most of the funding for research comes from the government, not directly through the universities. To some extent we have been able to make the point that mathematics is specific, compared with other domains like biology or economics and so on. One of the points is that journals which count for funding for reports are those which you find in this list of ISI or Thomson Reuters. Many people in the government agencies had the idea that ISI was something like IAS or some scientific institute. They didn't realize that it was just a private enterprise with commercial criteria, like Microsoft, Thomson being analogous to Bill Gates.

I would say that the International Mathematical Union is a rather small community but is quite homogeneous and has taken stance in a very significant way in the past, and if we can cite a report or some work of the IMU concerning
these points this will strengthen our position. I would like to recall the report by Figa Talamanca [7] who was very keen from the systemic viewpoint concerning ISI and perhaps some sort of update of this report would be very helpful. It pointed to the fact that the systemic role of ISI in science in the world was a very interesting subject in sociology, and there is a complex dynamic interaction of ISI with big American libraries, with publishers and so on.

One interesting point also is that in our country, which is somewhat freemarket oriented, the government had the idea to give rewards to papers and so if your paper is in ISI, you'll get perhaps 1000 dollars, and if it's not there you'll perhaps get just a symbolic reward. One important thing I think is that IMU may have some alternative to ISI. If one looks a little bit, one finds very impressive examples of flaws in ISI reports and listings. For instance you have a list of highly cited mathematicians, highly cited researchers in ISI, and I realized perhaps one or two years ago that no Fields Medallist is a highly cited mathematician.

There is a field in which the situation is even worse than mathematics, which is mathematics education and there perhaps the best journals are not listed in ISI, and there was some reaction which was very positive from IMU and I think this should be pursued. Concerning other scientific communities, I also work with biochemists, biologists and other researchers in cognitive science, fields whose dynamics are quite different from ours, where updated reports from the IMU concerning this issue may help us a lot.

Michel Hébert, Cairo, Egypt. A few years ago the American Mathematical Society has started publishing their own impact factor in MathSciNet. I think it was a result of their own long study. I didn't read the report in detail at that time but remember it was precisely to respond to all these wrong ways for mathematics such as the two year window. So I'm a bit surprised also that there doesn't seem to be any collaboration, or there has been no result. Don't the IMU and AMS know what each other is doing?

Ali Ulas Ozgur Kisisel, Middle East Technical University, Turkey. So in my university our struggle is usually with the university administration, which rarely consists of any mathematicians; however in the mathematics department we have quite a good idea about what should be brought up, and what should be kept down. Maybe I should give some specifics. For instance all the hiring procedures and appointments to posts are based on the number of papers in science core index journals and for instance in order to be an Associate Professor in the Maths department it should be at least 7, and that is a fairly low number, and as you could expect it has drastically different effects if you are studying Applied Mathematics or Modular Forms. So I asked some friend who was working in Ex-Soviet Union how did it happen there? And it was very easy - Kolmogorov decided everything, so no problem! But of course in today's world I guess this is out of the question. But something that we could use, and IMU or global organisations could do, would be to bring forward some experiences from
prestigious universities, like interviews with deans, interviews with department chairs so we could use them in our struggle with our administrations.

Gholamreza Khosroshahi, IPM and University of Tehran, Iran. I work in an institute called the Institute for Research in Fundamental Sciences. In the beginning we were just theoretical physicists and mathematicians and the fight from the beginning started in the committees and the councils about evaluation of mathematics and physics. Physicists usually dominated the issue because of citations and these kind of things and later on other schools like computer science, theoretical computer science, neuroscience, nanoscience were added to our institute. The fight was widened and there are two problems which are always there, one - inside the mathematics council you have to fight - suppose I'm a combinatorialist, at the beginning those who didn't do any research about 20 years ago said what? Combinatorics? And they were saying that it is easy to publish in combinatorics and it is very difficult to publish say in algebraic geometry etc. So this fight gradually subsided because gradually they had to publish and they couldn't publish. Then outside of mathematics, physicists used to say always 'what is the citation on this'? 'This paper has 100 citations' and so forth? This fight still is going on, but I agree with Prof Grötschel that mathematicians should be tough fighters and they should handle these hard situations. We do that and we have succeeded.

One more thing is that we have to prove to others that every discipline has its own culture: culture in mathematics is quite different from culture in computer science or physics.

Gerhard Paseman, USA. There are a number of communities online (such as mathoverflow.net) that are doing rankings of various things, anything from individuals to pizzas. In particular there are some communities forming, scientific communities that exchange information and they do ranking based on reputation, and it seems to me that they are models of some of the things to look at, as examples of what might be a good form of metric, and there are also some obvious mistakes in some of these models, that could probably be avoided by forming a metric. I'm curious to see how metrics for journals, for professional mathematicians, for scientists will actually reflect some of their activity online.
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# Mechanisms for Strengthening Mathematics in Developing Countries 

## Stephen Huggett*

## 1. Introduction

These are brief notes of the IMU/LMS discussion meeting held on the 25th of August. The meeting was chaired by Angus Macintyre, President of the London Mathematical Society. The panellists were:

- John Ball: member of the MARM Board
- Wandera Ogana: Chair of the AMMSI Programme Committee
- Frank Neumann: an experienced mentor in the MARM scheme
- Felix Shu: a mathematician at the University of Buea, Cameroon
- Ramadas Ramakrishnan: Acting Head of Mathematics at ICTP
- Angel Pineda: active in the Volunteer Lecturer Program


## 2. Mentoring African Research in Mathematics

John Ball gave a quick overview of this joint initiative by the LMS, the IMU, and AMMSI, which is funded by the Nuffield Foundation and the Leverhulme Trust.

Under the scheme research groups in Africa are paired with individuals and groups in the UK and elsewhere who act as mentors to research students and others. This pairing is done following calls for proposals by AMMSI and for mentors by the LMS (in the LMS newsletter, IMU-Net, and so on).

The key aim is to improve morale and research capability in situ without contributing to a brain drain. African faculty and research students may make short visits to the institution of the mentor.

[^86]In the first round the following three partnerships were established:
African University Mentor's University Subject
KNUST, Kumasi, Ghana Leicester, UK Algebra/Geometry/Topology
Addis Ababa, Ethiopia Brunel, UK Analysis
Buea, Cameroon Heriot-Watt, UK Mathematical probability
In the second and third rounds a further ten partnerships were established, including mentors from outside the UK, in a wide range of subject areas.

The MARM Board is currently in the process of applying for extra funding to develop the project, to include thematic networks, postgraduate scholarships, initiatives to encourage female mathematicians, use of videoconferencing technology, workshops, and administrative support.

Finally, the report Mathematics in Africa: Challenges and Opportunities published by the IMU in 2009 was recommended to delegates. It can be found at:
http://www.mathunion.org/publications/reports-recommendations

## 3. AMMSI

Wandera Ogana introduced the African Mathematics Millenium Science Initiative, which has a distributed network with five regional offices, each run by a Regional Coordinator:

Central Africa Regional Office at University of Yaounde I, Cameroon
Eastern Africa Regional Office (and also Programme Office) at University of Nairobi, Kenya

Southern Africa Regional Office at University of Botswana, Botswana
Western Africa (Zone 1) Regional Office at University of Ilorin, Nigeria
Western Africa (Zone 2) Regional Office at University of Ouagadougou, Burkina Faso

Between 2005 and 2008, 23 research or visiting fellowships have been awarded, for short visits by staff to host institutions, to conduct research and train postgraduate students. Most of these were for African mathematicians to visit African institutions. This scheme has been suspended now because the Mellon Foundation grant has ended.

Under the Postgraduate scholarships scheme, AMMSI can offer partial support for study towards a PhD, an MSc, or a Postgraduate Diploma. Between 2005 and 2010, 213 of these scholarships have been awarded. From 2009 support
by the International Mathematical Union has enabled this scheme to continue, and there will soon be an announcement for the 2010/11 Scholarships.

There have been four AMMSI Regional Conferences and two African Scientific meetings. Every year the London Mathematical Society provides support for postgraduate students to attend conferences.

The AMMSI network also manages the African calls for proposals under the MARM scheme.

AMMSI is proud to have enabled staff and institutions in different continents to collaborate, to have provided opportunities for younger researchers to participate in conferences, and to have enabled staff and postgraduate students to write and publish papers. However, we need to address concerns over funding constraints, the transfer of funds to awardees, the promotion of research, and enhanced outreach activities.

For more information visit:
http://www.ammsi.org

## 4. MARM in Ghana

Frank Neumann described his experience of research mentoring and collaboration with the Department of Mathematics, Kwame Nkrumah University of Science and Technology (KNUST), Kumasi, Ghana.

The Department of Mathematics at KNUST has 25 academic staff and currently 750 undergraduate and 40 postgraduate students. The research areas can be divided as follows: Pure Mathematics, Applied Mathematics, Computational Mathematics, Operations Research, Statistics and Probability, Financial Mathematics, and Actuarial Science.

The activities and achievements of this partnership include:

- Lecture series on "Algebraic Topology and its Applications" by the mentor (10 lectures)
- Mentoring and co-supervision of three postgraduate students (MSc, PhD) which included several mutual visits by the mentor and his African colleagues.
- Improvement of local research environment, by demonstration of free online resources (arxiv, Hopf Archive, and so on), by participation in the "e-math for Africa" scheme, and by the provision of mathematical textbooks and volumes of journals
- Establishment of a new research and training centre at KNUST, the National Institute of Mathematical Sciences (NIMS), whose current Director is Isaac Dontwi, the MARM collaborator at KNUST. This is partially funded by the Government of Ghana, and the MARM project played a
crucial role in the choice of KNUST to host this new centre. Research activities and workshops partially funded by MARM and organised through NIMS include two workshops on Modelling Complex Systems in 2008, an International Conference on "Mathematics and its Applications" at the University of Ghana, Accra, in 2009, and a Summer Class on Homology at the University of Ghana, Accra in 2010 given by Dror Bar-Natan (Toronto).
- The Department of Mathematics and the National Institute for Mathematical Sciences (NIMS) at KNUST expect to establish links with the African Institute of Mathematical Sciences (AIMS) in Muizenberg, South Africa.


## 5. MARM at the University of Buea

Felix Shu described the work of the MARM partnership between the mentor, Sergey Foss, and the University of Buea, Cameroon, starting by explaining the extreme shortage of qualified staff:

| Subject | Post | Number |
| :--- | :--- | :--- |
| Algebra |  |  |
|  | Professor | 0 |
|  | Associate Professor | 1 |
| Analysis | Lecturer | 0 |
|  | Assistant Lecturer | 1 (a PhD student) |
|  | Professor | 0 |
|  | Associate Professor | 0 |
|  | Lecturer | 1 |
|  | Assistant Lecturer | 1 (a PhD student) |
|  | Professor | 0 |
|  | Associate Professor | 0 |
|  | Lecturer | 1 |
|  | Assistant Lecturer | 1 (a PhD student) |
| Probability | Professor | 0 |
|  | Associate Professor | 1 |
|  | Lecturer | 0 |
|  | Assistant Lecturer | 0 |
|  | Professor | 0 |
|  | Associate Professor | 0 |
|  | Lecturer | 1 |
|  | Assistant Lecturer | 1 (a PhD student) |

The extremely high workload faced by staff who are in some cases also studying for their PhDs was a point reinforced by a comment from the audience later in the discussion.

In 2010 there are eight students working for an MSc or PhD, but of the four students who started the MSc in 2008, three left the country to study elsewhere without getting to the end of the programme.

Felix went on to note the achievements within the MARM framework, which include:

- two mentoring visits from Edinburgh to Buea,
- purchase of text books and journals for the Departmental Library,
- one course taught by the mentor in 2007 at Buea,
- participation of the mentor in mathematics syllabus review in 2007 at Buea,
- a research visit from Buea to Edinburgh in 2008,
- one paper published with collaboration of the mentor, and
- agreement to supervise two students in probability.

Further research collaboration and co-supervision of a PhD student is continuing, and there are plans for more visits between Edinburgh and Buea. Felix finished his presentation by making some suggestions for improvements in the scheme, such as:

- simplifying the mechanisms for the transfer of funds,
- increasing the duration of each project,
- encouraging cooperation and communication between students of the mentoring and mentored Departments, and
- making some funds available to encourage postgraduate students of the mentored University not to leave.


## 6. ICTP

Ramadas Ramakrishnan gave a brief account of the work of the International Centre for Theoretical Physics, which turns 45 this year. Since its inception, over 100,000 scientists have visited the Centre, around half from developing countries.

The funding of the centre comes from a tripartite agreement between the Italian Government, the IAEA, and UNESCO. There are about 32 permanent staff, of which four are in the mathematics section.

The Office of External Activities of the ICTP supports several networks and affiliated centres around the world, as well as initiatives like a PhD programme for sub-Saharan Africa and a series of schools in East Africa.

The format of the intensive activities organised by ICTP is that of school + conference. In 2010 there were four of these at ICTP, with a fifth one to be held in Libya. In 2011 there will be three again at ICTP and three "external" ones, amongst which two are co-funded with CIMPA.

In 2009 there were 114 visitors from 47 countries, involving 32 seminars, and 32 publications. Also, among the 500 or so Associates of ICTP, over 100 are mathematicians.

The Centre is involved in the award of the Ramanujan Prize, and among other things it runs a book donation program. It also has a Diploma scheme, and awards about ten each year.

In future the ICTP would like to continue to be involved in collaborative programs, for example with CIMPA, and perhaps also with national or regional bodies. There are clear opportunities for coordination with MARM and other initiatives, and ICTP would also like to set up a "research in groups" scheme in Trieste.

Ramadas ended his presentation by reminding delegates of the original mission of ICTP, which is to support researchers (who often work in difficult circumstances) where viable communities exist, and to help seed such communties where possible.

## 7. IMU Volunteer Lecturer Programme

Angel Pineda explained that the VLP was established by the Developing Countries Strategy Group of the International Mathematical Union, inspired by the Centre International de Mathématiques Pures et Appliquées program at the Royal University of Phnom Penh (RUPP), the London Mathematical Society's Mentoring African Research in Mathematics program, and the Norwegian Program for Development, Research and Education in southern Africa.

The VLP will be administered by the newly created IMU Commission for Developing Countries.

Its collaborators are:

- International Mathematical Union
- US National Committee for Mathematics
- Centre International de Mathématiques Pures et Appliquées
- London Mathematical Society

It receives financial support from:

- French Government
- US National Science Foundation
- American Mathematical Society
- Society of Industrial and Applied Mathematics
- London Mathematical Society

In this scheme a Visiting Lecturer gives a three or four week intensive course at the upper undergraduate or master's level, to a substantial number of students (meaning about twenty). The local host provides support for the recruitment of students, and the scheduling and living arrangements for the volunteer, but all financial costs of the volunteer are covered by the VLP.

The scheme focuses on facilitating the transition between an undergraduate and a graduate level understanding of mathematics. In terms of mathematical development, it is designed to help a country build the mathematical foundations necessary for subsequent research level mathematics.

Angel then made some brief remarks on his teaching experience at the Royal University of Phnom Penh. He taught numerical analysis on two occasions, in 2009 and 2010. The courses were for three hours a day, five days a week. The challenges faced were:

- teaching at the appropriate level
- language barrier
- time
- cultural differences
- access to technology

Strategies for addressing each of these challenges were discussed.
Looking back, the enthusiasm and appreciation of the students was fantastic, and it was exciting to be part of a critical time in the mathematical development of Cambodia, and to make a difference.

More information about volunteering or hosting lecturers through the VLP can be found at:
www.math.ohio-state.edu/~imu.cdc/vlp/
The IMU VLP is actively seeking more hosts from the developing world as well as volunteer lecturers.

More information about this experience teaching at RUPP can be found in the article: "Teaching Numerical Analysis in Cambodia", SIAM News, March 2010.

## 8. Contributions from the floor

8.1. Michel Passare. Michel informed the meeting of a new agreement between Stockhom University and the University of Dar es Salaam to establish a pan-African graduate school in mathematics. He said that there were many ways in which the community could help, not least in making suggestions for a Director of the graduate school.
8.2. Michel Waldschmidt. (a) The International Center for Pure and Applied Mathematics (CIMPA) is another organisation providing mechanisms for strengthening mathematics in developing countries. It has organized 180 research schools in the last 30 years, with 14 planned for 2011. There are open calls every year. In addition, CIMPA also promotes regional networks, organizes workshops and seminars, has links with other institutions like AMU, UMALCA, SEAMS, and ICTP.

Recently, a memorandum of understanding was signed between CIMPA and the Spanish Ministerio de Ciencia e Innovacion, providing for Spanish funding for CIMPA in addition to its existing funding from the French Government. It is hoped to have more similar agreements in the near future.

More informaion about CIMPA can be found at:
http://www.cimpa-icpam.org/
(b) The Committee for the Developing Countries (CDC) of the European Mathematical Society also works in this field. Its first action was to help disseminate mathematical literature with a book donation program. Now the scope is much larger. The IMU provides support which enables the CDC to organize workshops in Africa on access to electronic literature. Also, Zentralblatt has agreed to give free access to libraries of mathematics departments in developing countries.

Another initiative of the CDC is a twinning program: the committee offers small seed grants to help departments in developed and developing countries twin with each other. Finally, a further plan of this committee is to identify Emerging Regional Centres of Excellence (ERCE) which could play a leading role in the region for the development of mathematics at research level.
8.3. José-Antonio de la Peña. As the newly-elected President of the IMU Commission for Developing Countries, José-Antonio expressed his strong support for these various projects. He noted that In Latin America there is an extremely successful programme of research schools, attracting large numbers of students from all over the region.
8.4. John Mango. John spoke on the great benefit his University, Makerere University, Kampala, Uganda, had derived from the MARM scheme, especially in algebra. In this case the mentor is Gregory Sankaran from the University of Bath. It is also hoped to make use of the VLP.
8.5. Hamidou Touré. Hamidou is the AMMSI Regional Coordinator, from the Université de Ouagadougou, Burkina Faso. He pointed out that:
(a) there is very wide variation in the particular needs of developing countries, and
(b) networking is extremely important among research mathematicians.

## 9. Concluding Remarks

The President of the LMS, Angus Macintyre, invited those who had not had a chance to speak to write to President@lms.ac.uk

He thanked all the panellists and organizers, and expressed the hope that there would be similar such discussion meetings in future.
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## Other Activities

The IMU sponsored two public lectures during the Congress. These were held at the Global Peace Auditorium in Hyderabad. The speakers were
Bill Barton (Auckland)
Where is Mathematics taking us,
and
Günter Ziegler (Berlin)
Proofs from the book.
The lectures drew a large audience of about 1500 school and college students. The speakers described it as an unusual and overwhelming experience.

There was a Mandelbrot Fractal Art Exhibition in the lobby of the second floor of the Congress venue, where twenty five prize winning designs were exhibited. On the first floor there was an exhibition of photographs from the IHES, Paris. Several publishers displayed their books in a large hall on the ground floor.

There was a program of classical dance Bharatanatyam. The performance of the ballet Panchamahabhutam was led by Professor C. V. Chandrasekhar. It was produced by Nrityashree of Chennai.

Ustad Rashid Khan, a famous Hindustani classical singer, gave a concert. It being the monsoon season he chose to sing the Malhar raga, associated with the rains. To prepare the audience, the Organising Committee organised two lectures on appreciation of Indian classical music by Professor Sunil Mukhi.

A video recording of the dance ballet Lilavati by the famous dancer Chandralekha was shown a few times in one of the halls.

The theatre company Complicite of London gave two performances of their play A Disappearing Number at the Global Peace Auditorium. These were open to the public.

Grandmaster Viswanathan Anand, World Chess Champion, played simultaneous chess matches with forty opponents. He beat 39 of them. The 14 years old Srikar Varadaraj managed a draw.

Springer India brought out a handsomely produced Hyderabad Intelligencer edited by S. G. Dani. The Ramanujan Mathematical Society brought out a special issue of its Newsletter edited by S. Ponnusamy.

The Publications Committee produced a special colour booklet with short pieces on mathematics, Indian history, art, music and culture. It has two pockets to house the CD version of these Proceedings.
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| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
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| Greece | 3 | P. R. China | ... 55 |  |  |  |
| Guatemala | 1 | Peru | ... 2 |  |  |  |
| Hong Kong | 1 | Philippines | $\ldots 8$ |  |  |  |
| Hungary | 15 | Poland | ... 21 |  |  |  |
| India | 1507 | Portugal | ... 13 |  |  |  |
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[^0]:    *Department of Mathematics, University of Toronto, Toronto, ON M5S 2E4 Canada. E-mail: arthur@math.toronto.edu

[^1]:    ${ }^{1}$ Another proof of this reduction was subsequently established by Cluckers, Hales and Loeser, by completely different methods of motivic integration.

[^2]:    ${ }^{2}$ Endoscopic groups should actually be replaced by endoscopic data, objects with slightly more structure, but I will ignore this point.

[^3]:    ${ }^{3}$ I am little uncomfortable discussing objects in which I do not have much experience. I apologize in advance for any inaccuracies.

[^4]:    ${ }^{4}$ This expression only makes sense if the split component $A_{G}$ of $G$ is trivial. In general, one must include $A_{G}$ in the volume factors.

[^5]:    ${ }^{5}$ Recall that the left hand side of (3) differs from that of (2) in having a supplementary sum over $\xi \in \operatorname{ker}^{1}(F, G)$. This is part of the structure of the Hitchin fibration. But it also actually leads to a slight simplification of the stabilization of (6) by Langlands and Kottwitz. (See [N2, §1.13].)

[^6]:    ${ }^{6}$ The isomorphism is between the semisimplifications of the graded perverse sheaves. Moreover, $\nu, h^{\text {ani }}$ and $h_{H}^{\text {ani }}$ should be replaced by their preimages $\widetilde{\nu}, \widetilde{h}^{\text {ani }}$ and $\widetilde{h}_{H}^{\text {ani }}$ relative to certain finite morphisms.
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[^10]:    ${ }^{1}$ The whole difficulty of linear programming consists in on the fact that the number of vertices of the feasible polytope can be exponential in $d$.

[^11]:    ${ }^{2}$ Later, constructions based on algebraic geometry were found which give, for large alphabets, even higher rates than the Gilbert-Varshamov bound.
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[^16]:    ${ }^{1}$ Letting $m_{n}$ and $M_{n}$ be the minimum and maximum of $F^{n}(x)-x$ for $x \in \mathbb{R} / \mathbb{Z}$ (or which is the same, for $x \in[0,1]$, since $F^{n}(x+k)=F^{n}(x)+k$ for each $\left.k \in \mathbb{Z}\right)$, we see that $0 \leq M_{n}-m_{n} \leq 1$. Since $m_{n}$ is supperadditive and $M_{n}$ is subadditive, the limits of $m_{n} / n$ and $M_{n} / n$ must exist and coincide.

[^17]:    ${ }^{2}$ See also [Y1] and [DKN] for more recent results on absence of wandering intervals.

[^18]:    ${ }^{3}$ Here we use that $f_{\theta}^{q}(x)=x$ has at most finitely many solutions, which follows from the hypothesis on the holomorphic extension of the lift.

[^19]:    ${ }^{4}$ The analysis can be extended considerably beyond Diophantine rotation vectors, but the arguments are not as simple as just applying the KAM Theorem.

[^20]:    ${ }^{5}$ It might be still possible to obtain results describing the asymptotics of the diverging renormalization orbits, but currently there is nothing more than interesting heuristics in this direction.

[^21]:    ${ }^{6}$ Particularly Khanin-Teplinsky show (using exponential convergence of renormalization) that for analytic circle homeomorphisms with a single critical point of fixed odd degree $d \geq 3$, any two maps with the same irrational rotation number must be $C^{1}$-conjugate. This is in stark contrast with the situation for circle diffeomorphisms, as no kind of Diophantine condition is necessary.

[^22]:    ${ }^{7}$ By definition, an attractor should have a large basin (of points which are asymptotic to the attractor). If largeness is understood in terms of Baire category one gets the topological notion, while if it is understood in terms of Lebesgue measure one gets the measure-theoretical one.

[^23]:    ${ }^{8}$ Of course, the proof of Theorem 3 involves a substantial understanding of non-infinitely renormalizable dynamics [MN], [L3], [AKLS], [ALS], which we will not go through here.
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[^28]:    ${ }^{1} 3$-sat is defined in Section 2.

[^29]:    ${ }^{2}$ In the minimum vertex cover problem, one is given a graph and needs to find a smallest set of vertices that touch all edges.
    ${ }^{3}$ In the maximum independent set problem, one is given a graph and needs to find a largest set of vertices that spans no edges.

[^30]:    ${ }^{4}$ A problem is NP-hard if an algorithm for can be used to solve any other problem in NP.
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[^33]:    ${ }^{1}$ The control mesh is also known as the "control net," the "control lattice," and curiously the "control polygon" in the univariate case.

[^34]:    ${ }^{2}$ There is a terminology conflict between the geometry and analysis communities. Geometers will say a cubic polynomial has degree 3 and order 4 . In geometry, order equals degree plus one. Analysts will say a cubic polynomial is order three, and use the terms order and degree synonymously. This is the convention we adhere to.

[^35]:    ${ }^{3}$ Do not confuse this use of the term "weighting function" with the unrelated use of the same terminology in Galerkin's method.

[^36]:    ${ }^{4}$ In this simple domain, the NURBS reduce to the special case of B-splines.

[^37]:    ${ }^{5}$ Here $p$ is the pressure instead of the degree.

[^38]:    ${ }^{6}$ Note that these are B-splines and not NURBS.
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[^42]:    ${ }^{1} \mathrm{He}$ compared the power series and the expansions of rational numbers in powers of $p$ (for $p=10$ ).
    ${ }^{2}$ Here, $\operatorname{Spec}(R)$ is the set of prime ideals in the ring $R$ together with the additional structure of a scheme.
    ${ }^{3}$ That is, the length of a maximal chain of prime ideals. The ring $R$ itself is not a prime ideal.

[^43]:    ${ }^{4}$ This means that $f$ is a composition of an open epimorphism and a closed monomorphism.

[^44]:    ${ }^{5} \mathrm{~A}$ construction of this kind for the local fields is also contained in [35].

[^45]:    ${ }^{6}$ For the sake of simplicity, we assume that $\operatorname{Pic}^{0}(C)\left(\mathbb{F}_{q}\right)=(0)$, that is $\operatorname{Ker}(\operatorname{deg})=\operatorname{Div}_{l}(C)$.
    ${ }^{7}$ We consider here the case of an algebraic surface. The main definitions remain valid for the scheme part of an arithmetic surface.

[^46]:    ${ }^{8}$ This list of references does not pretend to be complete.
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[^53]:    ${ }^{1}$ Special cases of Raghunathan's Conjecture were established by Dani and Margulis [DM90b] using a rather different approach.

[^54]:    ${ }^{2}$ For probability measures; there are non-homogeneous $A$-invariant and ergodic Radon measures on $X_{d}$.

[^55]:    ${ }^{3}$ Which in this case is simply the product of the diagonal group from each factor

[^56]:    ${ }^{4}$ There is a slight inaccuracy in the statement of [EL06, Thm. 2.4]: either one needs to assume to begin with that $h_{\mu}(a)>0$ for some $a \in A$ or one needs to allow the trivial group $H=\{e\}$ in the first case listed there.

[^57]:    ${ }^{5}$ A sequence of sets $F_{n} \subset H$ is said to be a $\mathrm{F} \varnothing$ lner sequence if for any compact $K \subset G$ we have that $\lambda_{H}\left(F_{n} \triangle K F_{n}\right) / \lambda_{H}\left(F_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$; a group $H$ is said to be amenable if it has a $\mathrm{F} \varnothing$ lner sequence.

[^58]:    ${ }^{6}$ In the paper, Cassels and Swinnerton-Dyer treat only the case of $d=3$, but the general case is similar.

[^59]:    ${ }^{7}$ Einsiedler and I have worked together for some years on many aspects of the action of diagonalizable groups, and there is some overlap between this paper and Einsiedler's [Ein10], as well as our joint contribution to the proceedings of the previous ICM in Madrid [EL06]. However the selection of topics and style is quite different in these three papers.

[^60]:    ${ }^{8}$ See footnote on p. 540 for a definition.

[^61]:    ${ }^{9}$ An element $g \in \mathrm{SL}(d, \mathbb{R})$ is said to be proximal if it has a simple real eigenvalue strictly larger in absolute value than all other eigenvalues.

[^62]:    ${ }^{10}$ At least for forms that are not too well approximated by forms proportional to rational ones, though by Meyer's Theorem for $d \geq 5$ rational forms should not cause any significant complication.
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[^70]:    ${ }^{1}$ I have seen children come up with Borüvka's algorithm several times, when the given edge weights were unique.

[^71]:    ${ }^{2}$ This was an example I learnt from Mike Fellows; see [1] for a very interesting discussion of Kid Krypto.
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[^74]:    ${ }^{1}$ See, for instance, Bourdieu (1991). For a discussion of knowledge and power, see Foucault (1989, 1994, 2000).
    ${ }^{2}$ Several philosophers, from Nietzsche (1998) via Carnap (1959) to iek (2008) has formulated a heavy critique of the power exercised by language.
    ${ }^{3}$ See Carnap (1937).
    ${ }^{4}$ I use the notion of "quality" in a classic philosophical way as referring to "property", and not to some degree of desirability.

[^75]:    ${ }^{5}$ This applies to all different forms of mathematics, and also to the different forms of ethnomathematics. In the following, however, I will concentrate on what can be referred to as academic mathematics, in particular as it is realised through its applications.
    ${ }^{6}$ For a discussion of these two distinctions see Skovsmose (2009). See also Skovsmose (2005) for a discussion of mathematics and power. My work with these distinctions is inspired by my cooperation with Ole Ravn, see Skovsmose and Ravn (draft).

[^76]:    ${ }^{7}$ The Assayer is reprinted in Galilei (1957: 229-280). See also Skovsmose (2009) for a discussion of The Assayer.

[^77]:    ${ }^{8}$ Über Sinn und Bedeutung is reprinted in Frege (1969: 40-65). See also Skovsmose (2009) for a discussion of Über Sinn und Bedeutung.

[^78]:    ${ }^{9}$ According to Frege, many have suffered such confusion. Mill, for instance, who found that in order to understand both the nature of logical reasoning and the foundation of mathematics, one had to grasp their inductive origin. See Mill's presentation in A System of Logic and Frege's harsh critique of Mill in The Foundation of Arithmetic.
    ${ }^{10}$ Frege's idea was nicely condensed by Wittgenstein in the Tractatus, where he presented a truth-table logic.
    ${ }^{11}$ An important step towards giving logic an extensional format was presented by Frege in his Begriffschrift, which was published in 1879. Later Frege provided a new careful elaboration of formal logic in Grundgesetze der Arithmetik, which appeared in two volumes in 1893 and 1903. Many studies have followed, and Whitehead's and Russell's Principia Mathematica, published in three volumes in 1910-1913, reworked many of Frege's ideas and established a more powerful symbolism than the one originally suggested by Frege.

[^79]:    ${ }^{12}$ For presentations and discussions of mathematics in action see Skovsmose (2005, 2009); Skovsmose and Yasukawa (2009); Christensen and Skovsmose (2007); Christensen, Skovsmose and Yasukawa (2007); Skovsmose, Yasukawa and Ravn (draft); and Skovsmose and Ravn (draft). The following presentation of mathematics in action draws on this material.

[^80]:    ${ }^{13}$ See, Turing (1965) as well as Skovsmose (2009) for a discussion for this example.
    ${ }^{14}$ It is worth noting that intensional logic has developed tremendously, for instance through the work of Montague (1974), who was keen to develop a Frege semantics, acknowledging Frege's contribution to logic and the analysis of language. Montague demonstrated how apparently intentional features of language could be incorporated in a Frege semantics and, in this way, provided with an extensional foundation. This insight is crucial for developing computational linguistic features, and, for instance, for establishing automatic forms of translation.
    ${ }^{15}$ That it is possible to construct one-way functions is based on number theoretical insight, and in particular on the observation of the extreme complexity of factorising a product of two very large (say at least 50 digits) unknown prime numbers.
    ${ }^{16}$ See Skovsmose and Yasukawa (2009), as well as more general presentations in Schroeder (1997) and Stallings (1999). See also Diffie and Hellman (1976) for the presentation of the original idea.
    ${ }^{17}$ See Clements (1990). See also Skovsmose (2005) for a discussion of this example. There is a great amount of papers and comments about the phenomenon of overbooking at the internet. See for instance "Why do Airlines Overbook Flights" (http://weakonomics.com/ 2009/12/29/why-do-airlines-overbook-flights/).

[^81]:    ${ }^{18}$ Risks emerge from the fact that mathematical modelling is, in this way, a technique for overlooking. The emergence of the risk society is partly due to the development of mathematics-based hypothetical reasoning than to mathematics-based actions in general.

[^82]:    ${ }^{19}$ Brian Greer drew my attention to this quotation. See the whole article at: http: //www.newyorker.com/reporting/2009/10/26/091026fa\_fact\_mayer?currentPage=all See also Greer (in print).

[^83]:    ${ }^{20}$ For a discussion of the notion of life-word, see Skovsmose (2009).
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