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Preface

In the past two decades, industry—particularly the process industry—has witnessed
the development of several large ‘ super-projects’, most in excess of a billion dol-
lars. These large super-projects include the exploitation of mineral resources such
as alumina, copper, iron, nickel, uranium and zinc, through the construction of huge
complex industrial process plants. Although these super-projects create many thou-
sands of jobsresulting in a significant decrease in unemployment, especially during
construction, as well as projected increases in the wealth and growth of the econ-
omy, they bear ahigh risk in achieving their forecast profitability through maintain-
ing budgeted costs. Most of the super-projects have either exceeded their budgeted
establishment costs or have experienced operational costs far in excess of what was
originaly estimated in their feasibility prospectus scope. This has been the case not
only with projects in the process industry but also with the development of infras-
tructure and high-technology projects in the petroleum and defence industries. The
more significant contributors to the cost ‘blow-outs experienced by these projects
can be attributed to the complexity of their engineering design, both in technology
and in the complex integration of systems. These systems on their own are usually
adequately designed and constructed, often on the basis of previous similar, though
smaller designs.

It isthe critical combination and complex integration of many such systems that
give rise to design complexity and consequent frequent failure, where high risks
of the integrity of engineering design are encountered. Research into this problem
has indicated that large, expensive engineering projects may have quite superficial
design reviews. As an essential control activity of engineering design, design re-
view practices can take many forms. At the lowest level, they consist merely of
an examination of engineering drawings and specifications before construction be-
gins. At the highest level, they consist of comprehensive evaluations to ensure due
diligence. Design reviews are included at different phases of the engineering design
process, such as conceptual design, preliminary or schematic design, and final detail
design. In most cases, though, a structured basis of measure is rarely used against
which designs, or design alternatives, should be reviewed. It is obvious from many
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examples of engineered installations that most of the problems stem from a lack of
proper evaluation of their engineering integrity.

In determining the complexity and consequent frequent failure of the critical
combination and complex integration of large engineering processes and systems,
both in their level of technology as well as in their integration, the integrity of
their design needs to be determined. This includes reliability, availability, main-
tainability and safety of the inherent process and system functions and their re-
lated equipment. Determining engineering design integrity implies determining re-
liability, availability, maintainability and safety design criteria of the design’s in-
herent systems and related equipment. The tools that most design engineers re-
sort to in determining integrity of design are techniques such as hazardous oper-
ations (HazOp) studies, and simulation. Less frequently used techniques include
hazards analysis (HazAn), fault-tree analysis, failure modes and effects analysis
(FMEA) and failure modes effects and criticality analysis (FMECA). Despite the
vast amount of research already conducted, many of these techniques are either
misunderstood or conducted incorrectly, or not even conducted at all, with the result
that many high-cost super-projects eventually reach the construction phase without
having been subjected to a rigorous and correct evaluation of the integrity of their
designs.

Much consideration is being given to general engineering design, based on the
theoretical expertise and practical experience of chemical, civil, electrical, elec-
tronic, industrial, mechanical and process engineers, from the point of view of ‘what
should be achieved’ to meet the design criteria. Unfortunately, it is apparent that not
enough consideration is being given to ‘what should be assured’ in the event the
design criteriaare not met. It isthus on this basis that many high-cost super-projects
eventually reach the construction phase without having been subjected to a proper
rigorous evaluation of the integrity of their designs. Consequently, research into
a methodology for determining the integrity of engineering design has been initi-
ated by the contention that not enough consideration is being given, in engineering
design and design reviews, to what should be assured in the event of design cri-
teria not being met. Many of the methods covered in this handbook have already
been thoroughly explored by other researchers in the fields of reliability, avail-
ability, maintainability and safety analyses. What makes this compilation unique,
though, is the combination of these methods and techniquesin probability and pos-
sibility modelling, mathematical algorithmic modelling, evolutionary algorithmic
modelling, symbolic logic modelling, artificial intelligence modelling, and object
oriented computer modelling, in alogically structured approach to determining the
integrity of engineering design.

This endeavour has encompassed not only a depth of research into the various
methods and techniques—ranging from quantitative probability theory and expert
judgement in Bayesian analysis, to qualitative possibility theory, fuzzy logic and un-
certainty in Markov analysis, and from reliability block diagrams, fault trees, event
trees and cause-consequence diagrams, to Petri nets, genetic algorithms and artifi-
cia neural networks—but also a breadth of research into the concept of integrity
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in engineering design. Such breadth is represented by the topics of reliability and
performance, availability and maintainability, and safety and risk, in an overall con-
cept of designing for integrity during the engineering design process. These topics
cover the integrity of engineering design not only for complex industrial processes
and engineered installations but also for awide range of engineering systems, from
mobile to installed equipment.

This handbook is therefore written in the best way possible to appeal to:

1. Engineering design lecturers, for a comprehensive coverage of the subject the-
ory and application examples, sufficient for addition to university graduate and
postgraduate award courses.

2. Design engineering students, for sufficient theoretical coverage of the different
topics with insightful examples and exercises.

3. Postgraduate research candidates, for use of the handbook as overall guidance
and reference to other material.

4. Practicing engineers who want an easy readable reference to both theoretical
and practical applications of the varioustopics.

5. Corporate organisations and companies (manufacturing, mining, engineering
and process industries) requiring standard approaches to be understood and
adopted throughout by their technical staff.

6. Design engineers, design organisationsand consultant groupswho requirea‘ best
practice’ handbook on the integrity of engineering design practice.

The topics covered in this handbook have proven to be much more of a research
challenge than initially expected. The concept of design is both complex and
complicated—even more so with engineering design, especialy the design of en-
gineering systems and processes that encompass all of the engineering disciplines.
The challenge has been further compounded by focusing on applied and current
methodology for determining the integrity of engineering design. Acknowledge-
ment is thus gratefully given to those numerous authors whose techniques are pre-
sented in this handbook and also to those academics whose theoretical insight and
critiqgue made this handbook possible. The proof of the challenge, however, was
not only to find solutions to the integrity problem in engineering design but also
to be able to deliver some means of implementing these solutions in a practical
computational format. This demanded an in-depth application of very many sub-
jects ranging from mathematical and statistical modelling to symbolic and compu-
tational modelling, resulting in the need for research beyond the basic engineering
sciences. Additionally, the solution models had to be tested in those very same en-
gineering environments in which design integrity problems were highlighted. No
one looks kindly upon criticism, especially with regard to allegations of shortcom-
ings in their profession, where a high level of resistance to change is inevitable
in respect of implementing new design tools such as Al-based blackboard mod-
els incorporating collaborative expert systems. Acknowledgement is therefore also
gratefully given to those captains of industry who allowed this research to be
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conducted in their companies, including all those design engineers who offered so
much of their valuabletime. Last but by no means|east was the support and encour-
agement from my wife and family over the many years during which the topicsin
this handbook were researched and accumul ated from alifetime career in consulting
engineering.

Rudolph Frederick Stapelberg
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Chapter 1
Design Integrity Methodology

Abstract In the design of critical combinations and complex integrations of large
engineering systems, their engineering integrity needs to be determined. Engineer-
ing integrity includesreliability, availability, maintainability and safety of inherent
systems functions and their related equipment. The integrity of engineering design
therefore includes the design criteria of reliability, availability, maintainability and
safety of systems and equipment. The overall combination of these four topics con-
stitutes a methodology that ensures good engineering design with the desired en-
gineering integrity. This methodology provides the means by which complex en-
gineering designs can be properly analysed and reviewed, and is termed a RAMS
analysis. The concept of RAMS analysis is not new and has been progressively
developed, predominantly in the field of product assurance. Much consideration is
being given to engineering design based on the theoretical expertise and practical
experiences of chemical, civil, electrical, electronic, industrial, mechanical and pro-
cess engineers, particularly from the point of view of ‘what should be achieved’
to meet design criteria. Unfortunately, not enough consideration is being given to
‘what should be assured’ in the event design criteria are not met. Most of the prob-
lems encountered in engineered installations stem from the lack of a proper eval-
uation of their design integrity. This chapter gives an overview of methodology
for determining the integrity of engineering design to ensure that consideration is
given to ‘what should be assured’ through appropriate design review techniques.
Such design review techniques have been developed into automated continual de-
sign reviews through intelligent computer automated methodol ogy for determining
the integrity of engineering design. This chapter thus also introducesthe application
of artificial intelligence (Al) in engineering design and gives an overview of arti-
ficia intelligence-based (AIB) modelling in designing for reliability, availability,
maintainability and safety to provide a meansfor continual design reviewsthrough-
out the engineering design process. These models include a RAM analysis model,
adynamic systems simul ation blackboard model, and an artificial intelligence-based
(A1B) blackboard model.

R.F. Stapelberg, Handbook of Reliability, Availability, 3
Maintainability and Safety in Engineering Design, (© Springer 2009
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1.1 Designing for Integrity

In the past two decades, industry, and particularly the process industry, has wit-
nessed the development of large super-projects, most in excess of a billion dollars.
Although these super-projects create many thousands of jobs resulting in significant
decreases in unemployment, especially during construction, as well as projected
increases in the wealth and growth of the economy, they bear a high risk in achiev-
ing their forecast profitability through maintaining budgeted costs. Because of the
complexity of design of these projects, and the fact that most of the problems en-
countered in the projects stem from a lack of proper evaluation of their integrity
of design, it is expected that research in this field should arouse significant interest
within most engineering-based industriesin general. Most of the super-projectsre-
searched by the author have either exceeded their budgeted establishment costs or
have experienced operational costsfar in excess of what was originally estimated in
their feasibility prospectus scope. The poor performances of these projectsare given
in the following points that summarise the findings of this research:

e Inall of the projects studied, additional funding had to be obtained for cost over-
runs and to cover shortfalls in working capital due to extended construction
and commissioning periods. Final capital costs far exceeded initial feasibil-
ity estimates. Additional costs were incurred mainly for rectification of insuf-
ficiently designed system circuits and equipment, and increased engineering
and maintenance costs. Actual construction completion schedule overruns av-
eraged 6 months, and commissioning completion schedule overruns averaged
11 months. Actual start-up commenced +1 year after forecast with all the
projects.

e Estimated cash operating costs were over-optimistic and, in some cases, ho fur-
ther cash operating costs were estimated due to project schedule overruns aswell
as over-extended ramp-up periodsin attempts to obtain design forecast output.

e Technology and engineering problemswere numerousin all the projects studied,
especialy in the various process areas, which indicated insufficient design and/or
specifications to meet the inherent process problems of corrosion, scaling and
erosion.

e Procurement and construction problems were experienced by all the projects
studied, especially relating to the lack of design data sheets, incomplete equip-
ment lists, inadequate process control and instrumentation, incorrect spare parts
lists, lack of proper identification of sparesand facilities equipment such as man-
ua valves and piping both on design drawings and on site, and basic quality
‘corner cutting’ resulting from cost and project overruns. Actual project sched-
ule overruns averaged +1 year after forecast.

e Pre-commissioning as well as commissioning schedules were over-optimistic in
most cases where actual commissioning compl etion schedule overruns averaged
11 months. Inadequate references to equipment data sheets and design specifica
tions resulted in it later becoming an exercise of identifying as-built equipment,
rather than of confirming egquipment installation with design specifications.
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e The need to rectify processes and controls occurred in al the projects because
of detrimental erosion and corrosion effects on all the equipment with design
and specification inadequacies, resulting in cost and time overruns. Difficulties
with start-ups after resulting forced stoppages, and poor systems performance
with regard to availability and utilisation resulted in longer ramp-up periods and
shortfalls of operating capital to ensure proper project handover.

e Inall theprojectsstudied, scheduleswere over-optimistic with less than optimum
performance being able to be reached only much later than forecast. Production
was much lower than envisaged, ranging from 10 to 60% of design capacity
12 months after the forecast date that design capacity would be reached. Prob-
lemswith regard to achieving design throughput occurredin all the projects. This
was due mainly to low plant utilisation because of poor process and equipment
design reliability, and short operating periods.

e Project management and control problems relating to construction, commission-
ing, start-up and ramp-up were proliferate as aresult of an inadequate assessment
of design complexity and project volume with regard to the many integrated sys-
tems and equipment.

It is obvious from the previous points, made availablein the public domain through
published annual reportsof real-world examplesof recently constructed engineering
projects, that most of the problems stem from a lack of proper evaluation of their
engineering integrity. The important question to be considered thereforeis:

What does integrity of engineering design actually imply?

Engineering Integrity

In determining the complexity and consequent frequent failure of the critical com-
bination and complex integration of large engineering processes, both in technology
aswell asintheintegration of systems, their engineering integrity needsto be deter-
mined. This engineering integrity includes reliability, availability, maintainability
and safety of the inherent process systems functions and their related equipment.
Integrity of engineering design therefore includes the design criteria of reliability,
availability, maintainability and safety of these systems and equipment.

Reliability can be regarded as the probability of successful operation or perfor-
mance of systems and their related equipment, with minimum risk of loss or disaster
or of system failure. Designing for reliability requires an evaluation of the effects of
failure of the inherent systems and equipment.

Availability isthat aspect of system reliability that takes equipment maintainability
into account. Designing for availability requires an evaluation of the consequences
of unsuccessful operation or performance of the integrated systems, and the critical
reguirements necessary to restore operation or performanceto design expectations.

Maintainability is that aspect of maintenance that takes downtime of the systems
into account. Designing for maintainability requires an evaluation of the accessi-
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bility and ‘repairability’ of the inherent systems and their related equipment in the
event of failure, aswell as of integrated systems shutdown during planned mainte-
nance.

Safety can be classified into three categories, one relating to personal protection,
another relating to equipment protection, and yet another relating to environmen-
tal protection. Safety in this context may be defined as “not involving risk”, where
risk is defined as “the chance of loss or disaster”. Designing for safety is inherent
in the development of designing for reliability and maintainability of systems and
their related equipment. Environmental protection in engineering design, particu-
larly inindustrial process design, relates to the prevention of failure of the inherent
process systems resulting in environmental problems associated predominantly with
the treatment of wastes and emissions from chemical processing operations, high-
temperature processes, hydrometallurgical and mineral processes, and processing
operations from which by-products are treated.

The overall combination of these four topics constitutes a methodol ogy that en-
sures good engineering design with the desired engineering integrity. This method-
ology provides the means by which complex engineering designs can be properly
analysed and reviewed. Such an analysis and review is conducted not only with
afocus upon individual inherent systems but also with a perspective of the critical
combination and complex integration of all the systems and related equipment, in
order to achieve the required reliability, availability, maintainability and safety (i.e.
integrity).

Thisanalysisis often termed a RAMSanalysis. The concept of RAMS analysisis
not new and has been progressively developed over the past two decades, predom-
inantly in the field of product assurance. Those industries applying product assur-
ance methods have unquestionably witnessed astounding revolutions of knowledge
and techniquesto match the equally astounding progressin technology, particularly
in the el ectronic, micro-electronic and computer industries. Many technologieshave
aready originated, attained peak devel opment, and even become obsol ete within the
past two decades. In fact, most systems of productsbuilt today will be long since ob-
solete by the time they wear out. So, too, must the development of ideas, knowledge
and techniques to adequately manage the application and maintenance of newly de-
veloped systems be compatible and adaptabl e, or similarly become obsol ete and fall
into disuse. This applies to the concept of engineering integrity, particularly to the
integrity of engineering design.

Engineering knowledge and techniques in the design and development of com-
plex systems either must become part of a new information revolution in which
compatible and, in many cases, more stringent methods of design reviews and eval-
uations are adopted, especially in the application of intelligent computer automated
methodology, or must be relegated to the archives of obsolete practices.

However, the phenomenal progress in technology over the past few decades has
also confused the language of the engineering profession and, between engineer-
ing disciplines, engineers till have trouble speaking the same language, especially
with regard to understanding the intricacies of conceptssuch asintegrity, reliability,
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availability, maintainability and safety not only of components, assemblies, sub-
systems or systems but also of their integration into larger complex installations.

Some of the more significant contributors to cost ‘blow-outs experienced by
most engineering projects can be attributed to the complexity of their engineering
design, both in technology and in the complex integration of their systems, aswell as
alack of meticulousengineering design project management. Theindividual process
systems on their own are adequately designed and constructed, often on the basis of
previous similar, although smaller designs.

It is the critical combination and complex integration of many such process systems that
gives rise to design complexity and consequent frequent failure, where high risks of the
integrity of engineering design are encountered.

Research by the author into this problem has indicated that large, expensive engi-
neering projects may often have superficial design reviews. As an essential control
activity of engineering design, design review practices can take many forms. At the
lowest level, they consist of an examination of engineering drawings and specifica-
tions before construction begins. At the highest level, they consist of comprehensive
due diligence evaluations. Comprehensive design reviews are included at different
phases of the engineering design process, such as conceptual design, preliminary or
schematic design, and final detail design.

In most cases, a predefined and structured basis of measure israrely used against which the
design, or design alternatives, should be reviewed.

This situation inevitably prompts the question how can the integrity of design be
determined prior to any data being accumulated on the results of the operation and
performance of the design? In fact, how can the reliability of engineering plant and
equipment be determined prior to the accumulation of any statistically meaningful
failure data of the plant and its equipment? To further complicate matters, how will
plant and equipment performin large integrated systems, even if nominal reliability
values of individual items of equipment are known? This is the dilemma that most
design engineers are confronted with. The tools that most design engineers resort
to in determining integrity of design are techniques such as hazardous operations
(HazOp) studies, and simulation. Less frequently used techniques include hazards
analysis (HazAn), fault-tree analysis, failure modes and effects analysis (FMEA),
and failure modes effects and criticality analysis (FMECA).

This is evident by scrutiny of a typical Design Engineer’s Definitive Scope of
Work givenin Appendix A. Despite the vast amount of research already conducted
in the field of reliability analysis, many of these techniques seem to be either mis-
understood or conducted incorrectly, or not even conducted at all, with the result
that many high-cost super-projects eventually reach the construction phase with-
out having been subjected to a rigorous and correct evaluation of the integrity
of their designs. Verification of this statement is given in the extract below in
which comment is delivered in part on an evaluation of the intended application of
HazOp studiesin conducting a preliminary design review for arecent | aterite—nickel
process design.
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The engineer’s definitive scope of work for a project includes the need for con-

ducting preliminary design HazOp reviews as part of design verification. Reference
to determining equipment criticality for mechanical engineering aswell as for elec-
trical engineering input can be achieved only through the establishment of failure
modes and effects analysis (FMEA). There are, however, some concerns with the
approach, asindicated in the following points.

Comment on intended HazOp studies for use in preliminary design reviews of

anew engineering project:

In HazOp studies, the differentiation between analyses at higher and at lower
systems levelsin ng either hazardous operational failure conseguences or
system failure effects is extremely important from the point of view of determin-
ing process criticality, or of determining equipment criticality.

The determination of process criticality can be seen as a preliminary HazOp,
or a higher systems-level determination of process failure consegquences, based
upon process function definition in relation to the classical HazOp ‘ guidewords',
and obtained off the schematic design process flow diagrams (PFDS).

The determination of equipment criticality can be seen as a detailed HazOp (or
HazAn), or determination of system failure effects, which is based upon equip-
ment function definition.

The extent of analysisis very different between a preliminary HazOp and a de-
tailed HazOp (or HazAn). Both are, however, essential for the determination of
integrity of design, the one at a higher process level, and the other at a lower
equipment level.

A preliminary HazOp study is essential for the determination of integrity of de-
sign at process|level, and should include process reliability that can be quantified
from process design criteria.

The engineer’s definitive scope of work for the project does not include a de-
termination of process reliability, although process reliability can be quantified
from process design criteria.

A detailed HazOp (or HazAn) isessential for the determination of integrity of de-
sign at alower equipment level, and should include estimations of critical equip-
ment reliability that can be quantified from equipment design criteria.

The engineer’s definitive scope of work does not include a determination of
equipment reliability, although equipment reliability is quantified from detail
equipment design criteria.

Failure modes and effects analysis (FMEA) is dependent upon equipment func-
tion definition at assembly and component level in the systems breakdown struc-
ture (SBS), which is considered in equipment specification development dur-
ing schematic and detail design. Furthermore, FMEA is strictly dependent upon
a correctly structured SBS at the lower systems levels, usually obtained off the
detail design pipe and instrument drawings (P& 1Ds).

It is obvious from the above comments that a severe lack of insight exists in the
essential activities required to establish a proper evaluation of the integrity of engi-
neering design, with the consequence that many ‘good intentions’ inevitably result
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in superficial design reviews, especially with large, complex and expensive process
designs.

Based on hands-on experience, aswell asin-depth analysisof the potential causes
of the cost * blow-outs' of several super-projects, an inevitable conclusion can be de-
rived that insufficient research has been conducted in determining the integrity of
process engineering design, as well as in design review techniques. Much consid-
eration is being given to engineering design based on the theoretical expertise and
practical experience of process, chemical, civil, mechanical, electrical, electronic
and industrial engineers, particularly from the point of view of ‘what should be
achieved’ to meet the design criteria. Unfortunately, it is apparent that not enough
consideration is being given to ‘what should be assured’ in the event the design cri-
teriaare not met. Thus, many high-cost super-projectseventually reach the construc-
tion phase without having been subjected to a rigorous evaluation of the integrity of
their designs.

The contention that not enough consideration is being given in engineering de-
sign, as well as in design review techniques, to ‘what should be assured’ in the
event of design criteria not being met has therefore initiated the research presented
in this handbook into a methodology for determining the integrity of engineering
design. Thisis especially of concern with respect to the critical combinations and
complex integrations of large engineering systems and their related equipment. Fur-
thermore, an essential need has been identified in most engineering-based industries
for a practica intelligent computer automated methodology to be applied in engi-
neering design reviews as a structured basis of measurein determining the integrity
of engineering design to achieve the required reliability, availability, maintainability
and safety.

The objectives of this handbook are thus to:

1. Present concise theoretical formulation of conceptual and mathematical mod-
els of engineering design integrity in design synthesis, which includes design
for reliability, availability, maintainability and safety during the conceptual,
schematic or preliminary, and detail design phases.

2. Consider critical development criteriafor intelligent computer automated meth-
odology whereby the conceptual and mathematical models can be used prac-
tically in the mining, process and construction industries, as well as in most
other engineering-based industries, to establish a structured basis of measurein
determining the integrity of engineering design.

Several target platforms for evaluating and optimising the practical contribution of
research in the field of engineering design integrity that is addressed in this hand-
book are focused on the design of large industrial processes that consist of many
systems that give rise to design complexity and consequent high risk of design in-
tegrity. These industrial process engineering design ‘ super-projects’ are insightful
in that they incorporate amost all the different basic engineering disciplines, from
chemical, civil, electrical, industrial, instrumentation and mechanical to process en-
gineering. Furthermore, the increasing worldwide activity in the mining, process
and construction industries makes such research and development very timely. The
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following models have been developed, each for a specific purpose and with spe-
cific expected results, either to validate the devel oped theory on engineering design
integrity or to evaluate and verify the design integrity of critical combinations and
complex integrations of systems and equipment.

RAMS analysis modelling This was applied to validate the developed theory on
the determination of the integrity of engineering design. This computer model was
applied to a recently constructed engineering design of an environmental plant for
therecovery of sulphur dioxideemissionsfrom anickel smelter to producesulphuric
acid.

Eighteen months after the plant was commissioned and placed into operation,
failure data were obtained from the plant’s distributed control system (DCS), and
analysed with a view to matching the developed theory with real operational data
after plant start-up. The comparative analysisincluded determination of systemsand
equipment criticality and reliability.

Dynamic systems simulation modelling This was applied with individually de-
veloped process equipment models (PEMs) based on Petri net constructs, to ini-
tialy determine mass-flow balances for preliminary engineering designs of large
integrated process systems. The models were used to evaluate and verify the pro-
cess design integrity of critical combinations and complex integrations of systems
and related equipment, for schematic and detail engineering designs. The process
equipment models have been verified for correctness, and the relevant results vali-
dated, by applying the PEMsin alarge dynamic simulation of acomplex integration
of systems.

Simulation modelling for design verification is common to most engineering de-
signs, particularly in the application of simulating outcomes during the preliminary
design phase. Dynamic simulation models are also used for design verification dur-
ing thedetail design phase but not to the extent of determining outcomes, asthe level
of complexity of the simulation models (and, therefore, the extent of data analysis
of the simulation results) variesin accordance with the level of detail of the design.

At the higher systems level, typical of preliminary designs, dynamic simulation
of the behaviour of exogenous, endogenous and status variablesis both feasible and
applicable. However, at the lower, more detailed equipment level, typical of detail
designs, dynamic continuous and/or discrete event simulation is applicable, together
with the appropriate verification and validation analysis of results, their sensitivity to
changesin primary or base variables, and the essential need for adequate simulation
run periods determined from statistical experimental design. Simulation analysis
should not be based on model development time.

Mathematical modelling Modelling in the form of developed optimisation algo-
rithms (OASs) of process design integrity was applied in predicting, assessing and
evaluating reliability, availability, maintainability and safety requirements for the
complex integration of process systems. These models were programmed into the
PEM’s script so that each individual process equipment model inherently hasthe fa-
cility for simplified data input, and the ability to determineits design integrity with
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relevant output validation that includes the ability to determine the accumulative
effect of all the PEMS' reliabilitiesin aPFD configuration.

Avrtificial intelligence-based (AIB) modelling This includes new artificial intel-
ligence (Al) modelling techniques, such as knowledge-based expert systems within
ablackboard model, which have been applied in the devel opment of intelligent com-
puter automated methodology for determining the integrity of engineering design.
The AIB model provides a novel concept of automated continual design reviews
throughout the engineering design process on the basis of concurrent design in
an integrated collaborative engineering design environment. This is implemented
through remotely located multidisciplinary groups of design engineers communi-
cating via the Internet, who input specific design data and schematics into rele-
vant knowledge-based expert systems, whereby each designed system or related
equipment is automatically evaluated for integrity by the design group’s expert sys-
tem. The measures of integrity are based on the developed theory for predicting,
assessing and evaluating reliability, availability, maintainability and safety require-
ments for complex integrations of engineering process systems. The relevant de-
sign criteria pertaining to each level of a systems hierarchy of the engineering de-
signs are incorporated in an all-encompassing blackboard model. The blackboard
model incorporates multiple, diverse program modules, called knowledge sources
(in knowledge-based expert systems), which cooperate in solving design problems
such as determining the integrity of the designs. The blackboard is an OOP appli-
cation containing several databases that hold shared information among knowledge
sources. Such information includes the RAMS analysis data, results from the op-
timisation algorithms, and compliance to specific design criteria, relevant to each
level of systems hierarchy of the designs. In this manner, integrated systems and
related equipment are continually evaluated for design compatibility and integrity
throughout the engineering design process, particularly where designs of large sys-
tems give rise to design complexity and consequent high risk of design integrity.

Contribution of research in integrity of engineering design Many of the meth-
ods covered in this handbook have already been thoroughly explored by other
researchersin the various fields of reliability, availability, maintainability and safe-
ty, though more in the field of engineering processes than of engineering de-
sign. What makes this handbook unique is the combination of practical methods
with techniques in probability and possibility modelling, mathematical algorithmic
modelling, evolutionary algorithmic modelling, symbolic logic modelling, artificial
intelligence modelling, and object oriented computer modelling, in a structured ap-
proach to determining the integrity of engineering design. This endeavour has en-
compassed not only a depth of research into these various methods and techniques
but also a breadth of research into the concept of integrity in engineering design.
Such breadth is represented by the combined topics of reliability and performance,
availability and maintainability, and safety and risk, in an overall concept of the
integrity of engineering design—which has been practically segmented into three
progressive phases, i.e. a conceptua design phase, a preliminary or schematic de-
sign phase, and a detail design phase.
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Thus, amatrix combination of the topics has been considered in each of the three
phases—a total of 18 design methodology aspects for consideration—hence, the
voluminous content of this handbook. Such a comprehensive combination of depth
and breadth of research resulted in the conclusion that certain methods and tech-
nigques are more applicable to specific phases of the engineering design process, as
indicated in the theoretical overview and analytic development of each of the topics.
The research has not remained on a theoretical basis, however, but includes the ap-
plication of various computer modelsin specific target industry projects, resultingin
awiderange of design deliverablesrelated to the theoretical topics. Taking all these
design methodology aspects into consideration, the research presented in this hand-
book can rightfully claim uniqueness in both integrative modelling and practical
application in determining the integrity of process engineering design. A practical
industry-based outcomeis given in the establishment of an intelligent computer au-
tomated methodology for determining integrity of engineering design, particularly
for design reviews at the various progressive phases of the design process, namely
conceptual, preliminary and detail engineering design. The overall value of such
methodology is in the enhancement of design review methods for future engineer-
ing projects.

1.1.1 Development and Scope of Design I ntegrity Theory

The scope of research for this handbook necessitated an in-depth coverage of the
relevant theory underlying the approach to determining the integrity of engineer-
ing design, as well as an overall combination of the topics that would constitute
such a methodology. The scope of theory covered in a comprehensive selection of
available literature included the following subjects:

e Failure analysis: the basics of failure, failure criticality, failure models, risk and
safety.

¢ Reliability analysis: reliability theory, methods and models, reliability and sys-
tems engineering, control and prediction.

e Availability analysis: availability theory, methods and models, availability engi-
neering, control and prediction.

e Maintainability analysis: maintainability theory, methods and models, maintain-
ability engineering, control and testing.

e Quantitative analysis: programming, statistical distributions, quantitative uncer-
tainty, Markov analysis and probability theory.

e Qualitative analysis. descriptive statistics, complexity, qualitative uncertainty,
fuzzy logic and possibility theory.

e Systemsanalysis: large systems integration, optimisation, dynamic optimisation,
systems modelling, decomposition and control.

e Smulation analysis. planning, formulation, specification, evaluation, verifica-
tion, validation, computation, modelling and programming.
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e Process analysis. general process reactions, mass transfer, and material and en-
ergy balance, and process engineering.

e Artificial intelligence modelling: knowledge-based expert systems and black-
board models ranging from domain expert systems (DES), artificial neura sys
tems (ANS) and procedural diagnostic systems (PDS) to blackboard manage-
ment systems (BBMS), and the application of expert system shells such as
CLIPS, fuzzy CLIPS, EXSYSand CORVID.

Essential preliminaries The very many methods and techniques presented in this
handbook, and developed by as many authors, are referenced at the end of each
following chapter. Additionally, alisting of books on the scope of the theory covered
isgivenin Appendix B. However, besides these methods and techni ques and theory,
certain essential preliminaries used by design engineersin determining the integrity
of engineering design include activities such as:

Systems breakdown structures (SBSs) development
Process function definition

Quantification of engineering design criteria
Determination of failure consequences
Determination of preliminary design reliability
Determination of systems interdependencies
Determination of process criticality

Equipment function definition

Quantification of detail design criteria
Determination of failure effects

Failure modes and effects analysis (FMEA)
Determination of detail design reliability

Failure modes effects and criticality analysis (FMECA)
Determination of egquipment criticality.

® 6 6 06 06 o 0 0 0 0o 0 o o o

However, very few engineering designs actually incorporate al of these activities
(except for the typical quantification of process design criteriaand detail equipment
design criteria) and, unfortunately, very few design engineers apply or even under-
stand the theoretical implications and practical application of such activities. The
methodology researched in this handbook, in which engineering design problems
are formulated to achieve optimal integrity, has been extended to accommodate its
usein conceptual and preliminary or schematic design in which most of thedesign’s
components have not yet been precisely defined in terms of their final configuration
and functional performance.

The approach, then, is to determine methodology, particularly intelligent computer auto-
mated methodology, in which design for reliability, availability, maintainability and safety
isapplied to systems the components of which have not been precisely defined.



14 1 Design Integrity Methodology

1.1.2 Designing for Reliability, Availability, Maintainability
and Safety

The fundamental understanding of the concepts of reliability, availability and main-
tainability (and, to a large extent, an empirical understanding of safety) has in the
main dealt with statistical techniques for the measure and/or estimation of various
parametersrel ated to each of these concepts, based on obtained data. Such datamay
be obtained from current observations or past experience, and may be complete, in-
complete or censored. Censored data arise from the cessation of experimental ob-
servations prior to afina conclusion of the results. These statistical techniques are
predominantly couched in probability theory.

The usual meaning of the term reliability is understood to be ‘the probability of
performing successfully’. In order to assess reliability, the approach is based upon
availabletest data of successes or failures, or on field observationsrelative to perfor-
mance under either actual or simulated conditions. Since such results can vary, the
estimated reliability can be different from one set of data to another, even if there
are no substantial changesin the physical characteristics of the item being assessed.
Thus, associated with the reliability estimate, there is also a measure of the sig-
nificance or accuracy of the estimate, termed the ‘ confidence level’. This measure
depends upon the amount of data available and/or the results observed. The data are
normally governed by some parametric probability distribution. This meansthat the
data can beinterpreted by one or other mathematical formularepresenting a specific
statistical probability distribution that belongs to a family of distributions differing
from one another only in the values of their parameters.

Such afamily of distributions may be grouped accordingly:

Beta distribution

Binomial distribution

Lognormal distribution
Exponential (Poisson) distribution
Weibull distribution.

Estimation techniques for determining the level of confidence related to an assess-
ment of reliability based on these probability distributions are the methods of maxi-
mum likelihood, and Bayesian estimation.

In contrast to reliability, which is typically assessed for non-repairable systems,
i.e. without regard to whether or not a system is repaired and restored to service af-
ter afailure, availability and maintainability are principally assessed for repairable
systems. Both availability and maintainability have the dimensions of a probability
distribution in the range zero to one, and are based upon time-dependent phenom-
ena. The difference between the two is that availability is a measure of total per-
formance effectiveness, usually of systems, whereas maintainability is a measure of
effectiveness of performance during the period of restoration to service, usually of
equipment.
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Reliability assessment based upon the family of statistical probability distributions
considered previoudly is, however, subject to a somewhat narrow point of view—
success or failure in the function of an item. They do not consider situations in
which there are some means of backup for a failed item, either in the form of re-
placement, or in the form of restoration, or which include multiple failures with
standby reliability, i.e. the concept of redundancy, where aredundant item is placed
into service after afailure. Such situations are represented by additional probability
distributions, namely:

e Gammadistribution
e Chi-square distribution.

Availability, on the other hand, has to do with two separate events—failure and
repair. Therefore, assigning confidence levels to values of availability cannot be
done parametrically, and a technique such as Monte Carlo simulation is employed,
based upon the estimated values of the parameters of time-to-failure and time-to-
repair distributions. When such distributions are exponential, they can be reviewed
in a Bayesian framework so that not only the time period to specific eventsis sim-
ulated but also the values of the parameters. Availability is usually assessed with
Poisson or Weibull time-to-failure and exponential or lognormal time-to-repair.

Maintainability is concerned with only one random variable—the repair time for
afailed system. Thus, assessing maintainability implies the same level of difficulty
as does assessing reliability that is concerned with only one event, namely the fail-
ure of a system in its operating condition. In both cases, if the time to an event of
failure is governed by either a parametric, Poisson or Weibull distribution, then the
confidence levels of the estimates can also be assigned parametrically.

However, in designing for reliability, availability and maintainability, it is more
often the case that the measure and/or estimation of various parameters related to
each of these concepts is not based on obtained data. This is simply due to the
fact that available data do not exist. This poses a severe problem for engineering de-
sign analysisin determining the integrity of the design, in that the analysis cannot be
guantitative. Furthermore, the compl exity arising from an integration of engineering
systems and their interactions makes it somewhat impossible to gather meaningful
statistical datathat could allow for the use of objective probabilitiesin the analysis.
Other acceptable methods must be sought to determine the integrity of engineer-
ing design in the situation where data are not available or not meaningful. These
methods are to be found in a qualitative approach to engineering design analysis.
A qualitative analysis of the integrity of engineering design would need to incorpo-
rate qualitative concepts such as uncertainty and incompleteness. Uncertainty and
incompleteness are inherent to engineering design analysis, whereby uncertainty,
arising from a complex integration of systems, can best be expressed in qualitative
terms, necessitating the results to be presented in the same qualitative measures. In-
completeness considers results that are more or less sure, in contrast to those that
are only possible. The methodology for determining the integrity of engineering de-
sign is thus not solely a consideration of the fundamental quantitative measures of
engineering design analysis based on probability theory but also consideration of
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aqualitative analysis approach to selected conventional techniques. Such a qualita-
tive analysis approach is based upon conceptual methodologies ranging from inter-
vals and labelled intervals; uncertainty and incompleteness; fuzzy logic and fuzzy
reasoning; through to approximate reasoning and possibility theory.

a) Designing for Reliability

In an elementary process, performance may be measured in terms of input, through-
put and output quantities, whereas reliability is generally described in terms of the
probability of failure or a mean time to failure of equipment (i.e. assemblies and
components). This distinction is, however, not very useful in engineering design
because it omits the assessment of system reliability from preliminary design con-
siderations, leaving the task of evaluating equipment reliability during detail design,
when most equipment items have already been specified. A closer scrutiny of relia-
bility isthus required, particularly the broader concept of system reliability.

System reliability can be defined as “the probability that a system will perform a speci-
fied function within prescribed limits, under given environmental conditions, for a specified
time”.

An important part of the definition of system reliability is the ability to perform
within prescribed limits. The boundaries of these limits can be quantified by defin-
ing constraints on acceptable performance. The constraints are identified by consid-
ering the effects of failure of each identified performance variable. If a particular
performance variable (designating a specific required duty) lies within the space
bounded by these constraints, then it is a feasible design solution, i.e. the design
solution for achosen performance variable does not violate its constraints and result
in unacceptable performance. The best performance variable would have the great-
est variance or safety margin from its relative constraints. Thus, a design that has
the highest safety margin with respect to all constraints will inevitably be the most
reliable design.

Designing for reliability at the systems level includes all aspects of the ability
of a system to perform. When assemblies are configured together in a system, the
system gains a collective identity with multiple functions, each function identified
by the collective result of the duties of each assembly. Preliminary design consid-
erations describe these functions at the system level and, as the design process pro-
gresses, the required duties at the assembly level areidentified, in effect congtituting
the collective performance of componentsthat are defined at the detail design stage.
In process systems, no difference is made between performance and reliability at
the component level. When components are configured together in an assembly, the
assembly gains a collective identity with designated duties.

Performance is the ability of such an assembly of components to carry out its
duties, while reliability at the component level is determined by the ability of each
of the components to resist failure. Unacceptable performance is considered from
the point of view of the assembly not being able to meet a specific performance
variable or designated duty, by an evaluation of the effects of failure of the inherent
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components on the duties of the assembly. Designing for reliability at the prelim-
inary design stage would be to maximise the reliability of a system by ensuring
that there are no ‘weak links' (i.e. assemblies) resulting in failure of the system to
perform its required functions.

Similarly, designing for reliability at the detail design stage would be to max-
imise the reliability of an assembly by ensuring that there are no ‘weak links' (i.e.
components) resulting in failure of the assembly to perform its required duties.

For example, in amechanical system, a pump is an assembly of componentsthat
performs specific duties that can be measured in terms of performance variables
such as pressure, flow rate, efficiency and power consumption. However, if a pump
continues to operate but does not deliver the correct flow rate at the right pressure,
then it should be regarded as having failed because it does not fulfil its prescribed
duty. It is incorrect to describe a pump as ‘reliable’ if the rates of failure of its
componentsare low, yet it does not perform a specific duty required of it.

Similarly, in a hydraulic system, a particular assembly may appear to be ‘reli-
able’ if the rates of failure of its components are low, yet it may fail to perform
a specific duty required of it. Numerous examples can be listed in systems pertain-
ing to the various engineering disciplines (i.e. chemical, civil, electrical, electronic,
industrial, mechanical, process, etc.), many of which become critical when multiple
assemblies are configured together in single systems and, in turn, multiple systems
are integrated into large, complex engineering installations.

Theintention of designing for reliability isthusto design integrated systems with assemblies
that effectively fulfil all their required duties.

The design for reliability method thus integrates functional failure as well as func-
tional performance criteriaso that a maximum safety margin is achieved with respect
to acceptable limits of performance. The objective is to produce a design that has
the highest possible safety margin with respect to all constraints. However, because
many different constraints defined in different units may apply to the overall per-
formance of the system, a method of data point generation based on the limits of
non-dimensional performance measures allows design for reliability to be quanti-
fied.

The choice of limits of performance for such an approach is generally made
with respect to the consequences of failure and reliability expectations. If the conse-
guences of failure are high, then limits of acceptable performance with high safety
marginsthat are well clear of failure criteriaare chosen. Similarly, if failure criteria
areimprecise, then high safety margins are adopted.

This approach has been further expanded, applying the method of labelled in-
terval calculus to represent sets of systems functioning under sets of failures and
performance intervals. The most significant advantage of this method is that, be-
sides not having to rely on the propagation of single estimated values of failure
data, it does not haveto rely on the determination of single values of maximum and
minimum acceptable limits of performance for each criterion. Instead, constraint
propagation of intervals about sets of performancevaluesis applied. Astheseinter-
vals are defined, a multi-objective optimisation of availability and maintainability
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performance values is computed, and optimal solution sets to different sets of per-
formance intervals are determined.

In addition, the concept of uncertainty in design integrity, both in technology
as well asin the complex integration of multiple systems of large engineering pro-
cesses, is considered through the application of uncertainty calculus utilising fuzzy
sets and possibility theory. Furthermore, the application of uncertainty in failure
mode effects and criticality analyses (FMECAS) describes the impact of possible
faults that could arise from the complexity of process engineering systems, and
forms an essential portion of knowledge gathered during the schematic design phase
of the engineering design process.

The knowledge gathered during the schematic design phase is incorporated in
a knowledge base that is utilised in an artificial intelligence-based blackboard sys-
tem for detail design. In the case where data are sparse or non-existent for evaluat-
ing the performance and reliability of engineering designs, information integration
technology (11T) is applied. This multidisciplinary methodology is particularly con-
sidered where complex integrations of engineering systems and their interactions
make it difficult and even impossible to gather meaningful statistical data.

b) Designing for Availability

Designing for availability, as it is applied to an item of equipment, includes the
aspects of utility and time. Designing for availability is concerned with equipment
usage or application over aperiod of time. Thisrelatesdirectly to the equipment (i.e.
assembly or component) being able to perform a specific function or duty within
agiven time frame, asindicated by the following definition:

Availability can be simply defined as “the item’ s capability of being used over
a period of time”, and the measure of an item’s availability can be defined as “that
period in which the itemisin a usable state”. Performance variables relating avail -
ability to reliability and maintainability are concerned with the measures of time
that are subject to equipment failure. These measures are mean time between fail-
ures (MTBF), and mean downtime (MDT) or mean timeto repair (MTTR). Aswith
designing for reliability, which includes all aspects of the ability of a system to
perform, designing for availability includes reliability and maintainability consid-
erations that are integrated with the performance variables related to the measures
of time that are subject to equipment failure. Designing for availability thus incor-
porates an assessment of expected performance with respect to the performance
measures of MTBF, MDT or MTTR, in relation to the performance capabilities of
the equipment. In the case of MTBF and MTTR, there are no limits of capability.
Instead, prediction of the performance of equipment considers the effects of failure
for each of the measures of MTBF and MTTR.

System availability implies the ability to perform within prescribed limits quan-
tified by defining constraints on acceptabl e performancethat isidentified by consid-
ering the consequences of failure of each identified performancevariable. Designing
for availability during the preliminary or schematic design phase of the engineering



1.1 Designing for Integrity 19

design processincludesintelligent computer automated methodol ogy based on Petri
nets (PN). Petri nets are useful for modelling complex systemsin the context of sys-
tems performance, in designing for availability subject to preventive maintenance
strategies that include complex interactions such as component renewal. Such inter-
actions are time related and dependent upon component age and estimated residual
life of the components.

¢) Designing for Maintainability

Maintainability isthat aspect of maintenance that takes downtime into account, and
can be defined as*the probability that a failed item can be restored to an operational
effective condition within a given period of time”. Thisrestoration of afailed itemto
an operational effective condition is usually when repair action, or corrective main-
tenance action, is performed in accordance with prescribed standard procedures.
Theitem’'s operational effective conditionin this context is also considered to be the
item’s repairable condition.

Corrective maintenance action is the action to rectify or set right defects in the
item’s operational and physical conditions, on which its functions depend, in ac-
cordance with a standard. Maintainability is thus the probability that an item can
be restored to a repairable condition through corrective action, in accordance with
prescribed standard procedureswithin agiven period of time. It is significant to note
that maintainability is achieved not only through restorative corrective maintenance
action, or repair action, in accordance with prescribed standard procedures, but also
within a given period of time. Thisrepair action isin fact determined by the mean
time to repair (MTTR), which is a measure of the performance of maintainability.
A fundamental principleisthusidentified:

Maintainability is a measure of the repairable condition of an item that is deter-
mined by the mean time to repair (MTTR), established through corrective main-
tenance action.

Designing for maintainability fundamentally makes use of maintainability predic-
tion techniques as well as specific quantitative maintainability analysis models re-
lating to the operational requirements of the design. Maintainability predictions of
the operational requirements of a design during the conceptual design phase can aid
in design decisionswhere several design options need to be considered. Quantitative
maintainability analysis during the schematic and detail design phases considersthe
assessment and eval uation of maintainability from the point of view of maintenance
and logi stics support concepts. Designing for maintainability basically entailsacon-
sideration of design criteria such as visibility, accessibility, testability, repairability
and inter-changeability. These criteria need to be verified through maintainability
design reviews, conducted during the various design phases.

Designing for maintainability at the systems level requires an evaluation of the
visibility, accessibility and repairability of the system’s equipment in the event of
failure. This includes integrated systems shutdown during planned maintenance.
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Designing for maintainability, asit is applied to an item of equipment, includes the
aspects of testability, repairability and inter-changeability of an assembly’sinherent
components. In general, the concept of designing for maintainability is concerned
with the restoration of equipment that has failed to perform over a period of time.
The performance variable used in the determination of maintainability that is con-
cerned with the measure of time subject to equipment failure is the mean time to
repair (MTTR).

Thus, besides providing for visibility, accessibility, testability, repairability and
inter-changeability, designing for maintainability also incorporates an assessment
of expected performance in terms of the measure of MTTR in relation to the per-
formance capabilities of the equipment. Designing for maintainability during the
preliminary design phase would be to minimise the MTTR of a system by ensuring
that failure of an inherent assembly to perform a specific duty can be restored to its
expected performance over aperiod of time. Similarly, designing for maintainability
during the detail design phase would be to minimise the MTTR of an assembly by
ensuring that failure of an inherent component to perform a specific function can be
restored to its expected initial state over a period of time.

d) Designing for Safety

Traditionally, assessments of the risk of failure are made on the basis of alow-
able factors of safety obtained from previous failure experiences, or from empirical
knowledge of similar systems operating in similar anticipated environments. Con-
ventionally, the factor of safety has been calculated as the ratio of what are assumed
to be nominal values of demand and capacity. In this context, demand is the resul-
tant of many uncertain variables of the system under consideration, such as loading
stress, pressures and temperatures. Similarly, capacity depends on the properties of
materials strength, physical dimensions, constructability, etc. The nominal values of
both demand and capacity cannot be determined with certainty and, hence, their ra-
tio, giving the conventional factor of safety, is arandom variable. Representation of
the values of demand and capacity would thus be in the form of probability distribu-
tions whereby, if maximum demand exceeded minimum capacity, the distributions
would overlap with a non-zero probability of failure.

A convenient way of assessing this probability of failureisto consider the differ-
ence between the demand and capacity functions, termed the safety margin, a ran-
dom variable with its own probability distribution. Designing for safety, or the mea-
sure of adequacy of a design, where inadequacy is indicated by the measure of the
probability of failure, is associated with the determination of a reliability index for
items at the equipment and component levels. Thereliability index is defined as the
number of standard deviations between the mean value of the probability distribu-
tion of the safety margin, where the safety margin is zero. It is the reciprocal of the
coefficient of variation of the safety margin.

Designing for safety furthermoreincludes analytic techniques such as genetic al-
gorithmsand/or artificial neural networks (ANN) to perform multi-objective optimi-
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sations of engineering design problems. The use of genetic algorithmsin designing
for safety is a new approach in determining solutions to the redundancy allocation
problem for series-parallel systems design comprising multiple components. Artifi-
cial neura networksin designing for safety offer feasible solutions to many design
problems because of their capability to simultaneously relate multiple quantitative
and qualitative variables, as well asto form models based solely on minimal data.

1.2 Artificial Intelligence in Design

Analysis of Target Engineering Design Projects

A stringent approach of objectivity is essential in implementing the theory of design
integrity in any target engineering design project, particularly with regard to the
numerous applications of mathematical models in intelligent computer automated
methodology. Selection of target engineering projects was therefore based upon il-
lustrating the development of mathematical and simulation models of process and
equipment functionality, and development of an artificia intelligence-based (A1B)
blackboard model to determine the integrity of process engineering design.

As a result, three different target engineering design projects are selected that
relate directly to the progressive stages in the devel opment of the theory, and to the
levels of modelling sophistication in the practical application of the theory:

e RAMS analysis model (product assurance) for an engineering design project
of an environmental plant for the recovery of sulphur dioxide emissions from
a metal smelter to produce sulphuric acid as a by-product. The purpose of im-
plementing the RAMS analysis model in this target engineering design project
is to validate the developed theory of design integrity in designing for reliabil-
ity, availability, maintainability and safety, for eventual inclusion in intelligent
computer automated methodol ogy using artificial intelligence-based (AIB) mod-
elling.

e OOP simulation model (processanalysis) for an engineering design super-project
of an alumina plant with establishment costs in excess of a billion dollars. The
purpose of implementing the object oriented programming (OOP) simulation
model in this target engineering design project was to evaluate the mathemati-
cal algorithms devel oped for assessing the reliability, avail ability, maintainability
and safety requirements of complex process systems, as well as for the complex
integration of process systems, for eventual inclusion in intelligent computer au-
tomated methodology using AIB modelling.

e AIB blackboard model (design review) for an engineering design super-project of
a nickel-from-laterite processing plant with establishment costs in excess of two
billion dollars. The AIB blackboard model includes intelligent computer auto-
mated methodol ogy for application of the devel oped theory and the mathematical
algorithms.
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1.2.1 Development of Models and Al B Methodol ogy

Applied computer modelling includes up-to-date object oriented software program-
ming applications incorporating integrated systems simulation modelling, and AlB
modelling including knowledge-based expert systems as well as blackboard mod-
eling. The AIB modelling providesfor automated continual design reviewsthrough-
out the engineering design process on the basis of concurrent design in an integrated
collaborative engineering design environment. Engineering designs are composed
of highly integrated, tightly coupled components where interactions are essential to
the economic execution of the design.

Thus, concurrent, rather than sequential consideration of requirements such as
structural, thermal, hydraulic, manufacture, construction, operational and mainte-
nance constraints will inevitably result in superior designs. Creating concurrent de-
sign systems for engineering designers requires knowledge of downstream activi-
ties to be infused into the design process so that designs can be generated rapidly
and correctly. The design space can be viewed as a multi-dimensional space, in
which each dimension has a different life-cycle objective such as serviceability or
integrity.

An intelligent design system should aid the designer in understanding the in-
teractions and trade-offs among different and even conflicting requirements. The
intention of the AIB blackboard isto surround the designer with expert systems that
provide feedback on continual design reviews of the design asit evolves throughout
the engineering design process. These experts systems, termed perspectives, must
be able to generate information that becomes part of the design (e.g. mass-flow bal-
ances and flow stresses), and portions of the geometry (e.g. the shapes and dimen-
sions). The perspectives are not just a sophisticated toolbox for the designer; rather,
they are a group of advisorsthat interact with one another and with the designer, as
well asidentify conflicting inputsin a collaborative design environment. Implemen-
tation by multidisciplinary remotely located groups of designersinputs design data
and schematics into the relevant perspectives or knowledge-based expert systems,
whereby each design solution is collaboratively evaluated for integrity. Engineering
design includes important characteristics that have to be considered when devel op-
ing design models, such as:

e Designisan optimised search of a number of design alternatives.
e Previousdesigns are frequently used during the design process.
e Designisan increasingly distributed and collaborative activity.

Engineering design is a complex process that is often characterised as a top-down
search of the space of possible solutions, considered to be the genera norm of
how the design process should proceed. This process ensures an optimal solution
and is usually the construct of the initial design specification. It therefore involves
maintaining numerous candidate solutions to specific design problems in parallel,
whereby designers need to be adept at generating and evaluating a range of candi-
date solutions.
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The term satisficing is used to describe how designers sometimes limit their
search of the design solution space, possibly in response to technology limitations,
or to reduce the time taken to reach a solution because of schedule or cost con-
straints. Designers may opportunistically deviate from an optimal strategy, espe-
cially in engineering design where, in many cases, the design may involve early
commitment to and refining of a sub-optimal solution. In such cases, it is clear that
satisficing is often advantageous due to potentially reduced costs or where a satis-
factory, rather than an optimal design is required. However, solving complex design
problemsrelies heavily on the designer’s knowledge, gained through experience, or
making use of previous design solutions.

The concept of reuse in design was traditionally limited to utilising personal ex-
perience, with reluctance to copy solutions of other designers. The modern trend in
engineering design is, however, towards more extensive design reuse in a collabo-
rative environment. New computing technology provides greater opportunities for
design reuse and satisficing to be applied, at least in part, as a collaborative, dis-
tributed activity. A large amount of current research is concerned with developing
tools and methodologies to support design teams separated by space and time to
work effectively in a collaborative design environment.

a) The RAMS Anaysis Model

The RAMS analysis model incorporates all the essential preliminaries of systems
analysis to validate the developed theory for the determination of the integrity of
engineering design. A layout of part of the RAMS analysis model of an environ-
mental plantisgivenin Fig. 1.1.

The RAMS analysis model includes systems breakdown structures, process func-
tion definition, determination of failure consequences on system performance, de-
termination of process criticality, equipment functions definition, determination of
failure effects on equipment functionality, failure modes effects and criticality anal-
ysis (FMECA), and determination of equipment criticality.

b) The OOP Simulation Model

The OOP simulation model incorporates all the essential preliminaries of process
analysis to initially determine process characteristics such as process throughput,
output, input and capacity. The application of the model is primarily to determineits
capability of accurately assessing the effect of complex integrations of systems, and
process output mass-flow balancing in preliminary engineering design of largeinte-
grated processes. A layout of part of the OOP simulation model isgivenin Fig. 1.2.
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Fig. 1.1 Layout of the RAM analysis model

¢) The AIB Blackboard Model

The AIB blackboard model consists of three fundamental stages of analysis for de-
termining the integrity of engineering design, specifically preliminary design pro-
cess analysis, detail design plant analysis and commissioning operations analysis.
The preliminary design process analysis incorporates the essential preliminaries of
design review, such as process definition, performance assessment, process design
evaluation, systems definition, functions analysis, risk assessment and criticality
analysis, linked to an inter-disciplinary collaborative knowledge-based expert sys-
tem. Similarly, the detail design plant analysis incorporates the essential prelimi-
naries of design integrity such as FMEA and plant criticality analysis. The applica-
tion of the model is fundamentally to establish automated continual design reviews
whereby the integrity of engineering design is determined concurrently throughout
the engineering design process. Figure 1.3 shows the selection screen of amulti-user
interface ‘blackboard’ in collaborative engineering design.
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Fig. 1.2 Layout of part of the OOP simulation model

1.2.2 Artificial Intelligence in Engineering Design

Implementation of the various models covered in this handbook predominantly fo-
cuses on determining the applicability and benefit of automated continual design
reviews throughout the engineering design process. This hinges, however, upon
a broader understanding of the principles and philosophy of the use of artificial
intelligence (Al) in engineering design, particularly in which new Al modelling
techniques are applied, such as the inclusion of knowledge-based expert systems
in blackboard models. Although these modelling techniques are described in detail
later in the handbook, it is essential at this stage to give a brief account of artificial
intelligence in engineering design.

The application of artificial intelligence (Al) in engineering design, through ar-
tificial intelligence-based (AIB) computer modelling, enables decisions to be made
about acceptable design performance by considering the essential systems design
criteria, the functionality of each particular system, the effects and consequences of
potential and functional failure, aswell asthe complex integration of the systems as
awhole. It is unfortunate that the growing number of unfulfilled promises and ex-
pectations about the capabilities of artificial intelligence seemsto have damaged the
credibility of Al and eroded its true contributions and benefits. The early advances
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Fig. 1.3 Layout of the AIB blackboard model

of expert systems, which were based on more than 20 years of research, were over-
extrapolated by many researchers looking for a feasible solution to the complexity
of integrated systems design. Notwithstanding the problems of Al, recent artificial
intelligence research has produced a set of new techniques that can usefully be em-
ployed in determining the integrity of engineering design. This does not mean that
Al initsef is sufficient, or that Al is mutually exclusive of traditional engineering
design. In order to develop a proper perspective on the rel ationship between Al tech-
nology and engineering design, it isnecessary to establish aframework that provides
the means by which Al techniques can be applied with conventional engineering de-
sign. Knowledge-based systems provide such a framework.

a) Knowledge-Based Systems

Knowledge engineering isa problem-solving strategy and an approach to program-
ming that characterises a problem principally by the type of knowledgeinvolved.
At one end of the spectrum lies conventional engineering design technology
based on well-defined, algorithmic knowledge. At the other end of the spectrum lies
Al -related engineering design technology based on ill-defined heuristic knowledge.
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Among the problems that are well suited for knowledge-based systems are design
problems, in particular engineering design. As engineering knowledge is heteroge-
neous in terms of the kinds of problems that it encompasses and the methods used
to solve these, the use of heterogeneous representations is necessary. Attempts to
characterise engineering knowledge have resulted in the following classification of
the properties that are essential in constructing a knowledge-based expert system:

e Knowledge representation,
e Problem-solving strategy, and
e Knowledge abstractions.

b) Engineering Design Expert Systems

Theterm ‘expert system’ refersto a computer program that is largely a collection of
heuristic rules (rules of thumb) and detailed domain facts that have proven useful in
solving the special problems of some or other technical field. Expert systemsto date
are basically an outgrowth of artificial intelligence, afield that has for many years
been devoted to the study of problem-solving using heuristics, to the construction of
symbolic representations of knowledge, to the process of communicating in natural
language and to learning from experience.

Expertise is often defined to be that body of knowledge that is acquired over
many years of experience with a certain class of problem. One of the hallmarks
of an expert system is that it is constructed from the interaction of two types of
disciplines: domain experts, or practicing experts in some technical domain, and
knowledge engineers, or Al specialists skilled in analysing processes and problem-
solving approaches, and encoding these in a computer system.

The best domain expert is one with years, even decades, of practical experience,
and the best expert system isonethat has been created through a close scrutiny of the
expert's domain by a ‘knowledgeable’ knowledge engineer. However, the question
often asked is which kinds of problems are most amenabl e to this type of approach?

I nevitably, problemsrequiring knowledge-intensive problem solving, where years
of accumulated experience produce good performance results, must be the most
suited to such an approach. Such domains have complex fact structures, with large
volumes of specific items of information, organised in particular ways. The domain
of engineering design is an excellent example of knowledge-intensive problem solv-
ing for which the application of expert systems in the design process is ideally
suited, even more so for determining the integrity of engineering design. Often,
though, there are no known algorithms for approaching these problems, and the do-
main may be poorly formalised. Strategies for approaching design problems may
be diverse and depend on particular details of a problem situation. Many aspects of
the situation need to be determined during problem solving, usually selected from
amuch larger set of possible needs of which some may be expensiveto determine—
thus, the significance of a particular need must also be considered.
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¢) Expert Systemsin Engineering Design Project Management

The advantages of an expert system are significant enough to justify a major effort
to devel op these. Decisions can be obtained morereliably and consistently, where an
explanation of the final answers becomes an important benefit. An expert system is
thus especially useful in a consultation mode of complex engineering designswhere
obscure factors may be overlooked, and is therefore an ideal tool in engineering
design project management in which the following important areas of engineering
design may be impacted:

¢ Rapid checking of preliminary design concepts, allowing more alternativesto be
considered;

e Iteration over the design processto improve on previous attempts;

e Assistance with and automation of complex tasks and activities of the design
process where expertiseis specialised and technical;

e Strategies for searching in the space of alternative designs, and monitoring of
progress towards the targets of the design process;

e Integration of a diverse set of tools, with expertise applied to the problem of
engineering design project planning and control;

e Integration of the various stages of an engineering design project, inclusive of
procurement/installation, construction/fabrication, and commissioning/warranty
by having knowledge bases that can be distributed for wide access in a collabo-
rative design environment.

d) Research in Expert Systemsfor Engineering Design

Within the past several years, a number of tools have been developed that allow
ahigher-level approach to building expert systemsin general, although most still re-
quire some programming skill. A few provide an integrated knowledge engineering
environment combining features of all of the available Al languages.

These languages (CLIPS, JESS, etc.) are suitable and efficient for use by Al pro-
fessionals. A number of others are very specialised to specific problem types, and
can be used without programming to build up aknowledge base, including anumber
of small toolsthat run on personal computers (EXSY'S, CORVID, etc.). A common
term for the more powerful tools is shell, referring to their origins as specialised
expert systems of which the knowledge base has been removed, leaving only ashell
that can perform the essential functions of an expert system, such as

e aninference engine,
e auserinterface, and
¢ aknowledge storage medium.

For engineering design applications, however, good expert system development
tools are still being conceptualised and experimented with. Some of the most recent
techniques in Al may become the basis for powerful design tools. Also, a number
of the elements of the design processfall into the diagnosti c—sel ection category, and
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these can be tackled with existing expert system shells. Many expert systems are
now being developed along these limited lines. The development of a shell that has
the basic ingredients for assisting or actually doing design is still an open research
topic.

€) Blackboard Models

Early expert systems used rules as the basic data structure to address heuristic
knowledge. From the rule-based expert system, there has been a shift to a more
powerful architecture based on the notion of cooperating experts (termed black-
board models) that allows for the integration of algorithmic design approacheswith
Al techniques. Blackboard models provide the means by which Al techniques can
be applied in determining the integrity of engineering designs.

Currently, one of themain areas of development isto provideintegrativemeansto
allow variousdesign systemsto communicate with each other both dynamically and
cooperatively while working on the same design problem from different viewpoints
(i.e. concurrent design). What this amountsto is having a diverse team of experts or
multidisciplinary groups of design engineers, available at all stages of adesign, rep-
resented by their expert systems. This leads to a design process in which technical
expertise can be shared freely in the form of each group’s expert system (i.e. col-
laborative design). Such a design process allows various groups of design engineers
to work on parts of a design problem independently, using their own expert sys-
tems, and accessing the expert systems of other disciplinary groups at those stages
when group cooperation is required. This would allow one disciplinary group (i.e.
process/chemical engineering) to produce a design and obtain an evaluation of the
design from other disciplinary groups (i.e. mechanical/electrical engineering), with-
out involving the people concerned. Such a design process results in a much more
rapid consideration of magjor design aternatives, and thus improves the quality of
the result, the effectiveness of the design review process, and the integrity of the
final design.

A class of Al tools constructed along these lines is the blackboard model, which
provides for integrated design data management, and for allowing various knowl-
edge sources to cooperate in data development, verification and validation, as well
asininformation sharing (i.e. concurrent and collaborative design). The blackboard
model is a paradigm that allows for the flexible integration of modular portions of
design code into a single problem-solving environment. It is a general and simple
model that enables the representation of a variety of design disciplines. Given its
nature, it is prescribed for problem solving in knowledge-intensive domains that
use large amountsof diverse, error-full and incomplete knowledge, therefore requir-
ing multiple cooperation between knowledge sources in searching a large problem
space—whichistypical of engineering designs. Interms of the type of problemsthat
it can solve, there is only one major assumption—that the problem-solving activity
generates a set of intermediate results that contribute to the final solution.
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The blackboard model consists of a data structure (the blackboard) containing
information that permits a set of modules or knowledge sources to interact. The
blackboard can be seen as a global database, or working memory in which distinct
representations of knowledge and intermediate results are integrated uniformly.

The blackboard model can aso be seen as a means of communication among
knowledge sources, mediating all of their interactions. Finally, it can be seen as
a common display, review, and performance evaluation area. It may be structured
so asto represent different levels of abstraction and also distinct and/or overlapping
phases in the design process. The division of the blackboard into levels parallels
the process of hierarchical structuring and of abstraction of knowledge, alowing
elements at each level to be described approximately as abstractions of elements at
the next lower level. The partition of knowledge into hierarchical levels is useful,
in that a partial solution (i.e. group of hypotheses) at one hierarchical level can be
used to constrain the search at lower levels—typical of systems hierarchical struc-
turing in engineering design. The blackboard thus provides a shared representation
of adesign and is composed of a hierarchy of three panels:

e A geometry panel, which is the lowest-level representation of the design in the
form of geometric models.

e A feature panel, which is a symbolic-level representation of the design. It pro-
vides symbolic representations of features, constraints, specifications, and the
design record.

e The control panel, which contains the information necessary to manage the op-
eration of the blackboard model.

f) Implementation and Analysis

When dealing with the automated generation of solutions to design problems in
atarget engineering design project, it is necessary to distinguish between design and
performance. Theformer denotesthe geometric and physical propertiesof asolution
that design engineers determine directly through their decisions to meet specific de-
sign criteria. The latter denotes those propertiesthat are derived from combinations
of design variables. In general, the relationships between design and performance
variables are complex. A single design variableislikely to influence several perfor-
mance variables and, conversely, a single performance variable normally depends
on several design variables. For example, asystem’sload and strength distributions
areindicative of thelevel of stressthat the system’s primary function may be subject
to, as performed by the system’s equipment (i.e. assemblies or components). This
stress design variable is likely to influence several performance variables, such as
expected failure rate or the mean time between failures.

Conversely, a single performance variable such as system availability, which re-
lates to the performance variables of reliability and maintainability, all of which
are concerned with the period of time that the system’s equipment may be subject
to failure, as measured by the variables of the mean time between failures and the
mean time to repair, depends upon several design variables.
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These design variables are concerned with equipment usage or application over
a period of time, the accessibility and repairability of the system’s related equip-
ment in the event of failure, and the system’s load and strength distributions. As
a consequence, neither design nor performance variables should be considered in
isolation. Whenever adesignis evaluated, it should be reasonably complete (relative
to the particular level of abstraction—i.e. design stage—at which it is conceived),
and it should be evaluated over the entire spectrum of performance variables that
arerelevant for that level. Thus, for conventional engineering designs, the tendency
is to separate the generation of a design from its subsequent evaluation (as opposed
to optimisation, where the two processes are linked), whereas the use of an AIB
blackboard model looks at preliminary design analysis and process definition con-
currently with design constraints and process performance assessment.

Onthisbasis, particularly with respect to the design constraints and performance
assessment, the results of trial tests of the implementation of the AIB blackboard
model in a target engineering design project are analysed to determine the appli-
cability of automated continual design reviews throughout the engineering design
process. Thisis achieved by defining a set of performance measures for each sys-
tem, such as temperature range, pressure rating, output, and flow rate, according to
the required design specificationsidentified in the process definition.

Itisnot particularly meaningful, however, to use an actual performance measure;
rather, it isthe proximity of the actual performanceto the limits of capability (design
constraints) of the system (i.e. the safety margin) that is more useful. In preliminary
design reviews, the proximity of performance to a limit closely relates to a mea-
sure of its safety margin. This is determined by formulating a set of performance
congtraints for which a design solution is found that maximises the safety margins
with respect to these performance constraints, so that a maximum safety margin is
achieved with respect to all performancecriteria.



Chapter 2
Design Integrity and Automation

Abstract The overall combination of thetopicsof reliability and performance, avail-
ability and maintainability, and safety and risk in engineering design constitutes
a methodology that provides the means by which complex engineering designs can
be properly analysed and reviewed. Such an analysis and review is conducted not
only with afocus on individual inherent systems but also with a perspective of the
critical combination and complex integration of all of the design’s systems and re-
lated equipment, in order to achieve therequired design integrity. A basic and funda-
mental understanding of the concepts of reliability, availability and maintainability
and, to a large extent, an empirical understanding of safety have in the main dealt
with statistical techniques for the measure and/or estimation of various parameters
related to each of these concepts that are based on obtained data. However, in de-
signing for reliability, availability, maintainability and safety, it is more often the
case that the measures and/or estimations of various parameters related to each of
these concepts are not based on obtained data. Furthermore, the complexity arising
from an integration of engineering systems and their interactionsmakesit somewhat
impossible to gather meaningful statistical data that could allow for the use of ob-
jective probabilitiesin the analysis of the integrity of engineering design. Other ac-
ceptable methods must therefore be sought to determinethe integrity of engineering
design in the situation where data are not available or not meaningful. Methodol ogy
in which the technical uncertainty of inadequately defined design problems may be
formulated in order to achieve maximum design integrity has thus been developed
to accommodate its use in conceptual and preliminary engineering design in which
most of the design’s systems and components have not yet been precisely defined.
This chapter gives an overview of design automation methodology in which the
technical uncertainty of inadequately defined design problems may be formulated
through the application of intelligent design systems that can be used in creating or
altering conceptual and preliminary engineering designs in which most of the de-
sign’s systems and components still need to be defined, aswell as evaluate a design
through the use of evaluation design automation (EDA) tools.

R.F. Stapelberg, Handbook of Reliability, Availability, 33
Maintainability and Safety in Engineering Design, (© Springer 2009
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2.1 Industry Perception and Related Research

It is obvious that most of the problems of recently constructed super-projects stem
from the lack of a proper evaluation of the integrity of their design. Furthermore, it
is obvious that a severe lack of insight exists in the essential activities required to
establish a proper evaluation of the integrity of engineering design—with the con-
sequence that many engineering design projects are subject to relatively superficial
design reviews, especially with large, complex and expensive process plants.

Based on the results of cost ‘blow-outs' of these super-projects, the conclusion
reached is that insufficient research has been conducted in the determination of the
integrity of engineering design, its application in design procedure, aswell asin the
severe shortcomings of current design review techniques.

2.1.1 Industry Perception

It remains afact that, in most engineering design organisations, the designs of large
engineering projects are based upon the theoretical expertise and practical experi-
ences pertaining to chemical, civil, electrical, industrial, mechanical and processen-
gineering, from the point of view of ‘what should be achieved’ to meet the demands
of various design criteria. It is apparent, though, that not enough consideration is
being given to the point of view of ‘what should be assured’ in the event that the
demands of design criteria are not met.

As previoudly indicated, the tools that most design engineers resort to in deter-
mining integrity of design are techniques such as hazardous operations (HazOp)
and simulation, whereas less frequently used techniques include hazards analysis
(HazAn), fault-tree analysis (FTA), failure modes and effects analysis (FMEA) and
failure modes effects and criticality analysis (FMECA).

It unfortunately also remains a fact that most of these techniques are either mis-
understood or conducted incorrectly, or not even conducted at all, with the result
that many high-cost engineering ‘ super-projects’ eventually reach the construction
phase without having been subjected to arigorous evaluation of the integrity of their
designs. One of the outcomes of the research presented in this handbook has been
the development of an artificial intelligence-based (AIB) model in which Al mod-
elling techniques, such as the inclusion of knowledge-based expert systems within
a blackboard model, have been applied in the development of intelligent computer
automated methodology for determining the integrity of engineering design. The
model fundamentally provides a capability for automated continual design reviews
throughout the engineering design process, whereby groups of design engineerscol-
|aboratively input specific design dataand schematicsinto their relevant knowledge-
based expert systems, which are then concurrently evaluated for integrity of the de-
sign. The overall perception in industry of the benefits of such a methodology is
till initsinfant stages, particularly the concept of having a diverse team of experts
or multidisciplinary groups of design engineers available at all stages of a design,



2.1 Industry Perception and Related Research 35

as represented by their knowledge-based expert systems. The potential savings in
avoiding cost ‘ blow-outs' during engineering project construction are still not prop-
erly appreciated, and the practical implementation of acollaborative Al B blackboard
model from conceptual design through to construction still needs further evaluation.

2.1.2 Related Research

Asindicated previously, many of the methods and techniques applied in the fields of
reliability, availability, maintainability and safety have been thoroughly explored by
many other researchers. Some of the more significant findings of these researchers
are grouped into the varioustopics of ‘reliability and performance’, ‘ availability and
maintainability’, and ‘safety and risk’ that are included in the theoretical overview
and analytic development chaptersin this handbook. Further research in the applica-
tion of artificial intelligence in engineering design can be found in the comprehen-
sive three-volume set of multidisciplinary research paperson ‘ Design representation
and models of routine design’; * Models of innovative design, reasoning about phys-
ical systems, and reasoning about geometry’ ; and ‘ Knowledge acquisition, commer-
cial systems, and integrated environments' (Tong and Sriram 1992).

Research in the application of artificial intelligence in engineering design has
also been conducted by authorities such as the US Department of Defence (DaD),
the US National Aeronauticsand Space Administration (NASA) and the US Nuclear
Regulatory Commission (NUREG).

Under the topics of reliability and performance, some of the more recent re-
searchers whose works are closely related to the integrity of engineering design,
particularly designing for reliability, covered in this handbook are S.M. Batill,
J.E. Renaud and Xiaoyu Gu in their simulation modelling of uncertainty in mul-
tidisciplinary design optimisation (Batill et al. 2000); B.S. Dhillon in his funda
mental research into reliability engineering in systems design and design reliability
(Dhillon 1999a); G. Thompson, J.S. Liu et a. in their practical methodology to de-
signing for reliability (Thompson et al. 1999); W. Kerscher, J. Booker et al. in their
use of fuzzy control methodsin information integration technology (11T) for process
design (Kerscher et al. 1998); J.S. Liu and G. Thompson again, in their approach to
multi-factor design evaluation through parameter profile analysis (Liu and Thomp-
son 1996); D.D. Boettner and A.C. Ward in their use of artificial intelligence (Al) in
engineering design and the application of labelled interval calculus in multi-factor
design evaluation (Boettner and Ward 1992); and N.R. Ortiz, T.A. Wheeler et al.
in their use of expert judgment in nuclear engineering process design (Ortiz et al.
1991). Note that all these data sources are included in the References list of Chap-
ter 3.

Under the topics of availability and maintainability, some of the researchers
whose works are related to the integrity of engineering design, particularly design-
ing for availability and designing for maintainability, covered in this handbook are
V. Tang and V. Salminen in their unique theory of complicatedness as a framework
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for complex systems analysis and engineering design (Tang and Salminen 2001);
X. Du and W. Chen in their extensive modelling of robustness in engineering de-
sign (Du and Chen 1999a); X. Du and W. Chen also consider a methodology for
managing the effect of uncertainty in simulation-based design and simulation-based
collaborative systems design (Du and Chen 1999b,c); N.P. Suh in his research into
the theory of complexity and periodicity in design (Suh 1999); G. Thompson, J. Ge-
ominneand J.R. Williamsin their method of plant design evaluation featuring main-
tainability and reliability (Thompson et a. 1998); A. Parkinson, C. Sorensen and
N. Pourhassan in their approach to determining robust optimal engineering design
(Parkinson et al. 1993); and J.L. Peterson in his research into Petri net (PN) theory
and its specific application in the design of engineering systems (Peterson 1981).
Note that all these data sources are included in the Referenceslist of Chapter 4.

Similarly, under the topics of safety and risk, some of the researchers whose
works are also related to the integrity of engineering design and covered in this
handbook are A. Blandford, B. Butterworth et al. in their modelling applications
incorporating human safety factorsinto the design of complex engineering systems
(Blandford et al. 1999); R.L. Pattison and J.D. Andrews in their use of genetic al-
gorithms in safety systems design (Pattison and Andrews 1999); D. Cvetkovic and
I.C. Parmee in their multi-objective optimisation of preliminary and evolutionary
design (Cvetkovic and Parmee 1998); M. Tang in his knowledge-based architecture
for intelligent design support (Tang 1997); J.D. Andrews in his determination of
optimal safety system design using fault-tree analysis (Andrews 1994); D.W. Coit
and A.E. Smith for their research into the use of genetic algorithms for optimising
combinatorial design problems(Coit and Smith 1994); H. Zarefar and J.R. Goulding
in their research into neura networks for intelligent design (Zarefar and Goulding
1992); S. Ben Brahim and A. Smithin their estimation of engineering design perfor-
mance using neural networks (Ben Brahim and Smith 1992), as well as G. Chrys-
solouris and M. Lee in their use of neural networks for systems design (Chrys-
solouris and Lee 1989), and JW. McManus of NASA Langley Research Center in
his pioneering work on the analysis of concurrent blackboard systems (McManus
1991). Note that all these data sources are included in the Referenceslist of Chap-
ter 5.

Recently published material incorporating integrity in engineering design arefew
and either focus on a single topic, predominantly reliability, safety and risk, or are
intended for specific engineering disciplines, especially electrical and/or electronic
engineering. Some of the more recent publications on the application of reliabil-
ity, maintainability, safety and risk in industry, rather than in engineering design
include N.W. Sachs' ‘Practical plant failure analysis. a guide to understanding ma-
chinery deterioration and improving equipment reliability’ (Sachs 2006), which
explains how and why machinery fails and how basic failure mechanisms occur;
D.J. Smith’s *Reliability, maintainability and risk: practical methods for engineers
(Smith 2005), which considers the integrity of safety-related systems as well as
the latest approaches to reliability modelling; and P.D.T. O’ Connor’s ‘ Practical re-
liability engineering’ (O’ Connor 2002), which gives a comprehensive, up-to-date
description of all the important methods for the design, development, manufacture
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and maintenance of engineering products and systems. Recent publicationsrelating
specificaly to design integrity include E. Nikolaidis' ‘ Engineering design reliabil-
ity handbook’ (Nikolaidis et al. 2005), which considersreliability-based design and
modelling of uncertainty when data are limited.

2.2 Intelligent Design Systems

Methodology in which the technical uncertainty of inadequately defined design
problemsmay be formulated in order to achieve maximum design integrity has been
developedin thisresearch to accommodateits use in conceptual and preliminary en-
gineering design in which most of the design’s systems and componentshave not yet
been precisely defined. Furthermore, intelligent computer automated methodol ogy
has been devel oped through artificial intelligence-based (A1B) modelling to provide
a means for continual design reviews throughout the engineering design process.
This is progressively becoming acknowledged as a necessity, not only for use in
future large process super-projects but for engineering design projects in general,
particularly construction projects that incorporate various engineering disciplines
dealing with, e.g. high-rise buildings and complex infrastructure projects.

2.2.1 The Future of Intelligent Design Systems

Starting from current methodsin the engineering design process, and projecting our
vision further to new methodologies such as AIB modelling to provide a means for
continual design reviews throughout the engineering design process, it becomes ap-
parent that there can and should be arapid evolution of the application of intelligent
computer automated methodology to future engineering designs. Currently, three
generations of design tools and approaches can be enumerated: The first generation
is what we currently have—a variety of tools for representing designs and design
information, in many cases not integrated nor well catalogued, with the following
features:

e Information flows consume much time of personnel involved.
e Engineers spend much of their time on managerial, rather than technical tasks.
e Congtraints from downstream are rarely considered.

Widespread use of knowledge-based systemswill rapidly be adopted, marking asec-
ond generation in which techniques become available that allow first-generation
toolsto be integrated, networked and coordinated.

Most companies are already fully networked and integrated. The following pro-
jections can be made for this second generation of knowledge-based systems and
tools:
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e Knowledge-based toolsare devel oped to complement and replacefirst-generation
shells. These aretargeted for design assistance, rather than for general design ap-
plications, especially tools for design evaluation, selection and review problems
that can be enhanced and expanded for a wide range of different engineering
applications.

e Various design strategies are built into expert system shells, so that knowledge
from new areas of engineering design can be utilised appropriately.

Projecting even further, the third generation will arise as there is widespread au-
tomation of the application of knowledge-based tools such as design automation,
which will regquire advances in the application of machine learning and knowledge
acquisition techniques, and the automation of new innovationsin design verification
and validation such as evaluation design automation.

Thethird generation will also have automated the process of applying these tools
in design organisations. With each generation, the key aspects of the previous gen-
erations become ever more widespread as technology moves out of the research and
development phase and into commercial products and tools.

The above projections and trends are expected in the following areas:

Degree of integration and networking of intelligent design tools;
Degree of automation of the application of design tool technology;
Sophistication of general-purposetools (shells);

Degree of usage in engineering design organisations;

Degree of understanding of the design process of complex systems.

2.2.2 Design Automation and Evaluation Design Automation

Research work on design automation (DA) has concentrated on programs that play
an active role in the design process, in that they actually create or alter the design.
A design automation environment typically contains a design representation or de-
sign database through which the design is controlled. Such a design automation
environment usually interacts with a predetermined set of resident computer-aided
design (CAD) tools, and will attempt to act as a manager of the CAD tools by han-
dling input/output requirements and possibly automatically sequencing these CAD
tools. Furthermore, it provides a design platform acting as a framework that, in ef-
fect, shields the designer from cumbersome details and alows for design work at
a high level of abstraction during the earlier phases of the engineering design pro-
cess (Schwarz et a. 2001).

Evaluation design automation (EDA) tools, on the other hand, are passive in
that they evaluate a design in order to determine how well it performs. Evaluation
design automation uses a ‘ frame-based’ knowledge representation to store and pro-
cess expert knowledge. Frames provide a means of grouping packages of knowledge
that are related to each other in some manner, where each knowledge package may
have widely differing representations. The packages of knowledge are referred to
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as‘dots intheframe. The various slots could contain knowledge such as symbolic
data indicating performance values, heuristic rules indicating likely failure modes,
or procedures for design review routines. The knowledge contained in these dots
can be grouped according to a systems hierarchy, and the frames as such can be
grouped to form a hierarchy of contexts.

Another important aspect to EDA is constraint propagation, for it is through
constraint propagation that design criteria are aligned with implementation con-
straints. Usually, constraint propagation is achievable through data-directed invo-
cation. Data-directed invocation is the mechanism that allows the design to incre-
mentally progress as the objectives and needs of the design become apparent. In this
fashion, the design constraints will change and propagate with each modification to
the partial design. Thisisimportant, since the design requirementstypically cannot
be determined apriori (Lee et al. 1993).

The construct of Chapters 3, 4 and 5 in Part 1l is based upon the prediction,
assessment and evaluation of reliability, availability, maintainability and safety, ac-
cording to the particular engineering design phases of conceptual design, prelimi-
nary design and detail design respectively. Besides an initial introduction into en-
gineering design integrity, the chapters are further subdivided into the related top-
ics of theory, analysis and practical application of each of these concepts. Thus,
Chapters 3, 4 and 5 include a theoretical overview, which gives a certain breadth
of research into the theory covering each concept in engineering design; an insight
into analytic development, which gives a certain depth of research into up-to-date
analytical techniques and methodsthat have been developed and are currently being
developed for analysis of each concept in engineering design; and an exposition of
application modelling, whereby specific computational models have been devel oped
and applied to the different concepts, particularly AIB modelling in which expert
systems within a networked blackboard model are applied to determine engineering
design integrity.
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Chapter 3

Reliability and Performance
in Engineering Design

Abstract Thischapter considersin detail the conceptsof reliability and performance
in engineering design, as well as the various criteria essential to designing for re-
liahility. Reliability in engineering design may be considered from the points of
view of whether a design has inherently obtained certain attributes of functionality,
brought about by the properties of the components of the design, or whether the
design has been configured at systems level to meet certain operational constraints
based on specific design criteria. Designing for reliability includes all aspects of the
ability of a system to perform. Designing for reliability becomes essential to ensure
that engineering systems are capabl e of functioning at the required and specified lev-
elsof performance, and to ensure that less costs are expended to achieve these levels
of performance. Several techniquesfor determining reliability are categorised under
three distinct definitions, namely reliability prediction, reliability assessment and
reliability evaluation, according to their applicability in determining the integrity of
engineering design at the conceptual, preliminary or schematic, and detail design
stages respectfully. Techniques for reliability prediction are more appropriate dur-
ing conceptual design, techniques for reliability assessment are more appropriate
during preliminary or schematic design, and techniquesfor reliability evaluation are
more appropriate during detail design. This chapter considers various techniquesin
determining reliability in engineering design at the various design stages, through
the formulation of conceptual and mathematical models of engineering design in-
tegrity in designing for reliability, and the development of computer methodol ogy
whereby the models can be used for engineering design review procedures.

3.1 Introduction

From an understanding of the concept of integrity in engineering design—particu-
larly of industrial systems and processes—which includes the criteria of reliability,
availability, maintainability and safety of the inherent systems and processes and
their related equipment, the need arises to examine in detail what each of these

R.F. Stapelberg, Handbook of Reliability, Availability, 43
Maintainability and Safety in Engineering Design, (© Springer 2009
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criteriaimplies from a theoretical perspective, and how they can be practically and
successfully applied. Thisincludesthe formulation of conceptual and mathematical
models of engineering design integrity in design synthesis, particularly designing
for reliability, availability, maintainability and safety, as well as the development
of intelligent computer automated methodology whereby the conceptual and math-
ematical models can be practically used for engineering design review procedures.

The criterion of reliability in engineering design may be considered from two
points of view: first, whether a particular design has inherently obtained certain
attributes of reliability, brought about by the properties of the components of the
design or, second, whether the design has been configured at systems level to meet
certain reliability constraints based on specific design criteria. The former point of
view may be considered as a ‘bottom-up’ assessment in which reliability in engi-
neering design is approached from the design’s lowest level (i.e. component level)
up the systems hierarchy to the design’s higher levels (i.e. assembly, system and
process levels), whereby the collective effect of all the components’ reliabilities on
their assemblies and systems in the hierarchy is determined.

Clearly, this approach is feasible only once al the design’s components have
been identified, which iswell into the detail design stage. The latter viewpoint may
be considered as a ‘top-down’ development in which designing for reliability is
considered from the design’s highest level (i.e. process level) down the systems
hierarchy to the design’s lowest level (i.e. component level), whereby reliability
constraints placed upon systems performance are determined, which will eventually
effect the system’s assemblies and componentsin the hierarchy.

This approach does not depend on having to initialy identify al the design’s
components, which is particular to the conceptual and preliminary design phases
of the engineering design process. Thus, in order to develop the most applicable
and practica methodology for determining the integrity of engineering design at
different stages of the design process, particularly relating to the assessment of re-
liability in engineering design, or to the development of designing for reliability
(i.e. ‘bottom-up’ or ‘top-down’ approaches in the systems hierarchy), some of the
basic techniques applicable to either of these approaches need to be identified and
categorised by definition, and considered for suitability in achieving the goal of re-
liability in engineering design.

Several techniques for determining reliability are categorised under three dis-
tinct definitions, namely reliability prediction, reliability assessment and reliability
evaluation, according to their applicability in determining the integrity of engineer-
ing design at the conceptual, preliminary/schematic or detail design stages. It must
be noted, however, that these techniques do not represent the total spectrum of re-
liability analysis, and their use in determining the integrity of engineering design
is considered from the point of view of their practical application, as determined in
thetheoretical overview. The definitionsare fundamentally qualitativein distinction,
and indicate significant differences in the approaches to determining the reliability
of systems, compared to that of assemblies or of components. They start from apre-
diction of reliability of systems based on a prognosis of systems performance under
conditions subject to various failure modes (reliability prediction), then progressto
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an estimation of reliability based on inferences of failure of equipment according
to their statistical failure distributions (reliability assessment) and, finaly, to a de-
termination of reliability based on known values of failure rates for components
(reliability evaluation).

Reliability prediction in this context can be defined in its simplest form as “ estimation of
the probability of successful system performance or operation”.

Reliability assessment can be defined as“ estimation of the probability that an itemof equip-
ment will performitsintended function for a specified interval under stated conditions’.

Reliability evaluation can be defined as “determination of the frequency with which com-
ponent failures occur over a specified period of time”.

By grouping selected reliability techniquesinto these three different qualitative def-
initions, it can be readily discerned which specific techniques, relating to each of
the three terms, can practically and logically be applied to the different phases of
engineering design, such as conceptual design, preliminary or schematic design,
and detail design. The techniques for reliability prediction would be more appro-
priate during conceptual design, when alternative systems in their general context
are being identified in preliminary block diagrams, such as first-run process flow
diagrams (PFDs), and estimates of the probability of successful performance or op-
eration of alternative designs are necessary. Techniques for reliability assessment
would be more appropriate during preliminary or schematic design, when the PFDs
are frozen, process functions defined with relevant specifications relating to specific
process design criteria, and processreliability and criticality are assessed according
to estimations of probability that items of equipment will perform their intended
function for specified intervals under stated conditions. Techniques for reliability
evaluation are more appropriate during detail design, when components of equip-
ment are detailed, such asin pipe and instrument drawings (P& 1Ds), and are speci-
fied according to equipment design criteria. Equipment reliability and criticality are
evaluated from a determination of the frequencies with which failures occur over
a specified period of time, based on known component failure rates. It is important
to note that the distinction of these three terms are not absolutely clear-cut, espe-
cialy reliability assessment and reliability evaluation, and that overlap of similar
concepts and techniques will occur on the boundaries between these. In general,
specific reliability techniques can be logically grouped under each definition and
tested for contribution to each phase of the design process.

3.2 Theoretical Overview of Reliability and Performance
in Engineering Design

In general, the measure of an item'’s reliability is defined as “the frequency with
which failures occur over a specified period of time”. In the past several years, the
concept of reliability has become increasingly important, and a primary concern
with engineered installations of technically sophisticated equipment. Systems reli-
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ability and the study of reliability engineering particularly advanced in the military
and space exploration arenas in the past two decades, especialy in the develop-
ment of large complex systems. Reliability engineering, as it is being applied in
systems and process engineering industries, originated from a military application.
Increased emphasis is being placed on the reliability of systemsin the current tech-
nological revolution. This revolution has been accelerated by the threat of armed
conflict as well as the stress on military preparedness, and an ever-increasing de-
velopment in computerisation, micro-computerisation and its application in space
programs, al of which have had amajor impact on the need to include reliability in
the engineering design process. This accel erated technol ogical devel opment dramat-
ically emphasised the consequences of unreliability of systems. The consequences
of systems unreliability ranged from operator safety to economic consequences of
systems failure and, on a broader scale, to consequences that could affect national
security and human lives. A somewhat disturbing fact isthat the problem of avoiding
these consequences becomes more severe as equipment and systems become more
technologically advanced. Reduced operating budgets, especially during global eco-
nomic cut-backs, further compound the problem of systems failure by limiting the
use of back-up systems and and units that could take over when needed, requiring
primary units to function with minimum possible occurrence of failure. The prob-
lem of reliability thus becomes twofold—first, the use of increasingly sophisticated
equipment in complex integrated systems and second, alimit on funding for capital
investments and operating and maintenance budgets, reducing the convenience of
reliance on back-up or redundant equipment. As aresult, the development of sound
design for reliability practices become essential, to ensure that engineering systems
are capable of functioning at the required and specified levels of performance, and
to ensure that less costs are expended to achieve the required and specified levels of
performance. A significant development in the application of the concept of relia-
bility, not only in the context of existing systems and eguipment but specificaly in
engineering design, isreliability analysis.

Reliability analysisin engineering design can be applied to determine whether it
would be more effective to rely on redundant systems, or to upgrade the reliability
of a primary unit in order to achieve the required level of operational capability.
Reliability analysis can also show which problem design areas are the onesin real
need of attention from an operational capability viewpoint, and which ones are less
critical. The effect of applying adequate reliability analysis in engineering design
would be to reduce the overall procurement and operational costs, and to increase
the operational availability and physical reliability of most engineering systemsand
processes.

Reliability analysis in engineering design incorporates various techniques that
are applied for different purposes. These techniquesinclude the following:

e Failure definition and quantification (FDQ), which defines equipment condi-
tions, analyses existing failure data history of similar systems and equipment,
and develops failure frequency matrices, failure distributions, hazard rates, com-
ponent safe-life limits, and establishes component age-reliability characteristics.
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e Failuremodeseffectsand criticality analysis (FMECA), which determinesthere-
liability criticality of components through the identification of the component’s
functions, identification of different failure modes affecting each function, iden-
tification of the consequences and effects of each failure mode on the system’s
function, and possible causes for each of the failure modes.

e Fault-tree or root cause analysis (RCA), which determines the combinations of
events that will lead to the root causes of component failure. It indicates failure
modes (in branch-tree structures) and probabilities of failure occurrence.

e Risk analysis (RA), which combines root cause analysis with the effects of the
occurrence of catastrophic failures.

e Failure elimination analysis (FEA), which determines expected repetitive fail-
ures, analyses the primary causes of these failures, and develops improvements
to eliminate or to reduce the possible occurrence of these failures.

Relationship of components to systems The relationship of a component to an
overall system is determined by a technique called systems breakdown structuring
in systems engineering analysis, which will be considered in greater detail in alater
chapter.

As an initial overview to the development of reliability in engineering design,
consideration of only the definitions for a system and a component would suffice at
this stage.

A system is defined as “a complex whole of a set of connected parts or components with
functionally related properties that links them together in a systems process”.

A component is defined as “a congtituent part or element contributing to the composition
of the whole”.

Reliability of a component Reliability can be defined in its simplest form as “the
probability of successful operation”. This probability, in its simplest form, is the
ratio of the number of components surviving a failure test to the number of compo-
nents present at the beginning of the test. A more complete definition of reliability
that is somewhat more complex is given in the USA Military Standard (M1L-STD-
721B). Thisdefinition states: “ Reliability isthe probability that an itemwill perform
itsintended function for a specified interval under stated conditions’. The definition
indicatesthat reliability may not be quite as ssmple as previously defined. For exam-
ple, the reliability of a mechanical component may be subject to added stress from
vibrations. Testing for reliability would have to account for this condition as well,
otherwise the calculation has no real meaning.

Reliability of a system Further complications in the determination of reliability
are introduced when system reliability is being considered, rather than component
reliability. A system consists of several components of which one or more must be
working in order for the system to function. Components of a system may be con-
nected in series, asillustrated below in Fig. 3.1, which impliesthat if one component
fails, then the entire system fails.

In this case, reliability of the entire system is considered, and not necessarily
the reliability of an individual component. If, in the example of the control-panel
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Component 1 Component 2
— Warning light Warning light —
Reliability 0.90 Reliability 0.90

Fig. 3.1 Reliability block diagram of two components in series

warning lights, two warning lights were actually used in series for a total warning
system, where each warning light had areliability of 0.90, then the reliability of the
warning system would be

Rsystem = Rcomponent1 X Rcomponent2
Rsysem = 0.90 < 0.90=0.81.

The system reliability in a series configuration is less than the reliabilities of each
component. This systemsreliability makes use of a probability law called the law of
multiplication.

Thislaw states:

“If two or more events are independent, the probability that all eventswill occur is given by
the product of their respective probabilities of individual occurrences’.

Thus, seriesreliability can be expressed in the following relationship

n

Rseries = H Rcomponenti  Vi=1,...,n. (3.1)
i=1

A redlistic exampleis now described.

A typica high-speed reducer is illustrated below in Fig. 3.2, together with Ta-
ble 3.1 listing its critical components in sequence according to configuration, and
test values for the failure rates as well as the reliability values for each component.
What isthe overall reliability of the system, considering each component to function
in a series configuration?

The consideration of a system’s components to function in a series configura-
tion, particularly with simple system configurations where inherent components are
usualy not redundant or where systems are single, stand-alone units with a lim-
ited number of assemblies (usually one to a maximum of three assembly sets), is
preferred because systems reliability closely resembles practical usage.

A different type of system arrangement utilising two componentsin parallel is
illustrated below in Fig. 3.3.

This system has two components that represent a parallel or redundant system
where one component can serve as a back-up unit for the other in case of one or
the other component failing. The system thus requires that only one component be
working in order for the system to be functional. To calculate the system reliabil-
ity, the individual reliabilities of each component are added together and then the
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Fig. 3.2 Reliability of a high-speed self-lubricated reducer

Table 3.1 Reliability of ahigh-speed self-lubricated reducer

Component Failurerate Reliability
Gear shaft 0.01 0.99
Helical gear 0.01 0.99
Pinion 0.02 0.98
Pinion shaft 0.01 0.99
Gear bearing 0.02 0.98
Pinion bearing 0.02 0.98
Qil pump 0.08 0.92
Oil filter 0.01 0.99
Oil cooler 0.02 0.98
Housing 0.01 0.99
System 0.212 0.79°

a System failure rate = ¥ (component failure rates)
b System reliability = IT (component reliabilities)

product of the reliabilities in the system are subtracted. Thus, for the two compo-
nentsin Fig. 3.3, each with reliabilities of 0.90

Rsystem = (0.90+0.90) — (0.90 x 0.90) = 0.99.

The system reliability of a parallel configuration is greater than the reliabilities of
each individual component. This system’s reliability makes use of a probability law



50 3 Rdiability and Performance in Engineering Design

Fig. 3.3 Reliahility block
diagram of two components
in parallel Component 1
Reliability 0.90

Component 2
Reliability 0.90

called the general law of addition. This law states:

“If two events can occur ssimultaneoudly (i.e. in parallel), the probability that either one or
both will occur is given by the sum of the individual probabilities of occurrence less the
product of the individual probabilities’.

Thus, paralléel reliability can be expressed in the following relationship

n n
RParaIIeIZZRi—HRi Vi=1,...,n. (3.2
i=1 i=1

The event in this case is whether a single component is working. The system is
functional as long as either one or both components are working. An important
point illustrated is the fact that system configuration can have a major impact on
overall systems reliability. Thus, in engineered installations with complex integra-
tions of system configurations, the overall impact on reliability is of critical concern
in engineering design.

Parallel (or redundant) system configurations are often used where high relia-
bility is required, as the overall result of reiability is greater than each individual
component’sreliability.

One of the basic concepts of reliability analysis is the fact that al systems,
no matter how complex, can be reduced to a smple series system. For example,
the two-component series configuration and two-component parallel configuration
can be integrated to yield a relatively more complex system as illustrated below in
Fig. 3.4.

Using the results of the previous calculations, and the probability laws of mul-
tiplication and addition, the combined system can now be reduced to a two-
component system configuration, shown in Fig. 3.5.

The reliability of the series portion of the combined system was previously cal-
culated to be 0.81. The reiability of the parallel portion of the combined system
was previously calculated to be 0.99. These reliabilities are now used to represent
an equivalent two-component configuration system, as illustrated in Fig. 3.5. The
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Component 3
Reliability = 0.90

Component 1 | Component 2
Reliability = 0.90 Reliability = 0.90

Component 4
Reliability = 0.90

Fig. 3.4 Combination of series and parallel configuration

Components 1&2 Components 3&4
— in series in parallel —
Reliability 0.81 Reliability 0.99

Fig. 3.5 Reduction of combination system configuration

combined systems reliability can be calculated as
Rcombined = 0.81 x 0.99=0.80.

This combined systems configuration (consisting of a two-component series con-
figuration system plus a two-component parallel configuration system), where each
component has an individual reliability of 0.90, has an overall reliability that is
less than each individual component, as well as less than each of its inherent two-
component configuration systems. It is evident that as systems become more com-
plex in configuration of individual components, so the reliability of the system de-
creases.

Furthermore, the more complex an engineered installation becomes with respect
to complex integration of systems, the greater the probability of unreliability. There-
fore, a greater emphasis must be placed upon the consequences of the unreliability
of systems, especially complex systems, in designing for reliability. An even greater
compounding effect on the essential need for a comprehensive approach to design-
ing for reliability is the fact that these consequences become more severe as equip-
ment and systems become more technol ogically advanced, in addition to a funding
constraint placed on the number of back-up systems and units that could take over
when needed.

Difference between single component and system reliabilities The reliability of
thetotal systemisof primeimportancein reliability analysisfor engineering design.
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A system usually consists of many different components. As previously observed,
these components can be structured in one of two ways, either in seriesor in paralel.

If componentsarein series, then all of the components must operate successfully
for the system to function. On the other hand, if components are in parallel, only
one of the components must operate for the system to be able to function either
fully or partialy. This is referred to as the system’s level of redundancy. Both of
these configurations need to be considered in determining how each configuration’s
component reliabilities will affect system reliability. System reliabilities are calcu-
lated by means of the laws of probability. To apply these laws to systems, some
knowledge of the reliabilities of the inherent components is necessary, since they
affect the reliability of the system. Component reliabilities are derived from tests
or from actual failure history of similar components, which yield information about
component failure rates. When a new component is designed, no quantitative mea-
suresof electrical, mechanical, chemical or structural propertiesrevea thereliability
of the component. Reliability can be measured only through testing the component
in arealistic smulated environment, or from actual failure history of the component
whileitisin use. Thus, without a quantitative probability distribution of failure data
to statistically determine the measure of uncertainty (or certainty) of acomponent’s
reliability, the component’s reliability remains undeterminable. This has been the
opinion amongst engineers and researchers until relatively recently (Dubois et al.
1990; Bement et a. 2000b; Booker et a. 2000). With the modern application of
a concept that has been postulated since the second half of the twentieth century
(Zadeh 1965, 1978), the feasibility of modelling uncertainty with insufficient data,
and even without any data, became a reality. This concept expounded upon mod-
elling uncertain and vague knowledge using fuzzy sets as a basis for the theory of
possibility. This qualitative concept is considered later, in detail.

The first system configuration to consider in quantitatively determining system
reliability, then, is a series configuration of its components. The problem that is
of interest in this case is the manner in which system reliability decreases as the
number of its components configured in seriesincreases.

Thus, the reliabilities of the components grouped together in a series configura-
tion must first be cal culated. Quantitative reliability calculationsfor such agroup of
components are based on two important considerations:

e Measurement of the reliability of the components must be as precise as possible.
e Theway in which the reliability of the series system is calcul ated.

The probability law that is used for a group of series componentsis the product of
the reliabilities of theindividual components.

As an example, consider the power train system of a haul truck, illustrated in
Figs. 3.6 and 3.7. The front propeller shaft is one of the components of the output
shaft assembly. The output shaft assembly is adjacent to the torque converter and
transmission assemblies, and these are all assemblies of the power train system.
The power train system is only one of the many systems that make up the total
haul truck configuration. For illustrative purposes, and simplicity of calculation, all
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Fig. 3.6 Power train system reliability of a haul truck (Komatsu Corp., Japan)

POWER TRAIN SYSTEM SCHEMATIC
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Fig. 3.7 Power train system diagram of a haul truck
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Table 3.2 Power train system reliability of a haul truck

Output shaft assembly  Transmission sub-system  Power train system

No. of components 5 50 100
Group reliability 0.99995 0.99950 0.99900
Output shaft assembly reliability = (0.99999)5 = 0.99995
Transmission sub-system reliability = (0.99999)%° = 0.99950

Power train system reliability (0.99999)1%0 = 0.99900

components are considered to have the same reliability of 0.99999. The reliability
calculations are given in Table 3.2.

The series formula of reliability implies that the reliability of a group of series
components is the product of the reliabilities of the individual components. If the
output shaft assembly had five componentsin series, then the output shaft assem-
bly reliability would be five times the product of 0.99999 = 0.99995. If the torque
converter and transmission assemblies had a total of 50 different components, be-
longing to both assemblies all in series, then this sub-system reliability would be
50 times the product of 0.99999 = 0.99950. If the power train system had atotal of
100 different components, belonging to different assemblies, some of which belong
to different sub-systemsall in series, then the power train system’sreliability would
be a 100 times the product of 0.99999 = 0.99900.

The value of a component reliability of 0.99999 implies that out of 100,000
events, 99,999 successes can be expected. This is somewhat cumbersome to en-
visage and, therefore, it is actually more convenient to illustrate reliability through
its converse, unreliability. Thisunreliability is basically defined as

Unreliability = 1 — Reliability .

Thus, if component reliability is 0.99999, the unreliability is 0.00001. Thisimplies
that only one failure out of atotal of 100,000 events can be expected. In the case of
the haul truck, an event is when the component is used under gearshift load stress
every haul cycle. If ahaul cycle was an average of 15 min, then this would imply
that a power train component would fail about every 25,000 operational hours. The
output shaft assembly reliability of 0.99995 implies that only five failures out of
atotal of 100,000 events can be expected, or one failure every 20,000 events (i.e.
haul cycles). (This means one assembly failure every 20,000 haul cycles, or every
5,000 operational hours.) A sub-system (power converter and transmission) relia-
bility of 0.99950 implies that 50 failures can be expected out of atotal of 100,000
events (i.e. haul cycles). (This means one sub-system failure every 2,000 haul cy-
cles, or every 500 operational hours.) Finally, the power train system reliability of
0.99900 implies that 100 failures can be expected out of a total of 100,000 events
(i.e. haul shifts). (This means one system failure every 1,000 haul cycles, or every
250 operational hours!) Note how the reliability decreases from a component reli-
ability of only one failure in 100,000 events, or every 25,000 operational hours, to
the eventual system reliability, which has 100 componentsin series, with 100 fail-
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Fig. 3.8 Reliability of groups of series components

ures occurring in atotal of 100,000 events, or an average of one failure every 1,000
events, or every 250 operational hours.

Thisdecreasein system reliability is even more pronounced for lower component
reliabilities. For example, with identical component reliabilities of 0.90 (in other
words, one expected failure out of ten events), the reliability of the power train
system with 100 componentsin serieswould be practically zero!

Reystem = (0.90)'® ~ 0.

The following Fig. 3.8 is a graphical portrayal of how the reliability of groups of
series componentschangesfor different valuesof individual component reliabilities,
wherethereliability of each componentisidentical. Thisgraphillustrates how close
to the reliability value of 1 (almost O failures) a component’sreliability would have
to be in order to achieve high group reliability, when there are increasingly more
componentsin the group.

The effect of redundancy in system reliability When very high system reliabili-
ties are required, the designer or manufacturer must often duplicate components or
assemblies, and sometimes even whole sub-systems, to meet the overall system or
equipment reliability goals. In systems or equipment such as these, the components
are said to be redundant, or in parallel.

Just asthe reliability of a group of series components decreases as the number of
componentsincreases, so the oppositeis true for redundant or parallel components.
Redundant components can dramatically increase the reliability of a system. How-
ever, thisincrease in reliability is at the expense of factors such as weight, space,
and manufacturing and maintenance costs. When redundant components are being
analysed, the term unreliability is preferably used. Thisis because the calculations
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Component No.1
Reliability R1 = 0.90

Component No.2
Reliability R2 = 0.85

Fig. 3.9 Example of two parallel components

are easier to perform using the unreliability of a component. As a specific example,
consider the two parallel componentsillustrated below in Fig. 3.9, with reliabilities
of 0.9 and 0.85 respectively

Unreliability: U=(1-Rl)x (1-R2)
= (0.1) x (0.15)
= 0.015
Reliability of group: R = 1— Unreliability
=1-0.015
= 0.985.

With the individual component reliabilities of only 0.9 (i.e. ten failures out of
100 events), and of 0.85 (i.e. 15 failures out of 100 events), the overall system re-
liability of these two componentsin paralel is increased to 0.985 (or 15 failures
in 1,000 events). The improvement in reliability achieved by componentsin paral-
lel can be further illustrated by referring to the graphic portrayal below (Fig. 3.10).
These curves show how the reliability of groupsof parallel components changesfor
different values of individual component reliabilities.

From these graphsit is obvious that a significant increase in system reliability is
obtained from redundancy.

To cite a few examples from these graphs, if the reliability of one component
is 0.9, then the reliability of two such componentsin parallel is0.99. Thereliability
of three such componentsin parallel is 0.999. This meansthat, on average, only one
system failure can be expected to occur out of a total of 1,000 events. Put in more
correct terms, only onetime out of athousand will al three componentsfail in their
function, and thus result in system functional failure.

Consider now an example of series and parallel assembliesin an engineered in-
stallation, such asthe dlurry mill illustrated below in Fig. 3.11. The system is shown
with some major sub-systems. Table 3.3 gives reliability values for some of the
critical assemblies and components. Consider the overall reliability of these sub-
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Fig. 3.11 Slurry mill engineered installation
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Table 3.3 Component and assembly reliabilities and system religbility
of durry mill engineered installation

Components Reliability
Mill trunnion

Slurrying mill trunnion shell 0.980
Trunnion drive gears 0.975
Trunnion drive gears lube (x 2 units) 0.975
Mill drive

Drive motor 0.980
Drive gearbox 0.980
Drive gearbox lube 0.975
Drive gearbox heat exchanger (x2 units) 0.980
Surry feed and screen

Classification feed hopper 0.975
Feed hopper feeder 0.980
Feed hopper feeder motor 0.980
Classification screen 0.950

Distribution pumps
Classification underflow pumps (x 2 units) 0.980

Underflow pumps motors 0.980
Rejects handling

Rejects conveyor feed chute 0.975
Rejects conveyor 0.950
Rejects conveyor drive 0.980
Ub-systems/assemblies

Slurry mill trunnion 0.955
Slurry mill drive 0.935
Classification 0.890
Slurry distribution 0.979
Rejects handling 0.908

Surry mill system
Slurry mill 0.706

systems once al of the parallel assemblies and components have been reduced to
a series configuration, similar to Figs. 3.4 and 3.5.

Some of the major sub-systems, together with their major components, are the
slurry mill trunnion, the slurry mill drive, classification, slurry distribution, and re-
jects handling.

The systems hierarchy of the slurry mill first needsto be identified in atop-level
systems—assembly configuration, and accordingly is simply structured for illustra-
tion purposes:
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Systems
Milling

Assemblies
Slurry mill trunnion
Slurry mill drive

Classification Slurry feed

Slurry screen

Distribution Slurry distribution pumps

Rejects handling

Surry mill trunnion:

Trunnion shell x Trunnion drive gears x Gears lube (2 units)
= (0.980 x 0.975) x [(0.975+ 0.975) — (0.975 x 0.975)]

= (0.980 x 0.975 x 0.999)

=0.955,

Surry mill drive:

Motor x Gearbox x Gearbox lube x Heat exchangers (2 units)

= (0.980 x 0.980 x 0.975) x [(0.980+ 0.980) — (0.980 x 0.980)]
= (0.980 x 0.980 x 0.975 x 0.999)

=0.935,

Classification:

Feed hopper x Feeder x Feeder motor x Classification screen
= (0.975 x 0.980 x 0.980 x 0.950)

=0.890,

Surry distribution:

Underflow pumps (2 units) x Underflow pumps motors
= [(0.980+ 0.980) — (0.980 x 0.980)] x 0.980

= (0.999 x 0.980)

=0.979,

Rejects handling:

Feed chute x Rejects conveyor x Rejects conveyor drive
= (0.975 x 0.950 x 0.980)

=0.908,

Surry mill system:
= (0.955 x 0.935 x 0.890 x 0.979 x 0.908)
=0.706 .

59
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The durry mill system reliability of 0.706 implies that 294 failures out of a total
of 1,000 events (i.e. mill charges) can be expected. If amill chargeis estimated to
last for 3.5 h, this would mean one system failure every 3.4 charges, or about every
12 operational hours!

The staggering frequency of one expected failure every operational shift of 12h,
irrespective of therelatively high reliabilities of the system’s components, has a sig-
nificant impact on the approach to systems design for integrity (reliability, availabil-
ity and maintainability), as well as on a proposed maintenance strategy.

3.2.1 Theoretical Overview of Reliability and Performance
Prediction in Conceptual Design

Reliability and performance prediction attempts to estimate the probability of suc-
cessful performance of systems. Reliability and performance prediction in this con-
text is considered in the conceptual design phase of the engineering design process.
The most applicable methodology for reliability and performance prediction in the
conceptual design phase includes basic concepts of mathematical modelling such
as.

e Total cost modelsfor design reliability.
¢ Interferencetheory and reliability modelling.
e System reliability modelling based on system performance.

3.2.1.1 Total Cost Models for Design Reliability

In a paper titled ‘ Safety and risk’ (Wolfram 1993), reliability and risk prediction is
considered in determining the total potential cost of an engineering project. Within-
creased design reliability (including strength and safety), project costs can increase
exponentially to some cut-off point. The tendency would thus be to achieve an ‘ac-
ceptable’ design at the least cost possible.

a) Risk Cost Estimation

The total potential cost of an engineering project compared to its design reliability,
whereby aminimum cost point designated the economic optimumreliability isdeter-
mined, isillustrated in Fig. 3.12. Curve ACB isthe normal ‘first cost curve', which
includes capital costs plus operating and maintenance costs. With the inclusion of
the ‘risk cost curve’ (CD), the effect on total project cost is reflected as a concave or
parabolic curve. Thus, designsof low reliability are not worth consideration because
the risk cost istoo high.
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Fig. 3.12 Total cost versus design reliability

The difference between the ‘risk cost curve’ and the *first cost curve’ inFig. 3.12
designates thisrisk cost, which is a function of the probability and consequences of
systems failure on the project.

Thus, the risk cost can be formulated as

Risk cost = Probability of failure x Consequence of failure.

This probability and consequence of systems failure is related to process reliability
and criticality at the higher systems levels (i.e. process and system level) that is
established in thedesign’s systems hierarchy, or systems breakdown structure (SBS).

According to Wolfram, there would thus appear to be an economically optimum
level of processreliability (and safety). However, thisis misleading, as the predic-
tion of processreliability and the inherent probability of failure do not reflect reality
precisaly, and the extent of the error involved is uncertain. In the face of this un-
certainty, there is the tendency either to be conservative and move towards higher
predicted levels of design reliability, or to rely on previous designs where the in-
dividual process systems on their own were adequately designed and constructed.
In the first case, this is the same as selecting larger safety factors when there is
ignorance about how a system or structure will behave. In the latter case, the combi-
nation and integration of many previously designed systems inevitably give rise to
design complexity and consequent frequent failure, where high risks of the integrity
of the design are encountered.

Conseguently, there is a need to develop good design models that can reflect re-
aity as closely as possible. Furthermore, Prof. Wolfram contends that these design
models need not attempt to explain wide-ranging phenomena, just the criteriarele-
vant to the design. However, the fact that engineering design should be more precise
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close to those areas where failure is more likely to occur is overlooked by most de-
sign engineers in the early stages of the design process. The questions to be asked
then are: which areas are more likely to incur failure, and what would the probabil -
ity of that likelihood be? The penalty for this uncertainty is a substantial increasein
first costs if the project economics are feasible, or a high risk in the consequential
risk costs.

b) Project Cost Estimation

Nearly every engineering design project will include some form of first cost estimat-
ing. Thisinitial cost estimating may be performed by specific engineering personnel
or by separate cost estimators. Occasionally, other resources, such as vendors, will
berequiredto assist infirst cost estimating. The engineering design project manager
determines the need for cost estimating services and making arrangements for the
appropriate services at the appropriate times. Ordinarily, cost estimating services
should be obtained from cost estimators employed by the design engineer. First cost
estimating is normally done as early as possible, when planning and scheduling the
project, aswell asfinalising the estimating approach and nature of engineering input
to be used as the basis for the cost estimate.

Types of first cost estimates First cost estimates consist basically of investment or
capital costs, operating costs, and maintenance costs. These types of estimates can
be evaluated in a number of ways to suit the needs of the project:

Discounted cash flow (DCF)
Return on investment (ROI)
Internal rate of return (IRR)
Sensitivity evaluations

Levels of cost estimates The most important consideration in planning cost esti-
mating tasks is the establishment of a clear understanding asto the required level or
accuracy of the cost estimate.

Basically, each level of the engineering design process has a corresponding level
of cost estimating, whereby first cost estimations are usually performed during the
conceptua and preliminary design phases. The following cost estimate accuracies
for each engineering design phase are considered typical:

e Conceptual design phase: plus or minus 30%
e Preliminary design phase: plus or minus 20%
e Final detail design phase: plus or minus 10%

The percentages imply that the estimate will be above or below the final construc-
tion costs of the engineered installation, by that amount. Conceptual or first cost
estimates are generaly used for project feasibility, initial cash flow, and funding
purposes by the client. Preliminary estimates that include risk costs are used for
‘go-no-go’ decisions by the client. Final estimates are used for control purposes
during procurement and construction of the final design.
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Cost estimating concepts The two basic categories of costs that must be consid-
ered in engineered installations are recurring costs and non-recurring costs. An ex-
ample of anon-recurring cost would be the engineering design of a system from its
conceptual design through preliminary design to detail design. A typical recurring
cost would be the construction, fabrication or installation costsfor the system during
its construction/installation phase.

Estimating non-recurring costs In making cost estimates for non-recurring costs
such as the engineering design of a system from its conceptual design through to
final detail design, inclusive of first costs and risk costs, the project manager may
assign the task of analysing the scope of engineering effort to the cognisant en-
gineering design task force group leaders. This engineering effort would then be
divided into two definable categories, namely a conceptual effort, and a design ef-
fort.

Conceptual effort The characteristic of conceptua effort during the conceptual
design phase is that it requires creative engineering to apply new areas of technol-
ogy that are probed in feasibility studies, in an attempt to solve a particular design
problem. However, creative engineering contains more risk to complete as far as
time and cost are concerned, and the estimates must therefore be modified by the
proper risk factor.

Design effort Thedesign effort involves straightforward engineering work in which
established procedures are used to achieve the design objective. The estimate of cost
and time to compl ete the engineering work during the preliminary design and final
detail design phases can be readily derived from past experience of the design en-
gineers, or from the history of similar projects. These estimates should eventually
be accurate within 10% of completed construction costs, requiring estimates to be
modified by a smaller but still significant risk factor.

Classification of engineering effort In a classification of the type of engineering
effort that is required, the intended engineered installation would be subdivided into
groupsof discrete elements, and anal ysed according to block diagramsof these basic
groups of elements that comprise the proposed design. The elements identified in
each block would serve as alogical starting point for the work breakdown structure
(WBS), which would then be used for deriving the cost estimate. These elements can
be grouped into:

e Type A: engineered elements:
Elements requiring cost estimates for engineering design, aswell asfor construc-
tion/fabrication and installation (i.e. contractor items).

e Type B: fabricated elements:
Elements requiring cost estimates for fabrication and installation only (i.e. ven-
dor items or packages).

e Type C: procured elements:
Elements requiring cost estimates for procurement and drafting to convey sys-
tems interface only (i.e. off-the-shelf items).
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Each of the elements would then be classified as to the degree of design detail re-
quired. (That is to achieve the requirements stipulated by the design baseline iden-
tified in a design configuration management plan.) The classification is based on
the degree of engineering effort required by the design engineer, and will vary in
accordance with the knowledge in a particular field of technology. Those elements
that require a significant amount of engineering and drafting effort are the systems
and sub-systems that will be designed, built and tested, requiring detailed drawings
and specifications. In most engineered installations, type A elements represent about
30% of all the items but account for about 70% of the total effort required.

Management review of engineering effort When the estimates for the various
elements are submitted by the different engineers, a cost estimate review by task
force senior engineers, the team leader, and project manager includes:

e Areview of al systemsto identify similar or identical elementsfor which redun-
dant engineering charges are estimated.

e A review of al systemsto identify elements for which a design may have been
accomplished on other projects, thereby making available an off-the-shelf design
instead of expending a duplicating engineering effort on the current project.

e A review of all systems to identify elements that, although different, may be
sufficiently similar to warrant adopting one standard element for a maximum
number of systems without compromising the performance characteristics of the
system.

e A review of al systemsto identify elements that may be similar to off-the-shelf
designsto warrant adoption of such off-the-shelf designs without compromising
the performance characteristicsin any significant way.

Estimating recurring costs Some of the factors that comprise recurring cost esti-
mates for the construction/installation phase of a system are the following:

e Construction costs, including costs of site establishment, site works, general con-
struction, system support structures, on-site fabrication, inspection, system and
facilities construction, water supply, and construction support services.

e Fabrication costs, including costs of fabricating specific systems and assemblies,
setting up specialised manufacturing facilities, manufacturing costs, quality in-
spections, and fabrication support services.

e Procurement costs, including costs of acquiring material/components, warehous-
ing, demurrage, site storage, handling, transport and inspection.

e Installation costs, including costs of auxiliary equipment and facilities, cabling,
siteinspections, installation instructions, and installation drawings.

The techniques and thinking process required to estimate the cost of engineered in-
stallations differ greatly from normal construction cost estimations. Before project
engineers can begin to converge on a cost estimate for a system or facility of an en-
gineered installation, it must be properly defined, requiring answersto thefollowing
types of questions:

What is the description and specification of each system?
What is the description and specification of each sub-system?
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Pitfalls of cost estimating The mgjor pitfalls of estimating costs for engineered
installations are errorsin applying the mechanics of estimating, aswell asjudgement
errors. In deriving the cost estimate, project engineers should review the work to
ensure that none of the following errors has been made:

e Omissions and incorrect work breakdown:
Was any cost element forgotten in addition to the engineering, materia or other
costs estimated for the engineering effort? Does the work breakdown structure
adequately account for all the systems/sub-systems and engineering effort re-
quired?

e Misinterpretation of data:
Is the interpretation of the complexity of the engineered installation accurate?
Interpretations leading to under-estimations of simplicity or over-estimations of
complexity will result in estimates of costs that are either too low or too high.

e WWrong estimating techniques:
The correct estimating techniques must be applied to the project. For example,
the use of cost statistics derived from the construction of a similar system, and
using such figures for a system that requires engineering will invariably lead to
low cost estimates.

e Failureto identify major cost elements:
It has been statistically established that for any system, 20% of its sub-systems
will account for 80% of its total cost. Concentration on these identified sub-
systems will ensure areasonable cost estimate.

e Failureto assess and provide for risks:
Engineered installations involving engineering and design effort must be tested
for verification. Such tests usually involve a high expenditure to attain the final
detail design specification.

3.2.1.2 Interference Theory and Reliability Modelling

Although, at the conceptual and preliminary design phases, the intention is to con-
sider systems that fulfil their required performance criteriawithin specified limits of
performance according to the functional characteristics of their constituent assem-
blies, further design considerations of process systems may include the component
level. Thisis done by referring to the collective reliabilities and physical configu-
rations of componentsin assemblies, depending on what level of process definition
has been attained, and whether component failure rates are known. However, some
component failures are not necessarily dependent upon usage over time, especially
in specific cases of electrical components. In such cases, generally afailure occurs
when the stress exceeds the strength. Therefore, to predict reliability of such items,
the nature of the stress and strength random variables must be known. This method
assumes that the probability density functions of stress and strength are known, and
the variables are statistically independent.
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Fig. 3.13 Stress/strength diagram

A stress/strength interference diagram is shown in Fig. 3.13. The darkened area
in the diagram representsthe interference area. Besides such graphical presentation,
it is aso necessary to define the differences between stress and strength.

Sress is defined as “the load which will produce a failure of a component or de-
vice”. The term load may be identified as mechanical, electrical, thermal or en-
vironmental effects.

Srength is defined as “the ability of a component or device to accomplish its re-
quired function satisfactorily without a failure when subject to external load”.
Stress—strength interference reliability is defined as“the probability that the failure

governing stress will not exceed the failure governing strength”.

In mathematical form, this can be stated as
Rc=P(s<S) =P(S>59), (3.3

where:

Rc = therdliability of acomponent or adevice,
P = the probability,

S the strength,

s the stress.

Equation (3.3) can be rewritten in the following form

oo -
Rczé fo(s) [ ! fl(S)dS] ds, (34)
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where:

fo(s)  isthe probability density function of the stress, s
f1(S) isthe probability density function of the strength, S.

Models employed to predict failure in predominantly mechanical systems are quite
elementary. They are based largely on techniques developed many years ago for
electronic systems and components. These models can be employed effectively for
analysis of mechanical systems but they must be used with caution, since they as-
sume that extrinsic factors such as the frequency of random shocks to the system
(for example, power surges) will determine the probability of failure—hence, the
assumption of Poisson distribution processes and constant hazard rates.

In research conducted into mechanical reliability (Carter 1986), it is shown that
intrinsic degradation mechanisms such as fatigue, creep and stress corrosion can
have a strong influence on system lifetime and the probability of failure. In highly
stressed equipment, cumulative damage to specific components will be the most
likely cause of failure. Hence, a review of the factors that influence degradation
mechani sms such as maintenance practice and operating environment becomesavi-
tal element in the evaluation of likely reliability performance.

To predict the probability of system failure, it becomes necessary to identify the
various degradation mechanisms, and to determine the impact of different mainte-
nance and operating strategies on the expected lifetimes, and level of maintainabil-
ity, of the different assemblies and components in the system. The load spectrum
generated by different operating and maintenance scenarios can have a significant
effect on system failure probability.

When these distributions are well separated with small variances (low-stress con-
ditions), the safety margin will be large and the failure distribution will tend towards
the constant hazard rate (random-failure) model. In this case, the system failure
probability can be computed as a function of the hazard ratesfor all the components
in the system. For highly stressed equipment operating in hostile environments, the
load and strength distributions may have a significant overlap because of the greater
variance of the load distribution and the deterioration in component strength with
time. Carter shows that the safety margin will then be smaller, and the tendency
will be towards a weakest-link model. The probability of failure in this case can
then depend on the resistance of one specific component (the weakest link) in the
system.

Carter’s research has been published in anumber of papersand is summarisedin
his book Mechanical reliability (Carter 1986). Essentialy, this work relates failure
probability to the effect of the interaction between the system’s load and strength
distributions, asindicated in Fig. 3.14. Carter’s research work also relatesreliability
to design (Carter 1997).
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3.2.1.3 System Reliability Modelling Based on System Performance

The techniquesfor reliability prediction have been selected to be appropriate during
conceptual design. However, at both the conceptual and preliminary design stages,
it is often necessary to consider only systems, and not components, as most of the
system’s components have not yet been defined. Although reliability is generally
described in terms of probability of failure or a mean time to failure of items of
equipment (i.e. assemblies or components), a distinction is sometimes made be-
tween the performance of a process or system and its reliability. For example, pro-
cess performance may be measured in terms of output quantitiesand product quality.
However, thisdistinction is not helpful in process design becauseit allows for omis-
sion of reliability prediction from conceptual design considerations, leaving the task
of evaluating reliability until detail design, when most of the equipment has been
specified.
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In a paper ‘An approach to design for reliability’ (Thompson et al. 1999), it is
stated that designing for reliability includes all aspects of the ability of a systemto
perform, according to the following definition:

Reliability is defined as “the probability that a device, machine or system will per-
form a specified function within prescribed limits, under given environmental
conditions, for a specified time”.

It is apparent that a clearer distinction between systems, equipment, assemblies and
components (not to mention devices and machines) needs to be made, in order to
properly accommodate reliability predictions in engineering design reviews. Such
adistinctionis based upon the essential study and application of systemsengineering
analysis.

Systems engineering analysis is the study of total systems performance, rather
than the study of the parts. It isthe study of the complex whole of a set of connected
assemblies or components and their related properties. Thisis feasible only through
the establishment of a systems breakdown structure (SBS).

The most important step in reliability prediction at the conceptual design stageis
to consider thefirst item given in the list of essential preliminariesto the techniques
that should be used by design engineersin determining the integrity of engineering
design, namely a systems breakdown structure (SBS; refer to Section 1.1.1; Essen-
tial preliminaries, page 13).

a) System Breakdown Structure (SBS)

A systems breakdown structure (SBS) is a systematic hierarchical representation of
equipment, grouped into its logical systems, sub-systems, assemblies, sub-assemb-
lies and component levels. It provides visibility of process systems and their con-
stituent assemblies and components, and alows for the whole range of reliability
analysis, fromreliability prediction through reliability assessment to reliability eval -
uation, to be summarised from process or system level, down to sub-system, assem-
bly, sub-assembly and component levels.

The various levels of a systems breakdown structure are normally determined
by a framework of criteria established to logically group similar components into
sub-assemblies or assemblies, which are logically grouped into sub-systems or sys-
tems. Thislogical grouping of the constituent parts of each level of an SBSis done
by identifying the actual physical design configuration of the various items of one
level of the SBS into items of a higher level of systems hierarchy, and by defining
common operational and physical functions of the items at each level.

Thus, from a process design integrity viewpoint, the variouslevels of an SBS can
be defined:

e A process consists of one or more systems for which overall availability can
be determined, and is dependent upon the interaction of the performance of its
congtituent systems.



70 3 Rdiability and Performance in Engineering Design

e A systemisacollection of sub-systems and assemblies for which system perfor-
mance can be determined, and is dependent upon the interaction of the functions
of its constituent assemblies.

e An assembly or equipment is a collection of sub-assemblies or components for
which the values of reliability and maintainability relating to their functions can
be determined, and is dependent upon the interaction of the reliabilitiesand phys-
ical configuration of its constituent components.

e A component is a collection of parts that constitutes a functional unit for which
the physical condition can be measured and reliability can be determined.

Several different terms can be used to describe an SBS in a systems engineering
context, specifically a systems hierarchical structure, or a systems hierarchy. From
an engineering design perspective, however, the term SBSis usually preferred.

b) Functional Failure and Reliability

At the component level, physical conditionand reliability arein most casesidentical.
Consider the case of a coupling. Its physical condition may be measured by its
ultimate shear strength. However, the reliability of the coupling is also determined
by its ability to sustain a given torque. Similar arguments may be put for other
cases, such as a bolt—its measure of tensile strength and reliability in sustaining
a given load, in which very little difference will be found between reliability and
physical condition at the component level. When components are combined to form
an assembly, they gain a collective identity and are able to perform in a manner that
is usually more than the sum of their parts.

For example, a positive displacement pump is an assembly of components, and
performs duties that can be measured in terms such as flow rate, pressure, tempera-
ture and power consumption. It is the ability of the assembly to carry out al these
collective functions that tends to be described as the performance, while the reli-
ability is determined by the ability of its components to resist failure. However, if
the pump continues to operate but does not deliver the correct flow rate at the right
pressure, then it should be regarded as having failed, because it does not fulfil its
prescribed duty. It is thus incorrect to describe a pump as reliableif it does not per-
form the function required of it, according to itsdesign. Thisprincipleis based upon
a concise approach to the concept of functional failure whereby reliability, failure
and function need to be defined.

According to the US Military Standard MIL-STD-721B, reliability is defined as
“the probability that an itemwill performits intended function [without failure] for
a specified interval under stated conditions’. From the same US Military Standard
MIL-STD-721B, failure is defined as “the inability of an item to function within its
specified limits of performance”.

Thismeansthat functional performancelimits must be clearly defined beforefail-
ures can be identified. However, the task of defining functional performance limits
is not exactly straightforward, especially at systems level. A complete analysis of
complex systems normally requiresthat the functions of the various assemblies and
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components of the system be identified, and that limits of performance be related to
these functions.

The definition of function is given as “the work that an item is designed to per-
form”. Failure of theitem’s function by definition meansfailure of the work or duty
that the item is designed to perform.

Functional failure can thus be defined as “the inability of an item to carry-out the
work that it is designed to performwithin specified limits of performance”.

From the definition, two degrees of severity for functional failure can be discerned:

e A completeloss of function, where the item cannot carry out any of the work that
it was designed to perform.

e A partial loss of function, where the item is unable to function within specified
limits of performance.

From the definitions, a concise definition of reliability can be considered:

Reliability may be defined as “the probability that an item is able to carry-out the
work that it is designed to perform within specified limits of performance for
a specified interval under stated conditions’.

An important part of this definition of reliability is the ability to perform within
specified limits. Thus, from the point of view of the degrees of severity of functional
failure, no distinction is made between performance and reliability of assemblies
where functional characteristics and functional performance limits can be clearly
defined. Design considerations of process systems may refer to the component level
and/or to the collectivereliabilities and physical configurationsof componentsin as-
semblies, depending on what level of process definition has been attained. However,
at the conceptual or preliminary design stages, the intention is to consider systems
that fulfil their required performance criteria within specified limits of performance
according to the functional characteristics of their constituent assemblies.

¢) Functional Failure and Functional Performance

A method in which design problems may be formulated in order to achieve maxi-
mum reliability (Thompson et al. 1999) has been adapted and expanded to accom-
modate its use in preliminary design, in which most of the system’s components
have not yet been defined. The method integrates functional failure and functional
performance considerations so that a maximum safety margin is achieved with re-
spect to all performance criteria. The most significant advantage of this method is
that it does not rely on failure data. Also, provided that all the functional perfor-
mance limits can be defined, it is possible to compute a multi-objective optimisation
to determine an optimal solution.

The conventional reliability method would be to specify a minimum failure rate
and to select appropriate components with individual failure rates that, when com-
bined, achieve the required reliability. This method is, of course, reasonable pro-
vided that dependable failure rates are available. In many cases, however, none are
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known with confidence, and a quantified approach to designing for reliability that
doesnot requirefailurerate datais proposed. The approach taken isto define perfor-
mance objectives that, when met, achieve an optimum design with regard to overall
reliability by ensuring that the system has no ‘weak links', whether the weaknesses
are defined functional failures, or afailure of the system to meet the required per-
formance criteria. The choice of functional performance limitsis made with respect
to the knowledge of loading conditions, the consequences of failure, as well as re-
liability expectations. If the knowledge of loading conditionsis incomplete, which
would generally be the case for conceptual or preliminary design, the approach to
designing for reliability would be to use high safety margins, and to adopt limits of
acceptable performancethat are well clear of any failure criteria. Where precise data
may not be available, it is clear from the previous consideration of strength and load
distributions under interference theory and reliability modelling that the strength
should be separated from the load by as much as possible, in order to maximise the
safety margin in relation to certain performance criteria.

However, in cases where confidence can be placed on accurate loading calcula
tions, as with the modelling situations considered in interference theory or in relia-
bility modelling, then acceptable performance levels can be selected at high stress
levels so that all the components function near their limits, resulting in a high per-
formance system. If, on the other hand, it is required to reduce a safety margin with
respect to a particular failure criterion in order to introduce a ‘weak link’, then the
limits of acceptable performance can be modified accordingly. By the use of sets
of constraints that describe the boundaries of the limits of acceptable performance,
afeasible design solution will lie within the space bounded by these constraints. The
most reliable design solution would be the solution that is the furthest away from
the constraints, and a design that has the highest safety margin with respect to all
congtraints is the most reliable. The objective, then, is to produce a design that has
the highest possible safety margin with respect to all constraints. However, since
these constraints will be defined in different units, and because many different con-
straints may apply, consideration of a method of measurement is required that will
yield common, non-dimensional performance measures that can be meaningfully
combined. A method of data point generation based on limits of performance has
been devel oped for general design analysis to determine various design alternatives
(Liu et al. 1996).

3.2.2 Theoretical Overview of Reliability Assessment
in Preliminary Design

Reliability assessment attempts to estimate the expected reliability and criticality
valuesfor each individual system or assembly at the upper systems|evels of the sys-
tems breakdown structure (SBS). This is done without any difficulty, not only for
relatively simple initial system configurations but for progressively more complex
integrations of systems as well. Reliability assessment ranges from estimations of
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the reliability of relatively simple systems with series and parallel assemblies, to
estimations of the reliability of multi-state systems with random failure occurrences
and repair times (i.e. constant failure and repair rates) of inherent independent as-
semblies.

Reliability assessment in this context is considered during the preliminary or
schematic design phase of the engineering design process, with an estimation of the
probability that items of equipment will perform their intended function for specified
intervals under stated conditions.

The most applicable methods for reliability assessment in the preliminary design
phase include concepts of mathematical modelling such as:

e Markov modelling:
To estimate the reliability of multi-state systems with constant failure and repair
rates of inherent independent assemblies.

e The binomial method:
To assess the reliability of simple systems of series and parallel assemblies.

e Equipment aging models:
To assess the aging of equipment at varying rates of degradation in engineered
installations.

e Failure modes and effects analysis/criticality analysis:
A step-by-step procedure for the assessment of failure effects and criticality in
equipment design.

o Fault-treeanaysis:
To analyse the causal relationships between equipment failures and system fail-
ure, leading to the identification of specific critical system failure modes.

3.2.2.1 Markov Modelling (Continuous Time and Discrete States)

This method can be used in more cases than any other technique (Dhillon 1999a).
Markov modelling is applicable when modelling assemblies with dependent failure
and repair modes, and can be used for modelling multi-state systems and common-
cause failures without any conceptual difficulty.

The method is more appropriate when system failure and repair rates are con-
stant, as problems may arise when solving a set of linear algebraic equations for
large systems where system failure and repair rates are variable. The method breaks
down for a system that has non-constant failure and repair rates, except in the case
of afew specia situations that are not relevant to applications in engineering de-
sign. In order to formulate a set of Markov state equations, the rules associated with
transition probabilities are;

a) The probability of morethan onetransition in timeinterval At from one state to
the next state is negligible.
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b) Thetransitional probability from one state to the next statein thetimeinterval At
isgiven by AAt, where A isthe constant failure rate associated with the Markov
states.

¢) The occurrences are independent.

A system state space diagram for system reliability is shown in Fig. 3.15. The state
space diagram representsthe transient state of a system, with system transition from
state O to state 1. A state is transient if there is a positive probability that a system
will not return to that state.

As an example, an expression for system reliability of the system state space
shown in Fig. 3.15 is devel oped with the following Egs. (3.5) and (3.6)

Po(t + At) = Po(t)[1 — AAt], (3.5
where:
Po(t) is the probability that the system isin operating state O at timet.
A isthe constant failure rate of the system.

[L—AAt]  istheprobability of nofailurein timeinterval At when the systemisin
statet.
Po(t+At) istheprobability of the system being in operating state O at timet + At.

Similarly,
Pl(t +At) = Po(t)[?kAt] + Pl(t) , (3.6)

where:
Po(t) denotesthe probability that the system isin failed state O in time At.
In the limiting case, Egs. (3.5) and (3.6) become

Po(t +At) — Po(t) _ dRy(t)

L & AR @7
Theinitial condition isthat when
lim Pi(t+ At) — Py(t) _ dPy(t) _AR(1) (39)

At—0 At dt
where: t = 0, Py(0) = 1, and P (0) = 0.

Up A o Down
State 0 ~/ Statel
System operating System failed

Fig. 3.15 System transition diagram
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Solving Egs. (3.7) and (3.8) by using Laplace transforms

1
Po(s) = "y (3.9
and

Pi(s) = L (3.20)

Y= sia '

By using the inverse transforms, Egs. (3.9) and (3.10) become

Ro(t) = e, (3.12)
Pt)y=1—e’. (3.12)

Markov modelling is a widely used method to assess the reliability of systems
in general, when the system’s failure rates are constant. For many systems, the as-
sumption of constant failure rate may be acceptable. However, the assumption of
aconstant repair rate may not be valid in just as many cases.

This situation is considered later in Chapter 4, Availability and Maintainability
in Engineering Design.

3.2.2.2 The Binomial Method

This technique is used to assess the reliability of relatively simple systems with
series and parallel assemblies. For reliability assessment of such equipment, the
binomial method is one of the simplest techniques.

However, in the case of complex systems with many configurations of assem-
blies, the method becomes a trying task. The technique can be applied to systems
with independent identical or non-identical assemblies.

Various types of quantitative probability distributions are applied in reliability
analysis. The binomial distribution specifically has application in combinatorial re-
liability problems, and is sometimesreferred to asaBernoulli distribution. The bino-
mial or Bernoulli probability distributionisvery useful in assessing the probabilities
of outcomes, such as the total number of failuresthat can be expected in a sequence
of trials, or in anumber of equipment items.

The mathematical basis for the techniqueis the following

(R+F), (3.13)
1

k
i=

where:

k  isthe number of non-identical assemblies
R istheith assembly reliability
F istheith assembly unreliability.



76 3 Rdiability and Performance in Engineering Design

Thistechniqueis better understood with the following examples:

Develop reliability expressionsfor (a) a series system network and (b) a paralel
system network with two non-identical and independent assemblies each.

Sincek = 2, from Eq. (3.13) one obtains

(Ri+F)(R+FR) =RiR+RiF+ R + FiF . (3.19)

a) Series Network

For a series network with two assemblies, thereliability Rsis
Rs=RiR>. (3.15)

Equation (3.15) simply represents the first right-hand term of Eq. (3.14).

b) Parallel Network

Similarly, for aparallel network with two assemblies, the reliability Rp is
Rp = RiRs + RiFo + RoFy . (3.16)
Since (R + F1) = 1and (R, + ) = 1, the above equation becomes
Re=RiRz+Ri(1-Rz) +Re(1—Ry) . (3.17)
By rearranging Eq. (3.17), we get

Rp = RIR+ R —RiIR+ R —RiRy
R =Ri+R—RiR
Ro=1—(1-Ry)(1-Ry). (3.18)

This progression series can be similarly extended to a k assembly system.

The binomial method is fundamentally a statistical technique for establishing
estimated reliability values for series or parallel network systems. The confidence
level of uncertainty of the estimate is assessed through the maximum-likelihood
technique. This technique finds good estimates of the parameters of a probability
distribution obtained from available data.

Properties of maximum-likelihood estimates include the concept of efficiency
in its comparability to a ‘best’ estimate with minimum variance, and sufficiency
in that the summary statistics upon which the estimate is based essentially contains
sufficient available data. Thisisa problem with many preliminary designswherethe
estimates are not always unbiased, in that the sum of the squares of the deviations
from the meanis, in fact, a biased estimate.
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3.2.2.3 Equipment Aging Models

A critical need for high reliability has particularly existed in the design of weapons
and space systems, wherethelifetime requirement (5to 10 years) has been rel atively
short compared to the desired lifetime for systemsin process designs such as nuclear
power plant (upto 30 years). In-service aging dueto stringent operational conditions
can lead to simultaneous failure of redundant systems, particularly safety systems,
with an essential need for functional operability in high-risk processes and systems,
such as in nuclear power plants (IEEE Standard 323-1974). Because it is the most
prevalent source of potential common failure mechanisms, equipment aging merits
attention in reviewing reliability models for use in designing for reliability and in
qualifying equipment for use in safety systems.

Althoughit is acknowledged that randomfailures are not likely to cause simulta-
neous failure of redundant safety systems, and thistype of failure does not automat-
ically lead to rejection of the equipment being tested, great care needs to be taken
in understanding random failure in order to provide assurance that it is, in fact, not
related to a deficiency of design or manufacture. Aging occurs at varying rates in
engineering systems, from the time of manufacture to the end of useful life and,
under some circumstances, it isimportant to assess the aging processes.

Accelerated aging is the general term used to describe the simulation of aging
processes in the short time. At present, no well-defined accelerated aging method-
ology exists that may be applied generaly to all process equipment. The specific
problem is determining the possibility of a link between aging or deterioration of
a component, such as a safety-related device, and operational or environmental
stress. If such alink is present in the redundant configuration of a safety system,
then this can result in a common failure mode, where the common factor is aging.
Figure 3.16 below illustrates how the risk of common failure mode is influenced by
stress and time (EPRI 1974). Therisk function is displayed by the surface, OtPS. As
both stress and time-at-stressincrease, therisk increases. Pisthe point of maximum

Risk (C)

Stress (S)

/Time (t)

Fig. 3.16 Risk asafunction of timeand stress
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common failure mode risk, which occurs when both stress and time are at a max-
imum. However, the risk occurring in and around point P cannot be evaluated by
either reliability analysis or high-stress exposure tests alone. In this region, it may
be necessary to resort to accelerated aging followed by design criteria conditionsto
evaluate the risk. This requires an understanding of the basic aging process of the
equipment’s material.

Generally, aging information is found for relatively few materials. Practical
methods for the simulation of accelerated aging are limited to a narrow range of
applications and, despite research in the field, would not be practically suited for
use in designing for reliability (EPRI 1974).

3.2.2.4 Failure Modes and Effects Analysis (FMEA)

Failure modes and effect analysis (FMEA) is a powerful reliability assessment tech-
nigque developed by the USA defenceindustry in the 1960s to address the problems
experienced with complex weapon-control systems. Subsequently, it was extended
for use with other electronic, electrical and mechanical equipment. It is a step-by-
step procedure for the assessment of failure effects of potential failure modes in
equipment design. FMEA is a powerful design tool to analyse engineering systems,
and it may simply be described as an analysis of each failure modein the system and
an examination of theresults or effects of such failure modes on the system (Dhillon
1999a). When FMEA is extended to classify each potential failure effect according
to its severity (this incorporates documenting catastrophic and critical failures), so
that the criticality of the consequence or the severity of failure is determined, the
method is termed a failure mode effects and criticality analysis (FMECA).

The strength of FMEA is that it can be applied at different systems hierarchy
levels. For example, it can be applied to determine the performance characteristics
of agas turbine power-generating process or the functional failure probability of its
fire protection system, or the failure-on-demand probability of the duty of a single
pump assembly, down to an evaluation of the failure mechanisms associated with
apressure switch component. By the analysis of individual failure modes, the effect
of each failure can be determined on the operational functionality of the relevant
systems hierarchy level. FMEAS can be performed in a variety of different ways
depending on the objective of the assessment, the extent of systems definition and
development, and the information available on a system’s assemblies and compo-
nents at the time of the analysis. A different FMEA focus may dictate a different
worksheet format in each case; neverthel ess, there are two basic approaches for the
application of FMEASsin engineering design (Moss et al. 1996):

e Thefunctional FMEA, which recognisesthat each systemis designed to perform
anumber of functions classified as outputs. These outputs are identified, and the
losses of essential inputs to the item, or of internal failures, are then evaluated
with respect to their effects on system performance.
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e The equipment FMEA, which sequentialy lists individual equipment items and
analyses the effect of each equipment failure mode on the performance of the
system.

In many cases, a combination of these two approaches is employed. For example,
afunctional analysis at a major systems level is employed in the initial functional,
‘broad-brush’ analysis during the preliminary design phase, which is then followed
by more detailed analysis of the equipment identified as being more sensitive to
the range of uncertaintiesin meeting certain design criteria during the detail design
phase.

a) Types of FMEA and Their Associated Benefits

FMEA may be grouped under three distinct classifications according to application
(Grant Ireson et a. 1996):

e Design-level FMEA
e System-level FMEA
e Process-level FMEA.

Design-level FMEA The intention of this type of FMEA is to validate the design
parameters chosen for a specified functional performance requirement. The advan-
tages of performing design-level FMEA include identification of potential design-
related failure modes at system/sub-system/component level; identification of im-
portant characteristics of a given design; documentation of the rationale for design
changes to guide the development of future designs; help in the design requirement
objective evaluation; and assessment of design alternatives during the preliminary
and detail phases of the engineering design process. FMEA isa systematic approach
to reduce criticality and risk, and a useful tool to establish priority for design im-
provement in designing for reliability during the preliminary design phase.

System-level FMEA Thisisthehighest-level FMEA that isperformedin asystems
hierarchy, and its purpose is to identify and prevent failures related specifically to
systems/sub-systems during the early preliminary design phase of the engineering
design process. Furthermore, this type of FMEA is carried out to validate that the
system design specifications will, in fact, reduce the risk of functional failure to the
lowest systems hierarchy level during the detail design phase. A primary benefit of
the system-level FMEA isthe identification of potential systemic failure modes due
to system interaction with other systems in complex integrated designs.

Process-level FMEA This identifies and prevents failures related to the manufac-
turing/assembly process for certain equipment during the construction/installation
stage of an engineering design project. The benefits of this detail design phase
FMEA include identification of potential failure modes at equipment level, and the
development of priorities and documentation of rationale for any essential design
changes, to help guide the manufacturing and assembly process.
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b) Steps for Performing FMEA

FMEA can be performedin six steps based on the key concepts of systemshierarchy,
operations, functions, failure mode, effects, potential failure and prevention. These
steps are given in the following logical sequence (Bowles et al. 1994):

FMEA sequential steps

Identify the relevant hierarchical levels, and define systems and equipment.
Establish ground rules and assumptions, i.e. operational phases.

Describe systems and equipment functions and associated functional blocks.

I dentify possible failure modes and their associated effects.

Determine the effect of each item’s failure for every failure mode.

I dentify methodsfor detecting potential failures and avoiding functional failures.
Determine provision for design changes that would prevent functional failures.

¢) Advantages and Disadvantages of FMEA

There are many benefits of performing FMEA, particularly in the effective analy-
sis of complex systems design, in comparing similar designs and providing a safe-
guard against repeating the same mistakes in future designs, and especialy to im-
prove communication among design interface personnel (Dhillon 1999a). However,
an analysis of several industry-conducted FMEAs (Bull et al. 1995) showed that
the timescale involved in properly developing FMEA often exceeds the prelimi-
nary/detail design phases. It is common that the results from an FMEA can be de-
livered to the client only with or, possibly, even after the devel opment of the system
itself. An automated approach is therefore essential.

3.2.2.5 Failure Modes and Effects Criticality Analysis (FMECA)

The objective of criticality assessment is to prioritise the failure modes discovered
during the FMEA on the basis of their effects and consequences, and likelihood of
occurrence. Thus, for making an assessment of equipment criticality during prelim-
inary design, two commonly used methods are the:

e Risk priority number (RPN) technique used in general industry,
e Military standard technique used in defence, nuclear and aerospace industries.

Both approaches are briefly described below (Bowles et al. 1994).

a) The RPN Technique

This method cal culates the risk priority number for acomponent failure mode using
three factors:
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e Failure effect severity.
e Failure mode occurrence probability.
e Failure detection probability.

More specifically, therisk priority number is computed by multiplying the rankings
(i.e. 1-10) assigned to each of these three factors. Thus, mathematically the risk
priority number is expressed by the relationship

RPN = (OR)(SR)(DR), (3.19)

where;

RPN = therisk priority number.
OR = the occurrenceranking.
SR = the severity ranking.
DR = thedetection ranking.

Since the three factors are assigned rankingsfrom 1 to 10, the RPN will vary from 1
to 1,000. Failure modes with a high RPN are considered to be more critical; thus,
they are given a higher priority in comparison to the ones with lower RPN. Specific
ranking values used for the RPN technique are indicated in Tables 3.4, 3.5 and 3.6
for failure detection, failure mode occurrence probability, and failure effect severity
respectively (AMCP 706-196 1976).

Table 3.4 Failure detection ranking

Item Likelihood of detection and meaning Rank

1 Very high—potential design weakness will be detected 1,2

2 High—good chance of detecting potentia design weakness 3, 4

3 M oderate—possible detection of potential design weakness 5, 6

4 Low—potential design weaknessisunlikely to bedetected 7, 8

5 Very low—potential design weskness probably not detected 9

6 Uncertain—potential design weakness cannot be detected 10

Table 3.5 Failure mode occurrence probability

Item Ranking Ranking meaning Occurrence  Rank

term probability vaue

1 Remote  Occurrence of failureis quite unlikely <1in 10° 1

2 Low Relatively few failures are expected 1in20,000 2
1in 4,000 3

3 Moderate Occasiona failures are expected 1in 1,000 4
1in 400 5
1in80 6

4 High Repeated failures will occur 1in40 7
1in20 8

5 Very high  Occurrence of failure inevitable 1in8 9
lin2 10
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Table 3.6 Severity of the failure mode effect

Item Failureeffect Severity category description Rank
severity value

1 Minor No effect on system performance, and the failure 1
may not even be noticed

2 Low The occurrence of failure will cause only adight 2,3
dissatisfaction if observed (i.e. potential |oss)

3 Moderate Some dissatisfaction will be caused by failure 46

4 High High degree of dissatisfaction will be caused by failure 7,8

but the failure itself does not involve safety or even
anon-compliance to safety regulations

5 Very high The failure affects safe item operation, and involves 9,10
significant non-compliance with safety regulations

b) The Military Standard Technique

Thistechniqueis used in military defence, aerospace and nuclear industries, to pri-
oritise the failure modes of the item under consideration so that appropriate cor-
rective measures can be undertaken (MIL-STD-1629). The technique requires the
categorisation of the failure mode effect severity and then the development of a crit-
ical ranking. Table 3.7 presents classifications of failure mode effect severity. In
order to assess the likelihood of a failure mode occurrence, either a qualitative or
a quantitative approach can be used. The qualitative method is used when there are
no specific failurerate data. In this approach, theindividual occurrence probabilities
are grouped into distinct, logically defined levelsthat establish the qualitativefailure
probabilities. Table 3.8 presents occurrence probability levels (MIL-STD-1629).

A criticality matrix is developed as shown in Fig. 3.17, for identifying and com-
paring each failure mode to all other failure modes with respect to severity. The
criticality matrix is developed by inserting values in matrix locations denoting the
severity classification, and either the criticality number K; for the failure modes of
an item, or the occurrence level probability. The distribution of criticality of item
failure modes is depicted by the resulting matrix, and serves as a useful tool for
assigning design review priorities.

The direction of the arrow originating from the origin, shown in Fig. 3.17, in-
dicates the increasing criticality of the item failure, and the hatching in the figure
shows the approximate desirable design region. For severity classifications A and B,
the desirable design region has low occurrence probability or criticality number. On
the other hand, for severity classifications C and D failures, higher probabilities
of occurrence can be tolerated. Nonetheless, failure modes belonging to classifi-
cations A and B should be eliminated altogether or at least their probabilities of
occurrence be reduced to an acceptable level through design changes. The quanti-
tative approach is used when failure mode and probability of occurrence data are
available. Thus, the failure mode critical number is calculated using

Kim = FOAT , (3.20)
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Table 3.7 Failure mode effect severity classifications
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Item Classification Description No.

1 Catastrophic ~ The occurrence of failure may result in desth A
or equipment loss

2 Critica The occurrence of failure may result in severe injury B
or major system damage leading to loss

3 Marginal The occurrence of failure may result in minor injury ~ C
or minor system damage leading to loss

4 Minor The failure is not serious enough to lead to injury D

or system damage, but it will result in repair or in
unscheduled maintenance

Table 3.8 Qualitative failure probability levels

Increase in
y criticality

Item Probability Term Description
level
1 | Frequent High probability of occurrence during
the item operational period
2 I Reasonably  Moderate probability of occurrence during
probable the item operational period
3 11 Occasionad  Occasion probability of occurrence during
the item operational period
4 v Remote Unlikely probability of occurrence during
the item operational period
5 \% Extremely Zero chance of occurrence during
unlikely the item operational period
7 £ 1 r 1
High © | | | J
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Fig. 3.17 Criticality matrix (Dhillon 1999)
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Table 3.9 Failure effect probability guideline values

Itemno. Failure effect description  Probability value of F

1 No effect 0

2 Actual loss 1.0

3 Probable loss 0.10<F < 1.00
4 Possible loss 0<F <010

where:

Kim  isthefailure mode criticality number.

6 = the failure mode ratio or the probability that a component will fail in the
particular failure mode of interest. More specificaly, it is the fraction of the
component failure rate that can be allocated to the failure mode under con-
sideration. When all failure modes of a component are specified, the sum of
the allocations equal s unity.

F = the conditional probability that the failure effect results in the indicated
severity classification or category, given that the failure mode occurs. The
values of F are based on an analyst’s judgment, and these values are quanti-
fied according to Table 3.9.

T = isthe operational time expressed in hours or cycles.

A = isthe component failure rate.

Theitem criticality number K; is calculated separately for each severity class. Thus,
the total of the criticality numbers of all the failure modes of a component in the
severity class of interest is given by the summation of the variables of Eq. (3.20), as
indicated in . .
Ki =Y (kim);j 2 (FOAT); (3.21)
j=1 =1
where n is the item failure modes that fall under the severity classification under
consideration.

When a component’s failure mode results in multiple severity class effects, each
with its own occurrence probability, then only the most important is used in the
calculation of the criticality number K; (Agarwala 1990).

Thiscan lead to erroneously low K; valuesfor theless critical severity categories.
In order to rectify thiserror, it is recommended to compute F valuesfor all severity
categories associated with afailure mode, and ultimately include only contributions
of K; for category B, C and D failures (Bowles et al. 1994).

¢) FMECA Data Sources and Users
Design-related information required for the FMECA includes system schematics,

functional block diagrams, equipment detail drawings, pipe and instrument dia-
grams (P& 1Ds), design descriptions, relevant specifications, reliability data, avail-
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ablefield service data, effects of operational and environmental stress, configuration
management data, operating specifications and limits, and interface specifications.
Usually, an FMECA satisfies the needs of many groups during the engineering de-
sign process, including not only the different engineering disciplines but quality
assurance, reliability and maintainability specialists, systems engineering, logistics
support, system safety, various regulatory agencies, and manufacturing contractors
aswell. Some specific FMECA -related factors and their corresponding dataretrieval
sources are given as follows (Bowles et al. 1994).
FMECA-related factors and their corresponding data sources:

Failure modes, causes and rates (manufacturer’s database, field experience).
Failure effects (design engineer, reliability engineer, safety engineer).

Item identification numbers (parts list).

Failure detection method (design engineer, maintenance engineer).
Function (client requirements, design engineer).

Failure probability/severity classification (safety engineer).

Item nomenclature/functional specifications (partslist, design engineer).
Mission phase/operational mode (design engineer).

The FMEA worksheet (Moss et al. 1996) is tabular in format to provide a system-
atic approach to the analysis. The column headings of a standard FMEA worksheet
generaly are:

e Item identity/description: a unique identification code and description of each
item.

e Function: abrief description of the function performed by the item.

e Failure mode: each item failure modeislisted separately, asthere may be several
for an item.

e Possible causes: the likely causes of each postulated failure mode.

o Failure detection method: features of the design through which failure can be
recognised.

o Failure effect— ocal level: the effect of the failure on theitem’s function.

e Compensating provisions: which could mitigate the effect of the failure.

e Remarks. comments on the effect of failure, including any potential design
changes.

FMEA extension into FMECA worksheet [f the analysisis extended to quantify
the severity and probability of failure (or failure rate) of the equipment as defined in
afailuremodes and effectscriticality analysis (FMECA), further columns are added
to the FMEA worksheet, such as:

Failure consequence—systemlevel: the consequences of the failure mode on sys-
tem operation.

Severity: the level of severity of the consequence of each failure mode, classified
as.
Level 1—minor, with no conseguence on functional performance
Level 2—major, with degradation of system functional performance
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Level 3—critical, with a severe reduction in the performance of system function
resulting in a changein the system operational state
Level 4—catastrophic, with complete loss of system function.

Loss frequency: the expected frequency of loss resulting from each failure mode,
either as afailure rate or asfailure probability. Thelatter is usually estimated for
the operating time interval as a proportion of the overall system failure rate or
failure probability (FP). The levels generally employed for processes are:

i)  Verylow probability <0.01FP
ii)  Low probability 0.01-0.I FP
iii)  Medium probability 0.1-0.2FP
iv)  High probability >0.2 FP

Component failurerate Ap: the overall failure rate of the component in its opera-
tional mode and environment. Where appropriate, application and environmental
factors may be applied to adjust for the difference between the conditions asso-
ciated with the generic failure rate data and operating stresses under which the
itemisto be used.

Failure mode proportion c:: thefraction of the overall failurerate related to thefail-
ure mode under consideration.

Probability of failure consequence 3: conditional probability that a failure conse-
guence occurs.

Operational failurerate Aq: the product of Ap, o and 3.

Data source: the source of the failurerate (or failure probability) data.

For FMECAS, acriticality matrix is constructed that relates | oss frequency to sever-
ity for each failure mode. Failure mode identification numbers are entered in the
appropriate cell of the matrix according to their loss frequency and severity to iden-
tify each critical item failure mode.

Thus: Criticality = Severity x Loss frequency,
or: Criticality = Severity x Operational failure rate.

3.2.2.6 Fault-Tree Analysis in Reliability Assessment

There are two approaches that can be used to analyse the causal relationships be-
tween equipment and system failures (Moss et al. 1996). These are inductive or
forward analysis, and deductive or backward analysis. FMEA is an example of in-
ductive analysis. As previously considered, it starts with a set of equipment failure
conditions and proceeds forwards, identifying the possible consequences; thisis a
‘what happensif’ approach.

Fault-tree analysis is a deductive ‘what can cause this' approach, and is used
to identify the causal relationships leading to a specific system failure mode—the
‘top event’. The fault tree is developed from this top, undesired event, in branches
showing the different event paths. Equipment failure events represented in the tree
are progressively redefined in terms of lower resolution events until the basic events
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are encountered on which substantial failure data must be available. The events are
combined logically by use of gate symbols as shown in Fig. 3.18, which illustrates
the structure of atypical fault tree.

In this case, the basic event combinations are developed that could result in total
loss of output from a simple cooling water system. Using this failure logic diagram,
the probability of the top event or the top event frequency can then be calculated
by providing information on the basic event probabilities. The top event and the
system boundary must be chosen with care so that the analysis is not too broad or
too narrow to producethe resultsrequired. The specification of the system boundary
is particularly important to the success of the analysis.

Many cooling water systems have external power supplies and other services
such as a water supply. It would not be practical to trace al possible causes of
failure of these services back through the distribution and generation systems, nor
would this extradetail provide any useful information concerning the system being

Total loss of
output
I |
Filter Pump Valve
failure failure failure
I I
Failure of Failure of
power supply both pumps
I |
Failure of Failure of
pump A pump B

Pump B

Fig. 3.18 Simple fault tree of cooling water system
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assessed. The location of the external boundary will be partially decided by the as-
pect of system performancethat is of interest; however, it is aso important to define
the external boundary in the time domain. Process start-up or shutdown conditions
can generate different hazards from steady-state operation, and it may be necessary
to trace any possible faults that could occur.

In Fig. 3.18, basic event combinations are developed of the failures of both
pump A and pump B or failure of the power supply that results in overall pump
failure and/or failures of the filter or valve that could result in total loss of output
of the cooling water system. This approach is clearly depicted in the structure of
the fault tree of Fig. 3.18, in that the basic events are combined in an event hierar-
chy, from the lower component/sub-assembly levelsto the higher assembly/systems
levels of the cooling water system systems breakdown structure (SBS).

a) Fault-Tree Analysis Steps

The detailed steps required to perform a fault-tree analysis within the reliability
assessment procedure for equipment design can be summarised in the following
(Andrewset al. 1993):

Step 1: System configuration understanding.

Step 2: Identification of system failure states.
Step 3: Logic model generation.

Step 4: Qualitative evaluation of the logic model.
Step 5: Equipment failure analysis.

Step 6: Quantitative evaluation of the logic model.
Step 7: Uncertainty analysis.

Step 8: Sensitivity/importance analysis.

Many of these steps are the same, whatever system and/or equipment is being ana-
lysed, though there are some aspects that require special attention, particularly to
systems interface when mechanical and electrical equipment is involved. Once the
first four steps have been conducted, a qualitative evaluation of the fault-tree logi-
cal model is necessary to review whether system configuration and system failure
states are correctly understood. The minimal cut sets (combinations of equipment
failures that provide the necessary and sufficient conditions for system failure) are
then produced.

To progress even further with reliability assessment using fault-tree analysis, the
probability of equipment failure, g(t), may be determined together with equipment
maintainability in the form of arepair rate

A
)= ——(1—e A+Vity, 22
qt) = 77 (1-e (322)
Equation (3.22) is for revealed failures where A is the failure rate and v the repair
rate. Equation (3.23) is for unrevealed failures, where gay is the average unavail-
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ability, T isthe mean timeto repair, and 6 isthe test interval
Oav =A(T+0/2). (3.23)

For safety systems that are normally inactive, failures are revealed only during test
or actual use, which meansthat the unreveal ed failure model is appropriatefor these
systems. However, the underlying assumption in both of these models is that the
failure and repair rates are constant, giving a negative exponential distribution for
the probability of failure (repair) prior totimet. Constant failure rates are associated
with random failure events, as indicated by the useful life period of the hazard rate
curve, considered in detail in Section 3.2.3.

However, mechanical equipment subject to wear, corrosion, fatigue, etc. may in
many cases not conform to this assumption (Andrews et al. 1993). When either the
failure or repair rates are not constant, and the probability density functions for the
timesto failure f(t) and repair g(t) are available, then they can be combined to give
the unconditional failure intensity w(t) and unconditional repair intensity v(t) by
solving the following simultaneous integral

t
w(t) = f(t)+/ £t — u)v(u)du, (3.24)
0

t
vit) = / g(t— u)w(u)du. (3.25)
0

Having solved these equations, the equipment failure probability is then given by

t
at) = / W) — v(u)]du. (3.26)
0

For the case of constant failure rates, the probability density functionsfor the times
to failure and repair are given as

f(t) =Ae ™, (3.27)
glt) = ve ™. (3.28)

Equations (3.24) and (3.25) can be solved by Laplace transforms. Substituting the
solution obtained into Eq. (3.26) yields Eg. (3.27). For more complex distributions
of failureand repair times, numerical solutions may be required. With the equipment
failure data produced at Step 5, fault-tree quantification gives the system failure
probability, the system failure rate, and the expected number of system failures.
Where failure and repair distributions have been specified for the analysis, con-
fidenceintervals can be determined at Step 7. Step 8 produces the importance rank-
ings for the basic event identifying the equipment that provides the most significant
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contribution to system failure. Fault treesin reliability assessments of integrated en-
gineering systems are significantly more complex than that illustrated in Fig. 3.18.

With complex engineering designs, fault-tree methodol ogy includes the concepts
of availability and maintainability. Thisis considered in greater detail in Chapter 4,
Availability and Maintainability in Engineering Design.

b) Fault-Tree Analysis and Safety and Risk Assessment

The main use of fault treesin designing for reliability isin safety and risk studies.
Fault trees provide a useful representation of the different failure paths, and this can
lead to safety and risk assessments of systems and processes even without consider-
ing failure and repair data—which does cause some difficulties (Moss et al. 1996).
In many cases, fault trees and failure mode and effect analysis (FMEA) are em-
ployed in combination—the FMEA to define the effects and consequences of spe-
cific equipment failures, and the fault tree (or several fault trees) to identify and
quantify the paths that lead to equipment failure probability, and high risks of safety.

3.2.3 Theoretical Overview of Reliability Evaluation
in Detail Design

Reliability evaluation determines the reliability and criticality values for each in-
dividual item of equipment at the lower systems levels of the systems breakdown
structure. Reliability evaluation determinesthe failure rates and failure rate patterns
of components, not only for functional failures that occur at random intervals but
for wear-out failures as well.

Reliability evaluation is considered in the detail design phase of the engineering
design process, to the extent of determination of the frequencieswith which failures
occur over a specified period of time based on component failure rates.

The most applicable methodology for reliability evaluation in the detail design
phase includes basic concepts of mathematical modelling such as:

e The hazard rate function.
(To represent the failure rate pattern of a component by evaluating the ratio be-
tween its probability of failure and itsreliability function.)

e Theexponential failure distribution.
(To define the probability of failure and the reliability function of a component
when it is subject only to functional failuresthat occur at randomintervals.)

e The Weibull failure distribution.
(To determine component criticality for wear-out failures, rather than random
failures.)

e Two-state device reliability networks.
(A component is said to have two states if it either operates or fails.)
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e Three-state device reliability networks.
(A three-state component derates with one operational and two failure states.)

3.2.3.1 The Hazard Rate Function

The hazard rate function is a representation of the failure rate pattern of the ratio
between a particular probability density function (p.d.f.), and its cumulative distri-
bution function (c.d.f.) or its reliability function.

For continuous random variables, the cumulative distribution function is defined

by
F(t) = / F(x) (3.29)

where:

f(x) = probability density function of the distribution of value x over the interval
—oo tot.

In the case wheret—oo, the cumulative distribution function is unity
F (o0) = / F(x)dx. (3.30)

The probability density function is derived from the derivative of the cumulative
distribution function, as follows

dFR)  d
d dt

t
/ f(x) dx} . (3.31)

The reliability function over a period of timet is the difference between the cumu-
lative distribution function wheret — < and the cumulative distribution functionin
the period of timet or, alternately, it is the subtraction of the cumulative distribution
function of failure over a period of timet from unity

R(t) = 1—F(t). (3.32)

The hazard rate function is then defined as

_ 1V
MO = 2o (3.33)
or
At =
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Thus, the hazard rate function can be used to represent the hazard rate curve of sev-
eral different probability density functions, particularly the exponential or Poisson
functioninwhich A (t) isaconstant, and the Weibull functioninwhich A(t) iseither
decreasing or increasing.

a) Review of the Hazard Rate Curve

A hazard rate curveis shownin Fig. 3.19. This curveis used to represent the failure
rate pattern of equipment (i.e. assemblies and predominantly components; EPRI
1974). Failure rate representation of electronic componentsis a prime example, in
which case only the middle portion (useful life period), or the constant failure rate
region of the curveis considered.

As can be seen in Fig. 3.19, the hazard rate curve may be divided into three
distinct regions or parts (i.e. decreasing, constant, and increasing hazard rate). The
decreasing hazard rate region of the curveis designated the ‘burn-in period’, or ‘in-
fant mortality period’. The ‘burn-in period’ failures, known as ‘early falures, are
the result of design, manufacturing or construction defects in new equipment. As
the ‘burn-in period’ increases, equipment failures decrease, until the beginning of
the constant failure rate region, which is the middle portion of the curve and des-
ignated the ‘useful life period’ of equipment. Failures occurring during the ‘useful
life period’ are known as ‘random failures' because they occur unpredictably. This
period starts from the end of the ‘ burn-in period’ and finishes at the beginning of the
‘wear-out phase’.

Burn-in Useful life Wear-out

early I chance (random) wear-out

functional functional functional
failures l failures failures

\ Characteristic (expected) life

A

Failure \I Overall curve 7
rate Component
. | | Life-cycle
" Random failures
. 7 | ya
. | I _ /
Early ' Wearout
3 -y - -
E”Lie-s — — .-&m--.qﬁl. .:- -— 'J —_— failures

Time e———

Fig. 3.19 Failure hazard curve (life characteristic curve or risk profile)
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The last part of the curve, the increasing hazard rate region, is designated the
‘wear-out phase’ of the equipment. It starts when the equipment has passed its use-
ful life and begins to wear out. During this phase, the number of failures begin to
increase exponentially, and are known as ‘wear-out failures'.

b) Component Reliability and Failure Distributions

In the calculationsfor reliability, it isimportant to note that reliability is an indirect
function of the probability of the occurrence of failure.

The probability of the occurrence of failureis given by the failure distribution, or
failure probability (FP) statistic. Thus, the probability of no failures occurring over
a specific period of time is ameasure of the component’s or equipment’s reliability
and is given by the reliability probability (RP) statistic.

Furthermore, if FP isthe probability of failure occurring, and RP is the probabil-
ity of no failure occurring, then

FP=1-RP

or
RP=1-FP. (3.34)

Reliability of components can thus be determined through the establishment of var-
ious failure distributions, originating from their failure density functions.
Reliability evaluation in designing for reliability assumes that component reli-
ability is known, and we are only interested in using this component reliability to
compute system reliability.
However, it is essential to understand how component reliability is determined,
specifically from two important failure distributions, namely:

o Exponential failure distribution.
o \W\Eibull failure distribution.

3.2.3.2 The Exponential Failure Distribution

When a component is subject only to functional failures that occur at random in-
tervals, and the expected number of failuresis the same for equally long periods of
time, its probability density function and its reliability can be defined by the expo-
nential equation:

Probability density function:
1 e
f(t,0) = Ee . (3.35)

Reliability:
R(t,0) = e V/? (3.36)
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or, if itisexpressed in terms of the failure rate, A
ft,A)=21e (3.37)
and thereliability functionis
R(t,A) = e, (3.38)
where:

f(t,A) = probability density function of the Poisson processin terms of timet
and failurerate 4.
R(t,A) = reliability of the Poisson process.

t = operating timein the ‘useful life period'.
0 = mean time between failures (MTBF).
A = 1/0, thefailure rate for the component.

This equation is applicable for determining component reliability, as long as the
component isin its ‘useful life period’. Thisis the period during which the failure
rate is constant, and failure occurrences are predominantly chance or random fail-
ures. The‘useful life period’ is considered to be the time after which ‘early failures
no longer exist and ‘wear-out’ failures have not begun.

Note that A4 is the distribution scale parameter because it scales the exponential
function. In reliability terms, A is the failure rate, which is the reciprocal of the
mean time between failure. Because A is constant for a Poisson process (exponential
distribution function), the probability of failure at any timet depends only upon the
elapsed time in the component’s ‘ useful life period'.

In complex electro-mechanical systems, the systemfailurerateis effectively con-
stant over the ‘useful life period’, regardless of the failure patterns of individual
components. An important point to note about Egs. (3.37) and (3.38), with respect
to designing for reliability, is that reliability in this case is a function of operat-
ing time (t) for the component, as well as the measure of mean time to failure
(MTTF).

a) Statistical Properties of the Exponential Failure Distribution

The meanor MTTF Themean, or mean timeto fail (MTTF) of the one-parameter
exponential distribution is given by the following expression, whereU isthe MTTF

U= [tf(t)dt. (3.39)
/
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Relating f(t) to the exponential function gives the relationship

the Mt

C
Il

(3.40)

-
[
> OY——

The median The median, u, of the one-parameter exponential distribution is the
value

_ 1

= —0.693
u 1 -~
u= 0.693U .

The mode The mode, G, of the one-parameter exponential distribution is given by
i=0. (3.41)

For a continuousdistribution, the modeisthe value of the variate that correspondsto
the maximum probability density function (p.d.f.). Themodal life, 0, isthe maximum
value of t that satisfies the expression

The standard deviation The standard deviation ot of the one-parameter exponen-
tial distribution is given by
1
= —_— = . 42
oT 2 m (342

The reliability function The one-parameter exponentia reliability function is
given by

R(T) = e*T

R(T)=e /M.

Thisisthe complement of the exponential cumulative distribution function where

T

R(T) — 1—/f(T)dT
0
g

R(T) = 1_/1 e AT dT
0

R(T)=e*T. (3.43)
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Conditional reliability Conditional reliability calculates the probability of further
successful functional duration, given that an item has aready successfully func-
tioned for a certain time. In this respect, conditional reliability could be considered
to be the reliability of ‘used items or components’. Thisimplies that the reliability
for an added duration (mission) of t undertaken after the equipment or component
has already accumulated T hoursof operation from age zero isafunction only of the
added time duration, and not afunction of the age at the beginning of the mission.

The conditional reliability function for the one-parameter exponential distribu-
tionis given by the following expression

SRS
e MT+)

RTY) = =7

R(T,t) = e, (3.44)

Reliable life Thereliablelife, or the mission duration for a desired reliability goal
for the one-parameter exponential distribution is given by

R(tr) = e *r
IN{R(tr)} = —Atg
tr = w . (3.45)

Residual life Let T denotethetimeto failurefor an item. The conditional survival
function can then be expressed as

R(t) = P(T > ).

The conditional survival function is the probability that the item will survive for
period t given that it has survived without failure for period T. The residual life is
thus the extended duration or operational life t where the component has already
accumulated T hours of operation from age zero, subject to the conditional survival
function.

The conditional survival function of an item that has survived (without failure)
uptotimexis

R(t|x) = P(t >t+X|T >Xx)
_ P(T>t+x)
O P(T>t)
R(t +X)
RX)

(3.46)

R(t|x) denotesthe probability that a used item of age x will survive an extratimet.
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The mean residual life (MRL) of a used item of age x can thus be expressed as

Mmm:/mmm. (3.47)
0
When x = 0, theinitial ageis zero, implying a new item and, consequently
MRL(0) = MTTF.

In considering the reliable life for the one-parameter exponential distribution com-
pared to theresidual life, it is of interest to study the function

_ MRL(x)

h(X) = e - (3.48)

There are certain characteristics of comparison, when the initial age is zero (i.e.
x = 0), between the mean residual life MRL (x) and the mean or the mean time to
fail (MTTF).

Characteristics of comparison between the mean residual life MRL (x) and the
mean, or mean time to fail (MTTF), are the following:

e When the time to failure for an item, T, has an exponential distribution, then
h(x) = 1 foral x.

e When T has aWeibull distribution with shape parameter 8 < 1 (i.e. decreasing
failurerate), then h(x) is an increasing function.

e When T has a Weibull distribution with shape parameter § > 1 (i.e. increasing
failurerate), then h(x) is a decreasing function.

Failure rate function The exponential failure rate function is given by

f(T) zeflT B
1) _ hazard rate h(t), and A(t) is constant A

The hazard rate is a constant with respect to time for the exponentia failure dis-
tribution function. For other distributions, such as the Weibull distribution or the
log-normal distribution, the hazard rate is not constant with respect to time.

3.2.3.3 The Weibull Failure Distribution

Although the determination of equipment reliability and corresponding system
reliability during the period of the equipment’s useful life period is based on the
exponential failure distribution, the failure rate of the equipment may not be con-
stant throughout the period of its use or operation. In most engineering installations,
particularly with the integration of complex systems, the purpose of determining
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equipment criticality, or combinations of critical equipment, is predominantly to
assess the times to wear-out failures, rather than to assess the times to chance or
random failures.

In such cases, the exponential failure distribution does not apply, and it becomes
necessary to substitute a general failure distribution, such asthe Weibull distribution.
The Weibull distribution is particularly useful because it can be applied to all three
of the phases of the hazard rate curve, which is also caled the equipment ‘life
characteristic curve'.

The equation for the two-parameter Weibull cumulative distribution function
(c.d.f.) isgiven by

1
F(t):/f(t|[3/,t)dt. (3.50)
0

The equation for the two-parameter Weibull probability density function (p.d.f.) is
given by
(B—1) g—t/uP
fy= P (3.51)
ub
where:

t = the operating time for which the reliability R(t) of the component must be
determined.
B = parameter of the Weibull distribution referred to as the shape parameter.
= parameter of the Weibull distribution referred to as the scale parameter.

a) Statistical Properties of the Weibull Distribution

The mean or MTTF Themean, U, of the two-parameter Weibull probability den-
sity function (p.d.f.) is given by

U=ul(1/B+1), (3.52)

where I'(1/ + 1) is the gamma function, evaluated at (1/ + 1).

The median The median, U, of the two-parameter Weibull distribution is given by
a=u(In2)¥B (3.53)

The mode The mode or value with maximum probability, 0, of the two-parameter
Weibull distribution is given by

1/B
U=u (1— l) . (3.54)
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The standard deviation The standard deviation, o, of the two-parameter Weibull

isgiven by
¢ (241)-r(3+)" @55

The cumulative distribution function (c.d.f.) The c.d.f. of the two-parameter
Weibull distribution is given by

FT)=1-e T’ (3.56)
Reliability function The Weibull reliability function is given by
RT)=1-F(t)=e T/W’ (357)

The conditional reliability function Equation (3.58) gives the reliability for an
extended operational period, or mission duration of t, having already accumulated
T hours of operation up to the start of this mission duration, and estimates whether
the component will begin the next mission successfully.

It istermed conditional becausethereliability of the following operational period
or new mission can be estimated, based on the fact that the component has aready
successfully accumulated T hours of operation.

The Weibull conditional reliability functionis given by

R(T +t)
R(T)
e (T+t/mP
e (T/up
_ e [P -mP] (358)

R(T,t) =

The reliable life For the two-parameter Weibull distribution, the reliable life, Tg,
of acomponent for a specified reliability, starting at age zero, is given by

Tr = u{—In[R(Tr]}V/? (3.59)

b) The Weibull Shape Parameter

The range of shapes that the Weibull density function can take is very broad, de-
pending on the value of the shape parameter 8. This value is usually indicated as
B <1 B=1andp > 1. Figure 3.20 illustrates the shape of the Weibull c.d.f. F(t)
for different values of 5. The amount the curve is spread out along the abscissa or
x-axis depends on the parameter 1, thus being called the Weibull scale parameter.
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F(t) p=5

B Distributions:

Bp= 1 =exponential
B =2.5 = lognormal
B = 3.3 = normal

B = 5.0 = peaked normal

Time (t)
Fig. 3.20 Shape of the Weibull density function, F(t), for different values of 8

For B < 1, the Weibull curve is asymptotic to both the x-axis and the y-axis, and is
skewed.

For B =1, the Weibull curveisidentical to the exponential density function.

For B > 1, the Weibull curveis‘bell shaped’ but skewed.

¢) The Weibull Distribution Function, Reliability and Hazard

Integrating out the Weibull cumulative distribution function (c.d.f.) givenin Eq. (3.50)
givesthefollowing

1
FO) = [ B

0
Fit)=1— e /W (3.60)
The mathematical model of reliability for the Weibull density functionis

R(t) = 1 F(t)
R= e /W (3.61)

where:

R isthe‘probability of success or reliability.
t  istheequipment age.

u isthecharacteristic life or scale parameter.
B isthe dope or shape parameter.



3.2 Theoretica Overview of Reliability and Performance in Engineering Design 101

The Weibull hazard rate function, A(t), is derived from aratio between the Weibull
probability density function (p.d.f.) and the Weibull reliability function

At) = %
B—1
At) = P (2,3 , (3.62)

where:

u = the scale parameter,
B = the shape parameter.

To use this model, one must estimate the values of u and 3. Estimates of these pa-
rameters from the Weibull probability density function are computationally difficult
to obtain. There are analytical methods for estimating these parameters but they in-
volvethe solution of asystem of transcendental equations. An easier and commonly
used method is based on a graphical technique that makes use of the Weibull graph
chart.

d) The Weibull Graph Chart

The values of the failure distribution, expressed as percentage values of failure oc-
currences, are plotted against the y-axis of the chart displayed in Fig. 3.21, and the
corresponding time between failures plotted against the x-axis. If the plot isastraight

The Weibull graph chart
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Fig. 3.21 The Weibull graph chart for different percentage values of the failure distribution
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line, thenthe Weibull distribution is applicable and the relevant parameters are deter-
mined. If the plot is not a straight line, then the two-parameter Weibull distribution
is not applicable and more detailed analysis is required. Such detailed analysis is
presented in Section 3.3.3. To explain the format of the chart in Fig. 3.21, each axis
of the chart is considered.

The scale of the x-axisisgiven asalog scale.

The description given along the y-axisis:

‘cumulative percent’ for ‘ cumulative distribution function (%)’
The scale of the y-axisis given as alog-og scale.

3.2.3.4 Reliability Evaluation of Two-State Device Networks

The following models present reliability evaluation of series and parallel two-state
device networks (Dhillon 1983):

a) Series Network

This network denotes an assembly of which the components are connected in series.
If any one of the components malfunctions, it will cause the assembly to fail. For
the k non-identical and independent component series, which are time t-dependent,
the formulafor Rs(t), the network reliability, isgivenin

Rs(t) = {1-R(1)} -{1-RM)} {1-Rt)}-...-{1-R(t)}
And: {1-FR{)}~=R(t). (3.63)
The ith component cumulative distribution function (failure probability) is defined
by .
F(t)= [ fi(t)dt, (3.64)
/

where:

Fi(t) istheith component failure probability fori =1,2,3,... k.
Ri(t) istheith component reliability, fori =1,2,3,... k.

By definition:
. o os(t) — os(t + At)
fi(t) = AltITO oAt
R 510
fit) = o

where:

At = thetimeinterval,
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op = thetotal number of items put on test at timet = 0,
os = the number of items surviving at timet or at t + At.

Substituting Eq. (3.64) into Eq. (3.63) leads to
t
Ri(t) = l—/fi (t)at. (3.65)
0

A more common notation for the ith component reliability is expressed in terms of
the mathematical constant e. The mathematical constant eisthe uniquereal number,
such that the value of the derivative of f(x) = ex at the point x = 0 is exactly 1.
The function so defined is called the exponential function. Thus, the alternative,
commonly used expression for Ri(t) is

R(t) = e A0 (3.66)

where i (t) is the ith component hazard rate or instantaneous failure rate.
In this case, component failure time can follow any statistical distribution func-
tion of which the hazard rate is known. The expression R;(t) is reduced to

Ri(t) = 1-F(t)
Ri(t) = e At (3.67)

A redundant configuration or single component MTBF is defined by
MTBF:/R(t)dt. (3.68)
0

Thus, substituting Eg. (3.67) into EQ. (3.66), and integrating the resultsin the series
gives the model for MTBF, which in effect is the sum of the inverse values of the
component hazard rates, or instantaneous failure rates of al the componentsin the
series

n -1
MTBF = lz /li] (3.69)

i=1
MTBF = sum of inverse values of component hazard rates
= instantaneous failure rates of all the components.

b) Parallel Network

This type of redundancy can be used to improve system and equipment reliabil-
ity. The redundant system or equipment will fail only if all of its components fail.
To develop this mathematical model for application in reliability evaluation, it is
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assumed that al units of the system are active and load sharing, and units are sta-
tistically independent. The unreliability, Fp(t), at timet of aparallel structure with
non-identical componentsis

k
Fe(t) = [TR(D) (3.70)

Fi(t) = it

o0

component unreliability (failure probability).

Since Rp(t) + Fp(t) = 1, utilising Eq. (3.70) the parallel structure reliability, Rp(t),
becomes

k
Re(t) = 1- R (®). (372)
i=1

Similarly, aswas donefor the series network componentswith constant failurerates,
substituting for F(t) in Eq. (3.71) we get

Ro(t) =1 ﬁ (1 - e—lit) . (3.72)
i=1

In order to obtain the series MTBF, substitute Eq. (3.69) for identical components
and integrate as follows

o . '
MTBF = 1—2(nj)(—1)lelit] dt

0 1=0

1 1 1 1
MTBF:I+§+§+...+H (3.73)

A = the component hazard or instantaneous failure rate.

¢) A k-out-of-m Unit Network

This type of redundancy is used when a certain number k of componentsin an ac-
tive parallel redundant system or assembly must work for the system’s or assembly’s
success. The binomial distribution, system or assembly reliability of the indepen-
dent and identical components at time't is Ry /m(t), where R(t) is the component
reliability
m . ki
Rom(t) = X, (M[RO)]'[1- RO (3.74)
i=k
m = the total number of system/assembly components

k = the number of componentsrequired for system/assembly success
at timet.
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Special cases of the k-out-of-m unit system are:

k=1. = pardle network
k=m = seriesnetwork.

For exponentialy distributed failure times (constant failure rate) of a component,
substituting in Eq. (3.74) for k = 2 and m = 4, the eguation becomes

Ry/a(t) = 36 M —8e 3 4 g2t (3.75)

d) Standby Redundant Systems

iOL/t)L(t)dt

In this case (Eq. 3.76), one component is functioning, and K components are on
standby, or are not active. To develop a system/assembly reliability model, the com-
ponents must be identical and independent, and the standby components as new.
The general components hazard rate, A, is assumed.

Rs(t) = e orMd (-1 (3.76)

I M=

3.2.3.5 Reliability Evaluation of Three-State Device Networks

A three-state device (component) has one operationa and two failure states. De-
vices such as a fluid flow valve and an electronic diode are examples of a three-
state device. These devices have failure modes that can be described as failure in
the closed or open states. Such a device can have the following functional states
(Dhillon 1983):

State 1 = Operational
State 2 = Failed in the closed state
State 3 = Failed in the open state

a) Parallel Networks

A parallel network composed of active independent three-state componentswill fail
only if al the componentsfail in the open mode, or at least one of the devices must
fail in the closed mode. The network (with non-identical devices) time-dependent
reliability, Rp(t), is
k K
Re(t) = [][1-Fq (1)) —_HlFoi (), (3.77)
1=

i=1
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where:
t = time
k = the number of three-state devicesin parallel

Fc. (t) = the closed mode probability of devicei at timet
Fo, (t) = the open mode probability of devicei at timet

b) Series Networks

A series network isthe reverse of the parallel network. A series system will fail only
if all of itsindependent elementsfail in aclosed mode or any one of the components
fails in open mode. Thus, because of duality, the time-dependent reliability of the
series network with non-identical and independent devices is the difference of the
summations of the respective valuesfor the open mode probability, [1— Fg, (t)], and
the closed mode probability, [Fc, (t)], of devicei at timet.

The series network with non-identical and independent devices time-dependent
reliability, Rs(t), is

K k
Rs(t) = [T[1—Fo ()] - [T Fei(®) . (3.78)
i=1 i=1
where:
t = time
k = the number of devicesin the series configuration

Fc, (t) = the closed mode probability of devicei at timet
Fo, (t) = the open mode probability of devicei at timet

Closing comments to theoretical overview

It was stated earlier, and must beiterated here, that these techniquesdo not represent
the total spectrum of reliability calculations, and have been considered as the most
applicable for their application in determining the integrity of engineering design
during the conceptual, preliminary and detail design phases of the engineering de-
sign process, based on an extensive study of the avail ableliterature. Furthermore, the
techniques have been grouped according to significant differencesin the approaches
to the determination of reliability of systems, compared to that of assemblies or of
components. This supports the premise that:

e predictions of the reliability of systems are based on prognosis of systems perfor-
mance under conditions subject to failure modes (reliability prediction);

e assessments of the reliability of equipment are based upon inferences of failure
according to various statistical failure distributions (reliability assessment); and

e evaluations of the reliability of components are based upon known values of fail-
ure rates (reliability evaluation).
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3.3 Analytic Development of Reliability and Performance
in Engineering Design

Some of the techniques identified for reliability prediction, assessment and evalua-
tion, in the conceptual, preliminary and detail design phases respectively, have been
considered for further analytic development. This has been done on the basis of their
transformational capabilitiesin developing intelligent computer automated method-
ology. The techniques should be suitable for application in artificial intelligence-
based modelling, i.e. AIB modelling in which knowledge-based expert systems
within ablackboard model can be applied in determining theintegrity of engineering
design. The AIB model should be suited to applied concurrent engineering designin
an online and integrated collaborative engineering design environment in which au-
tomated continual design reviews are conducted throughout the engineering design
process by remotely located design groups communicating viathe internet.

Engineering designs are usually composed of highly integrated, tightly coupled
systems with complex interactions, essential to the functional performance of the
design. Therefore, concurrent, rather than sequential considerations of specific re-
guirements are essential, such as meeting the design criteria together with design
integrity congtraints. The traditional approach in industry for designing engineered
installations has been the implementation of a sequential consideration of require-
mentsfor process, thermal, power, manufacturing, installation and/or structural con-
gtraints. In recent years, concurrent engineering design has become a widely ac-
cepted concept, particularly as a preferred alternative to the sequential engineering
design process. Concurrent engineering design in the context of design integrity is
a systematic approach to integrating the various continual design reviews within the
engineering design process, such as reliability prediction, assessment, and evalua-
tion throughout the preliminary, schematic, and detail design phases respectively.
The objective of concurrent engineering design with respect to design integrity is
to assure a reliable design throughout the engineering design process. Parallelism
is the prime concept in concurrent engineering design, and design integrity (i.e. de-
signing for reliability) becomesthe central issue. Integrated collaborative engineer-
ing design impliesinformation sharing and decision coordination for conducting the
continual design reviews.

3.3.1 Analytic Development of Reliability and Performance
Prediction in Conceptual Design

Techniques for reliability and performance prediction in determining the integrity
of engineering design during the conceptual design phase include system reliability
modelling based on:

i. System performance measures
ii. Determination of the most reliable design
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iii.  Conceptual design optimisation and
iv.  Comparison of conceptual designs
v. Labelledinterval calculusand
vi. Labelledinterval calculusin designing for reliability

3.3.1.1 System Performance Measures

For each process system, thereisa set of performance measuresthat require particu-
lar attention in design—for example, temperature range, pressure rating, output and
flow rate. Some measures such as pressure and temperature rating may be common
for different items of equipment inherent to each process system. Some measures
may apply only to one system. The performance measures of each system can be
described in matrix form in a parameter profile matrix (Thompson et al. 1998), as
shown in Fig. 3.22 where:

i = number of performance measure parameters

j = number of process systems

X = adata point that measures the performance of a system with respect to
aparticular parameter.

It is not meaningful to use actual performance—for example, an operating
temperature—as the value of x;j. Rather, it is the proximity of the actual perfor-
mance to the limit of process capability of the system that is useful.

In engineering design review, the proximity of performance to a limit closely
relates to a measure of the safety margin. In the case of process enhancement, the
proximity to alimit may even indicate an inhibitor to proposed changes. For a pro-
cess system, anon-dimensional numerical valueof x;; may be obtained by determin-
ing the limits of capability, such as Cyax and Cqin, With respect to each performance
parameter, and specifying the nominal point or range at which the system’s perfor-
mance parameter is required to operate.

The limits may be represented diagrammatically as shown in Figs. 3.23, 3.24
and 3.25, where an example of two performance limits, of one upper performance
limit, and of one lower performance limit is given respectively (Thompson et al.
1998).

The data point x;j that is entered into the performance of systems with two per-
formance limitsisthe lower value of A and B (0 < score < 10), which is the closest

Process systems
Performance X11 X12 X13 X14 ... Xy
parameters X21 X2 X223 X4 ... X2i
X31 X322 X33 X3 ... X3
Xj1  Xj2  Xj3  Xja ... Xji

Fig. 3.22 Parameter profile matrix
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Performance limit/range Temperature range Score
Maximum performance limit C ,,, Max. Temp. T, _A_ 20
Nom. T High —-
Nominal performance range
(T High - T Low)
Nom.TLow ——
B
Minimum performance limit C;, Min. Temp. T, -- 0
x _ Max. Temp. T, = Nom. T High (x 20)
i - Max. Temp. T, - Min. Temp. T,
or Nom. T Low — Min. Temp. T, (x 20)
Max. Temp. T, — Min. Temp. T,
Fig. 3.23 Determination of adata point: two limits
Performance limit/range Stress level Score
Highest performance limit C,,, | Highest stress level -——- 10
A
Calculated performance Nominal stress level ——--
Lowest Estimate Lowest stress level —— 0

The data point:

o= A= Highest stress level — Nominal stress level (x 10)
i Highest stress level — Lowest stress est.

Fig. 3.24 Determination of adata point: one upper limit
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the nominal design condition does approach alimit. The value of x;; alwaysliesin
the range 0-10. Ideally, when design condition is a single point at the mid-range,

then the data point is 10.
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Performance limit/range Capacity level Score
Highest estimate Max. capacity est. 10
Calculated performance Nominal capacity --—-

B I
Lowest performance limit C;, Min. capacity level --J- 0

The data point:

_ Nominal capacity — Min. capacity level (x 10)
~ Max. capacity est. — Min. capacity level

Ki] =

Fig. 3.25 Determination of adata point: one lower limit

It is obvious that this process of data point determination can be generated
quickly by computer modelling with inputs from process system performance mea-
sures and ranges of capability. If there is one operating limit only, then the data
point is obtained as shown in Figs. 3.24 and 3.25, where the upper or lower limits
respectively are known.

Therefore, a set of data points can be obtained for each system with respect to
the performance parametersthat are relevant to that system. Furthermore, a method
can be adopted to alow designing for reliability to be quantified, which can lead to
optimisation of design reliability.

Figures 3.23, 3.24 and 3.25 illustrate how a data point can be generated to mea-
sure performance with respect to the best and the worst limits of performance.

3.3.1.2 Determination of the Most Reliable Design
in the Conceptual Design Phase

Reliability prediction through system reliability modelling based on system perfor-
mance may be carried out by the following method (Thompson et al. 1999):

a) ldentify the criteria against which the process design is measured.

b) Determine the maximum and minimum acceptable limits of performance for
each criterion.

c) Calculate aset of measurement data points of x;j for each criterion according to
the algorithmsindicated in Figs. 3.23, 3.24 and 3.25.
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d) A design proposal that has good reliability will exhibit uniformly high scores
of the data points x;;. Any low data point represents system performancethat is
close to an unacceptable limit, indicating a low safety margin.

€) The conceptual design may then be reviewed and revised in an iterative manner
to improve low x;; scores.

When a uniformly high set of scores has been obtained, then the design, or alter-
native design that is most reliable, will conform to the equal strength principle, also
referred to as unity, in which there are no ‘weak links' (Pahl et al. 1996).

3.3.1.3 Comparison of Conceptual Designs

If it isrequired to compare two or more conceptual designs, then an overall rating
of reliability may be obtained to compare these designs. An overall reliability may
be determined by calculating a systems performance index (SP) as follows

N -1
SP=N (2 1/, ) (3.79)

=1

where

N = the sum of the performances considered
di = the scores of the performances considered.

The overall SP scoreliesin therange from 0 to 10. The inverse method of combina-
tion of scoresreadily identifieslow safety margins, unlike normal averaging through
addition where aimost no safety margin with respect to one criterion may be com-
pensated for by high safety margins el sswhere—which is unacceptable. Alternative
designs can therefore be compared with respect to reliability, by comparing their
SP scores; the highest score is the most reliable. In a proposed method for using
this overall rating approach (Liu et a. 1996), caution is required because simply
choosing the highest score may not be the best solution. This requires that each de-
sign should always be reviewed to see whether weaknesses can be improved upon,
which tends to defeat the purpose of the method. Although other factors such as
costs may be the final selection criterion for conceptual or preliminary design pro-
posals with similar overall scores (which oft is the case), the objective is to achieve
a design solution that is the most reliable from the viewpoint of meeting the re-
quired performance criteria. This shortcoming in the overal rating approach may
be avoided by supplementing performance measures obtained from mathematical
models in the form of mathematical algorithms of process design integrity for the
values of x;j, rather than the *direct’ performance parameters such as temperature
range, pressure rating, output or flow rate.

The performance measures obtained from these mathematical models consider
the prediction, assessment or evaluation of parameters particular to each specific
stage of the design process, whether it is conceptual design, preliminary design or
detail design respectively.
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The approach defines performance measuresthat, when met, achieve an optimum
design with regard to overall integrity. It seeks to maximise the integrity of design
by ensuring that the criteria of reliability, availability, maintainability and safety are
concurrently being met. The choice of limits of performancefor such an approachis
generally made with respect to the consequences and effects of failure, and reliabil-
ity expectations based on the propagation of single maximum and minimum values
of acceptable performance for each criterion. If the consequences and/or effects of
failureare high, then limits of acceptable performancewith high safety marginsthat
arewell clear of failurecriteriaare chosen. Similarly, if failurecriteriaareimprecise,
then high safety margins are adopted.

These considerations have been further expanded to represent sets of systemsthat
function under sets of failures and performanceintervals, applying labelled interval
calculus (Boettner et al. 1992).

The most significant advantage of this expanded method is that, besides not hav-
ing to rely on the propagation of single estimated values of failure data, it also does
not have to rely on the determination of single values of maximum and minimum
acceptable limits of performance for each criterion. Instead, constraint propaga-
tion of intervals about sets of performance valuesis applied. As these intervals are
defined, it is possible to compute a multi-objective optimisation of performanceval-
ues, in order to determine optimal solution sets for different sets of performance
intervals.

3.3.1.4 Conceptual Design Optimisation

The process described attemptsto improvereliability continually towards an optimal
result (Thompson et al. 1999). If the design problem can be modelled so that it is
possible to compute all the x;; scores, then it is possible to optimise mathematically
in order to maximise the SP function, as aresult of which the x;j scoreswill achieve
a uniformly high score. Typically in engineering design, several conceptual design
alternatives need to be optimised for different design criteria or constraints.

To deal with multiple design alternatives, the parameter profile matrix, in which
the scores for each system’s performance measure of x;j is calculated, needs to be
modified. Instead of a one-variable matrix, in which the scores x;; are listed, the
analysis is completed for each specific criterion yj. Thus, a two-variable matrix of
Gij isconstructed, as shown in Fig. 3.26 (Liu et al. 1996).

Design alternatives Y1 Y2 Y3 Y4 Yn
Performance X1 €11 Ci2 Ci3 Ci4 Cin
parameters X2 Cx Cx2 C23 Co4 Con

X3 C31 C32 C33 C3s C3n
Xm Cmi Cm2 Cm3 Cm4 Cmn

Fig. 3.26 Two-variable parameter profile matrix
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Determination of an optimum conceptual design is carried out as follows:

a) A performanceparameter profileindex (PPI) is calculated for each performance
parameter X;. This constitutes an analysis of the rows of the matrix, in which

n -1
PPl =n (2 1/cij ) (3.80)
j=1

where n is the number of design alternatives.

b) Similarly, a design alternative performance index (API) is calculated for each
design alternative y;j. This constitutes an analysis of the columns of the matrix,
in which

m -1
APl = m(Z 1/ci,-> (3.81)
i=1

where misthe number of performance parameters.
¢) Anoverall performanceindex (OPI) isthen calculated as

OPI =

100 [ 3 (3.82)
i=1

prall DY

i (PPI)(API)
=1

where m is the number of performance parameters, n is the number of design
alternatives, and OPI lies in the range 0—100 and can thus be indicated as a per-
centage value.

d) Optimisationisthen carried out iteratively to maximise the overall performance
index.

3.3.1.5 Labelled Interval Calculus

Interval calculusis a method for constraint propagation whereby, instead of des-
ignating single values, information about sets of values is propagated. Constraint
propagation of intervalsis comprehensively dealt with by Moore (1979) and Davis
(1987). However, this standard notion of interval constraint propagation is not suf-
ficient for even simple design problems, which require expanding the interval con-
straint propagati on concept into anew formalism termed “labelled interval calculus’
(Boettner et al. 1992).

Descriptionsof conceptual aswell as preliminary design represent sets of systems
or assemblies interacting under sets of operating conditions. Descriptions of detail
designs represent sets of componentsfunctioning under sets of operating conditions.

Thelabelled interval calculus (LIC) formalisesasystem for reasoning about sets.
LIC defines a number of operatives on intervals and equations, some of which can
be thought of asinversesto the usual notion of interval propagation by the question
‘what do the intervals mean? or, more precisely, ‘what kinds of relationships are
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possible between aset of values, avariable, and aset of systems or components, each
subject to aset of operating conditions? . The usual notion of aninterval constraintis
supplemented by the use of labels to indicate relationships between the interval and
aset of inferencesin the design context. LI1C isafundamental step to understanding
fuzzy sets and possibility theory, which will be considered later in detail.

a) Constraint Labels

A congtraint label describes how a variable is constrained with respect to a given
interval of values. The constraint label describes what is known about the values
that a variable of a system, assembly, or its components can have under a single set
of operating conditions.

There are four constraint labels: only, every, some and none. The best approach
to understanding the application of these four constraint labelsis to give sample de-
scriptions of the values that a particular operating variable would have under a par-
ticular set of operating conditions, such as a simple example of a pump assembly
that operates under normal operating conditions at pressures ranging from 1,000 to
10,000 kPa.

Only:

< only p 1000, 10000 > means that the pressure, under the specified operating
conditions, takes values only in theinterval between 1,000 and 10,000 kPa. Pressure
does not take any values outside this interval.

Every:

< every p 1000, 10000 > means that the pressure, under the specified operating
conditions, takes every value in the interval 1,000 to 10,000kPa. Pressure may or
may not take values outside the given interval.

Some:

< some p 1000, 10000 > meansthat the pressure, under the specified operating con-
ditions, takes at least one of the valuesin the interval 1,000 to 10,000kPa. Pressure
may or may not take values outside the given interval.

None:
< none p 1000, 10000 > means that the pressure, under the specified operating
conditions, never takes any of the valuesin theinterval 1,000 to 10,000 kPa.

b) Set Labels
A set label consolidates information about the variable values for the entire set of

systems or components under consideration. There are two set labels, all-parts and
some-part.
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All-parts:

All-parts meansthe constraint interval istruefor every system or component in each
selectable subset of the set of systems under consideration. For example, in the case
of a series of pumps,

< All-parts only pressure 0, 10000 >

Every pump in the selected subset of the set of systems under consideration oper-
ates only under pressures between 0 and 10,000kPa under the specified operating
conditions.

Some-part:
Some-part means the constraint interval is true for at least some system, assembly
or component in each selectable subset of the set of systems under consideration.

< Some-part every pressure 0, 10000 >

At least one pump in the selected subset of the set of systems under consideration
operates only under pressures between 0 and 10,000 kPa under the specified operat-
ing conditions.

c) Labelled Interval Inferences

A method (labelled intervals) is defined for describing sets of systems or equipment
being considered for a design, as well as the operatives that can be applied to these
intervals. Theselabelled interval s and operatives can now be used to create inference
rulesthat draw conclusions about the sets of systems under consideration. There are
five types of inferencesin the labelled interval calculus (Moore 1979):

Abstraction rules
Elimination conditions
Redundancy conditions
Trangdlation rule
Propagation rules

e o o o o

Based on the specifications and connections defined in the conceptual and pre-
liminary design phases, these five labelled interval inferences can be used to reach
certain conclusions about the integrity of engineering design.

Abstraction Rules
Abstraction rules are applied to labelled intervals to create subset 1abelled intervals

for selectable items. These subset descriptions can then be used to reason about the
design.
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There are three abstraction rules:

Abstraction rule 1:
(only X)(Asi,S) — (only x miinxLi miaxxh.i)(Ami S)
Abstraction rule 2:
(every Xi)(Asj,S) — (every x maxx miinxh.i)(Ami S)

Abstraction rule 3:

(some Xi)(Asji, S) — (somex miinxu miaxxm)(Ami S)

where

X = variable or operative interval

i = index over the subset

A = set of selectableitems

As; = ith selectable subset within set of selectable items
S = set of states under which the ith subset operates
X = variable or operative

X = lowest X in interval X of the ith selectable subset
minix ; = the minimum lowest value of x over all subsetsi
max; X ; = the maximum lowest value of x over all subsets i
Xni = highest x ininterval X of theith selectable subset

min; Xn; = the minimum highest value of x over al subsetsi
maX; Xnj = the maximum highest value of x over all subsetsi
niS = intersection over al i subsets of the set of states.

Again, the best approach to understanding the application of labelled interval infer-
ences for describing sets of systems, assemblies or components being considered
for engineering design is to give sample descriptions of the labelled intervals and
their computations.

Description of Example

In the conceptual design of atypical engineering process, most sets of systemsin-
clude asingle process vessel that is served by a subset of three centrifugal pumpsin
paralel. Any two of the pumps are continually operational while the third functions
as a standby unit. A basic design problemis the sizing and utilisation of the pumps
in order to determine an optimal solution set with respect to various different sets
of performance intervals for the pumps. The system therefore includes a subset of
three centrifugal pumps in paralel, any two of which are continually operational
while oneisin reserve, with each pump having the following required pressure rat-
ings:
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Pressure ratings:

Pump Min. pressure Max. pressure
1 1,000kPa 10,000 kPa

2 1,000kPa 10,000 kPa

3 2,000kPa 15,000kPa

Labelled intervals:

X1 = < dl-partsevery kPa 1000 10000 > (normal)
Xo = < dl-partsevery kPa 1000 10000 > (normal)
X3 = < dl-partsevery kPa 2000 15000 > (normal)

where

X.1 = 1,000
X2 = 1,000
X3 = 2,000
Xn,1 = 10,000
Xn,2 = 10,000
Xn,3 = 15,000

Computation: abstraction rule 2:

(every Xi)(Asji, §) — (every x maxix i mini xni)(AN; §)
max; X j = 2,000

min; Xni = 10,000

Subset interval:
< all-parts every kPa 2000 10000 > (normal)

Description:

Under normal conditions, all the pumpsin the subset must be able to operate un-
der every value of theinterval between 2,000 and 10,000 kPa. The subset interval
value must be contained within all of the selectable items’ interval values.

Elimination Conditions

Elimination conditions determine those items that do not meet given specifications.
In order for these conditionsto apply, at least oneinterval must have an all-partsla-
bel, and the state sets must intersect. Each specification is formatted such that there
are two labelled intervals and a condition. One labelled interval describes a vari-
able for system requirements, while the other labelled interval describes the same
variable of a selectable subset or individual item in the subset.

There are three elimination conditions:

Elimination condition 1:

(only X;1) and (only X») and Not (X3 N X7)
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Elimination condition 2:

(only X;) and (every Xz) and Not (X; C X1)
Elimination condition 3:

(only X1) and (some Xz) and Not (X1 N X2)

Consider the example The system includes a subset of three centrifugal pumpsin
parallel, any two of which are continually operational, with the following specifica-
tions requirement and subset interval:

Specifications:
System requirement: < all-parts only kPa 5000 10000 >

Labelled intervals:
Subset interval: < all-parts every kPa 2000 10000 >

where:
Pump 1interval: < all-parts every kPa 1000 10000 >

Pump 2 interval: < all-parts every kPa 1000 10000 >
Pump 3interval: < all-parts every kPa 2000 15000 >

Computation: elimination condition 2:

(only X1) and (every Xp) and Not (X2 C X;)
Subset interval:

System requirement: X; =< kPa 5000 10000 >
Subset interval: X2 =< kPa 2000 10000 >

Elimination result:
Condition: Not (X, C X;) =true

Description:

The elimination condition result is truein that the pressure interval of the subset
of pumps does not meet the system requirement, where

X1 =< kPa’5000 10000 >

and the subset interval

X2 =< kPa 2000 10000 >

A minimum pressure of the subset of pumps (kPa 2,000) cannot be less than the
minimum system requirement (kPa 5,000), prompting a review of the conceptual
design.

Redundancy Conditions

Redundancy conditions determine if a subset’s labelled interval (X;) is not signifi-
cant because another subset’s labelled interval (Xy) is dominant.
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In order for the redundancy conditions to apply, the items set and the state set
of the labelled interval (X;) must be a subset of the items set and state set of the
labelled interval (X;). X; must have either an all-parts label or a some-parts label
that can be redundant with respect to X,, which in turn has an al-parts|abel.

Redundancy conditions do not apply to X; having an all-parts label while X, has
a some-parts label. Each redundancy condition is formatted so that there are two
subset |abelled intervals and a condition.

There are five redundancy conditions:

Redundancy condition 1:
(every X1) and (every Xp) and (X1 € X2)
Redundancy condition 2:
(some X1) and (every Xp) and (Xy N Xp)
Redundancy condition 3:
(only X;) and (only X3) and (Xz C X1)
Redundancy condition 4:
(some X;) and (only X») and (Xo C X1)
Redundancy condition 5:
(some X1) and (some X3) and (X C X1)

Consider the example The system includes a subset of three centrifugal pumpsin
parallel, any two of which are continually operational, with the following specifica-
tions requirement and different subset configurations for the two operational units,
while the third functions as a standby unit:

Specifications:

System requirement: < all-parts only kPa 1000 10000 >
Pump 1 interval: < dll-parts every kPa 1000 10000 >
Pump 2 interval: < al-parts every kPa 1000 10000 >
Pump 3 interval: < al-parts every kPa 2000 15000 >

Labelled intervals:

Subset configuration 1:

Subsetl interval: < all-parts every kPa 1000 10000 >
where:

Pump 1 interval: < all-parts every kPa 1000 10000 >
Pump 2 interval: < all-parts every kPa 1000 10000 >
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Subset configuration 2:

Subset2 interval: < all-parts every kPa 2000 10000 >
where:

Pump 1linterval: < all-parts every kPa 1000 10000 >
Pump 3interval: < all-partsevery kPa 2000 15000 >

Subset configuration 3:

Subset3interval: < all-parts every kPa 2000 10000 >
where:

Pump 2 interval: < all-parts every kPa 1000 10000 >
Pump 3interval: < all-parts every kPa 2000 15000 >

Computation:
(every Xi)(Asi, S) — (every x max; X i mini Xni)(AN; S)
(every Xp) and (every Xz) and (X1 C Xp)

For the three subset intervals:

1) Subset intervals:

Subsetl interval: X; =< kPa 1000 10000 >
Subset2 interval: X, =< kPa 2000 10000 >

Redundancy result:
Condition: (X; C Xp) =false

Description:

The redundancy condition result isfalse in that the pressureinterval of the pump
subset’s labelled interval (X;) is not a subset of the pump subset’s labelled inter-
val (Xp).

2) Subset intervals:
Subsetl interval: X; =< kPa 1000 10000 >
Subset3 interval: X, =< kPa 2000 10000 >

Redundancy result:
Condition: (X; C Xp) =false

Description:

The redundancy condition result isfalse in that the pressureinterval of the pump
subset’s labelled interval (X1) is not a subset of the pump subset’s labelled inter-
val (X2).

3) Subset intervals:
Subset2 interval: X; =< kPa 2000 10000 >
Subset3 interval: X, =< kPa 2000 10000 >

Redundancy result: Condition: (X1 C Xp) =-true

Description:

The redundancy condition result is true in that the pressure interval of the pump
subset’s labelled interval (X3) is a subset of the pump subset’s labelled inter-
val (X2).
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Conclusion

Subset2 and/or subset3 combinations of pump 1 with pump 3 aswell as pump 2
with pump 3 respectively are redundant in that pump 3 is redundant in the con-
figuration of the three centrifugal pumpsin parallel.

Trandation Rule

Thetrandlation rule generates new labelled intervals based on various interrel ation-
ships among systems or subsets of systems (equipment). Some components have
variables that are directional. (Typicaly in the case of RPM, a motor produces
RPM-out while a pump accepts RPM-in.) When a component such as a motor has
alabelled interval that is being considered, the trandation rule determines whether
it should be translated to a connected component such as a pump if the connected
components form a set with matching variables, and the labelled interval for the
motor is not redundant in the labelled interval for the pump.

Consider the example A system includes a subset with a motor, transmission and
pump where the motor and transmission have the following RPM ratings:

Component  Min.RPM Max. RPM

Motor 750 1,500

Transmission 75 150

Labelled intervals:

Motor = < al-partsevery rpm 750 1500 > (normal)

Transmission = < all-parts every rpm 75 150 > (normal)

Trandation rule:
Pump = < al-parts every rpm 75 150 > (normal)

Propagation Rules

Propagation rules generate new labelled intervals based on previously processed
labelled intervals and a given relationship G, which is implicit anong a minimum
of three variables. Each rule is formatted so that there are two antecedent subset
labelled intervals, a given relationship G, and a resultant subset labelled interval.
The resultant labelled interval contains a constraint label and a labelled interval
calculus operative. The resultant labelled interval is determined by applying the
operative to the variables. If the application of the operative on the variables can
produce alabelled interval, a new labelled interval is propagated. If the application
of the operative on the variables cannot produce a labelled interval, the propagation
ruleis not valid.

An item’s set and state set of the new labelled interval are the intersection of
the item’s set and state set of the two antecedent labelled intervals. If both of the
antecedent labelled intervals have an al-parts set label, the new labelled interval
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will have an all-parts set label. If the two antecedent labelled intervals have any
other combination of set labels (such as one with a some-part set label, and the
other with an all-parts set label; or both with a some-part set label), then the new
labelled interval will have a some-part set label (Davis 1987).

There are five propagation rules:

Propagationrule 1:
(only X) and (only Y) and G = (only Range (G, X, Y))
Propagation rule 2:
(every X) and (every Y) and G = (every Range (G, X, Y))
Propagation rule 3:

(every X) and (only Y) and state variable (z) or parameter (X)
and G = (every domain (G, X, Y))

Propagation rule 4:
(every X) and (only Y) and parameter (x) and G =-(only SuffPt (G, X, Y))
Propagation rule 5:
(every X) and (only Y) and G = (some SuffPt (G, X, Y))

Consider the example Determine whether the labelled interval of flow for dy-
namic hydraulic displacement pumps meets the system specifications requirement
where the pumpsrun at revolutionsin theinterval of 75 to 150 RPM, and the pumps
have a displacement capability in the interval 0.5 x 103 to 6 x 102 cubic metre
per revolution. Displacement is the volume of fluid that moves through a hydraulic
line per revolution of the pump impellor, and RPM is the revolution speed of the
pump. The flow is the rate at which fluid moves through the lines in cubic metres
per minute or per hour.

Specifications:
System requirement: < all-parts only flow 1.50 60 > m3/h

Given relationship:

Flow (m3/h) = (Displacement x RPM) xC

where C is the pump constant based on specific pump characteristics.
Labelled intervals:

Displacement () = < all-partsonly 1 0.5x10 26 x10~3 >
RPM (o) = < dl-partsonly o 75 150 >
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Computation:

(only X) and (only Y) and G = (only Range (G, X, Y))

Flow [corners (Q, 11, ®)] = (0.0375, 0.075, 0.45, 0.9) m3/min
Flow [range (Q, n, ®)] = < flow 2.2554 > m3/h

Propagation result: Flow (Q) = < all-partsonly flow 2.25 54 >

Elimination condition:
(only X;) and (only X3) and Not (Xg N Xp)

Subset interval:
System requirement: X; = < flow 1.50 60 > m3/h
Subset interval: Xo = < flow 2.2554 > m3/h

Computation:
(XpNXp) = < flow 2.2554 > m3/h

Elimination result:
Condition: Not (X; N Xp) =true

Description:

With the labelled interval of displacement between 0.5 x 10~2 and 6 x 102 cu-
bic metre per revolution and the labelled interval of RPM in the interval of 75
to 150 RPM, the pumps can produceflowsonly in theinterval of 2.25to 54m?/h.
The elimination condition is true in that the labelled interval of flow does not
meet the system requirement of ;

System requirement: X; = < flow 1.50 60 > m*/h

Subset interval: Xo = < flow 2.2554 > m?/h

3.3.1.6 Labelled Interval Calculus in Designing for Reliability

An approach to designing for reliability that integrates functional failure as well as
functional performance considerations so that amaximum safety marginis achieved
with respect to al performance criteriais considered (Thompson et al. 1999). This
approach has been expanded to represent sets of systems functioning under sets of
failure and performance intervals. The labelled interval calculus (LIC) formalises
an approach for reasoning about these sets. The application of LIC in designing
for reliability produces a design that has the highest possible safety margin with
respect to intervals of performance values relating to specific system datasets. The
most significant advantage of this expanded method is that, besides not having to
rely on the propagation of single estimated values of failure data, it also does not
have to rely on the determination of single values of maximum and minimum ac-
ceptable limits of performance for each criterion. Instead, constraint propagation of
intervals about sets of performancevaluesis applied, making it possible to compute
amulti-objective optimisation of conceptual design solution sets to different sets of
performanceintervals.
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Multi-objective optimisation of conceptual design problems can be computed by
applying LIC inference rules, which draw conclusions about the sets of systems
under consideration to determine optimal solution sets to different intervals of per-
formance values. Considering the performance limits represented diagrammatically
in Figs. 3.23, 3.24 and 3.25, where an example of two performancelimits, one upper
performance limit, and one lower performance limit is given, the determination of
datasets using LI1C would include the following.

a) Determination of a Data Point: Two Sets of Limit Intervals

The proximity of actual performanceto the minimum, nominal or maximum sets of
limit intervals of performance for each performance criterion relates to a measure
of the safety margin range.

The data point x;j is the value closest to the nominal design condition that ap-
proaches either minimum or maximum limit interval. The value of x;j always lies
in the range 0-10. Ideally, when the design condition is at the mid-range, then the
data point is 10. A set of data points can thus be obtained for each system with re-
spect to the performance parametersthat are relevant to that system. In this case, the
data point x;; approaching the maximum limit interval is the performance variable
of temperature

_ Max. Temp. Ty — Nom. T High (x20)

X = T Max. Temp. T, — Min. Temp. T, (3.83)

Given relationship: dataset:
(Max. Temp. Ty — Nom. T High)/(Max. Temp. Ty — Min. Temp. T,) x 20

where

Max. Temp. T; = maximum performanceinterval
Min. Temp. T, = minimum performance interval
Nom. T High = nominal performanceinterval high

Labelled intervals:

Max. Temp. Ty = < dl-partsonly Titytiy >

Min. Temp. T, = < dl-partsonly Totyton >

Nom.T High = < dl-partsonly Tty tyn >

where

ty = lowest temperature value in interval of
maximum performance interval.

tin = highest temperature value in interval of
maximum performance interval.

ty = lowest temperature value in interval of
minimum performanceinterval.

ton = highest temperature value in interval of
minimum performance interval.
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ty = lowest temperature value in interval of
nominal performanceinterval high.

tynh = highest temperature value in interval of
nominal performanceinterval high.

Computation: propagation rule 1:
(only X) and (only Y) and G = (only Range (G, X, Y))

Xij [corners (Max. Temp. Ty, Nom. T High, Min. Temp. T)]
= (tth —th/tuy —ton) X 20, (t1nh —th /ty —t21) x 20,
(tih —thi/tin —ton) X 20, (tah —thi/tan —t21) x 20,
(tu —tm/tu —ton) x 20, (ty —tw/tu —t21) x 20,
(ty —thi /tih —ton) X 20, (ty —twi /tain —t21) x 20,
(tth —thn/tu —ton) X 20, (tin —thn/ty —ta) x 20,
(tih —thn/tin —ton) X 20, (tan —thn/tin —ta) X 20,
(tu —thn/tu —ton) X 20, (ty —thn/ty —t2) x 20,
(tu —thn/tih —ton) X 20, (ty —tyn/tin —ta) x 20,

Xij [range (Max. Temp. Ty, Nom. T High, Min. Temp. T,)]
= (tu —thn/tih—t2) x 20, (tan —th/tu —t2n) X 20

Propagation result:

Xjj = < all-partsonly

Xij (tu —thn/tih—1t21) X 20, (tanh —th /ty —ton) x20 >
where x;j is dimensionless.

Description:

The generation of data points with respect to performance limits using the la-
belled interval calculus, approaching the maximum limit interval.
Thisiswhere the data point x;j approaching the maximum limit interval, with x;
intherange (Max. Temp. T, Nom. T High, Min. Temp. T,), and the data point x;;
being dimensionless, has a propagation result equival ent to the following labelled
interval:

< al-partsonly Xjj (ty —thn/tih—t2) X 20,  (tip —tH /ty —ton) x 20>, which
represents the relationship:

o Max. Temp. T — Nom. T High (x20)
177 Max. Temp. T, — Min. Temp. T,

In the case of the data point x;; approaching the minimum limit interval, where
the performance variable is temperature

N Nom. T Low — Min. Temp. T» (x20)
7" Max. Temp. T, — Min. Temp. T,

(3.84)
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Given relationship: dataset:
(Max. Temp. Ty — Nom. T High)/(Max. Temp. Ty — Min. Temp. T,) x 20

where
Max. Temp. T; = maximum performanceinterval

Min. Temp. T, = minimum performance interval
Nom. T Low = nominal performanceinterval low

Labelled intervals:
Max. Temp. T, = < dl-partsonly Titytn >

Min. Temp. T, = < dl-partsonly Totyton >
Nom. T Low = < al-partsonly T t. it p >

where

t1i = lowest temperature value in interval of
maximum performance interval

tin = highest temperature value in interval of
maximum performance interval

ty = lowest temperature valuein interval of
minimum performanceinterval

ton = highest temperature value in interval of
minimum performanceinterval

t) = lowest temperature valuein interval of
nominal performanceinterval low

tLn = highest temperature valuein interval of
nominal performanceinterval low

Computation: propagation rule 1:
(only X) and (only Y) and G = (only Range (G, X, Y))

Xij [corners (Max. Temp. Ty, Nom. T High, Min. Temp. T,)]
= (tth —ta/ty —ton) x 20, (tLp—ta/ty —t21) x 20,
(tth —ta/tih—ton) X 20, (tun —ta/tin—t21) x 20,
(tu —tar/ty —ton) x 20, (tu —ta/ty —ta) X 20,
(tu —tar/tin—ton) x 20, (ty) —t2/tin —t2) x 20,
(tth —ton/tu —ton) X 20, (tLp —ton/ty —tar) X 20,
(tuh —ton/tin—ton) x 20, (tLh —ton/tin —ta1) x 20,
(tu —ton/tu —ton) x 20, (tu —ton/ty —ta) X 20,
(tu —ton/tin—1ton) X 20, (t) —ton/tan—tar) X 20,

Xij [range (Max. Temp. Ty, Nom.T High, Min. Temp. T)]
= (tu —ton/tin—t21) x 20, (tLp —ta/ty —ton) x 20



3.3 Analytic Development of Reliability and Performance in Engineering Design 127

Propagation result:

Xij = < al-partsonly

Xij(tL —ton/tih —t21) x 20, (tLp —ta/ty —ton) x 20>
where x;j is dimensionless.

Description:

The generation of data points with respect to performance limits using the la-
belled interval calculus, in the case of the datapoint x;; approaching the minimum
limit interval, with x;; in the range (Max. Temp. Ty, Nom. T High, Min. Temp.
T»), and x;; dimensionless, has a propagation result equivalent to the following
labelled interval:

< al-partsonly Xij (tur —ton/tin—ta) x 20, (tLp —ty/ty —ton) X 20>

which represents the relationship:

~_ Nom. T Low— Min. Temp. T, (x20)
i = Max. Temp. T, — Min. Temp. T»

b) Determination of a Data Point: One Upper Limit Interval

If there is one operating limit set only, then the data point is obtained as shown in
Figs. 3.24 and 3.25, where the upper or lower limit is known. A set of data points
can be obtained for each system with respect to the performance parametersthat are
relevant to that system. In the case of the data point x;; approaching the upper limit
interval

_— Highest Stress Level — Nominal Stress Level (x10)
e Highest Stress Level — Lowest Stress Est.

(3.85)

Given relationship: dataset:
(HSL —NSL)/(HSL —LSL) x 10

Labelled intervals:

HSI = highest stressinterval < all-partsonly HSI sy s >
LSl = lowest stressinterval < al-partsonly LS| sy >

NSI = nominal stressinterval < all-parts only NSI sy ;s4p >

where:

sy = lowest stressvaluein interval of highest stressinterval
sin = highest stress value in interval of highest stressinterval
sy = lowest stressvalue in interval of lowest stressinterval
Sn = highest stress value in interval of lowest stress interval
sq1 = lowest stressvalue in interval of nominal stress interval
s4h = highest stress value in interval of nominal stress interval
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Computation: propagation rule 1:
(only X) and (only Y) and G =(only Range (G, X, Y))
Xij [corners (HSL, NSL, LSL)]
= (Sth—sHi/su—Sn) x 10, (Sth—Swi/Su —S21) x 10,
(Sth—SHi/Sth—S2h) X 10, (Sth— SHi/Sth—S21) x 10,
(St —SHi/su—Sn) x 10, (Sy —Si/su—s) x 10,
(St —SHi/Sth—S2n) X 10, (Su — SHi/S1h— S21) x 10,
(Sth—SHh/Su —S2n) X 10, (Sth— SHn/Su —S21) x 10,
(Sth — SHh/Sth — S2n) X 10, (Sth — SHn/Sth— S21) x 10,
(St —SHh/Su —S2h) X 10, (Su — SHn/su — s21) x 10,
(St —SHh/Sth—S2n) X 10, (Su — Suh/S1h — S21) % 10,

Xij [range (HSL, NSL, LSL)]

= (Su —Suh/Sth—S21) X 10, (S1h —Sui/Su — $n) x 10
Propagation result:
Xij = < al-partsonly
Xij(Su — SHh/Sth—S21) X 10, (S1th — SHi/Su — Sen) x 10 >
where x;j is dimensionless.
Description:
Thedatapoint x;j approaching the upper limit interval, withx;j in the range (High
Stress Level, Nominal Stress Level, Lowest Stress Level), and x;j dimensionless,
has a propagation result equivalent to the following labelled interval:
< al-partsonly Xij(sLi —Son/Sth—S21) X 20, (SLh—S21/Su —Sn) X 20>,
which represents the relationship:

. — Highest Stress Level — Nominal Stress Level (x10)

v Highest Stress Level — Lowest Stress Est.

¢) Determination of a Data Point: One Lower Limit Interval

In the case of the data point x;; approaching the lower limit interval

i Nominal Capacity — Min. Capacity Level (x10)
! ™ Max. Capacity Est. — Min. Capacity Level

(3.86)

Given relationship: dataset:
(Nom. Cap. L — Min. Cap. L)/(Max. Cap. L —Min. Cap. L) x 10

where

Max. Cap. C; = maximum capacity interval
Min. Cap. C, = minimum capacity interval
Nom. Cap. C. = nominal capacity interval low



3.3 Analytic Development of Reliability and Performance in Engineering Design 129

Labelled intervals:

Max. Cap. C; = < al-partsonly CyCy1Cih >

Min. Cap. C, = < al-partsonly CycyCopn >

Nom. Cap. C. = < dl-partsonly C_c_c p, >

where

cy = lowest capacity valuein interval of maximum
capacity interval

c1h = highest capacity value in interval of maximum
capacity interval

cy = lowest capacity valuein interval of minimum
capacity interval

Con = highest capacity value in interval of minimum
capacity interval

¢ = lowest capacity value in interval of nominal capacity
interval low

CLh = highest capacity value in interval of nominal
capacity interval low

Computation: propagation rule 1:
(only X) and (only Y) and G = (only Range (G, X, Y))

Xij [corners (Max. Cap. Min. Cap. C,, Nom. Cap. C_)]

= (cLh—Ca/Cy—C2n) x 10,  (CLh—Ca/Cy —C2) x 10,
(CLh—Ca1/Cih—C2n) x 10, (CLh—Cp1/C1h—C21) x 10,
(CLi—cCa/cu —Cn) x 10, (cLi—ca/cy—c2) x 10,
(cLi—ca/cin—Czn) x 10, (€L —Ca/Cin—C2) x 10,
(CLh—Con/Cy —C2n) x 10, (CLh—Con/Cy —C21) x 10,
(CLh—C2n/Cih—C2n) X 10, (CLh — Con/Cin—Ca) X 10,
(CLi —Can/Cu —C2n) X 10, (CLi —Can/Cu —C21) x 10,
(CLI —C2n/Cih —C2n) X 10, (CL| —C2n/C1h —C21) x 10,

Xij [range (Max. Cap. Min. Cap. C,, Nom. Cap. C_)]
= (CLI —Con/Cin—Ca) x 10, (CLh— Ca1/Cy — C2n) X 10

Propagation result:

Xij = < all-partsonly

Xij(CLI — C2n/Cith—C21) X 10, (CLh—Ca/Cy — C2n) X 10>
where x;j is dimensionless.,

Description:

The generation of data points with respect to performance limits using the la-
belled interval calculusfor the lower limit interval is the following:
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Thedatapoint x;; approachingthelower limitinterval, withx;; intherange (Max.
Capacity Level, Min. Capacity Level, Nom. Capacity Level), and xjj dimension-
less, has a propagation result equivalent to the following labelled interval:

< all-partsonly xjj(CLi — Con/Cih — C21) x 10, (CLp— C21/Cy — Con) x 10 >
with x;j in the range (Max. Cap. Min. Cap. C,, Nom. Cap. C_ ), representing the
relationship:

o Nominal Capacity — Min. Capacity Level(x 10)
"1™ " Max. Capacity Est. — Min. Capacity Level

d) Analysis of the Interval Matrix

In Fig. 3.26, the performance measures of each system of a process are described
in matrix form containing data points relating to process systems and single pa-
rameters that describe their performance. The matrix can be analysed by rows and
columns in order to evaluate the performance characteristics of the process. Each
data point of x;; refers to a single parameter. Similarly, in the expanded method
using labelled interval calculus (LIC), the performance measures of each system of
a process are described in an interval matrix form, containing datasets relating to
systems and labelled intervals that describe their performance. Each row of the in-
terval matrix revealswhether the process has a consistent safety margin with respect
to a specific set of performance values.
A parameter performance index, PPI, can be calculated for each row

n -1
PPl =n (2 1/%ij ) (3.87)
j=1

where n is the number of systemsinrow i.

The calculation of PPI is accomplished using L1C inference rules that draw con-
clusions about the system datasets of each matrix row under consideration. The
numerical value of PPI liesin the range 0-10, irrespective of the number of datasets
in each row (i.e. the number of processsystems). A comparison of PPIs can be made
to judge whether specific performance criteria, such asreliability, are acceptable.

Similarly, a system performanceindex, SPI, can be calculated for each column as

m -1
SPI = m(Z 1/xi,-> (3.88)
i=1

where misthe number of parametersin columni.

The calculation of SPI isaccomplished using L1C inference rulesthat draw con-
clusions about performance labelled intervals of each matrix column under con-
sideration. The numerical value of SPI also lies in the range 0-10, irrespective of
the number of labelled intervals in each column (i.e. the number of performance
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parameters). A comparison of SPIs can be made to assess whether there is accept-

able performance with respect to any performance criteria of a specific system.
Finally, an overall performance index, OPI, can be calculated (Eq. 3.89). The

numerical value of OPI liesin the range 0—~100 and can be indicated as a percentage

value.
oI — ( i ) (3.89)

where mis the number of performance parameters, and n is the number of systems.

HM;

Description of Example

Acidic gases, such as sulphur dioxide, are removed from the combustion gas emis-
sions of a non-ferrous metal smelter by passing these through a reverse jet scrub-
ber. A reversejet scrubber consists of a scrubber vessel containing jet-spray nozzles
adapted to spray, under high pressure, acaustic scrubbing liquid counter to the high-
velocity combustion gas stream emitted by the smelter, whereby the combustion gas
stream is scrubbed and a clear gas stream is recovered downstream. The reverse jet
scrubber consists of a scrubber vessel and a subset of three centrifugal pumpsin
paralel, any two of which are continually operational, with the following labelled
intervals for the specific performance parameters (Tables 3.10 and 3.11):

Propagation result:
Xij = < al-partsonly
Xij (X1l — XHh/X1h — Xa1) x 10,

(Xth — XHI /X1 — X2n) % 10 >

Table 3.10 Labelled intervals for specific performance parameters

Parameters Vessel Pump 1 Pump 2 Pump 3

Max. flow <6575> < 5560 > <5560 > <6570 >

Min. flow <3035> <2025> <2025> <3035>
Nom. flow <5060 > < 4050 > <4050 > < 5060 >
Max. pressure < 10000 12500 > < 850010000 > < 850010000 > < 12500 15000 >
Min. pressure < 1000 1500 > < 10001250 > < 10001250 > < 20002500 >
Nom. pressure < 5000 7500 > < 50006500 > < 50006500> < 7500 10000 >
Max. temp. < 8085> <8590 > <8590 > < 8085>

Min. temp. < 6065 > < 6065 > < 6065 > < 5560 >
Nom. temp. <7075> <7580 > <7580 > <7075>
Table 3.11 Parameter interval matrix

Parameters Vessel Pump 1 Pump 2 Pump 3

Flow(m3/h) <1183> <1367> <1367> <1183>

Pressure (kPa) <2288> <2269> <2269> <1975>

Temp. (°C) <20100> <1775> <1775> <1750>
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Labelled intervals—flow:

Vessdl interval: = < all-partsonly x; 1.1 8.3 >
Pump 1interval: = < al-partsonly xij 1.3 6.7 >
Pump 2 interval: = < al-partsonly xij 1.3 6.7 >
Pump 3interval: = < al-partsonly x;j 1.1 8.3 >

Labelled intervals—pressure:

Vessdl interval: = < all-partsonly x; 2.2 8.8 >
Pump linterval: = < al-partsonly x;j 2.2 6.9 >
Pump 2 interval: = < al-partsonly x;j 2.2 6.9 >
Pump 3interval: = < al-partsonly xj 1.9 7.5>

Labelled intervals—temperature:

Vessel interval: = < dl-partsonly x; 2.0 10.0 >
Pump 1interval: = < al-partsonly xij 1.7 7.5>
Pump 2interval: = < al-partsonly x;j 1.7 7.5>
Pump 3interval: = < al-partsonly x;j 1.7 5.0 >

The parameter performanceindex, PPI, can be calculated for each row

n -1
PPl :n(Z 1/>q,-> (3.90)
j=1

where n isthe number of systemsin row i.

Labelled intervals:

Flow (m3/h) PPl = < all-partsonly PPl 1.2 7.4 >
Pressure (kPa) PPl = < all-partsonly PPl 2.1 7.5 >
Temp. (°C) PPl = < dl-partsonly PPI 1.8 7.1 >

The system performance index, SPI, can be calculated for each column

m -1
SPI = m(Z 1/>q,-> (3.91)
i=1

where misthe number of parametersin columni.

Labelled intervals:

Vessel SPI = < dl-partsonly 1.6 9.0 >
Pump 1 SPI = < dl-partsonly 1.7 7.0 >
Pump 2 SPI = < dl-partsonly 1.7 7.0 >
Pump 3 SPl = < dl-partsonly 1.5 6.6 >

Description:

The parameter performance index, PPI, and the system performance index, SPI,
indicate whether there is acceptable overall performance of the operationa pa
rameters (PPI), and what contribution an item makes to the overall effectiveness
of the system (SPI).
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The overall performance index, OPI, can be calculated as

1 m n
OPl = — PPI)(SPI 3.92
mn@gl( ) >> (392)

where mis the number of performance parameters, and n is the number of systems.

Computation: propagation rule 1:
(only X) and (only Y) and G = (only Range (G, X, Y))

OPI [corners (PPI, SPI)]
= [1/12% (1L2x 1.6) + (L2 x 1.7) + (L2 x 1.7) + (1.2 x 1.5)
+(21x1.6)+ (21x L.7)+(21x 1.7) + (2.1 x 1.5)
+(1.8x1.6)+(1.8x 1.7)+(1.8x 1.7)+ (1.8 x 15))],
[1/12 % ((7.4% 9.0) + (7.4 x 7.0) + (7.4 x 7.0) + (7.4 x 6.6)
+(7.5%9.0)+ (7.5%x 7.0) + (7.5x 7.0) + (7.5 x 6.6)
+(7.1%9.0)+ (7.1x 7.0) + (7.1x 7.0) + (7.1 x 6.6))]

OPI [range (PPI, SPI)]
= < [1/12x33.2], [1/12x651.2] >
and:
OPI = < all-partsonly %2.8 54.3 >

Description:

The overall performance index, OPI, is a combination of the parameter perfor-
manceindex, PPI, and the system performanceindex, SPI, and indicatesthe over-
al performance of the operational parameters (PPI), and the overall contribution
of the system’s items on the system (SPI) itself.

The numerical value of OPI liesin the range 0—-100 and can thus be indicated as
apercentagevalue, which isauseful measurefor conceptual design optimisation.
The reverse jet scrubber system has an overall performance in the range of 2.8
to 54%, which is not optimal .

The critical minimum performance level of 2.8% as well as the upper perfor-
mance level of 54% indicate design review.

3.3.2 Analytic Development of Reliability Assessment
in Preliminary Design

The most applicable techniques sel ected astoolsfor reliability assessment in intelli-
gent computer automated methodology for determining the integrity of engineering
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design during the preliminary or schematic design phase are failure modes and ef-
fectsanalysis (FMEA), failure modes and effects criticality analysis (FMECA), and
fault-tree analysis. However, as the main use of fault-tree analysis is perceived to
bein designing for safety, whereby fault trees provide a useful representation of the
different failure paths that can lead to safety and risk assessments of systems and
processes, this technique will be considered in greater detail in Chap. 5, Safety and
Risk in Engineering Design. Thus, only FMEA and FMECA are further developed
at this stage with respect to the following:

i. FMEA and FMECA in engineering design analysis
ii.  Algorithmic modelling in failure modes and effects analysis
iii. Qualitativereasoning in failure modes and effects analysis
iv. Overview of fuzzinessin engineering design analysis
V. Fuzzylogic and fuzzy reasoning
vi. Theory of approximate reasoning
vii.  Overview of possihility theory
viii.  Uncertainty and incompletenessin design analysis
iXx. Modelling uncertainty in FMEA and FMECA
X.  Development of a qualitative FMECA.

3.3.2.1 FMEA and FMECA in Engineering Design Analysis

Systems can be described in terms of hierarchical system breakdown structures
(SBS). These system structures are comprised of many sub-systems, assemblies and
components (and parts), which can fail at one time or another. The effect of func-
tional failure of the system structures on the system as a whole can vary, and can
have a direct, indirect or no adverse effect on the performance of the system. In
a systems context, any direct or indirect effect of equipment functional failures will
result in a change to the reliability of the system or equipment, but may not neces-
sarily result in a change to the performance of the system.

Equipment (i.e. assemblies and components) showing functional failures that
degrade system performance, or render the system inoperative, is termed system-
critical. Equipment functional failures that degrade the reliability of the system are
classified asreliability-critical (Aslaksen et al. 1992).

a) Reliability-Critical Items

Reliability-critical items are those items that can have a quantifiable impact on
system performance but predominantly on system reliability. These items are usu-
ally identified by appropriate reliability analysis techniques. The identification of
reliability-critical items is an essential portion of engineering design analysis, es-
pecialy since the general trend in the design of process engineering installa
tions is towards increasing system complexity. It is thus imperative that a sys-
tematic method for identifying reliability-critical items is implemented during the
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engineering design process, particularly during preliminary design. Such a system-
atic method is failure modes and effects criticality analysis (FMECA). In practice,
however, development of FMECA procedures have often been considered to be ar-
duous and time consuming. As a result, the benefits that can be derived have often
been misunderstood and not fully appreciated. The FMECA procedure consists of
three inherent sub-methods:

e Failure modes and effects analysis (FMEA).
e Failure hazard analysis.
e Criticality analysis.

The methods of failure modes and effects analysis, failure hazard analysis and
criticality analysis are interrelated. Failure hazard analysis and criticality analysis
cannot be effectively implemented without the prior preparations for failure modes
and effectsanalysis. Once certain groundwork has been completed, all of these anal-
ysis methods should be applied. This groundwork includes a detailed understanding
of the functions of the system under consideration, and the functional relationships
of its congtituent components. Therefore, two necessary additional techniques are
imperative prior to developing FMEA procedures, namely:

e Systems breakdown structuring.
e Functional block diagramming.

As previoudy indicated, a systems breakdown structure (SBS) can be defined
as “a systematic hierarchical representation of equipment, grouped into its logical
systems, sub-systems, assemblies, sub-assemblies, and component levels”.

A functional block diagram (FBD) can be defined as “an orderly and structured
means for describing component functional relationshipsfor the purpose of systems
analysis’.

An FBD isacombination of an SBS and concise descriptions of the operational
and physical functions and functional relationships at component level. Thus, the
FBD need only be done at the lowest level of the SBS, which in most cases is at
component level. It is from this relation between the FBD and the SBS that the
combined result is termed a functional systems breakdown structure (FSBS).

Some further concepts essential to a proper basic understanding of FSBS are
considered in the following definitions:

A system is defined as “a complete whole of a set of connected parts or com-
ponents with functionally related properties that links them together in a system
process’.

A function is defined as “the work that an itemis designed to perform”.

This definition indicates, through the terms work and design, that any item con-
tains both operational and physical functions. Operational functions are related to
the item’s working performance, and physical functions are related to the item’s
design.

Functional relationships, on the other hand, describe the actions or changesin
a system that are derived from the various ways in which the system’s components
and their properties are linked together within the system. Functional relationships
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thus describe the complexity of a system at the component level. Component func-
tional relationships describe the actionsinternal in a system, and can be regarded as
the interactive work that the system’s components are designed to perform. Com-
ponent functional relationships may therefore be considered from the point of view
of their internal interactive functions. Furthermore, component functional relation-
ships may aso be considered from the point of view of their different cause and
effect changes, or change symptoms, or in other words, their internal symptomatic
functions.

In order to fully understand component functional relationships, concise descrip-
tions of the operational and physical functions of the system must first be defined,
and then the functional relationships at component level are defined. The descrip-
tions of the system’s operational and physical functions need to be quantified with
respect to their limits of performance, so that the severity of functional failures can
be defined at alater stage inthe FMECA procedure. Thefirst step, then, isto list the
componentsin afunctional systems breakdown structure (FSBS).

b) Functional Systems Breakdown Structure (FSBS)

The identification of the constituent items of each level of a functional systems
breakdown structure (FSBS) is determined from the top down. Thisis done by iden-
tifying the actual physical design configuration of the system, inlower-level items of
the systems hierarchy. The variouslevels of an FSBS areidentified from the bottom
up, by logically grouping items or components into sub-assemblies, assemblies or
sub-systems. Operational and physical functionsand limits of performance are then
defined in the FSBS. Once the functionsin the FSBS have been described and limits
of performance quantified, then the various functional relationships of the compo-
nents are defined, either in a functional block diagram (FBD) or through functional
modelling.

The functional block diagram (FBD) is a structured means for describing com-
ponent functional relationships for design analysis. However, in the devel opment
of an FBD, the descriptions of these component functional relationships should be
limited to two wordsif possible: averb to describe the action or change, and anoun
to describe the object of the action or change. In most cases, if the component func-
tional relationships cannot be stated using two words, then more than one functional
relationship exists.

A verb-noun combination cannot be repeated in any one branch of the FBD’s
descriptions of the component functional relationships. If, however, repetition is
apparent, then review of the component functional relationships in the functional
block diagram (FBD) becomes necessary (Blanchard et al. 1990).

As an example, some verb—noun combinations are given for describing compo-
nent functional relationshipsfor design analysis during the preliminary design phase
in the engineering design process.
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The following semantic list represents some verb—noun combinations:

\erb Noun
Circulate Current
Close Overflow
Compress Gas
Confine Liquids
Contain L ubricant
Control Flow
Divert Fluid

Generate Power
Provide Sedl
Transfer Signd
Transport Materia

It isobviousthat the most appropriate verb must be combined with a correspond-
ing noun. Thus, the verb *control’ can be used in many combinations with different
nouns. It can be readily discerned that these actions can be either operational func-
tional relationships that are related to the item’s required performance, or physical
functional relationships that are related to the item'’s design. For instance, current
can be controlled operationally, through the use of aregulator, or physically through
the internal physical resistance properties of a conductor.

What becomes essential is to ask the question ‘how?’ after the verb—noun com-
bination has been established in describing functional relationships. The questionis
directed towards an answer of either ‘operational’ or ‘physical’. In the case of an
uncertain decision concerning whether the verb—noun description of the functional
relationship is achieved either operationally (i.e. related to the item’s performance)
or physically (i.e. related to the item’s material design), then the basic principles
used in defining the item’s functions can be referred to.

These principles indicate that the item’s functions can be identified on the basis
of the fundamental criteriarelating to operational and physical functions, which are:

e movement and work, in the case of operational functions, and
e shape and consistence, in the case of physical functions.

¢) Failure Modes and Effects Analysis (FMEA)

Failure modes and effects analysis (FMEA) is one of the most commonly used tech-
niques for assessing the reliability of engineering designs. The analysis at systems
level involvesidentifying potential equipment failure modes and assessing the con-
sequences they might have on the system’s performance. Analysis at equipment
level involves identifying potential component failure modes and assessing the ef-
fects they might have on the functional reliability of neighbouring components, and
then propagating these up to the system level. This propagation is usually donein
afailure modes and effects criticality analysis (FMEA).

The criticality of components and component failure modes can therefore be
assessed by the extent the effects of failure might have on equipment functional
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reliability, and the appropriate steps taken to amend the design so that critical failure
modes become sufficiently improbable.

With the completion of the functional block diagram (FBD), development of the
failure modes and effects analysis (FMEA) can proceed. The initial steps of FMEA
considers criteria such as:

System performance specifications
Component functional relationships
Failure modes

Failure effects

Failure causes.

A complex system can be analysed at different levels of resolution and the appro-
priate performance or functions defined at each level. The top levels of the system
breakdown structure arethe process and system level swhere performance specifica
tions are defined, and the lower levels are the assembly, component and part levels
where not only primary equipment but also individual components have a role to
play in the overall functions of the system. An FMEA consists of a combined top-
down and bottom-up analysis. From the top, the process and system performance
specifications are decomposed into assembly and component performance require-
ments and, from the bottom, these assembly and component performance require-
ments are trandated into functions and functional relationships for which system
performance specifications can be met.

After determining assembly and component functions and functional relation-
ships through application of the techniques of system breakdown structures (SBS)
and functional block diagrams (FBD), the remaining steps in developing an FMEA
consider determining failure modes, failure effects, failure causes as well as failure
detection.

Engineering systems are designed to achieve predefined performance criteria
and, although the FMEA will provide a comparison between a system’s normal and
faulty behaviour through the identification of failure modes and related descriptions
of possible failures, it is only when this behavioural change affects one of the per-
formance criteriathat afailure effect is deemed to have occurred. The failure effect
isthen described in terms of system performancethat has been either reduced or not
achieved at all.

A survey of applied FMEA has shown that the greatest criticism is the inabil-
ity of the FMEA to sufficiently influence the engineering design process, because
the timescale of the analysis often exceeds the design process (Bull et al. 1995b).
It is therefore often the case that FMEA is seen not as a design tool but solely as
adeliverableto the client. To reducethetotal time for the FMEA, an approachisre-
quired whereby the methodology is not only automated but also integrated into the
engineering design process through intelligent computer automated methodol ogy.
Such an approach would, however, require consideration of qualitative reasoning in
engineering design analysis. In order to be able to develop the reliability technique
of FMEA (and its extension of criticality considerations into a FMECA) for ap-
plication in intelligent computer automated methodology, particularly for artificial
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intelligence-based (A1B) modelling, it is essentia to carefully consider each pro-
gressive step with respect to its related definitions. It is obvious that the best point
of departure would be an appropriate definition for failure.

According to the US Military Standard (MIL-STD-721B), afailure is defined as
“the inability of an item to function within its specified limits of performance”. This
implies that system functional performance limits must be clearly defined before
any functional failures can be identified. The task of defining system functional
performance limits is not straightforward, especially with complex integration of
systems. A thorough analysis of systems integration complexity requires that the
FMEA not only considers the functions of the various systems and their equipment
but that limits of performance be related to these functions as well.

As previoudly indicated, the definition of afunction is given as “the work that an
itemis designed to perform”. Thus, failure of the item’s function means failure of
thework that the item is designed to perform.

Functional failure can thus be defined as “the inability of an item to carry-out
the work that it is designed to perform within specified limits of performance’.

It is obvious from this definition that there are two degrees of severity of func-
tional failure:

i) A complete loss of function, where the item cannot carry out any of the work
that it was designed to perform.

ii) A partial loss of function, where the item is unable to function within specified
limits of performance.

Potential failure may be defined as “the identifiable condition of an itemindicat-
ing that functional failure can be expected”. In other words, potentia failureis an
identifiable condition or state of an item on which its function depends, indicating
that the occurrence of functional failure can be expected.

From an essential understanding of the implications of these definitions, the var-
ious steps in the development of an FMEA can now be considered.

STEP 1: thefirst criterion to consider in the FMEA is failure mode.

The definition of modeis given as“method or manner”.

Failure mode can be defined as “the method or manner of failure”.

If failureis considered from the viewpoint of either functional failure or potential
failure, then failure mode can be determined as:

i) Themethod or manner inwhich anitemisunableto carry out thework that it
is designed to perform within limits of performance. Thiswould imply either
the mode of failure in which the item cannot carry out any of the work that it
is designed to perform (i.e. complete loss of function), or the mode of failure
in which theitem is unableto function within specified limits of performance
(i.e. partial loss of function).

ii) The method or manner in which an item’s identifiable condition could arise,
indicating that functional failure can be expected. Thiswould imply afailure
mode only when the item’s identifiable condition is such that a functional
failure can be expected.
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Thus, failure mode can be described from the points of view of:

e A complete functional loss.
e A partia functional loss.
e Anidentifiable condition.

For reliability assessment during the preliminary engineering design phase, the
first two failure modes, namely a complete functional loss, and a partial functional
loss, can be practically considered. The determination of an identifiable conditionis
considered when contemplating the possible causes of acomplete functional loss or
of apartia functional loss.

STEP 2: the following step in developing an FMEA is to consider the criteria of
failure effects.

The definition of effect is given as“an immediate result produced”.

Failure effects can be defined as “the immediate results produced by failure”.
Failure consequence can be defined as“ the overall result or outcome of failures’.
It is clear that from these definitions that there are two levels—firstly, an imme-
diate effect and, secondly, an overall consequence of failure.

i) The effects of failure are associated with analysis at component level of the
immediate results that initially occur within the component’s or assembly’s
environment.

ii)  The consequences of failure are associated with analysis at systems level of
the overall results that eventually occur in the system or process as awhole.

For the purpose of developing an FMEA at the higher systems level, some of the
basic principles of failure consequences need to be described. The consequences
of failure need not have immediate results. However, as indicated before, typical
FMEA analysis of failure effects on functional reliability at component level and
propagated up to the system level is usualy done in a failure modes and effects
criticality analysis (FMEA).

Operational and physical consequences of failure can be grouped into five sig-
nificant categories:

e Safety consequences.
Safety operational and physical consequencesof functional failure are alternately
termed critical functional failure consequences. These functional failures affect
either the operational or physical functionsof systems, assemblies or components
that could have a direct adverse effect on safety, with respect to catastrophic
incidents or accidents.

e Economic consequences.
Economic operational and physical consequences of functional failure involve
an indirect economic loss, such as the loss in production, as well as the direct
cost of corrective action.

e Environmental conseguences.
Environmental operational and physical consequences of functional failure in
engineered installations relate to environmental problems predominantly associ-
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ated with treatment of wastes from mineral processing operations, hydrometal-
lurgical processes, high-temperature processes, and processing operations from
which by-products are treated. Any functional failures in these processes would
most likely result in environmental operational and physical consequences.

e Maintenance consequences.
Maintenance operational and physical consegquences of functional failure in-
volve only the direct cost of corrective maintenance action.

e Systems consequences.
Systems operational and physical consequences of functional failure involvein-
tegrated failures in the functional relationships of components in process engi-
neering systems with regard to their internal interactive functions, or internal
symptomatic functions.

STEP 3: the following step in developing an FMEA isto consider the criteria of
failure causes.

The definition of causeis “that which produces an effect”.
Failure causes can be defined as “the initiation of failures which produce an
effect”.

The definition of functional failure was given as “the inability of an item to carry-
out the work that it is designed to perform within specified limits of performance”.
Considering the causes of functional failure, it ispractical to place theseinto hazard
categories of component functional failure incidents or events. These hazard cate-
gories are determined through the reliability evaluation technique of failure hazard
analysis (FHA), which is considered later.

The definition of potential failure was given as “the identifiable condition of an
item indicating that functional failure can be expected”. The effects of potential
failure could result in functional failure. In other words, the causes of functional
failure can be found in potential failure conditions. The most significant aspect of
potential failureisthat it isacondition or state, and not an incident or event such as
with functional failure.

In being able to define potential failure in an item of equipment, the identifiable
conditions or state of the item upon which its functions depend must then also be
identified. The operational and physical conditions of the item form the basis for
defining potential failures arising in the item’s functions. This implies that an item,
which may have several functionsand is meant to carry out work that it is designed
to perform, will be subject to several conditions or states on which its functions
depend, from the moment that it isworking or put to use. In other words, theitemis
subject to potential failure the moment itisin use.

Potential failureis related to the identifiable condition or state of the item, based
upon the work it is designed to perform, and the result of its use. The causes of
potential failure are thus related to the extent of use under which the system or
equipment is placed.

In summary, then, developing an FMEA includes considering the criteria of fail-
ure causes—the causes of functional failure can be found in potential failure condi-
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tions and, in turn, the causes of potential failure can be related to the extent of use
of the system or equipment.

Despite the fairly comprehensive and sound theoretical approach to the defini-
tions of the relevant criteriaand analysis steps in developing an FMEA, it till does
not provide exhaustive lists of causes and effects for full sets of failure modes.
A complete analysis, down to the smallest detail, is generally too expensive (and
often impossible). The central objective of FMEA in engineering design therefore
is more for design verification. Thiswould require an approach to FMEA that con-
centrates on failure modes that can be represented in terms of simple linguistic or
logic statements, or by algorithmic modelling in the case of more complicated fail-
ure modes. In the design of integrated engineering systems, however, most failure
modes are not simple but complex, requiring an analytic approach such as algorith-
mic modelling.

3.3.2.2 Algorithmic Modelling in Failure Modes and Effects Analysis

All engineering systems can be broken down into sub-systems and/or assemblies
and components, but at which level should they be modelled? At one extreme, if the
FMEA is concerned with the process as awhole, it may be sufficient to represent the
inherent equipment as single entities. Conversely, it may be necessary to consider
the effects of failure of single components of the equipment. Less detailed analysis
could be justified for a system based on previous designs, with relatively high reli-
ability and safety records. Alternatively, greater detail and a correspondingly lower
system-level analysisis required for a new design or a system with unknown relia-
bility history (Wirth et al. 1996).

The British Standard on FMEA and FMECA (BS5760, 1991) requires failure
modesto be considered at thelowest practical level. However, in considering the use
of FMEA for automated continual design reviewsin the engineering design process,
it is prudent to initially concentrate on failure modes that could be represented in
terms of simple linguistic or logic statements. Once this has been accomplished,
the problem of how to address complicated failure modes can be addressed. Thisis
considered in the following algorithmic approaches (Bull et al. 1995b):

Numerical analysis
Order of magnitude
Qualitative ssimulation
Fuzzy techniques.

a) Numerical Analysis

There are several numerical and symbolic algorithms that can be used to solve dy-
namic systems. However, many of these algorithms have two major drawbacks:
firstly, they might not be able to reach a reliable steady-state solution, due to con-
volutionsin the numerical solution of their differential equations, or because of the



3.3 Analytic Development of Reliability and Performance in Engineering Design 143

presence of non-linear properties (for example, in the modelling of performance
characteristics of relief valves, non-return valves, end stops, etc.).

Secondly, the solutions may be very specific. They are typically produced for
a system at a certain pressure, flow, load condition, etc. In engineering design, and
in particular inthe FMEA, it is common not to know the precise values of quantities,
especially in the early design stages. It would thus be more intuitive to be able to
relate design criteria in terms of ranges of values, as considered in the labelled
interval calculus method for system performance measures.

b) Order of Magnitude

The problem of how to address complicated failure modes can be approached
through order of magnitude reasoning, developed by Raiman (1986) and extended
by Mavrovouniotis and Stephanopoulis (Mavrovouniotis et al. 1988). Order of
magnitude is primarily concerned with considering the relative sizes of quantities.
A variablein thisformalismrefersto a specific physical quantity with known dimen-
sions but unknown numerical values. The fundamental concept isthat of alink—the
ratio of two quantities, only one of which can be a landmark. Such a landmark is
avariablewith known (and constant) sign and value. There are seven possible prim-
itive relations between these two quantities:

A<<B A ismuch smaller than B
A—<B Aismoderately smaller than B
A~<B Aisdlightly smaller than B
A==B Aisexactly equa to B
A>~B Aisdlightly larger than B
A>—-B Alismoderately larger than B
A>>B Aiismuch larger than B.

The formalism itself involves representing these primitives as real intervals centred
around unity (which represents exact equality). They alow the data to be repre-
sented either in terms of a precise value or in terms of intervals, depending upon the
information available and the problem to be solved. Hence, the algorithmic model
will encapsulate all the known features of the system being simulated. Vagueness
isintroduced only by lack of knowledgein theinitial conditions. A typical analysis
will consist of asking questions of the form:

e What happensif the pressure rises significantly higher than the operating pres-
sure?
e What isthe effect of the flow significantly being reduced?

¢) Qualitative Simulation

Qualitative methods have been devised to smulate physical systems whereby quan-
tities are represented by their sign only, and differential equations are reinterpreted
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as logical predicates. The simulation involves finding values that satisfy these con-
straints (de Kleer et al. 1984).

Thiswork wasfurther devel oped to represent the quantitiesby intervalsand land-
mark values (Kuipers 1986). Collectively, variables and landmarks are described as
the quantities of the system. The latter represent important values of the quantities
such as maximum pressure, temperature, flow, etc.

The major drawback with these methods is that the vagueness of the input data
leads to ambiguities in the predictions of system behaviour, whereby many new
constraints can be chosen that correspond to many physical solutions. In general,
it is not possible to deduce which of the myriad of solutionsis correct. In terms of
FMEA, thiswould mean there could be arisk of failure effects being generated that
are aresult of the inadequacy of the algorithm, and not of a particular failure mode.

d) Fuzzy Techniques

Kuiper's work was enhanced by Shen and Leitch (Shen et a. 1993) to allow for
fuzzy intervals to be used in fuzzy simulation.

In qualitative simulation, it is possible to describe quantities (such as pressure)
as ‘low’ or ‘high’. However, typical of engineering systems, these fuzzy intervals
may be divided by alandmark representing some critical quantity, with consequent
uncertainty where the resulting point should lie, as‘low’ and ‘high’ are not absolute
terms.

The concept of fuzzfication allows the boundary to be blurred, so that for asmall
range of values, the quantity could be described as both ‘low’ and ‘ medium’. The
problem with this approach (and with fuzzy simulation algorithmsin genera) isthat
it introduces further ambiguity.

For example, it has been found that in the dynamic simulation of an actuator,
there are 19 possible valuesfor the solution after only three steps (Bull et a. 1995b).
Thisresult is even worse than it appears, as the process of fuzzification removesthe
guarantee of converging on aphysical solution. Furthermore, it has been shown that
itispossibleto develop fuzzy Euler integration that allowsfor qualitative statesto be
predicted at absolute time points. This solves some of the problemsbut there is still
ambiguity in predicted behaviour of the system (Steele et al. 1996, 1997; Coghill
et al. 1999a,b).

3.3.2.3 Qualitative Reasoning in Failure Modes and Effects Analysis

It would initially appear that qualitative reasoning algorithms are not suitable for
FMEA or FMECA, as this formalism of analysis requires unique predictions of
system behaviour. Although some vagueness is permissible due to uncertainty, it
cannot be ambiguous, and ambiguity is an inherent feature of computational quali-
tative reasoning. In order, then, to consider the feasibility of qualitative reasoningin
FMEA and FMECA without thisresulting in ambiguity, it is essential to investigate
further the concept of uncertainty in engineering design analysis.
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a) The Concept of Uncertainty in Engineering Design Analysis

Introducing the concept of uncertainty in reliability assessment by utilising the tech-
niques of FMEA and FMECA requiresthat some issues and conceptsrelating to the
physical system being designed must first be considered.

A typical engineering design can be defined using the concepts introduced by
Simon (1981), in terms of its inner and outer environment, whereby an interface
between the substance and organisation of the design itself, and the surroundingsin
which it operates is defined. The design engineer’s task is to establish a complete
definition of the design and, in many cases, the manufacturing details (i.e. the inner
environment) that can cope with supply and delivery (i.e. the outer environment) in
order to satisfy a predetermined set of design criteria. Many of the issues that are
often referred to as uncertainty are related to the ability of the design to meet the
design criteria, and are dueto characteristics associated with both theinner and outer
environments (Batill et al. 2000). This is especially the case when several systems
areintegrated in a complex process with multiple (often conflicting) characteristics.

Engineering design is associated with decisions based upon information related
to thisinterface, which considers uncertainty in the complex integration of systems
in reality, compared to the concept of uncertainty in systems analysis and modelling.
From the perspective of the designer, a primary concern is the source of variations
in the inner environment, and the need to reduce these variations in system perfor-
mance through decisions madein the design process. The designer is also concerned
with how to reduce the sensitivity of the system’s performance to variations in the
outer environment (Simon 1981). Furthermore, from the designer’s perspective, the
system being designed exists only as an abstraction, and any information related to
the system’s characteristics or behaviour is approximate prior to its physical reali-
sation. Dealing with this incomplete description of the system, and the approximate
nature of the information associated with its characteristics and behaviour are key
issues in the design process (Batill et al. 2000).

The intention, however, is to focus on the integrity of engineering design using
the extensive capabilities now available with modelling and digital computing. With
the selection of a basic concept of the system at the beginning of the conceptual
phase of the engineering design process, the next step is to identify (though not
necessarily quantify) afinite set of design variables that will eventually be used to
uniquely specify the design. The identification and quantification of this set of de-
sign variables are central to, and will evolve with the design throughout the design
process. It is this quantitative description of the system, based upon information
developed, using algorithmic models or simulation, that becomes the focus of pre-
liminary or schematic design.

Though there is great benefit in providing quantitative descriptions as early in
the design process as possible, this depends upon the availability of knowledge, and
the level of analysis and modelling techniques related to the design. Asthe level of
abstraction of the design changes, and more and more detail is required to defineit,
the number of design variables will grow considerably. Design variables typically
are associated with the type of material used and the geometric description of the
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system(s) being designed. Eventually, during the detail design phase of the engineer-
ing design process, the designer will be required to specify (i.e. quantify) the design
variables representing the system. This specification often takes the form of detailed
engineering drawings that include materials information and all the necessary geo-
metric information needed for fabrication, including manufacturing tolerances.

Decisions associated with quantifying (or selecting) the design variables are usu-
ally based upon an assessment of a set of behavioural variables, also referred to as
system states. The behavioural variables or system states are used to describe the
system’s characteristics. The list of these characteristics also increases in detail as
the level of abstraction of the system decreases.

The behavioura variables are used to assess the suitability of the design, and are
based upon information obtained from several primary sources during the design
process:

e Archived experience
e Engineering analysis (such as FMEA and FMECA)
e Modelling and simulation.

Interpolating or extrapolating from information on similar design concepts can pro-
vide the designer with sufficient confidence to make a decision based upon the suc-
cess of earlier, similar designs. Often, this type of information is incorporated into
heuristics (rules-of-thumb), design handbooks or design guidelines. Engineerscom-
monly gather experiential information from empirical data or knowledge bases. The
use of empirical information requires the designer to make humerous assumptions
concerning the suitability of the available information and its applicability to the
current situation. There are also many decisions made in the design process that
are based upon individual or corporate experience that is not formally archived in
adatabase.

Thistype of informationis very valuablein the design of systemsthat are pertur-
bations (evolutionary designs) of existing successful designs, but has severe limita-
tions when considering the design of new or revolutionary designs. Though it may
be useful information, in away that will assist in assessing the risk associated with
the entire design—which is usually not possible, it tends to compound the problem
related to the concept of uncertainty in the engineering design process.

The second type of information available to the designer is based upon analy-
sis, mathematical modelling and simulation. As engineering systems become more
complex, and greater demands are placed upon their performance and cost, this
source of information becomes even more important in the design process. How-
ever, the information provided by analysis such as FMEA and FMECA carrieswith
it a significant level of uncertainty, and the use of such information introduces an
equal level of risk to the decisions made, which will affect the integrity of the de-
sign. Quantifying uncertainty, and understanding the significant impact it hasin the
design process, is an important issue that requires specific consideration, especially
with respect to the increasing complexity of engineering designs.

A further extension to the reliability assessment technique of FMECA is there-
fore considered that includes the appropriate representation of uncertainty and
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incompleteness of information in available knowledge. The main consideration of
such an approach is to provide a qualitative treatment of uncertainty based on pos-
sihility theory and fuzzy sets (Zadeh 1965). This allowsfor the realisation of failure
effectsand overall consequences (manifestations) that will be more or less certainly
present (or absent), and failure effects and consequencesthat could be more or less
possibly present (or absent) when a particular failure mode is identified. This is
achieved by means of qualitative uncertainty calculusin causal matrices, based on
Zadeh's possibility measures (Zadeh 1979), and their dual measures of certainty (or
necessity).

b) Uncertainty and Incompletenessin Available Knowledge

Available knowledge in engineering design analysis (specifically in the reliability
assessment techniques of FMEA and FMECA) can be considered from the point of
view of behavioural knowledge and of functional knowledge. These two aspects are
accordingly described:

i) Inbehavioural knowledge: expressing the likelihood of some or other expected
consequences as aresult of an identified failure mode. Information about likeli-
hood is generally qualitative, rather than quantitative. Included is the concept of
‘negative information’, stating that some consequences cannot manifest, or are
almost impossible as consequences of a hypothesised failure mode. Moreover,
due to incompleteness of the knowledge, distinction is made between conse-
guences that are more or less sure, and those that are only possible.

ii) Infunctional knowledge: expressing the functional activities or work that sys-
tems and equipment are designed to perform. In a similar way as in the be-
havioural knowledge, the propagation of system and equipment functions are
also incomplete and uncertain. In order to effectively capture uncertainty, aqual -
itative approach is more appropriate to the available information than a quanti-
tative one.

In the following paragraphs, an overview is given of various concepts and theory
for qualitatively modelling uncertainty in engineering design.

3.3.2.4 Overview of Fuziness in Engineering Design Analysis

In the real world there exists knowledge that is vague, uncertain, ambiguous or
probabilistic in nature, termed fuzzy knowledge. Human thinking and reasoning fre-
quently involves fuzzy knowledge originating from inexact concepts and similar,
rather than identical experiences. In complex systems, it is very difficult to answer
guestions on system behaviour because they generally do not have exact answers.
Qualitative reasoning in engineering design analysis attempts not only to give such
answers but also to describe their reality level, calculated from the uncertainty and
imprecision of factsthat are applicable. The analysis should also be able to copewith
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unreliable and incomplete information and with different expert opinions. Many
commercial expert system tools or shells use different approaches to handle uncer-
tainty in knowledge or data, such as certainty factors (Shortliffe 1976) and Bayesian
models (Buchanan et al. 1984), but they cannot cope with fuzzy knowledge, which
congtitutes a very significant part of the use of natural language in design analysis,
particularly in the early phases of the engineering design process.

Several computer automated systems support some fuzzy reasoning, such as
FAULT (Whalen et al. 1982), FLOPS (Buckley et a. 1987), FLISP (Sosnowski
1990) and CLIPS (Orchard 1998), though most of these are developed from high-
level languages intended for a specific application.

Fuzziness and Probability

Probability and fuzziness are related but different concepts. Fuzziness is a type of
deterministic uncertainty. It describesthe event class ambiguity. Fuzziness measures
the degree to which an event occurs, not whether it does occur. Probability arises
from the question whether or not an event occurs, and assumes that the event class
is crisply defined and that the law of non-contradiction holds. However, it would
seem more appropriateto investigate the fuzziness of probability, rather than dismiss
probability as a special case of fuzziness. In essence, whenever the outcome of an
event is difficult to compute, a probabilistic approach may be used to estimate the
likelihood of all possible outcomes belonging to an event class. Fuzzy probability
extends the traditional notion of probability when there are outcomes that belong
to several event classes at the same time but at different degrees. Fuzziness and
probability are orthogonal concepts that characterise different aspects of the same
event (Bezdek 1993).

a) Fuzzy Set Theory

Fuzziness occurs when the boundary of an element of information is not clear-cut.
For example, concepts such as high, low, medium or even reliable are fuzzy. As
a simple example, there is no single quantitative value that defines the term young.
For some people, age 25 is young and, for others, age 35 is young. In fact, the
concept young has no precise boundary. Age 1 is definitely young and age 100 is
definitely not young; however, age 35 has some possibility of being young and usu-
aly depends on the context in which it is being considered. The representation of
this kind of inexact information is based on the concept of fuzzy set theory (Zadeh
1965). Fuzzy sets are ageneralisation of conventional set theory that was introduced
as a mathematical way to represent vaguenessin everyday life. Unlike classical set
theory, where one deal swith objects of which the membershipto a set can be clearly
described, in fuzzy set theory membership of an element to a set can be partid, i.e.
an element belongsto a set with a certain grade (possibility) of membership.



3.3 Analytic Development of Reliability and Performance in Engineering Design 149

Fuzzy interpretations of data structures, particularly during the initial stages of
engineering design, are avery natural and intuitively plausible way to formulate and
solve various design problems. Conventional (crisp) sets contain objects that satisfy
precise properties required for membership. For example, the set of numbers H
from 6 to 8 is crisp and can be defined as:

H={reR6<r<8}

Also, H is described by its membership (or characteristic) function (MF):
my: R— {0, 1} defined as:

mu(r)={1 6<r<8}
={0 otherwise}

Every real numberr eitherisorisnotinH. Sincemy mapsall real numbersr € R
onto the two points (0, 1), crisp sets correspond to two-valued logic: isor is not, on
or off, black or white, 1 or 0, etc. Inlogic, values of my are called truth values with
reference to the question:

‘Isr inH? The answer isyesif, and only if my (r) = 1; otherwise, no.

Consider the set F of real numbersthat are close to 7. Since the property ‘ close
to 7' isfuzzy, there is not a unique membership function for F. Rather, the decision
must be made, based on the potential application and properties for F, what my
should be. Properties that might seem plausible for F include:

i) normality

(i.,e MF(7)=1)
ii) monotonicity

(thecloserr isto 7, the closer my(r) isto 1, and conversely)
iii) symmetry

(numbers equally far left and right of 7 should have equal memberships).
Given theseintuitive constraints, functions that usefully represent F are me4, which
is discrete (represented by a staircase graph), or the function mg1, which is continu-
ous but not smooth (represented by atriangle graph).

One can easily construct a membership (or characteristic) function (MF) for F
so that every number has some positive membershipin F but numbers‘far from 7’,
such as 100, would not be expected to be included. One of the greatest differences
between crisp and fuzzy sets is that the former always have unique MFs, whereas
every fuzzy set may have an infinite number of MFs. Thisis both a weakness and
a strength, in that uniqueness is sacrificed but with a gain in flexibility, enabling
fuzzy modelsto be adjusted for maximum utility in a given situation.

In conventional set theory, sets of real objects, such as the numbersin H, are
equivalent to, and isomorphically described by, a unique membership function such
as my. However, there is no set theory with the equivalent of ‘real objects corre-
sponding to me. Fuzzy setsare awaysfunctions, from a‘ universe of objects’, say X,
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into [0,1]. The fuzzy set is the function me that carries X into [0, 1]. Every function
m: X — [0, 1] isafuzzy set by definition. Whilethisistruein aforma mathematical
sense, many functions that qualify on this ground cannot be suitably interpreted as
realisations of a conceptual fuzzy set. In other words, functions that map X into the
unit interval may be fuzzy sets, but become fuzzy sets when, and only when, they
match someintuitively plausible semantic description of imprecise properties of the
objectsin X (Bezdek 1993).

b) Formulation of Fuzzy Set Theory

Let X be aspace of objectsand x be ageneric element of X. A classical set A, AC X,
is defined as a collection of elements or objects x € X, such that each element (x)
can either belong to the set A, or not. By defining a membership (or characteristic)
function for each element x in X, a classical set A can be represented by a set of
ordered pairs (x,0), (x,1), which indicates x ¢ A or x € A respectively (Jang et al.
1997).

Unlike conventional sets, a fuzzy set expresses the degree to which an element
belongs to a set. Hence, the membership function of afuzzy set is alowed to have
values between 0 and 1, which denote the degree of membership of an element in
the given set. Obviously, the definition of a fuzzy set is a simple extension of the
definition of aclassical (crisp) set in which the characteristic function is permitted
to have any values between 0 and 1. If the value of the membership function is
restricted to either O or 1, then A is reduced to a classical set. For clarity, classical
sets are referred to as ordinary sets, crisp sets, non-fuzzy sets, or just sets.

Usualy, X isreferred to as the universe of discourse or, simply, the universe, and
it may consist of discrete (ordered or non-ordered) objects or it can be a continuous
space. The construction of a fuzzy set depends on two requirements: the identifi-
cation of a suitable universe of discourse, and the specification of an appropriate
membership function. In practice, when the universe of discourse X is a continuous
space, it is partitioned into several fuzzy sets with MFs covering X in a more or
less uniform manner. These fuzzy sets, which usually carry names that conform to
adjectives appearing in daily linguistic usage, such as ‘large’, ‘medium’ or ‘small’,
are called linguistic values or linguistic labels. Thus, the universe of discourse X is
often called the linguistic variable.

The specification of membership functions is subjective, which means that the
membership functions specified for the same concept by different persons may vary
considerably. This subjectivity comes from individual differences in perceiving or
expressing abstract concepts, and has little to do with randomness. Therefore, the
subjectivity and non-randomness of fuzzy sets is the primary difference between
the study of fuzzy sets, and probability theory that deals with an objective view of
random phenomena.
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Fuzzy Sets and Membership Functions

If X isacollection of objects denoted generically by x, then afuzzy set Ain X is
defined as a set of ordered pairs A = {(x, tA(X))|x € X}, where uA(x) is called the
membership function (or MF, for short) for the fuzzy set A. The MF maps each ele-
ment of X to amembership grade or membership value between 0 and 1 (included).

More formally, afuzzy set Ain auniverse of discourse U is characterised by the
membership function

fa: U — [0,1] (3.93)

The function associates, with each element x of U, a number pa(x) in the inter-
val [0,1]. This represents the grade of membership of x in the fuzzy set A. For ex-
ample, the fuzzy term young might be defined by the fuzzy set given in Table 3.12
(Orchard 1998).

Regarding Eq. (3.93), one can write:

,Llyoung(zs) - 1,uyoung(30) - 087 e ,[lyoung(So) = 0

Grade of membership values constitute a possibility distribution of the term
young. The table can be graphically represented asin Fig. 3.27.

The possibility distribution of a fuzzy concept like somewhat young or very
young can be obtained by applying arithmetic operations to the fuzzy set of the
basic fuzzy term young, where the modifiers ‘ somewhat’ and ‘very' are associated
with specific mathematical functions.

For example, the possibility values of each age in the fuzzy set representing the
fuzzy concept somewhat young might be calculated by taking the square root of the
corresponding possibility valuesin thefuzzy set of young, asillustrated in Fig. 3.28.
These modifiers are commonly referred to as hedges.

A modifier may be used to further enhance the ability to describe fuzzy con-
cepts. Modifiers (very, dightly, etc.) used in phrases such as very hot or slightly cold
change (modify) the shape of afuzzy set in away that suits the meaning of the word
used. A typical set of predefined modifiers (Orchard 1998) that can be used to de-
scribe fuzzy concepts in fuzzy terms, fuzzy rule patterns or fuzzy factsis given in
Table 3.13.

Table 3.12 Fuzzy term young

Age Grade of membership

25 1.0
30 0.8
35 0.6
40 0.4
45 0.2
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Fig. 3.27 Possibility distribution of young
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Fig. 3.28 Possibility distribution of somewhat young

Table 3.13 Modifiers (hedges) and linguistic expressions

Modifier name  Modifier description

Not 1-y

Very y*2

Somewhat y**0.333

More-or-less y*0.5

Extremely y*3

Intensify (y**2)ifyin[0,0.5]
1-2(1-y)*2ifyin(0.5,1]

Plus y*1.25

Norm Normalises the fuzzy set so that

the maximum value of the set is scaled
1.0 (y = y*1.0/max-value)

Slightly intensify (norm (plus A AND not very A))

= norm (y*1.25 AND 1—y**2)
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These modifiers change the shape of a fuzzy set using mathematical operations
on each point of the set. In the above table, the variabley represents each member-
ship valuein the fuzzy set, and A representsthe entire fuzzy set (i.e. theterm very A
appliesthe very modifier to the entire set where the modifier description y**2 squares
each membership value). When amodifier is used in descriptive expressions, it can
be used in upper or lower case (i.e. NOT or not).

¢) Uncertainty

Uncertainty occurs when one is not absolutely sure about an element of informa-
tion. The degree of uncertainty is usually represented by a crisp numerical value on
a scale from 0 to 1, where a certainty factor of 1 indicates that the assessment of
a particular fact is very certain that the fact is true, and a certainty factor of 0 indi-
catesthat the assessment isvery uncertain that the fact istrue. A fact is composed of
two parts: the statement of the fact in non-fuzzy reasoning, and its certainty factor.
Only facts have associated certainty factors. In general, afactual statement takes the
following form:
(fact) { CF certainty factor}

The CF acts as the delimiter between the fact and the numerical certainty factor, and
the brackets { } indicate an optional part of the statement. For example, (pressure
high) { CF 0.8} isafact that indicatesa particular system attribute of pressurewill be
high with a certainty of 0.8. However, if the certainty factor is omitted, asin a non-
fuzzy fact, (pressure high), then the assumption isthat the pressurewill be high with
acertainty of 1 (or 100%). Theterm highinitself isfuzzy and relatesto afuzzy set.
The fuzzy term high aso has a certainty qualification through its certainty factor.
Thus, uncertainty and fuzziness can occur simultaneously.

d) Fuzzy Inference

Expression of fuzzy knowledgeis primarily through the use of fuzzy rules. However,
thereis no uniquetype of fuzzy knowledge, nor isthere only onekind of fuzzy rule.
Itispointed out that the interpretation of afuzzy rule dictates the way the fuzzy rule
should be combined in the framework of fuzzy sets and possibility theory (Dubois
et al. 1994).

The various kinds of fuzzy rules that can be considered (certainty rules, gradual
rules, possibility rules, etc.) have different fuzzy inference behaviours, and corre-
spond to various applications. Rule evaluation depends on a number of different
factors, such aswhether or not fuzzy variables are found in the antecedent or conse-
guent part of arule, whether a rule contains multiple antecedents or consequents, or
whether afuzzy fact being asserted has the same fuzzy variable as an aready exist-
ing fuzzy fact (global contribution). The representation of fuzzy knowledgethrough
fuzzy inference needs to be briefly investigated for inclusion in engineering design
analysis.
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e) Simple Fuzzy Rules

Algorithms for evaluating certainty factors (CF) and simple fuzzy rules are first
considered, such asthe simple rule of form:

if AthenC CF

A CK
C’ CF
where

A isthe antecedent of therule

A isthe matching fact in the fact database
C istheconsequent of therule

C’' isthe actual consequent calculated

CF; isthe certainty factor of therule

CF; isthe certainty factor of the fact

CF. isthe certainty factor of the conclusion

Three types of simple rules are defined:
CRISP_;

FUZZY_CRISP; and

FUzzY FUZZY.

If the antecedent of the rule does not contain a fuzzy object, then the type of
rule is CRISP_ regardless of whether or not a consequent contains a fuzzy fact.
If only the antecedent contains afuzzy fact, then the type of ruleis FUZZY _CRISP.
If both antecedent and consequent contain fuzzy facts, then the type of rule is
FUZZY_FUZZY.

CRISP_ simple rule If the type of ruleis CRISP_, then A’ must be equal to A in
order for this rule to validate (or fire in computer algorithms). This is a non-fuzzy
rule (actually, A would be a pattern, and A’ would match the pattern specification
but, for simplicity, patterns are not dealt with here). In this case, the conclusion C’
isequal toC, and

CF¢ = CF, + CF; . (3.94)

FUZZY_CRISP simple rule If thetypeof ruleisFUZZY _CRISP, then A’ must be
afuzzy fact with the same fuzzy variable as specified in A for a match. In addition,
values of the fuzzy variables A and A', as represented by the fuzzy sets F,, and F/,
do not have to be equal.

For aFUZZY_CRISPrule, the conclusionC’ isequal to C, and

CFe = CF; +CF S. (3.95)

Sis ameasure of similarity between the fuzzy sets F, (determined by the fuzzy
pattern A) and F/, (of the matching fact A’). The measure of similarity Sis based
upon the measure of possibility P and the measure of necessity N. It is calculated
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according to the following formula

S=P(FulF;) if N(Fs|F})>05
S= (N (Fa|F4) +0.5) « P (Fo|Fy)

Otherwise whereV u € U:

P (F|Fg) =max (min (ur, (u) , tg, (1)) (3.96)

[min is the minimum and max is the maximum, so that max (min(a,b)) would
represent the maximum of all the minimums between pairs a and b] (Cayrol et al.
1982), and

N (Fo|Fe) =1—P(Fy|Fy) (3.97)
F., is the complement of F,, described by the membership function
W(u e U)pe, (u) = 1 pe, (u). (3.98)

Therefore, if the similarity between the fuzzy sets associated with the fuzzy pat-
tern (A) and the matching fact (A') is high, the certainty factor of the conclusion is
very close to CF, « CF, since Swill be close to 1. If the fuzzy sets are identical,
then Swill be 1 and the certainty factor of the conclusion will equal CF; x CF;. If
the match is poor, then thisisreflected in alower certainty factor for the conclusion.
Note also that if the fuzzy sets do not overlap, then the similarity measure would be
zero and the certainty factor of the conclusion would be zero as well. In this case,
the conclusion would not be asserted and the match considered to have failed, with
the outcome that the ruleis not to be considered (Orchard 1998).

FUZZY_FUZZY simple rule If the type of rule is FUZZY_FUZZY, and the
fuzzy fact and antecedent fuzzy pattern match in the same manner as discussed
foraFUZZY_CRISP rule, then it can be shown that the antecedent and consequent
of such arule are connected by the fuzzy relation (Zadeh 1973):

R=Fy*Fe (3.99)

where:

Fo = fuzzy set denoting the value of the fuzzy antecedent pattern
Fc = fuzzy set denoting the value of the fuzzy consequent

The membership function of the relation R is calculated according to the following
formula

UR(U,Y) = min(pe, (U) , tr (V) | (3.100)
Y(uv) eU xV
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The calculation of the conclusion is based upon the compositional rule of infer-
ence, which can be described as follows (Zadeh 1975):

F.=F.°R (3.101)

F{ is afuzzy set denoting the value of the fuzzy object of the consequent. The
membership function of F/ is calculated as follows (Chiueh 1992):

Hry(v) = max (minue,, (U), pr(Y,V))
which may be simplified to
Hpg (V) = min(z, e, (v)) (3.102)
where:
z=max (min (uF, (u) , pr, (U)))
The certainty factor of the conclusion is calculated according to the formula

CF¢ = CF, + CFy (3.103)

f) Complex Fuzzy Rules

Complex fuzzy rules—multiple consequents and multiple antecedents—include
multiple patterns that are treated as multiple rules with a single assertion in the
consequent.

Multiple consequents The consequent part of a fuzzy rule may contain only mul-
tiple patterns, specifically (Cq, Cy,...,Cy), which are treated as multiple rules with
asingle consequent. Thus, the following rule,

if AntecedentsthenC; andC, and ...and C,
is equivalent to the following rules:
if Antecedentsthen C;

if Antecedentsthen Co

if Antecedentsthen C,
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Multiple Antecedents

From the above, it is clear that only the problem of multiple patterns in the an-
tecedent with a single assertion in the consequent needs to be considered. If the
consequent assertion is not a fuzzy fact, then no special treatment is needed, since
the conclusion will be the crisp (non-fuzzy) fact. However, if the consequent as-
sertion is a fuzzy fact, the fuzzy value is calculated using the following algorithm
(Whalen et al. 1983).

If thelogical term, and, is used:

if Aq and Ao thenC CF

Ay CFn
A, CFro
c CFc

Al and A, are facts (crisp or fuzzy), which match the antecedents A; and A; respec-
tively.

In this case, the fuzzy set describing the value of the fuzzy assertion in the con-
clusion is calculated according to the formula

F.=F4NF% (3.104)

where N denotes the intersection of two fuzzy setsin which a membership function
of afuzzy set C, which is the intersection of fuzzy sets A and B, is defined by the
following formula

pc(X) =min(ua(x), us(x)) , forxeuU (3.105)

and:
F;, istheresult of fuzzy inferencefor the fact A} and the simplerule:
if A;thenC
Fl, istheresult of fuzzy inference for the fact A, and the simplerule:
if A>thenC

0) Global Contribution

In non-fuzzy knowledge, a fact is asserted with specific values. If the fact already
exigts, then the approach would be as if the fact was not asserted (unless fact dupli-
cationisalowed). In such acrisp system, thereis no need to reassess the factsin the
system—once they exist, they exist (unless certainty factors are being used, when
the certainty factors are modified to account for the new evidence). In afuzzy sys
tem, however, refinement of afuzzy fact may be possible. Thus, in the case where
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afuzzy fact is asserted, thisfact istreated as contributing evidence towards the con-
clusion about the fuzzy variable (it contributes globally). If information about the
fuzzy variable has aready been asserted, then this new evidence (or information)
about the fuzzy variableis combined with the existing information in the fuzzy fact.
Thus, the concept of restrictions on fact duplication for fuzzy facts does not apply as
it does for non-fuzzy facts. There are many readily identifiable methods of combin-
ing evidence. In this case, the new value of the fuzzy fact is calculated accordingly

Fy=FUF, (3.106)

where:

Fy isthe new value of the fuzzy fact
Fr isthe existing value of the fuzzy fact
F. isthevalue of the fuzzy fact to be asserted

where U denotes the union of two fuzzy sets in which a membership function of
afuzzy set C, which is the union of fuzzy sets A and B, is defined by the following
formula

tc(X) = max (ua(x) , us(x)) forxeu (3.107)

The uncertainties are also aggregated to form an overall uncertainty. Basicaly,
two uncertainties are combined, using the following formula

CFg = maximum (CFy, CF¢) (3.108)

where:

CFy isthe combined uncertainty
CF isthe uncertainty of the existing fact
CF. isthe uncertainty of the asserted fact

3.3.2.5 Fuzzy Logic and Fuzzy Reasoning

The use of fuzzy logic and fuzzy reasoning methods are becoming more and more
popular in intelligent information systems (Ryan et a. 1994; Yen et al. 1995), in
knowledge formation processes within knowledge-based systems (Walden et al.
1995), in hyper-knowledge support systems (Carlsson et al. 1995a,b,c), and in active
decision support systems (Brannback et al. 1997).

a) Linguistic Variables
Asindicated in Sect. 3.3.2.4, the use of fuzzy sets providesabasisfor the manipula-

tion of vague and imprecise concepts. Fuzzy sets were introduced by Zadeh (1975)
asameans of representing and manipulating imprecise dataand, in particul ar, fuzzy
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sets can be used to represent linguistic variables. A linguistic variable can be re-
garded either as a variable of which the value is a fuzzy number or as a variable
of which the values are defined in linguistic terms, such as failure modes, failure
effects, failure consequences and failure causesin FMEA and FMECA.

A linguistic variable is characterised by a quintuple

(% T(x),U,G,M) (3.109)

X isthe name of the linguistic variable;

T(x) istheterm set of x, i.e. the set of names of linguistic values
of x with each value being a fuzzy number defined on U;

G isasyntactic rule for generating the names of values of x;

M  isasemantic rule for associating with each valueits meaning.

Consider the example If pressurein aprocess design isinterpreted as alinguistic
variable, then its term set T(pressure) could be: T = {very low, low, moderate,
high, very high, more or less high, dightly high, ...} where each of the termsin
T (pressure) is characterised by the fuzzy set in a universe of discourseU = [0, 300]
with aunit of measure that the variable pressure might have.

We might interpret:

low as ‘a pressure below about 50 psi’
moderate as ‘ a pressure close to 120 ps'’
high as ‘a pressure close to 190 psi’

very high as ‘a pressure above about 260 psi’

These terms can be characterised as fuzzy sets of which the membership functions
are

if p<50
—(p—"50)/70 if 50 < p< 120
otherwise

low (p) =

—|p—120|/140 if50< p< 190

moderate (p) = otherwise

—|p—190|/140 if 120< p< 260

high (p) = otherwise

if p<260
—(260— p)/140 if 190 < p < 260
otherwise

very high (p) =

OrRrRFr OFr OFr ORR

Theterm set T (pressure) given by the above linguistic variables, T (pressure) =
{low (p), moderate (p), high (p), very high (p)}, and the related fuzzy sets can be
represented by the mapping illustrated in Fig. 3.29.
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low moderate high very high

0 50 120 190 260 pressure

Fig. 3.29 Values of linguistic variable pressure

A mapping can be formulated as:
T:[0,1] x [0,1] — [0,1]

which isatriangular norm (t-norm for short) if it is symmetric, associative and non-
decreasing in each argument, and T(a,1) = a, for al a € [0, 1].
The mapping formulated by

S: [0,1] x [0,1] — [0,1]

isatriangular co-norm (t-conorm, for short) if it is symmetric, associative and non-
decreasing in each argument, and S(a,0) = a, for all a € [0, 1].

b) Translation Rules
Zadeh introduced a number of trandlation rules that allow for the representation of

common linguistic statementsin terms of propositions (or premises). Thesetranda
tion rules are expressed as (Zadeh 1979):

Main premise XisA X isan element of set A
Helping premise  xisB X isan element of set B
Conclusion XisANB xisanelement of intersection Aand B

Some of the trandation rulesinclude:

Entailment rule:
XiSA  pressureisvery low
ACB verylow C low
xisB pressureis low

Conjunction rule:
XisA pressureis not very high
xisB pressureis not very low
XisANB  pressureisnot very high and not very low
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Disjunction rule:
XisA pressureis not very high
orxisB or pressureis not very low
XisAUB  pressureisnot very high or not very low

(X, y) haverelationR (X, y) haverelation R

xisTIx(R) yisIly(R)
where: [Ix is a possibility measure defined on a finite propositional language
and Risa particular rule-base (defined | ater).

Projection rule:

not (xisA) not (x is high)
Xis—A xisnot high

Negation rule:

¢) Fuzzy Logic

Prior to reviewing fuzzy logic, some consideration must first be given to crisp logic,
especially on the concept of implication, in order to understand the comparabl e con-
cept in fuzzy logic. Rules are a form of propositions. A proposition is an ordinary
statement involving terms that have been defined, e.g. ‘the failure rateislow’. Con-
sequently, the following rule can be stated: ‘IF the falure rate is low, THEN the
equipment’sreliability can be assumed to be high'.

In traditional propositional logic, a proposition must be meaningful to call it
‘true’ or ‘false’, whether or not we know which of these terms properly applies.
Logical reasoning is the process of combining given propositionsinto other propo-
sitions, and repeating this step over and over again. Propositions can be com-
bined in many ways, all of which are derived from several fundamental operations
(Bezdek 1993):

e conjunction denoted p A q where we assert the simultaneous truth of two separate
propositions p and q;

e disunction denoted pV q where we assert the truth of either or both of two sep-
arate propositions; and

e implication denoted p — q, which takes the form of an IF-THEN rule. The IF
part of an implication is called the antecedent, and the THEN part is called the
consequent.

e negation denoted by (~p) where anew proposition can be obtained from a given
oneby theclause‘itisfalsethat...’.

e equivalence denoted by p < @, which meansthat p and q are both true or false.

Intraditional propositional logic, unrelated propositionsare combined into animpli-
cation, and no cause or effect relation is assumed to exist. This resultsin fundamen-
tal problems when traditional propositional logic is applied to engineering design
analysis, such asin a diagnostic FMECA, where cause and effect are definite (i.e.
causes and effects do occur).
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In traditional propositional logic, an implication is said to be true if one of the
following holds:

1) (antecedent istrue, consequent istrue),
2) (antecedent isfalse, consequent is false),
3) (antecedent isfalse, consequent istrue).

Theimplication is said to be false when:
4) (antecedent istrue, consequent isfalse).

Situation 1 is familiar from common experience. Situation 2 is also reasonable be-
cause, if we start from afal se assumption, then we expect to reach afal se conclusion.
However, intuition is not always reliable. We may reason correctly from a false an-
tecedent to a true consequent. Hence, a false antecedent can lead to a consequent
that is either true or false, and thus both situations 2 and 3 are acceptable in tradi-
tional propositional logic. Finally, situation 4 is in accordance with intuition, for an
implication is clearly false if atrue antecedent leadsto a false consequent.

A logical structureis constructed by applying the abovefour operationsto propo-
sitions. The objective of a logical structure is to determine the truth or falsehood
of al propositions that can be stated in the terminology of this structure. A truth
table is very convenient for showing relationships between severa propositions.
The fundamental truth tables for conjunction, disunction, implication, equivalence
and negation are collected together in Table 3.14, in which symbol T meansthat the
corresponding proposition is true, and symbol F meansit is false. The fundamental
axioms of traditional propositional logic are:

1) Every proposition is either true or false, but not both true and false.
2) The expressions given by defined terms are propositions.
3) Conjunction, digunction, implication, equivalence and negation.

Using truth tables, many interpretations of the preceding trandation rules can be
derived.

A tautology is a proposition formed by combining other propositions, which is
true regardless of the truth or falsehood of the forming propositions. The most im-
portant tautologies are

(p—q) < ~[pA(~q)] < (~p)VQ (3.110)

These tautologies can be verified by substituting all the possible combinations
for p and g and verifying how the equival ence always holdstrue. The importance of
these tautologiesis that they express the membership function for p — qinterms of
membership functions of either propositions p and ~q or ~p and q, thus giving the
following

Lp—q(X%,y) = 1= Upng(%y) = L—min{up(x),1 - pqg(y) } (3.111)
Hp—q(%,Y) = Hpug(X,y) = 1 —max{1— up(x), Uq(y) } - (3112
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Instead of min and max, the product and algebraic sum for intersection and union
may be respectively used. The two equations can be verified by substituting 1 for
true and O for false.

Table 3.14 Truth table applied to propositions

p a PpPAQ pvVgq p—Qq pegq o ~p
T T

R
i
mTmmd
n— -
=7

F F
T F
T T

Intraditional propositional logic, there aretwo very important inferencerules as-
sociated with implication and proposition, specifically the inferences modus ponens
and modustollens.

Modus ponens:
Premisel: ‘XisA’;
Premise2: ‘IFXiSATHENYyisB’;
Consequence: 'yisB'.
M odus ponensisassociated with theimplication* AimpliesB’. In termsof propo-
sitions p and g, modus ponensis expressed as

[PA(P—a)]—q (3.113)

Modus tollens:
Premise1l: ‘yisnotB’;
Premise2: ‘IFXiSATHENYyisB’;
Consequence: ‘xisnot A’.
In terms of propositions p and g, modustollensis expressed as

[(~a) A (p—a)] — (~p) (3.114)

Modus ponens plays a central role in engineering applications such as control
logic, largely dueto its basic consideration of cause and effect.

Modus tollens has in the past not featured in engineering applications, and has
only recently been applied to engineering analysis logic such as in engineering de-
sign analysis with the application of FMEA and FMECA.

Although traditional fuzzy logic borrows notions from crisp logic, it is not ade-
guate for engineering applications of fuzzy control logic, because cause and effect is
the cornerstone of modelling in engineering control systems, whereasin traditional
propositional logic it is not. Ultimately, this has prompted redefinition of fuzzy im-
plication operators for engineering applications of fuzzy control logic. An under-
standing of why the traditional approach fails in engineering is essential. The ex-
tension of crigp logic to fuzzy logic is made by replacing the bivalent membership
functions of crisp logic with fuzzy membership functions.
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Thus, the IF-THEN statement:
‘IFXisA, THENyisB wherexe X andyeY
has a membership function

Hp—q(X,y) € [0,1] (3.115)

Note that 11p—q(X,y) measures the degree of truth of the implication relation be-
tween x and y. This membership function can be defined as for the crisp case. In
fuzzy logic, modus ponens is extended to a generalised modus ponens.

Generalised modus ponens:
Premisel: ‘XisA*;
Premise2: ‘IFXiSATHENYyisB’;
Consequence: 'yisB*'.

The difference between modus ponens and generalised modus ponensiis subtle,
namely the fuzzy set A* is not the same as rule antecedent fuzzy set A, and fuzzy
set B* is not necessarily the same as rule consequent B.

d) Fuzzy Implication

Classical set theory operations can be extended from ordinary set theory to fuzzy
sets. All those operations that are extensions of crisp concepts reduce to their usual
meaning when the fuzzy subsets have membership degreesthat are drawn from the
set {0,1}. Therefore, extending operationsto fuzzy sets, the same symbols are used
asin set theory.
For example, let A and B be fuzzy subsets of a nonempty (crisp) set X.
Theintersection of A and B is defined as

(ANB)(t) = T(A(t),B(t)) = A(t) AB(t) (3.116)

where:
A denotes the Boolean conjunction operation
(i,e Alt)AB(t)=1if Alt)=B(t) =1
and A(t) A B(t) = O otherwise).

Conversely:

V denotes a Boolean disjunction operation
(i.,e At) vB(t) =0if Alt) =B(t) =0
and A(t) v B(t) = 1 otherwise).

Thiswill be considered more closely later.

and:

T isat-norm. If T = min, then we get:
(ANB)(t) = min{A(t),B(t)} foral t € X.
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If a proposition is of the form ‘uis A’ where A is a fuzzy set—for example, ‘high
pressure’ —and a proposition is of the form ‘v is B’ where B is a fuzzy set—for
example, ‘small volume'—, then the membership function of the fuzzy implication
A — Bisdefined as

(A— B)(u,v) = f(A(U),B(v)) (3.117)
where f isa specific function relating u to v. The following is used
(A—B)(u,v) =A(u) — B(v) (3.118)

A(u) is considered the truth value of the proposition ‘u is high pressure’, B(v) is
considered the truth value of the proposition ‘v is small volume'.

€) Fuzzy Reasoning

We now turn our attention to the research of Dubois and Prade about representation
of the different kinds of fuzzy rules in terms of fuzzy reasoning on certainty and
possibility qualifications, and in terms of graduality (Duboiset a. 1992a,b,c).

Certainty rules This first kind of implication-based fuzzy rule corresponds to
fuzzy reasoning statements of the form ‘the more x is A, the more certain y lies
in B'. Interpretation of thisrule gives:

‘Vu,if x=u, itisat least ua(u) certainthat y liesin B’

The degree 1 — ua(u) is the possibility that y is outside of B when x = u, since the
more X is A, the less possible y lies outside B, and the more certain y liesin B. In
this case, the certainty of an event corresponds to the impossibility of the contrary
event.

The conditional possibility distribution of thisruleis

VueU, WeV m(vu) <max(1l—pa(u),ua(v)) (3.119)

where: & isthe conditiona possibility distribution that y relates to x.
In the particular case where A is an ordinary subset, EQ. (3.119) yields

YUeA myx(v,u) < us(v)
Vug A myy(v,u) iscompletely unspecified . (3.120)
This corresponds to the implication-based modelling of a fuzzy rule with a non-
fuzzy condition.

Gradual rules This second kind of implication-based fuzzy rule corresponds to
fuzzy reasoning statements of theform ‘themorexisA, themoreyisB’. Statements
involving ‘theless’ in place of ‘the more' are easily obtained by changing A (or B)
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into its complement A (or B), due to the equivalence between ‘the more x is A" and
‘thelessxis A" (with uy =1— pa).

More precisely, the intended meaning of a gradual rule can be understood in the
following way: ‘the greater the degree of membership of the value of x to the fuzzy
set A and the more the value of y is considered to be in relation (in the sense of the
rule) with the value of x, the greater the degree of membership the value of y should
betoB',i.e

YueU min(ua(u), m(v;u)) < (V). (3.121)

Possibility rules This kind of conjunction-based fuzzy rule corresponds to fuzzy
reasoning statements of the form ‘the more x is A, the more possible B is a range
for y'. Interpretation of thisrule gives:

‘Vu,if x=u,itisat least ua(u) possible that Bisarangefory

This yields the conditiona possibility distribution 7, (u) to represent the rule
whenx=u

vueU,WeV min(ua(u), us(v)) < myx(v,u). (3.122)

The degree of possibility of the valuesin B is lower bounded by pa(u).

3.3.2.6 Theory of Approximate Reasoning

Zadeh introduced the theory of approximate reasoning (Zadeh 1979). This theory
provides a powerful framework for reasoning in the face of imprecise and uncer-
tain information, typically such as for engineering design. Central to this theory is
the representation of propositions as statements, assigning fuzzy sets as values to
variables.

For example, suppose we have two interactive variablesx € X and y € Y and
the causal relationship between x and y is known. In other words, we know that y
isafunction of x, or y = f(x), and then the following inferences can be made (cf.
Fig. 3.30):
y=1(x)" & *x=x1" — "y=f(xq)"

Thisinferencerule statesthat if y= f(x) for al x € X and we observethat x = x,
then y takes the value f(x;). However, more often than not, we do not know the
complete causal link f between x and y, and only certain values f(x) for some
particular values of x are known, that is

R:Ifx=xtheny=y;, fori=1,....m (3.123)

where R isaparticular rule-basein which thevalues of x; (i = 1,...,m) are known.
Suppose that we are given an x € X and want to find ay € Y that correspondsto x
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y=f(x) |

Fig. 3.30 Simple crisp inference

under the rule-base R= {R;,...,Rm}, then this problem is commonly approached
through interpolation.

Let x and y be linguistic variables, e.g. ‘x is high’ and 'y is small’. Then, the
basic problem of approximate reasoning is to find a membership function of the
consequence C from the stated rule-base R= {R,,...,Ry} and the fact A, where R
isof theform

R :if xisA thenyisGC (3.124)

In fuzzy logic and approximate reasoning, the most important fuzzy implication
inference rule is the generalised modus ponens (GMP; Fullér 1999). As previously
indicated, the classical modus ponens inference rule states:

Premise if pthenq
Fact p
Consequence ¢

Thisinferencerule can be interpreted as:
If pistrueand p — g (p implicates q) istrue, then qistrue.
The fuzzy implication inference — is based on the compositional rule of inference

for approximate reasoning, which states (Zadeh 1973):

Premise if xisAthenyisB
Fact XisA
Consequence  yisB’

In addition to the phrase * modus ponens’ (where the term modus ponens = method
of argument), there are other specia termsin approximate reasoning for the various
features of these arguments. The‘If .. .then’ premiseis called a conditional, and the
two claims are similarly called the antecedent and the consequent where;

Main premise <antecedent>
Helping premise  if <antecedent> then <consequent>
Conclusion <consequent>
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The valid connection between a premise and a conclusion is known as deductive
validity.

From the classical modus ponens inference rule, the consequence B’ is de-
termined as a composition of the fact and the fuzzy implication operator B’ =
A°(A— B). Thus

ForallveV:
B'(v) = supmin{A'(u), (A — B)(u,v)} (3.125)
ueU

where sup,,; isthe fuzzy relations composition operator.
Instead of the fuzzy sup-min composition operator, the sup-T composition oper-
ator may be used, where T isat-norm

ForalveV:
B'(vV) = supT(A'(u), (A — B)(u,V)) (3.126)
ueu

Use of the t-norm operator comes from the crisp max—min and max—prod com-
positions, where both min and prod are t-norms. This correspondsto the product of
matrices, as the t-norm is replaced by the product, and sup is replaced by the sum.
Itisclear that T cannot be chosen independently of the implication operator. Sup-
pose that A, B and A’ are fuzzy numbers, then the generalised modus ponens should
satisfy somerational propertiesthat are given as (cf. Figs. 3.31a,b, 3.32a,b, 3.333,b):

Property 1: basic property
if xisAthenyisB if pressureishighthen volumeis small

XisA pressureis high
yisB volumeis small

Property 2: total indeterminance

if xisAthenyisB  if pressureis high then volumeis small
Xis—A pressureis not high
y isunknown volumeis unknown
where x is —A means that x being an element of A isimpossible (defined later).

a b

Fig. 3.31 a Basic property A’ = A. b Basic property B' =B
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A

—A -B

Y
L

a b
Fig. 3.32 a, b Total indeterminance

—A
a

Fig. 3.33 a, b Subset property

y
v

The t-norms are represented as.

Property 3: subset

if xisAthenyisB if pressureis high then volumeissmall
xisA' C A pressure is very high
yisB volumeis small

wherexis A’ C Ameansx isan element of the subset of A’ with A.

3.3.2.7 Overview of Possibility Theory

The basic concept of possibility theory, introduced by Zadeh, is to use fuzzy sets
that no longer simply represent the gradual aspect of vague concepts such as‘high’,
but also represent incomplete knowledge subject to uncertainty (Zadeh 1979). In
such a situation, the fuzzy variable ‘high’ represents the only information available
on some parameter value (such as pressure). In possibility theory, uncertainty is
described using dual possibility and necessity measures defined as follows (Dubois
et al. 1988):

A possibility measure [ defined on a finite propositional language, and valued
on [0, 1], satisfies the following axioms:

aJIl(L)=0; TI(T)=1

b) vp,va, TI(pVva)=max[[1(p),I1(q)]
c) if pisequivalentto g, thenT](p) =T1(q)
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where:

1 and T denote the ever-false proposition (contradiction) and the ever-true
proposition (tautology) respectively.

Vp denotes ‘for all p’ and Vq denotes ‘for al q', and vV denotes a Boolean dis-
junction operation (i.e. pvq=0if p=qg=0and pVv q= 1 otherwise)

and, conversely, A denotes the Boolean conjunction operation (i.e. pAq= 1 if
p=qg=1and pAqg= 0 otherwise)

Axiom b) means that pV q is possible as soon as one of p or q is possible,
including the case when both are so.

[1(p) = 1 meansthat p isto be expected but not that p issure, since[I(p) =1is
compatible with T](—p) = 1 aswell.

On the contrary, [T(p) = 0 implies[I(—p) = 1 where —p meansthat p isimpos-
sible.

a) Deviation of Possihility Theory from Fuzzy Logic

It must be emphasised that only the following proposition holdsin the general case,
since p A gisrather impossible

[Tera) <min(T](p) . [T(@) (3.127)

(eg.ifq=-p, pAQis L, whichisimpossible) while p aswell as g may remain
somewhat possible under a state of incompleteinformation.

Moregeneraly, [T(pAQq) isnot only afunction of [T(p) and of T1(q). Thisdeparts
completely from fully truth functional multiple-valued calculi, which is referred
to as fuzzy logic (Lee 1972), specifically where the truth of vague propositionsis
amatter of degree.

In possibility theory, a necessity measure N is associated by duality with a pos-
sibility measure [, such that

vp, N(p) =1-[](=p) (3.128)

It meansthat p isall the more certain as —p isimpossible. Axiom b) is then equiva-
lent to

Vp, Vg, N(pAg) =min(N(p),N(q)) (3.129)

This meansthat for being certain about p A g, we should be both certain of p and
certain of g, and that the level of certainty of p A qisthe smallest level of certainty
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attached to p and to g. Note that

p)>0&[[(-p) <1=]](p) =

Since:

max ([T(p).[T(-p) = T(pv-p) =TI(T) =1

And:
N(pVd) > max(N(p),N(q)) (3.130)

Thismeanswe may be somewhat certain of theimprecise statement pV q without
being at all certain that pistrue or that qistrue.

The following conventions are adopted in possibility theory where the possible
values of the pair of necessity and possibility measures, (N, [T), are represented

[Ip= max (o) (3.131)

where:
[1(p) isthe possibility measure of proposition p
o isarepresentation of available knowledge
[p] isthe set of interpretationsthat make p true, i.e. the modelsof p
n(w) isthe possibility distribution of available knowledge.

Thus, starting with the plausibility of available knowledge represented by the distri-
bution 7 of possible interpretations of such available knowledge, two functions of
the possibility measure [T and the necessity measure N are defined that enable usto
make an assessment of the uncertainty surrounding the proposition p. Ignoranceis
represented by a uniform possibility distribution equal to 1.

Conversely, given certain constraintsi = 1,n

N(pi) >0 >0 fori=1,n (3.132)

where:

N(pi) isthe certainty measure of a particular proposition p in the set with con-
gtraintsi =1,n
o isthe possibility distribution with the least restrictive constraints.

Thus, expressing a level of certainty for a collection of propositions under certain
constraints, we can compute the largest possibility distribution ¢; that is the least
restricted by these constraints.

It should be noted that probabilistic reasoning does not alow for the distinction
between:

the possibility that pistrue (TT(p) = 1) an

the certainty that pistrue (N(p) = 1),

nor between:

the certainty that p isfalse (N(—p) = 1< [](p) = 0) an

the absence of certainty that pistrue (N(p) =0 < [1(— ) 1).
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Possibility theory thus contrasts with probability theory in which:

P(=p) =1—P(p), i.e. the probability that p isimpossibleis 1 minusthe proba-
bility that p is possible, and therefore:

P(-p) = 1< P(p) =0, i.e. the probability that p isimpossible is true implies
that the probability of p being possibleisfalse, and

N(p) = 0 does not entail N(—p) = 1.

Whilein possibility theory, if the certainty measure N of the possibility of the propo-
sition p is false, then this does not necessarily imply that the certainty measure N
of the impossibility of proposition pistrue. In this context, the distinction between
possibility and certainty is crucial for distinguishing between contingent and sure
effects respectively in engineering design analyses such as FMEA and FMECA.

The incomplete states of knowledge captured by possibility theory cannot be
modelled by a single, well-defined probability distribution. They rather correspond
to what might be called ‘ higher-order uncertainty’, which actually means‘ill-known
probabilities (Cayrac et al. 1995). This type of uncertainty is modelled either by
second-order probabilities or by interval-valued probabilities, which is complex.

Possibility theory offersavery simple substitute to these higher-order uncertainty
theories, as well as a common framework for the modelling of uncertainty and im-
precision in reasoning applications such as engineering design analysis. The use of
max and min operationsin this case satisfies the requirement for computational sim-
plicity, and for the qualitative nature of uncertainty that can be expressed in many
real-world applications. Thus, in possibility theory the modelling of uncertainty re-
mains qualitative (Dubois et al. 1988).

b) Rationals for the Choice of Possibility Theory in Engineering Design Analysis

The complexity arising from an integration of engineering systems and their inter-
actions makes it impossible to gather meaningful statistical data that could allow
for the use of objective probabilitiesin engineering design analysis. Even subjective
probabilities in design analysis (for example, where al the possible failure modes
inan FMECA may be ordered in acriticality ranking according to prior knowledge)
are fundamentally not acceptabl e to process or systems engineering experts.

For example, process design engineers would not be able to compare failure
modes involving different equipment, or different operational domains (thermal,
electrical, mechanical, etc.) in complex systems integration. At best, a partial prior
ordering of failure modesidentified for each individual system may be made. In ad-
dition, the number of failure modesthat are generally represented in an FMECA do
not encompassall the possible failuresthat could arisein reality asaresult of acom-
plex integration of systems. This complexity makes any engineering design knowl-
edge base incomplete. The only intended purpose of the FMECA in engineering
design analysiswould therefore be primarily as a support tool for the understanding
of design integrity, in which failure consequences are initially ranked by decreas-
ing compatibility with their failure modes, and then ranked according to their direct
relevance to an applicable measure of severity.
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3.3.2.8 Uncertainty and Incompleteness in Engineering Design Analysis

Uncertainty and incompleteness is inherent to engineering design analysis. Uncer-
tainty, arising from the complex integration of systems, can best be expressed in
qualitative terms, necessitating the results to be presented in the same qualitative
measures. This causes problems in analysis based upon a probabilistic framework.
The only acceptable framework for an approach to qualitative probability is that of
comparative probabilities proposed by Fishburn (1986), but its application is not
easy at the practical level because its representational requirements are exponential
(Cayrac et a. 1994).

An important question is to decide what kind of possibility theory or fuzzy logic
representation (in the form of fuzzy sets) is best suited for engineering design anal-
ysis. The use of conjunction-based representationsis perceived as not suitable from
the point of view of logic that is automated, because conjunction-based fuzzy rules
do not fit well with the usual meaning of rulesin artificial intelligence-based expert
systems. This isimportant because it is eventually within an expert system frame-
work that engineering design analysis such as FMEA and FMECA should be estab-
lished, in order to be able to develop intelligent computer automated methodol ogy
in determining the integrity of engineering design. The concern raised earlier that
gualitative reasoning algorithms may not be suitable for FMEA or FMECA is thus
to alarge extent not correct.

This consideration is based on the premise that the FMEA or FMECA formal-
ism of analysis requires unique predictions of system behaviour and, although some
vagueness is permissible due to uncertainty, it cannot be ambiguous, despite the
consideration that ambiguity is an inherent feature of computational qualitative rea-
soning (Bull et a. 1995b).

Implication-based representations of fuzzy rules may be viewed as constraints
that restrict a set of possible solutions, thus eliminating any ambiguity. A possi-
ble explanation for the concern may be that two predominate types of engineering
reasoning applied in engineering design analysis—systems engineering and knowl-
edge engineering—do not have the same background. The former is usually data-
driven, and applies analytic methods where analysis models are derived from data.
In general, fuzzy sets are also viewed as data, resulting in any form of reasoning
methodology to be based on accumulating data. Incoherency issues are not con-
sidered because incoherence is usually unavoidable in any set of data. On the con-
trary, knowledge engineering is knowledge-driven, and a fuzzy rule is an element
of knowledge that constrains a set of possible situations. The more fuzzy rules, the
more information, and the more precise one can get. Fuzzy rulesclearly stand at the
crossroad of these two types of engineering applied to engineering design analysis.

In the use of FMECA for engineering design analysis, the objective is to de-
velop a flexible representation of the effects and consequences of failure modes
down to the relevant level of detail, whereby available knowledge—whether incom-
plete or uncertain—can be expressed. The objectivethusfollows qualitative analysis
methodology in handling uncertainty with possibility theory and fuzzy sets in fault
diagnostic applications, utilising FMECA (Cayrac et al. 1994).
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An expansion of FMEA and FMECA for engineering design analysis is devel-
oped in this handbook, particularly for the application of reliability assessment dur-
ing the preliminary and detail design phases of the engineering design process.
The expanded methodology follows the first part of the methodology proposed by
Cayrac (Cayrac et al. 1994), but not the second part proposed by Cayrac, which is
afurther exposition of the application of fault diagnosis using FMECA. A detailed
description of introducing uncertainty in such a causal model is given by Dubois
and Prade (Duboiset a. 1993).

3.3.2.9 Modelling Uncertainty in FMEA and FMECA

In modelling uncertainty with regard to possible failure as described by failure
modes in FMEA and FMECA, consider the following: let D be the set of possi-
ble failure modes, or disorders {ds,...,d;,...,dp} of agiven causal FMEA and
FMECA analysis, and let M be a set of observable consequences, or manifestations
{my,...,mj,....,my} related to these failure modes. In this model, disorders and
manifestations are either present or absent. For a given disorder d, we express its
(more or less) certain manifestations, gathered in the fuzzy set M(d)+, and those
that are (more or |less) impossible, gathered in the fuzzy set M(d)—.

Thus, the fuzzy set M(d)+ contains manifestations that (more or less) surely
can be caused by the presence of a given disorder d alone. In terms of membership
functions

Hm(ay+ (M) = 1. (3.133)

This means that the manifestation m existsin the fuzzy set of certain manifestations
for a given disorder d. This also means that m is always present when d alone is
present.

Conversely, the set M(d)— contains manifestations that (more or less) surely
cannot be caused by d alone. Thus

uM(d),(m) =1. (3.134)

This meansthat the manifestation m does not exist in the fuzzy set of impossible
manifestationsfor agiven disorder d. Thisalso meansthat misnever presentwhend
aoneis present.

Complete ignorance regarding the relation between a disorder and a manifesta-
tion (we do not know whether m can be a consequence of d) is expressed by

Hn(dy+ (M) = L) (M) =0. (3.135)

Intermediate membership degrees allow a gradation of the uncertainty.

Thefuzzy sets M(d)+ and M(d)— are not possibility distributions because man-
ifestations are clearly not mutually exclusive. Furthermore, the two membership
functions iy q)+ (M) and tiyg)— (M) both express certainty levels that the manifes-
tation mis present and absent respectively, when disorder d alone takes place.
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a) Logical Expression of FMECA

FMECA information (without uncertainty) can be expressed as atheory T consist-
ing of acollection of clauses:

—d; Vm; correspondsto anon-fuzzy set of certain manifestationsM(d;)+, which
means either that the disorders —d; areimpossible or that the manifestations m;
are possible in anon-fuzzy set of manifestations M(d; )+,

—d; V =my corresponds to a non-fuzzy set of impossible manifestations M(d;)—,
which means either that the disorders —d; are impossible or that manifesta-
tions —my are impossible in a non-fuzzy set of manifestationsM(d;)— (i.e. man-
ifestations that cannot be caused by d; alone),

where \ denotes the Boolean digunction operation
(=di vm; =0if =dj = m; = 0, and —~d; v m; = 1 otherwise).

A digunction is associated with indicative linguistic statements compounded with
either ...or, such as (—d; V m;) = either the disorders are impossible or the mani-
festations are possible. However, the term digunction is currently more often used
with reference to linguistic statements or well-formed formulae (wff) of associated
form occurring in formal languages. Logicians distinguish between the abstracted
form of such linguistic statements and their rolesin arguments and proofs, and the
meanings that must be assigned to such statements to account for those roles (Ar-
tale et al. 1998). The abstracted form represents the syntactic and proof-theoretic
concept, and the meanings the semantic or truth-theoretic concept in digunction.
Disjunction is a binary truth-function, the output of which is true if at least one of
the input values (diguncts) is true, and false otherwise. Disjunction together with
negation provide sufficient means to define all truth-functions—hence, the use in
alogical expression of FMECA.

If the disjunctive constant v (historically suggestive of the Latin vel (or)) is
aprimitive constant of the linguistic statement, therewill be aclausein theinductive
definition of the set of well-formed formulae (wffs).

Using o and 3 as variables ranging over the set of well-formed formulae, such
aclause will be:

If o isawff and B isawff, then o v 3 isawff

where o VvV  isthe digunction of thewffs o and 3, and interpreted as ‘ [name of first
wff] vel (*or") [name of second wff]’.

In presentations of classical systems in which the conditional implication — or
the subset O and the negational constant — are taken as primitive, the digunctive
constant \V will also feature in the abbreviation of awff:

-0 — B (or~o—B)asaVvp

Alternatively, if the conjunctive & hasalready been introduced as a defined constant,
then v will also feature in the abbreviation of awff:

(- & —f)asaVp
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Initssmplest, classical semantic analysis, adigunction is understood by reference
to the conditions under which it is true, and under which it is false. Central to the
definition is avaluation, afunction that assigns avaluein the set {1,0}. In general,
the inductive truth definition for a linguistic statement corresponds to the definition
of its well-formed formulae. Thus, for a propositional linguistic statement, it will
take as its basis a clause according to which an elemental part is true or false ac-
cordingly as the valuation mapsit to 1 or to 0. In systemsin which Vv is a primitive
constant, the clause corresponding to digunction takes o vV  to be true if at least
oneof a, B istrue, and takes it to be false otherwise. Where Vv isintroduced by the
definitions given earlier, the truth condition can be computed for o vV § from those
of the conditional (— or D) or conjunction (&) and negation (—).

In dightly more general perspective, then, if the disorders interact in the mani-
festations they cause, d; can be replaced by a conjunction of dy.

This general perspectiveisjustification of the form (Cayrac et a. 1994):

(0 TIARERWAN _‘di(k) v m; (3.136)

wherethe conjunctive A isused in place of &. Thus, ‘intermediary entities’ between
disorders and manifestations are allowed. In other words, in failure analysis, inter-
mediary ‘effects feature between failure modes and their consequences, which is
appropriate to the theory on which the FMECA is based. This logical modelling of
FMECA is, however, not completely satisfactory, as —d; vV —my means either that the
disorder —d; isimpossibleor that the manifestations —my areimpossible. Thiscould
mean that d; disallows my, which is different to the fuzzy set tyg)— (m) > 0, since
the disorder —d; being impossible only meansthat d; aloneis not capable of produc-
ing mx. This does not present a problem under a single failure mode assumption but
it does complicate the issue if simultaneous failure modes or disorders are allowed.
In Sect. 3.3.2.1, failure mode was described from three points of view:

e A complete functional loss.
e A partia functional loss.
e Anidentifiable condition.

For reliability assessment during the engineering design process, the first two fail-
ure modes—specifically, a complete functional loss, and a partial functional loss—
can be practically considered. The determination of an identifiable condition would
be considered when contemplating the possible causes of a complete functional
loss or of a partial functional loss. Thus, simultaneous failure modes or disorders
in FMECA would imply both a complete functional loss and a partial functional
loss—which is contradictory. The application of the fuzzy set uyg)—(m) > 0 is
thus valid in FMECA, since the implication is valid that d; alone is not capable of
producing my.
However, in the logical expressions of FMECA, two difficulties arise

—di vV my and —dj vV m imply — (di Adj) vV my (3.137)
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Equation (3.137) implies that those clauses where either disorder —d; is im-
possible or manifestations my are possible in a non-fuzzy set of certain man-
ifestations M(d;)+, and where either disorder —d; is impossible or manifesta-
tions my are possible in anon-fuzzy set of certain manifestations M (d; )+ imply that
either disorder —d; and disorder —d; are impossible or manifestations my are pos-
sible in non-fuzzy sets of certain manifestations M(d;)+ and M(d;)+. This logi-
cal approach implicitly involves the assumption of disorder independence (i.e. in-
dependent failure modes), leading to manifestations of simultaneous disorders. In
other words, it assumes failure modes are independent but may occur simultane-
oudly.

This approach may bein contradiction with knowledge about joint failure modes
expressing — (d; Adj) vV —my where either disorder —d; and disorder —d; areimpos-
sible or where the relating manifestations my are impossible in the non-fuzzy sets
of manifestations M(d;)— and M(d;)—

The second difficulty that arisesin the logical expressions of FMECA is

—d; vV —my and —d;j V ~my imply = (di Adj) V —=my (3.138)

Equation (3.138) implies that those clauses where either disorder —d; is im-
possible or manifestations —my are impossible in the non-fuzzy set of M(di)—
that contains manifestations that cannot be caused by d; aone, and where either
disorder —d; is impossible or manifestations —my are impossible in a non-fuzzy
set M(dj)— that contains manifestations that cannot be caused by d; alone imply
that either disorder —d; and disorder —d; are impossible or manifestations —my
are impossible in the non-fuzzy sets M(d;)— and M(d;)—, which together contain
manifestations that cannot be caused by d; and dj alone. Thisis, however, in dis-
agreement with the assumption

- ({di,dj}) =M—({d}) "M - ({d;}) (3.139)

Equation (3.139) implies that the fuzzy set of accumulated manifestations that
cannot be caused by the simultaneousdisorders {d;, d;} isequivalent to the intersect
of the fuzzy set of manifestations that cannot be caused by the disorder d; aone,
and the fuzzy set of manifestations that cannot be caused by the disorder dj alone
(it enforcesaunion for M + ({d;,d;}).

In the logical approach, if —d; v -my and —d; vV -m, hold, this disallows the
simultaneous assumption that d; and d; are present, which is then not a problem
under the single failure mode assumption, asindicated in Sect. 3.3.2.1.

On the contrary, mg € M + (dj) "M — (d;) does not forbid {d;,d;} from being
a potential explanation of my even if the presence (or absence) of my eliminates d;
(or dj) alone.
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b) Expression of Uncertainty in FMECA

In the following logical expressionsof FMECA, the single failure mode assumption
is made (i.e. either a complete functional loss or a partial functional loss). Uncer-
tainty in FMECA can be expressed using possibilistic logic in terms of a necessity
measure N. For example

N (—di vmj) > o (3.140)

where:

N(—d; vm;) is the certainty measure of a particular proposition that either
disorder —d; isimpossible or manifestationsm; are possible
in anon-fuzzy set of certain manifestations M(d;)+, and

04 isthe possibility distribution relating to constraint i of the
disorder di and constraint j of manifestation m;.

The generalised modus ponens of possihilistic logic (Duboiset al. 1994) is

N(di) > v and N(—d; v m;) > o4
= N(mj) > min(y, 04) (3.1412)

where:

N(d;) isthecertainty measure of the proposition that the disorder d; is certain,
7 isthe possibility distribution relating to constraint i of disorder d; and

N(m;) isthe certainty measure of the proposition that the manifestation m; is
certain, and bound by the minimum cut set of the possibility distribu-
tions % and ;. In other words, the presence of the manifestation m; is
all the more certain, as the disorder d; is certainly present, and that m;
is a certain consequence of d;.

3.3.2.10 Development of the Qualitative FMECA

A further extension of the FMECA is considered, in which representation of indirect
links between disorders and manifestations are also made. In addition to disorders
and manifestations, intermediate entities called events are considered (Cayrac et al.
1994).

Referring to Sect. 3.3.2.1, these events may be viewed as effects, where the ef-
fects of failure are associated with the immediate results within the component’s or
assembly’s environment.

Disorders (failure modes) can cause events (effects) and/or manifestations (con-
sequences), where events themselves can cause other events and/or manifestations
(i.e. failure modes can cause effects and/or consequences, where effects themselves
can cause other effects and/or consegquences). Events may not be directly observ-
able.
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An FMECA can therefore be defined by a theory consisting of a collection of
clauses of theform

-divmj, -dkver, —-enVen, -€Vmy
and, to express negative information,
. TAY —-my, Oy Ve, —€yV-e,, €y V My

where d represents disorders (failure modes), m represents manifestations (con-
sequences), and e represents events (effects). All these one-condition clauses are
weighted by a lower bound equal to 1 if the implication is certain. The positive
and negative observations (m or —m) can also be weighted by a lower bound of
a necessity degree. From the definitions above, it is possible to derive the direct
relation between disorders and manifestations (failure modes and consequences),
characterised by the fuzzy sets iy g+ (M) and pyq)— (M) as shownin the following
relations (Duboiset a. 1994):

Ewm(a)+(Mj) =
) (M) = %; (3.142)

The extended FMECA allows for an expression of uncertainty in engineering
design analysis that evaluates the extent to which the identified fault modes can
be discriminated during the detail design phase of the engineering design process.
The various failure modes are expressed with their (more or less) certain effects
and conseguences. The categories of more or less impossible consequences are also
expressed if necessary. After this refinement stage, if a set of failure modes cannot
be discriminated in a satisfying way, theinclusion of the failure modein theanalysis
is questioned.

The discriminability of two failure modes d; and dj is maximum when a sure
consequence of oneis an impossi ble consequence of the other. This can be extended
to the fuzzy sets previously defined. The discriminability of aset of disorders D can
be defined by

Discrimin(D) = dne]ilgli;éj max(F)
Where: F = cons(M(d;)+,M(dj)—),
cons(M(di)—,M(d;)+) (3.143)

and cons(M(d; )+, M(dj)—) isthe consistency of disorders d; and d; in the non-
fuzzy set of certain manifestations M(d;)+, as well as in the non-fuzzy set of
impossible manifestations M (dj)—:

and cons(M(d;)—, M(dj)~+) is the consistency of disorders d; and d; in the non-
fuzzy set of impossible manifestations M(d;)—, aswell asin the non-fuzzy set of
certain manifestations M(d;)+.
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For example, referring to the three types of failure modes:

The discriminability of the failure mode total loss of function (TLF) represented
by the disorder d; and failure mode partial loss of function (PLF) represented by
disorder dy is: Discrimin ({dy,d}) = 0.

The discriminability of the failure mode total loss of function (TLF) represented
by disorder d; and failure mode potential failure condition (PFC) represented by
disorder d3 is: Discrimin ({dy,ds}) = 0.5.

The discriminability of the failure mode partial loss of function (PLF) repre-
sented by disorder d, and failure mode potential failure condition (PFC) repre-
sented by disorder ds is: Discrimin ({dy,ds}) = 0.5.

a) Example of Uncertainty in the Extended FMECA

Tables 3.15 to 3.19 are extracts from an FMECA worksheet of a RAM analysis
field study conducted on an environmental plant for the recovery of sulphur dioxide
emissionsfrom anon-ferrousmetals smelter to produce sulphuric acid. The FMECA
covers the pump assembly, pump motor, MCC and control valve components, as
well as the pressure instrument loops of the reversejet scrubber pump no. 1.

Three failure modes are normally defined in the FMECA as:

e TLF = ‘total loss of function’,
e PLF = ‘partia loss of function’,
e PFC = ‘potentia failure condition’.

Five consequences are normally defined in the FMECA as:

Safety (by risk description)
Environmental

Production

Process

Maintenance.

The “critical analysis column of the FMECA worksheet includes items num-
bered 1 to 5 that indicate the following:

(1) Probahility of occurrence (given as a percentage value)
(2) Estimated failure rate (the number of failures per year)
(3) Severity (expressed as a number from O to 10)

(4) Risk (product of 1 and 3)

(5) Criticality value (product of 2 and 4).

The semi-qualitative criticality values are ranked accordingly:

(1) Highcriticality = +6 onwards
(2) Medium criticality = +3t0 6 (i.e. 3.1t0 6.0)
(3) Low criticality = +0to 3 (i.e. 0.1t0 3.0)



Table 3.15 Extract from FMECA worksheet of quantitative RAM analysis field study: RJS pump no. 1 assembly

Sysem  Assembly Failure Failure Failure effect Failure Cause of failure Critical analysis
description mode consequence
Reverse  RJSpump  Shaft TLF  Unsafe operating Injury risk Seal elementsbroken (1) 50%
jet no. 1 leakage conditions for or pump shaft (2) 2.50
scrubber personnel damaged duetolossof (3) 11
alignment or sealsnot  (4) 5.5
correctly fitted (5) 13.75
High criticaity
Reverse  RJSpump  Shaft TLF  Unsafe operating Injury risk Seal elements broken (2) 50%
jet no. 1 leakage conditions for or pump shaft (2) 2.50
scrubber personnel damaged due to the (3 11
seal bellow cracking (4) 5.5
because the rubber (5) 13.75
hardensin service High criticality
Reverse RJSpump Redtricted or TLF  Prevents quenchingof  Maintenance Loss of drive due to (1) 100%
jet no. 1 no the gas and protection coupling connection (2) 3.00
scrubber circulation of the RJS structure fallurecaused by loss  (3) 2
due to reduced flow. of dignment or loose  (4) 2.00
Standby pump should studs (5) 6.00
start up and emergency Mediunvhigh
water system may start criticality

up and supply water to
weir bowl. Gas supply
may be cut to plant.
RJS damage unlikely
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Table 3.15 (continued) B
N
System  Assembly Failure Failure Failure effect Failure Cause of failure Critical analysis
description mode consequence
Reverse  RJSpump Restricted TLF  Preventsquenching of Maintenance Air inteke at shaft seal (1) 100%
jet no. 1 or no the gas and protection area due to worn or (2) 2.50
scrubber circulation of the RJS structure damaged sedl faces 3)2
due to reduced flow. caused by solids (4) 2.00
Standby pump should ingress or loss of seal (5) 5.00
start up and emergency flushing Medium criticality
water system may start
up and supply water to
weir bowl. Gas supply
may be cut to plant.
RJS damage unlikely
Reverse RJSpump Excessive PFC  Noimmediate effect Maintenance Bearing deterioration (1) 100% w
jet no. 1 vibration other than potential due to worn coupling (2) 2.00 E
scrubber equipment damage out of alignment )1 g
410 =
(5) 2.00 =
Low criticality 3
Reverse RJSpump Excessive PFC  Noimmediate effect Maintenance Bearing deterioration (1) 100% ;g
jet no. 1 vibration other than potential dueto low barrel oil (2) 1.00 >
scrubber equipment damage level or leaking seals )1 3
(4 1.0 =
(5) 1.00 o
Low criticality =
Reverse  RJSpump Excessive PFC  Noimmediate effect Maintenance Cavitations due to (1) 100% 3.
jet no. 1 vibration other than potential excessive flow or (2) 1.50 2
scrubber equipment damage restricted suction )1 §
condition (4) 1.0 3
(5) 1.50 8?
Low criticality g%'




Table 3.16 Extract from FMECA worksheet of quantitative RAM analysis field study: motor RJS pump no. 1 component

Assembly Component Failure Failure Failure effect Failure consequence  Cause of failure Critica analysis
description mode
RJS Motor Motor fails TLF  Motor failure prevents Maintenance Loose or corroded (1) 100%
pump RIJSpump to start or guenching of the gas and connections or motor (2) 0.50
no. 1 no. 1 drive pump the protection of the RIS terminals 3)2
structure due to reduced (4 20
flow. Standby pump (5) 1.00
should start up Low criticality
automatically
RJS Motor Motor fails TLF  Motor failure prevents Maintenance Motor winding short or (2) 100%
pump RIJSpump to start or guenching of the gas and insulation fails (2) 0.25
no. 1 no. 1 drive pump the protection of the RIS 32
structure due to reduced (4) 2.0
flow. Standby pump (5) 0.50
should start up Low criticality
automatically
RJS Motor Motor TLF  If required to respond in Injury risk Local stop/start switch (2) 50%
pump RJISpump  cannot be an emergency failure of fals (2) 0.25
no. 1 no. 1 stopped or motor, this could result in )11
started injury risk (455
locally (5) 1.38
Low criticality
RJS Motor Motor PFC  Motor failure prevents Maintenance Motor winding short or (1) 100%
pump RISpump overheats quenching of the gas and insulation fails (2) 0.25
no. 1 no. 1 and trips the protection of the RIS 31
structure due to reduced (410
flow. Standby pump (5) 0.25
should start up Low criticality
automatically
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Table 3.16 (continued)

Assembly Component Failure Failure Failure effect Failure consequence  Cause of failure Critical analysis
description mode
RJS Motor Motor PFC  Motor failure prevents Maintenance Bearingsfail duetolack (1) 100%
pump RISpump  overheats guenching of the gas and of or to excessive (2) 0.50
no. 1 no. 1 and trips the protection of the RIS Iubrication 31
structure due to reduced 410
flow. Standby pump (5) 0.50
should start up Low criticality
automatically
RJS Motor Motor PFC  Motor failure prevents Maintenance Bearings worn or (1) 100%
pump RJISpump vibrates guenching of the gas and damaged (2) 0.50
no. 1 no. 1 excessively the protection of the RJS 31
structure due to reduced 4 10
flow. Standby pump (5) 0.50
should start up Low criticality
automatically

8T
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Table 3.17 Extract from FMECA worksheet of quantitative RAM analysis field study: MCC RJS pump no. 1 component

Assembly Component Failure

Failure Failure effect

Failure consequence  Cause of failure

Critical analysis

description mode
RJS MCCRJS Motor fals TLF  Motor failure starting Maintenance Electrical supply or (1) 100%
pump pump to start upon upon command prevents starter failure (2) 0.25
no. 1 no. 1 command the standby pump to start 3)2
up automatically (4) 20
(5) 0.50
Low criticality
RJS MCC RJS Motor fails TLF  Motor failure starting Maintenance High/low voltage (1) 100%
pump pump to start upon upon command prevents defective fuses or circuit ~ (2) 0.25
no. 1 no. 1 command the standby pump to start breakers )2
up automatically (4 20
(5) 0.50
Low criticality
RJS MCC RJS Motor fails TLF  Motor failure starting Maintenance Control system wiring (1) 100%
pump pump to start upon upon command prevents malfunction due to hot (2) 0.25
no. 1 no. 1 command the standby pump to start spots 32
up automatically (4 20
(5) 0.50
Low criticality
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Table 3.18 Extract from FMECA worksheet of quantitative RAM analysis field study: RIS pump no. 1 control valve component

Assembly Component Failure Failure Failure effect Failure consequence  Cause of failure Critical analysis
description mode
RJS Control Failstoopen TLF  Prevents discharge of Production No PLC output due to (2) 100%
pump valve acid from the pump that modules electronic fault (2) 0.50
no. 1 cleans and cools gas and or cabling )6
protects the RJS. Flow (4) 6.0
and pressure protections (5) 3.00
would prevent damage. Low/medium criticality
May result in downtime
if it occurs on standby
pump when needed
RJS Control Failstoopen TLF  Prevents discharge of Production Solenoid valve fails, (1) 100%
pump vave acid from the pump that failed cylinder actuator or  (2) 0.50
no. 1 cleans and cools gas and air receiver failure )6
protects the RJS. Flow (4) 6.0
and pressure protections (5) 3.00

would prevent damage.
May result in downtime
if it occurs on standby
pump when needed

Low/medium criticality

98T
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Table 3.19 Extract from FMECA worksheet of quantitative RAM analysis field study: RIS pump no. 1 instrument loop (pressure) assembly

Assembly Component  Failure Failure Failure effect Failure Cause of failure Critical analysis
descrip- mode conse-
tion guence
RJS Instrument Failsto TLF  Failsto permit pressure Maintenance Restricted sensing port dueto (1) 100%
pump (pressure. 1)  provide monitoring blockage by chemical or (2) 3.00
no.lin- accurate physical action )2
strument pressure (4) 2.0
loop indication (5) 6.00
(pressure) Mediurmvhigh criticality
RJS Instrument Failsto TLF  Does not permit essential Maintenance Pressure switch fails due to (2) 100%
pump (pressure. 2)  detect pressure monitoring and can corrosion or relay or cable (2) 0.50
no.lin- low- cause damage to the pump failure )2
strument pressure due to lack of mechanical (4) 20
loop condition seal flushing (5) 1.00
(pressure) Low criticality
RIS Instrument Failsto TLF  Doesnot permit essential Maintenance PLC alarm function or (1) 100%
pump (pressure. 2)  provide pressure monitoring and can indicator fails (2)0.30
no.lin- output cause damage to the pump )2
strument signal for due to lack of mechanical (4 20
loop alarm sedl flushing (5) 0.60
(pressure) condition Low criticality
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To introduce uncertainty in this analysis, according to the theory developed for
the extended FMECA, the following approach is considered:

e Express the various failure modes, including their (more or less) certain conse-
guences (i.e. the more or less certainty that the consequence can or cannot occur)

Present the number of uncertainty levelsin linguistic terms

For a given failure mode, sort the occurrence of the consequencesinto a specific
range of (6+ 1) categories:

— Three levels of more or less certain consequences (‘ completely certain’, ‘al-

most certain’, ‘likely")

— Threelevels of more or less impossible consequences (* completely impossi-

ble', ‘almost impossible’, *unlikely’)

— Onelevel for ignorance.

The approach is thus initiated by expressing the various failure modes, along with
their (more or less) certain consequences. The discriminability of the failure modes

Table 3.20 Uncertainty inthe FMECA of acritical control valve

Compo- Failure Failure Failure Failure @ (1) Critica
nent description mode consequence  cause Um(d)+ HUm(d)— analysis
Control Failstoopen TLF  Production No PLC output 0.6 04 (205
valve due to modules )6
electronic fault (4) 3.6 (or
or cabling not—2.4)
(5) 1.8 (or
not—1.2)
Low criticality
Control Failstoopen TLF  Production Solenoid valve 0.6 04 (2005
valve fails, dueto )6
failed cylinder (4) 3.6 (or
actuator or air not—2.4)
receiver falure (5) 1.8 (or
not—1.2)
Low criticality
Control Failsto TLF  Production Valve disk 0.8 02 (205
valve  sed/close damaged due )6
to corrosion or (4) 4.8 (or
wear not—1.2)
(5) 2.4 (or
not—aO0.6)
Low criticality
Control Failsto TLF  Production Valve stem 0.8 02 (205
valve  sed/close cylinders )6
seized due to (4) 4.8 (or
chemical not—1.2)
deposition or (5) 2.4 (or
corrosion not—aO0.6)

Low criticality
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with their (more or less) certain consequences is checked. If thisis not sufficient,
then the question is explored whether some of the (more or less) certain conse-
guences of one failure mode could not be expressed as more or less impossible
for some other fault modes. The three categories of more or less impossible con-
seguences are thus indicated whenever necessary, to alow a better discrimination.
After thisrefinement stage, if a set of failure modes still cannot be discriminated in
a satisfying way, then the observability of the consequence should be questioned.

b) Results of the Qualitative FMECA
As an example, the critical control valve considered in the FMECA chart of Ta

ble 3.18 has been itemised for inclusion in an extended FMECA chart relating to
the discriminated failure mode, TLF, along with its (more or less) certain conse-

Table 3.21 Uncertainty in the FMECA of critical pressure instruments

Compo- Failure Failure Failure Failure (0] (1) Critical
nent description mode consequence  cause Um(d)+ HUm(d)— analysis
Instru- Failstodetect TLF Maintenance Pressure 0.6 04 (2)0.50
ment |ow-pressure switch fails 32
(pres-  condition dueto (4) 1.2 (or
sure. 1) corrosion or not—a0.8)
relay or cable (5) 0.6 (or
failure not—0.4)
Low criticality
Instru-  Failsto TLF Maintenance Restricted 0.8 02 (2)3.00
ment provide sensing port 32
(press  accurate dueto (4) 1.6 (or
sure. 1) pressure blockage by not—0.4)
indication chemical or (5) 4.8 (or
physical action not—1.2)
Medium
criticality
Instru- Failstodetect TLF Maintenance Pressure 0.6 04 (2050
ment |ow-pressure switch fails 32
(pres-  condition dueto (4) 1.2 (or
sure. 2) corrosion or not—a0.8)
relay or cable (5) 0.6 (or
failure not—0.4)
Low criticality
Instru- Failsto TLF Maintenance PLCaarm 0.8 02 (2)3.00
ment provide output function or 3)2
(pres-  signal for indicator fails (4) 1.6 (or
sure. 2) alarm not—~0.4)
condition (5) 4.8 (or
not—1.2)
Medium

criticality
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quences, given in Tables 3.20 and 3.21. To simplify, it isassumed that all the events
are directly observable—that is, each effect is non-ambiguously associated to a con-
sequence, athough the same consequence can be associated to other effects (i.e. the
effects, or events, are equated to their associated consequences, or manifestations).
The knowledge expressed in Tables 3.20 and 3.21 describes the fuzzy relation be-
tween failure modes, effects and consequences, in terms of the fuzzy sets for the
expanded FMECA, M(d) + (m) and M(d) — (m).

The linguistic qualitative-numeric mapping used for uncertainty representation
istabulated below (Cayrac et al. 1994).

Qualifier Ref. code  Um(d)+ HUm(d)-
Certain 1 1.0 0.0
Almost certain 2 0.8 0.2
Likely 3 0.6 0.4
Unlikely 4 0.4 0.6
Almost unlikely 5 0.2 0.8
Impossible 6 0.0 1.0
Unknown 7 0.0 0.0

The ‘critical analysis' column of the extended FMECA chart relating to the dis-
criminated failure mode, along with its (more or less) certain consequences, in-
cludesitems numbered 1 to 5 that indicate the following:

(1) Possibility of occurrence of a consequence (i q)) Or impossibility of occur-
rence of a consequence (v (d)-)

(2) Estimated failure rate (the number of failures per year)

(3) Severity (expressed as a number from 0 to 10)

(4) Risk (product of 1 and 3)

(5) Criticality value (product of 2 and 4).

3.3.3 Analytic Development of Reliability Evaluation
in Detail Design

The most applicable methods selected for further development astoolsfor reliability
evaluation in determining the integrity of engineering design in the detail design
phase are:

i. The proportional hazards model (or instantaneous failure rate, indicating the

probability of survival of acomponent);

ii. Expansion of the exponential failure distribution (considering component
functional failuresthat occur at random intervals);

iii. Expansion of the Weibull failure distribution (to determine component criti-
cality for wear-out failures, not random failures);

iv. Qualitative analysis of the Weibull distribution model (when the Weibull pa-
rameters cannot be based on obtained data).
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3.3.3.1 The Proportional Hazards Model

The proportional hazards (PH) model was developed in order to estimate the effects
of different covariatesinfluencing the timesto failure of asystem (Cox 1972). Inits
original form, the model is non-parametric, i.e. no assumptions are made about the
nature or shape of the underlying failure distribution. The original non-parametric
formulation as well as a parametric form of the model are considered, utilising the
Weibull life distribution. Special developments of the proportional hazards model
are:

General log-linear, GLL—exponential
General log-linear, GLL—Weibull models.

a) Non-Parametric Model Formulation

From the PH model, the failure rate of a system is affected not only by its oper-
ating time but also by the covariates under which it operates. For example, a unit
of equipment may have been tested under a combination of different accelerated
stresses such as humidity, temperature, voltage, etc. These factors can affect the
failure rate of the unit, and typically represent the type of stresses that the unit will
be subject to, once installed.
Theinstantaneous failure rate (or hazard rate) of a unit is given by the following
relationship
_ Yy 144
O = i (3.144)
where:
f(t) = the probability density function,
R(t) = therdliability function.
For the specific case where the failure rate of a particular unit is dependent not only
on time but also on other covariates, Eq. (3.144) must be modified in order to be

afunction of time and of the covariates. The proportional hazards model assumes
that the failure rate (hazard rate) of a unit is the product of the following factors:

e An unspecified baseline failurerate, A4(t), which isafunction of time only,

e A positive function g(x,A) that is independent of time, and that incorporates
the effects of a number of covariates such as humidity, temperature, pressure,
voltage, etc.

Thefailure rate of the unit is then given by
AL, X) = 2o(t) - 9(X,A) (3.145)

where:

X = arow vector consisting of the covariates,
X = (Xla X2a X3a .. .,Xm)
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A = a column vector consisting of the unknown model parameters
(regression parameters),

A = (ar,a,as,...,am)"

m = number of stress-related variates (time-independent).

It can be assumed that the form of g(X,A) is known and A,(t) is unspecified. Dif-
ferent forms of g(X,A) can be used but the exponential formis mostly used, due to
its simplicity.

The exponential form of g(X,A) is given by the following expression

g(X.A) = X —ep [ﬁ a3 Xj] 7 (3.146)
=1

where:
a; = model parameters (regression parameters),
Xj = covariates.

The failure rate can then be written as

l(t,x)=ko-exp[i anj] : (3.147)
=1

b) Parametric Model Formulation

A parametric form of the proportional hazards model can be obtained by assuming
an underlying distribution. In general, the exponential and the Weibull distributions
are the easiest to use. The lognormal distribution can be utilised as well but it is
not considered here. In this case, the Weibull distribution will be used to formulate
the parametric proportional hazards model. The exponential distribution case can
be easily obtained from the Weibull equations, by simply setting the Weibull shape
parameter B = 1. In other words, it is assumed that the baseline failure rate is para-
metric and given by the Weibull distribution. The baseline failure rate is given by
the following expression taken from Eq. (3.37):

B)P-*
P

Ao = :
where:

u = the scale parameter,

B = the shape parameter.

Note that u is the baseline Weibull scale parameter but not the PH scale parameter.
The PH failure rate then becomes

B-1
AX) = %exp

m
2 axj| , (3.148)
=1
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where:
aj and Xj = regression parameters and covariates,
B and u = the shape and scale parameters.

It is often more convenient to define an additional covariate, X, = 1, in order to allow
the Weibull scale parameter to be included in the vector of regression coefficients,
and the proportional hazards model expressed solely by the beta (shape parameter),
together with the regression parameters and covariates. The PH failure rate can then
be written as

At,X)=B(t)Ptexp [ y a,-xj] . (3.149)
j=0

The PH reliability function is thus given by the expression

M t
R(t,X) — exp —/l(u)du]

t
R(t,X) = exp —/l(u,x)du]
0

R(t,X) = exp | —tP -exp

ianj‘H (3.150)

The probability density function (p.d.f.) can be obtained by taking the partial deriva-
tive with respect to time of the reliability function given by Eq. (3.150). The PH
probability density functionisgiven by the expression f (t, X) = A (t, X)R(t, X). The
total number of unknownsto solveinthismodel ism+2(i.e. B, u,a1,82,a3, .. .,8m).

The maximum likelihood estimation method can be used to determine these pa-
rameters. Solving for the parameters that maximise the maximum likelihood esti-
mation will yield the parameters for the PH Weibull model. For = 1, the equation
then becomesthe likelihood function for the PH exponential model, which issimilar
to the original form of the proportional hazards model proposed by Cox (1972).

¢) Maximum Likelihood Estimation (MLE) Parameter Estimation

The idea behind maximum likelihood parameter estimation is to determine the pa-
rameters that maximise the probability (likelihood) of the sample data. From a sta-
tistical point of view, the method of maximum likelihood is considered to be more
robust (with some exceptions) and yields estimators with good statistical proper-
ties. In other words, MLE methods are versatile and apply to most models and to
different types of data. In addition, they provide efficient methods for quantifying
uncertainty through confidence bounds. Although the methodology for maximum
likelihood estimation is simple, the implementation is mathematically complex. By
utilising computerised models, however, the mathematical complexity of MLE is
not an obstacle.
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Asymptotic behaviour In many cases, estimation is performed using a set of in-
dependent, identically distributed measurements. In such cases, it is of interest to
determine the behaviour of a given estimator as the set of measurements increases
to infinity, referred to as asymptotic behaviour. Under certain conditions, the MLE
exhibits several characteristics that can be interpreted to mean it is ‘asymptotically
optimal’. While these asymptotic properties become strictly true only in the limit
of infinite sample size, in practice they are often assumed to be approximately true,
especially with alarge sample size. In particular, inference about the estimated pa-
rametersis often based on the asymptotic Gaussian distribution of the MLE.

AsMLE can generally be applied to failure-rel ated sample data that are available
for critical components during the detail design phase of the engineering design
process, it is necessary to examine more closely the theory that underlies maximum
likelihood estimation for the quantification of complete data. Alternately, when no
data are available, the method of qualitative parameter estimation becomes essen-
tial, as considered in detail later in Section 3.3.3.3.

Background theory If x is a continuous random variable with probability density
function:
f(X; 91, 92, 93, N Gk) s

where:

61,65, 03,...,6¢ arekunknownand constant parametersthat need to be estimated
through n independent observations, X1, X2, X3, . . ., Xn.

Then, the likelihood function is given by the following expression
n
L(X1, %2, X3, ..., %) = [ | f(%i;61,62,63,....60) i=123....n. (3.151)
i=1
The logarithmic likelihood function is given by

n
A=InL=YInf(xi;61,62,6s,....6) . (3.152)
i=1

The maximum likelihood estimators (MLE) of 61,605,063, ...,6¢ are obtained by
maximising A. By maximising A, which is much easier to work with than L, the
maximum likelihood estimators (MLE) of the range 61, 65, 63, ..., 6 are the simul-
taneous solutions of k equations wherethe partial derivativesof A are equal to zero:

d(A) .
26, =0 j=1,23,...,k.

Even though it is common practice to plot the MLE solutions using median ranks

(points are plotted according to median ranks and the line according to the MLE so-

lutions), this method is not completely accurate. As can be seen from the equations

above, the MLE method isindependent of any kind of ranks or plotting methods. For

this reason, the MLE solution appears many times not to track the data on a prob-
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ability plot. Thisis perfectly acceptable, since the two methods are independent of
each other.
[lustrating the MLE Method Using the Exponential Distribution:

To estimate A, for a sample of n units (all tested to failure), the likelihood function
is obtained

n

= ANe A2t (3.153)

Solving for A gives:

A= n/iti . (3.154)
i=1

Notes on Lambda

The value of A is an estimate because, if another sample from the same popula-
tion is obtained and A re-estimated, then the new value would differ from the one
previously calculated.

How close is the value of the estimate to the true value? To answer this ques-
tion, one must first determine the distribution of the parameter 4. This methodology
introduces another term, the confidence level, which allows for the specification of
arangefor the estimate with a certain confidencelevel. The treatment of confidence
intervalsisintegral to reliability engineering, and to statisticsin general.

[lustrating the MLE Method Using the Normal Distribution

To obtain the MLE estimates for the mean, F, and standard deviation, or, for the
normal distribution, the probability density function of the normal distribution is
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given by

F(T)

171 _ T\2
_M] | (3.156)

1
= ———e&x
oTV2an P [ oT
where:

F = mean of the normal distribution,
o7 = standard deviation of the normal distribution.

If T1,To, T3, ..., Ty are known times to failure (and with no suspensions), then the
likelihood function is given by

L(Tl,Tz,Tg, . ,Tn|:|:, O'T) .

n

B 1 3(T-7)?
L_E{GT\/Zexp[_z ot ]}

I S I S ol ek Vi
L= (O_T\/E)nexpl 221 or ] (3.156)
A =In(L):
n - T\2
In(L) = —gln(Zn)—nInaT — %izl%

Then, taking the partial derivativesof A with respect to each one of the parameters,
and setting these equal to zero yields:

aA) 1 & B

T oz X(-T=0
and:

d(A) n

1n
=—+ Y (T-T)?=0.
dor ot oAV

Solving these equations simultaneously yields

1 n
T=2)T (3.157)

]

1 n
#:ﬁzm_ﬁZ (3.158)

i=1

These solutions are valid only for data with no suspensions, i.e. al units are tested
to failure. In cases in which suspensions are present, the methodology changes and
the problem becomes much more complicated.

Estimator As indicated, the parameters obtained from maximising the likelihood
function are estimators of the true value. It is clear that the sample size determines
the accuracy of an estimator. If the sample size equal s the whole popul ation, then the
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estimator is the true value. Estimators have properties such as non-bias and consis-
tency (aswell as properties of sufficiency and efficiency, which are not considered
here).

Unbiased estimator An estimator given by therelationship 0 = d(xq, %2, X3, . - ., Xn)
is considered to be unbiased if and only if the estimator satisfies the condition
E(0) = 6 for dl 6. In this case, E(x) denotes the expected value of x and is de-
fined by the following expression for continuous distributions

v
E(x) = /xf(x) dx xey. (3.159)

Thisimpliesthat thetrue valueisnot consistently underestimated nor overestimated.

Consistent estimator An unbiased estimator that converges more closely to the
true value as the sample size increasesis called a consistent estimator. The standard
deviation of the normal distribution was obtained using MLE. However, this estima-
tor of the true standard deviation is a biased one. It can be shown that the consistent
estimate of the variance and standard deviation for complete data (for the normal
distribution) is given by

=}

2 _ - T)\2
=11 1(T. T)?2. (3.160)

Analysis of censored data So far, parameter estimation has been considered for
complete data only. Further expansion on the maximum likelihood parameter esti-
mation method needsto include estimating parameterswith right censored data. The
method is based on the same principles covered previously, but modified to take into
account the fact that some of the data are censored.

MLE analysis of right censored data The maximum likelihood method is by far
the most appropriate analysis method for censored data. When performing maxi-
mum likelihood analysis, the likelihood function needs to be expanded to take into
account the suspended items. A great advantage of using MLE when dealing with
censored data is that each suspension term is included in the likelihood function.
Thus, the estimates of the parameters are obtained from consideration of the entire
sample population of tested components. Using MLE properties, confidence bounds
can be obtained that also account for al the suspension terms. In the case of sus-
pensions, and where x is a continuous random variable with p.d.f. and c.d.f. of the
following forms

f(X;01,02,03,...,6¢)
F(X; 61) 627 937 M) ek)

601,6,0s,...,6¢ are the k unknown parameters that need to be estimated from
R failures at (Tq,V1,), (T2, V), (T3, V13), ..., (Tr, V1), @nd from M suspensions at
(S1,Vs,), (S,Vs,), (83, V), - - -, (Sm, Vs, ), Where Vi, is the Rth stress level corre-
sponding to the Rth observed failure, and Vg, the Mth stress level corresponding to
the Mth observed suspension.
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The likelihood function is then formulated, and the parameters solved by max-
imising

L((Tlale)a"'a(TRaVTR)a(SlaVS]_)a"'7(3V|7V5|\/|)‘61a62a63a'“79k) =

R M
TTf(TVr;61,62,6s,....00) [] [1—F(S,Vs;:61,62,65,...,60)] . (3.161)
i—1

j=1

3.3.3.2 Expansion of the Exponential Failure Distribution

Estimating failure rate Asindicated previously in Section 3.2.3.2, the exponen-
tial distribution isavery commonly used distribution in reliability engineering. Due
to its smplicity, it has been widely employed in designing for reliability. The ex-
ponential distribution describes components with a single parameter, the constant
failure rate. The single-parameter exponential probability density function is given
by

f(T)=Ae T = (1/MTBF)e T/MTBF (3.162)

Thisdistribution requiresthe estimation of only one parameter, A, for itsapplication
in designing for reliability, where:

A = constant failurerate,

A >0,

A = 1/MTBF,

MTBF = mean time between failures, or to afailure,
MTBF > 0,

T = operating time, life or age, in hours, cycles, etc.
T > 0.

There are several methodsfor estimating A in the single-parameter exponential fail-
ure distribution. In designing for reliability, however, it is important to first under-
stand some of its statistical properties.

a) Characteristics of the One-Parameter Exponential Distribution

The statistical characteristics of the one-parameter exponential distribution are bet-

ter understood by examining its parameter, A, and the effect that this parameter has

on the exponential probability density function aswell as the reliability function.
Effects of A on the probability density function:

e Thescale parameter is1/A = m. Theonly parameter it hasisthefailurerate, 1.

e As isdecreased in value, the distribution is stretched to the right.

e Thisdistribution has no shape parameter because it has only one shape, i.e. the
exponential.

e Thedistribution startsat T = O where f (T = 0) = A and decreases exponentially
as T increases (Fig. 3.34), andisconvexas T — oo, f(T) — 0.



3.3 Analytic Development of Reliability and Performance in Engineering Design 199

e This probability density function (p.d.f.) can be thought of as a special case of
the Weibull probability density function with g = 1.

r(t) Probability density function
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Fig. 3.34 Effects of A on the probability density function
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Fig. 3.35 Effects of A on the reliability function



200 3 Rdiability and Performance in Engineering Design

Effectsof A on the reliability function:

e Thefailure rate of the function is represented by the parameter A.

e Thefailurerate of the reliability function is constant (Fig. 3.35).

e The one-parameter exponential reliability function starts at the value of 1 at
T=0.

e AST — o, R(T) — 0.

b) Estimating the Parameter of the Exponential Distribution

The parameter of the exponential distribution can be estimated graphically by prob-
ability plotting or analytically by either least squares or maximum likelihood.

Probability plotting The graphical method of estimating the parameter of the ex-
ponential distribution is by probability plotting, illustrated in the following exam-

ple.

Estimating the parameter of the exponential distribution with probability plot-
ting Assume six identical units have pilot reliability test results at the same ap-
plication and operation stress levels. All of these units appear to have failed after
operating for the following testing periods, measured in hours: 96, 257, 498, 763,
1,051 and 1,744. Steps for estimating the parameter of the exponential probability
density function, using probability plotting, are asfollows (Table 3.22).

Thetimes to failure are sorted from small to large values, and median rank per-
centages calculated. Median rank positions are used instead of other ranking meth-
ods because median ranks are at a specific confidence level (50%). Exponential
probability plots use scalar data arranged in rank order for the x-axis of the prob-
ability plot. The y-axis plot is found from a statistical technique, Benard’s median
rank position (Abernethy 1992).

Determining the X and Y positions of the plot points The points plotted repre-
sent times-to-failure data in reliability analysis. For example, the times to failure
in Table 3.22 would be used as the x values or time values. Determining what the
appropriate y plot position, or the unreliability values should be is a little more
complex. To determine the y plot positions, a value indicating the corresponding

Table 3.22 Median rank table for failure test results

Timeto failure Failure order number Median rank

(h) (%)
% 1 1091
257 2 26.44
498 3 42.14
763 4 57.86
1,051 5 7356
1,744 6 89.10
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unreliability for that failure must first be determined. In other words, the cumula-
tive percent failed must be obtained for each time to failure. In the example, the
cumulative percent failed by 96 h is 17%, by 257 h 34% and so forth. Thisisasim-
ple method illustrating the concept. The problem with this method is that the 100%
point is not defined on most probability plots. Thus, an alternative and more robust
approach must be used, such as the method of obtaining the median rank for each
failure.

Method of median ranks Median ranks are used to obtain an estimate of the un-
reliability, U (T;), for each failure. It is the value that the true probability of failure,
Q(T;j), should have at the jth failure out of asample of N components, at a50% con-
fidencelevel. This essentially meansthat thisis abest estimate for the unreliability:
half of the time the true value will be greater than the 50% confidence estimate,
while the other haf of the time the true value will be less than the estimate. The
estimate is then based on a solution of the binomial distribution.

The rank can be found for any percentage point, P, greater than zero and less
than one, by solving the cumulative binomial distribution for Z. This representsthe
rank, or unreliability estimate, for the jth failure in the following equation for the
cumulative binomial distribution

P= i(Nk)Zk(l—Z)N’k, (3.163)
k=]

where:

N = the sample size,
j = the order number.

The median rank is obtained by solvingfor Zat P=0.50in

N
0.50= Y (N)Z¥(1-2Z)N*. (3.164)
k=]

For example, if N = 6 and we have six failures, then the median rank equation would
be solved six times, once for each failure with j = 1,2 3,4,5 and 6, for the value
of Z. Thisresult can then be used as the unreliability estimate for each failure, or the
y plotting position. The solution of Eq. (3.164) for Z requires the use of numerical
methods. A quick though less accurate approximation of the median ranksis given
by the following expression. This approximation of the median ranks is known as
Benard's approximation (Abernethy 1992):

j—0.3

MR=N704a"

(3.165)

For the six failuresin Table 3.22, the following values are equated (Table 3.23):
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Table 3.23 Median rank table for Bernard's approximation

Failure order number ~ Bernard's approximation (x1072)  Binomial equation  Error margin

Failure 1 MR; =0.7/6.4=10.94 10.91 +0.275%
Failure 2 MR, = 1.7/6.4 = 26.56 26.44 +0.454%
Failure 3 MR; =2.7/6.4=42.19 4214 +0.120%
Failure 4 MR, =3.7/6.4=57.81 57.86 —0.086%
Failure 5 MRs =4.7/6.4=73.44 73.56 —0.163%

Kaplan—-Meier estimator The KaplanMeier estimator is used as an aternative
to the median ranks method for calculating the estimates of the unreliability for
probability plotting purposes

F(ti)zl_li_l 1 (3.166)

where:

i =1,23,...,m,

m = total number of data points,
n = total number of units.

and:
i—1 i—1
ni = 2 S - 2 Rj,
j=0 j=0
where:
i =123,....m,

Rj = number of failuresin the jth data group,
Sj = number of surviving unitsin the jth data group.

The exponential probability graph is based on a log-linear scale, as illustrated in
Fig. 3.36. The best possible straight line is drawn that goes through thet = 0 and
R(t) = 100% point, and through the plotted points on the x-axis and their corre-
sponding rank values on the y-axis. A horizontal line is drawn at the ordinate point
Q(t) = 63.2% or at the point R(t) = 36.8%, until thislineintersectsthefitted straight
line. A vertical line is then drawn through this intersection until it crosses the ab-
scissa. Thevalue at the abscissais the estimate of the mean.

For this example, MTBF = 833h, which means that A = 1/MTBF = 0.0012.
Thisisalways at 63.2%, since Q(T) =1— e ! = 63.2%.

The reliability value for any mission or operational timet can be obtained. For
example, the reliability for an operational duration of 1,200 h can now be obtained.
To obtain the value from the plot, a vertical line is drawn from the abscissa, at
t = 1,200h, to thefitted line. A horizontal line from thisintersection to the ordinate
is drawn and R(t) obtained. This value can aso be obtained analytically from the
exponential reliability function. In thiscase, R(t) = 98.15% whereR(t) = 1—U and
U=185%att=1_200.
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Fig. 3.36 Example exponential probability graph

¢) Determining the Maximum Likelihood Estimation Parameter

The parameter of the exponential distribution can also be estimated using the maxi-
mum likelihood estimation (MLE) method. Thisfunction islog-likelihood and com-
posed of two summation portions

A:|n(L):iNi|n[;Le—“i] _im 3 (3.167)
i=1

where:

F isthe number of groups of times-to-failure data points.

N; isthe number of timesto failure in the ith time-to-failure data group.
A isthefailure rate parameter (unknown a priori, only one to be found).
Ti isthetime of theith group of time-to-failure data.

S isthe number of groups of suspension data points.

N; isthe number of suspensionsin the ith group of data points.

T, isthetime of theith suspension data group.

The solution will be found by solving for a parameter A, so that

I(A) IA) & 1] SR+
aT_O and aT—%N. [I—T.]—ile. - (3.168)
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where also:

F isthe number of groups of times-to-failure data points.

N;i isthe number of timesto failurein theith time-to-failure data group.
isthe failure rate parameter (unknown a priori, only one to be found).
isthe time of the ith group of time-to-failure data.

is the number of groups of suspension data points.

is the number of suspensionsin theith group of data points.
isthetime of the ith suspension data group.

ez A >

3.3.3.3 Expansion of the Weibull Distribution Model
a) Characteristics of the Two-Parameter Weibull Distribution

The characteristics of the two-parameter Weibull distribution can be exemplified by
examining the two parameters § and u, and the effect they have on the Weibull
probability density function, reliability function and failure rate function. Changing
the value of 3, the shape parameter or slope of the Weibull distribution changes the
shape of the probability density function (p.d.f.), as shown in Tables 3.15 to 3.19.
In addition, when the cumulative distribution function (c.d.f.) is plotted, as shown
in Tables 3.20 and 3.21, achangein B resultsin a change in the slope of the distri-
bution.

Effects of B on the Weibull p.d.f. The parameter 3 is dimensionless, with the
following effects on the Weibull p.d.f.

e For 0 < B < 1, thefailure rate decreases with time and:

AST -0, f(T)—>e.
AST — e, f(T)—0.

f(T) decreases monotonically and is convex as T increases.
The mode (i is non-existent.
e For B =1, it becomesthe exponential distribution, as a specia case, with:

f(T)=1/ue ™/* for u>0,T>0
1/u = A thechance, useful life, or failurerate.

e For B> 1, f(T) assumeswear-out type shapes, i.e. the failure rate increases with
time:
f(Ty=0aT=0.

f(T) increasesas T — U (mode) and decreases thereafter.

e For 3 =2, the Weibull p.d.f. becomesthe Rayleigh distribution.

e For 3 < 2.6, the Weibull p.d.f. is positively skewed.

e For 2.6 < fB < 3.7, its coefficient of skewness approaches zero (no tail), and
approximates the normal p.d.f.
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Fig. 3.37 Weibull p.df.withO< B <1, =1, B > 1and afixed u (ReliaSoft Corp.)

e For § > 3.7, the Weibull p.d.f. is negatively skewed.
From Fig. 3.37:

o For0<fB<lT—0f(T) > T—e, f(T)—0.
e Forf=11(T)=1/ue /" T — oo, f(T)— 0.
e Forf>1f(T)=0aT=0T-—4,f(T)>0.

Effects of B on the Weibull reliability function and the c.d.f. Considering first
the Weibull unreliability function (Fig. 3.38), or cumulative distribution function,
F(t), the following effects of 3 are observed:

e For0< f < 1andconstant i, F(T) islinear with minimum slope and values of
F(T) ranging from 5 to below 90.00.

e For B =1andconstant u, F(T) islinear with a steeper slope and values of F (T)
ranging from less than 1 to above 90.00.

e For B > 1 and constant u, F(T) is linear with maximum slope and values of
F(T) ranging from well below 1 to well above 99.90.

Considering the Weibull reliability function (Fig. 3.39), or one minus the cumu-
lative distribution function, 1 — F(t), the following effects of  are observed:

e For0< B < landconstant 1, R(T) isconvex, and decreases sharply and mono-
tonicaly.

e For § =1andconstant u, R(T) is convex, and decreases monotonically but less
sharply.
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Fig. 3.38 Weibull c.d.f. or unreliability vs. time (ReliaSoft Corp.)
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Fig. 3.39 Weibull 1—c.d.f. or reliability vs. time (ReliaSoft Corp.)

e For B > 1 and constant i, R(T) decreases as T increases but less sharply than
beforeand, aswear-out setsin, it decreases sharply and goesthrough an inflection
point.
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Fig. 3.40 Weibull failure rate vs. time (ReliaSoft Corp.)

Effects of B on the Weibull failure rate function The Weibull failure rate for
0< B <lisunboundedat T = 0. Thefailurerate A (T) decreases thereafter mono-
tonically and is convex, approaching the value of zeroas T — 0 or A (o) = 0. This
behaviour makes it suitable for representing the failure rates of components that
exhibit early-typefailures, for which the failure rate decreases with age (Fig. 3.40).

When such behaviour isencounteredin pilot tests, thefollowing conclusionsmay
be drawn:

e Burn-intesting and/or environmental stress screening are not well implemented.

e Thereare problemsin the process line, affecting the expected life of the compo-
nent.

e Inadequate quality control of component manufacture is bringing about early
failure.

Effects of B on the Weibull failure rate function and derived failure charac-
teristics The effects of B on the hazard or failure rate function of the Weibull dis-
tribution result in several observations and conclusions about the characteristics of
failure:

e When 8 =1, thehazardrate A(T) yieldsaconstant valueof 1/u where: A(T) =
A=1/u.
This parameter becomes suitable for representing the hazard or failure rate of
chance-type or random failures, as well as the useful life period of the compo-
nent.
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e Whenf > 1,thehazardrate A (T) increasesas T increases, and becomessuitable
for representing the failure rate of componentswith wear-out type failures.

o Forl< f3 <2,theA(T)curveisconcave. Consequently, thefailurerateincreases
at adecreasing rate as T increases.

e For B =2, the A(T) curve represents the Rayleigh distribution where: A(T) =
2/u(T /).
There emerges a straight-line relationship between A(T) and T, starting with
afalureratevalueof A(T) =0at T = 0, and increasing thereafter with a slope
of 2/u?. Thus, the failure rate increases at a constant rate as T increases.

e When 3 > 2,the A(T) curveis convex, with its slopeincreasing as T increases.
Consequently, the failure rate increases at an increasing rate as T increases,
indicating component wear-out.

The scale parameter A change in the Weibull scale parameter u has the same
effect on the distribution (Fig. 3.41) as a change of the abscissa scale:

e If uisincreased while § is kept the same, the distribution gets stretched out to
the right and its height decreases, while maintaining its shape and location.

e If pisdecreased while 3 iskept the same, the distribution gets pushed in towards
theleft (i.e. towards Q) and its height increases.

f(t) Probability density function
0:025 T T
w=250
0.020
0.015 2
w=100 |
0.010 _ < -
\ (=200 )
0.005 / . |
- ;- --) - P b \... S —— - . —
0 + :
Time (t) 0 80.00 160.00 24000 32000  400.00

Fig. 3.41 Weibull p.d.f. with u = 50, u = 100, it = 200 (ReliaSoft Corp.)
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b) The Three-Parameter Weibull Model

The mathematical model for reliability of the Weibull distribution has so far been
determined from a two-parameter Weibull distribution formula, where the two pa-
rameters are § and . The mathematical model for reliability of the Weibull distri-
bution can a so be determined from a three-parameter Weibull distribution formula,
where the three parameters are:

B = shape parameter or failure pattern
u = scale parameter or characterigtic life
Y = location, position or minimum life parameter.

Thisreliability model is given as
R(t) = e [t=n/m” (3.169)

The three-parameter Weibull distribution has wide applicability. The mathematical
model for the cumulative probability, or the cumulative distribution function (c.d.f.)
of the three-parameter Weibull distribution is

Fit)=1— e lt=n/ml (3.170)
where:
F(t) = cumulative probability of failure,
Y = location or position parameter,

u = scaleparameter,
B = shape parameter.

The location, position, or minimum life parameter y This parameter can be
thought of as a guarantee period within which no failures occur, and a guaranteed
minimum life could exist. This means that no appreciable or noticeable degradation
or wear is evident before y hours of operation. However, when a component is sub-
ject to failureimmediately after being placed in service, no guarantee or failure-free
period is apparent; then, y = 0.

The scale or characteristic life parameter p This parameter is a constant and,
by definition, is the mean operating period or, in terms of system unreliability, the
operating period during which at least 63% of the system’s equipment is expected to
fail. This‘unréliability’ value of 63%, which is obtained from the previousformula
Q =1—-R= 100 - 37%, can readily be determined from the reliability model by
substituting specific values for y =0, and t = u in the case of the Weibull graph
being a straight line, and the period t being equal to the characterigtic life or scale
parameter p respectively.

The shape or failure pattern parameter § Asitsnameimplies, § determinesthe
contour of the Weibull p.d.f. By finding the value of 3 for a given set of data, the
particular phase of an equipment’s characteristic life may be determined:
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e When < 1, the equipment isin awear-in or infant mortality phase of its char-
acterigtic life, with aresulting decreasing rate of failure.

e When 8 = 1, the equipment is in the steady operational period or service life
phase of its characteristic life, with aresulting constant rate of failure.

e When > 1, the equipment begins to fail due to aging and/or degradation
through use, and is in a wear-out phase of its characteristic life, with a result-
ing increasing rate of failure.

Since the probability of survival p(s), or the reliability for the Weibull distribution,
is the unity complement of the probability of failure p(f), or failure distribution
F(t), the following mathematical model for reliability will plot a straight line on

logarithmic scales
B

R(t) = p(s) = e (-V/m (3.171)
To facilitate calculations for the Weibull parameters, a Weibull graph has been de-
veloped. The principal advantage of this method of the Weibull analysis of failureis
that it gives a complete picture of the type of distribution that is represented by the
failure data and, furthermore, relatively few failures are needed to be able to make
a satisfactory evaluation of the characteristics of component failure.
Figure 3.42 shows the basic features of the Weibull graph.

¢) Procedure to Calculate the Weibull Parameters 3, p and y
The procedure to calculate the Weibull parameters using the Weibull graph illus-
trated in Fig. 3.42 isgiven asfollows:

e The percentage failure is plotted on the y-axis against the age at failure on the
x-axis (g — q).

% xS
Fail. 00 10 P B n n
Principal |/
abscissa _ q 0.0
Origin 1.0
// 20 |-
/ 3.0
; [
Principal [ 4.0
ordinate
q| Weibull plot

Failure age

Fig. 3.42 Plot of the Weibull density function, F(t), for different values of 8



3.3 Analytic Development of Reliability and Performance in Engineering Design 211

e If theplotislinear, then y= 0. If the plot is non-linear, then y # 0, and the proce-
dureto makeit linear by calculation isto add a constant value to the parameter y
in the event the plot is convex relative to the origin on the Weibull graph, or to
subtract a constant value from the parameter v in the event the plot is concave.
A best fit straight line through the original plot would suffice.

e A line (pp) is drawn through the origin of the chart, parallel to the calculated
linear Weibull plot (gq), or estimated straight line fit.

e The line pp is extended until it intersects the principal ordinate, (point i in
Fig. 3.37). The value for § is then determined from the 3-scale at a point hori-
zontally opposite the line pp intersection with the principal ordinate.

e Thelinear Weibull plot (qqg), or the graphically estimated straight line fit, is ex-
tended until it intersects the principal abscissa. The value for u isthen found at
the bottom of the graph, vertically opposite the linear principal abscissaintersec-
tion.

d) Procedureto Derive the Mean Time Between Failures (MTBF)

Oncethe Weibull parameters have been determined, the mean time between failures
(MTBF) may be evaluated. There are two other scales parallel to the 3-scale on the
Weibull graph:

u/n and o/n,
where:
u = characteristic life,

o = standard deviation,
n = number of data points.

The value on the 1 /n scale, adjacent to the previously determined value of 3, is
determined. This value is, in effect, the mean time between failures (MTBF), as
aratio to the number of data points, or the percentage failures that were plotted on
the y-axis against the age at failure.

Thus, MTBF = scale value of u/n.

It is important to note that this mean value is referenced from the beginning of the
Weibull distribution and should therefore be added to the minimum life parameter y
to obtain the true MTBF, as shown below in Fig. 3.43.

€) Procedure to Obtain the Standard Deviation ¢
The standard deviation is the value on the ¢ /n scale, adjacent to the determined

value of .
o =nxscaevaueof o/n.
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True MTBF
Y MTBFu

A

Start t Commence Weibull Time

True MTBF = from Start to Commence Weibull to Time
TrueMTBF = y+u

Fig. 3.43 Minimum life parameter and true MTBF

The standard deviation value of the Weibull distribution is used in the conventional
manner and can be applied to obtain a general idea of the shape of the distribution.

Summary of Quantitative Analysis of the Weibull Distribution Model

In the two-parameter Weibull, the parameters § and u, where 8 is the shape pa-
rameter or failure pattern, and p is the scale parameter or characteristic life, have
an effect on the probability density function, reliability function and failure rate
function (cf. Fig. 3.44).

The effect of § on the Weibull p.d.f. isthat when § > 1, the probability density
function, f(T), assumes a wear-out type shape, i.e. the failure rate increases with
time.

The effect of § on the Weibull reliability function, or one minus the cumulative
distribution function c.d.f., 1— F(t), is that when 8 > 1 and u is constant, R(T)
decreases as T increases until wear-out sets in, when it decreases sharply and goes
through an inflection point.

The effect of B on the Weibull hazard or failure rate functionisthat when 8 > 1,
thehazardrate A(T) increasesas T increases, and becomes suitable for representing
the failure rate of componentswith wear-out type failures.

A changein the Weibull scale parameter u hasthe effect that when u, the char-
acterigtic life, isincreased while 3, the failure pattern, is constant, the distribution
f(T) isspread out with agreater variance about the mean and, when . is decreased
while § is constant, the distribution is peaked.

With the inclusion of y, the location or minimum life parameter in a three-
parameter Weibull distribution, no appreciable or noticeable degradation or wear
is evident before y hours of operation.

3.3.3.4 Qualitative Analysis of the Weibull Distribution Model

It was stated earlier that the principal advantage of Weibull analysisis that it gives
a complete picture of the type of distribution that is represented by the failure data,
and that relatively few failures are needed to be able to make a satisfactory assess-
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ment of the characteristics of failure. A major problem arises, though, when the
measures and/or estimates of the Weibull parameters cannot be based on obtained
data, and engineering design analysis cannot be quantitative. Credible and statisti-
cally acceptable qualitative methodologies to determine the integrity of engineer-
ing design in the case where data are not available or not meaningful are included,
amongst others, in the concept of information integration technology (11T).

IIT isacombination of techniques, methods and tools for collecting, organising,
analysing and utilising diverse information to guide optimal decision-making. The
method know as performance and reliability evaluation with diverse information
combination and tracking (PREDICT) is a highly successful example (Booker et al.
2000) of 11T that has been applied in automotive system design and development,
and in nuclear weapons storage. Specifically, IIT is aformal, multidisciplinary ap-
proach to evaluating the performance and reliability of engineering processes when
data are sparse or non-existent. Thisis particularly useful when complex integra-
tions of systemsand their interactionsmakeit difficult and evenimpossibleto gather
meaningful statistical datathat could allow for a quantitative estimation of the per-
formance parameters of probability distributions, such asthe Weibull distribution.

The objectiveisto evaluate equipment reliability early in the detail design phase,
by making effective use of al available information: expert knowledge, historical
information, experience with similar processes, and computer models. Much of this
information, especially expert knowledge, is not formally included in performance
or reliability calculations of engineering designs, becauseit is often implicit, undoc-
umented or not quantitative. Theintentionisto provide accuratereliability estimates
for equipment while they are still in the engineering design stage. As equipment
may undergo changes during the development or construction stage, or conditions
change, or new information becomes available, these reliability estimates must be
updated accordingly, providing alifetime record of performance of the equipment.

a) Expert Judgment as Data

Expert judgment is the expression of informed opinion, based on knowledge and
experience, made by expertsin responding to technical problems (Ortiz et a. 1991).
Experts are individuals who have specialist background in the subject area and
are recognised by their peers as being qualified to address specific technical prob-
lems. Expert judgment is used in fields such as medicine, economics, engineering,
safety/risk assessment, knowledge acquisition, the decision sciences, and in envi-
ronmental studies (Booker et al. 2000).

Because expert judgment is often used implicitly, it is not always acknowledged
as expert judgment, and is thus preferably obtained explicitly through the use of for-
mal elicitation. Formal use of expert judgment is at the heart of the engineering de-
sign process, and appearsin all its phases. For years, methods have been researched
on how to structure elicitations so that analysis of thisinformation can be performed
statistically (Meyer and Booker 1991). Expertise gathered in an ad hoc manner is
not recommended (Booker et al. 2000).
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Examples of expert judgment include:

the probability of an occurrence of an event,

aprediction of the performance of some product or process,
decision about what statistical methodsto use,

decision about what variables enter into statistical anaysis,
decision about which datasets are relevant for use,

the assumptions used in selecting a model,

decision concerning which probability distributions are appropriate,
description of information sources for any of the above responses.

Expert judgment can be expressed quantitatively in the form of probabilities, rat-
ings, estimates, weighting factors, distribution parameters or physical quantities
(e.g. costs, length, weight). Alternatively, expert judgment can be expressed quali-
tatively in the form of textual descriptions, linguistic variables and natural language
statements of extent or quantities (e.g. minimum life or characteristic life, burn-in,
useful life or wear-out failure patterns).

Quantitative expert judgment can be considered to be data. Qualitative expert
judgment, however, must be quantified in order for it also to be considered as data.
Nevertheless, even if expert judgment is qualitative, it can be given the same con-
siderations as for data made available from tests or observations, particularly with
the following (Booker et al. 2000):

o Expertjudgment is considered affected by how it is gathered. Elicitation methods
take advantage of the body of knowledge on human cognition and motivation,
and include proceduresfor countering effects arising from the phrasing of ques-
tions, response modes, and extraneous influences from both the elicitor and the
expert (Meyer and Booker 1991).

e The methodology of experimental design (i.e. randomised treatment) is similarly
applied in expert judgment, particularly with respect to incompleteness of infor-
mation.

e Expert judgment has uncertainty, which can be characterised and subsequently
analysed. Many experts are accustomed to giving uncertainty estimates in the
form of simple ranges of values. In diciting uncertainties, however, the natural
tendency isto underestimateit.

e Expert judgment can be subject to several conditioning factors. These factors
includetheinformation to be considered, the phrasing of questions (Payne 1951),
the methods of solving the problem (Booker and Meyer 1988), as well as the
experts assumptions (Ascher 1978). A formal structured approach to elicitation
allows a better control over conditioning factors.

e Expert judgment can be combined with other quantitative data through Bayesian
updating, whereby an expert’s estimate can be used as a prior distribution for
initial reliability calculation. The expert’sreliability estimates are updated when
test data become available, using Bayesian methods (Kerscher et al. 1998).

e Expert judgment can be accumulated in knowledge systems with respect to tech-
nical applications (e.g. problem solving). For example, the knowledge system
can address questions such as ‘what is x under circumstance y?, ‘what is the
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failure probability?, ‘what is the expected effect of the failure?, ‘what is the
expected consequence?, ‘what is the estimated risk? or ‘what is the criticality
of the consequence? .

b) Uncertainty, Probability Theory and Fuzzy Logic Reviewed

A major portion of engineering design analysis focuses on propagating uncertainty
through the use of distribution functions of one type or another, particularly the
Weibull distribution in the case of reliability evaluation. Uncertainties enter into
the analysis in a number of different ways. For instance, all data and information
have uncertainties. Even when no data are available, and estimates are elicited from
experts, uncertainty valuesusually in theform of rangesarea so elicited. In addition,
mathematical and/or simulation models have uncertainties regarding their input—
output relationships, aswell as uncertaintiesin the choice of models and in defining
model parameters.

Different measuresand units are often invol ved in specifying the performances of
the various systems being designed. To map these performancesinto common units,
conversion factors are often required. These conversions can also have uncertainties
and require representation in distribution functions (Booker et a. 2000).

Probability theory provides a coherent means for determining uncertainties.
There are other interpretations of probability besides conventional distributions,
such asthe relative frequency theory and the subjective theory, as well as the Bayes
theorem. Because of the flexibility of interpretation of the subjectivetheory (Bement
et a. 2000a), it is perhaps the best approach to a qualitative evaluation of system
performance and reliability, through the combination of diverse information.

For example, it is usualy the case that some aspect of information relating to
a specific design’s system performance and/or its design reliability is known, which
is utilised in engineering design analysis before observations can be made. Subjec-
tive interpretation of such information also alows for the consideration of one-of-
akind failure events, and to interpret these quantities as a minimal failure rate.

Because reliability is a common performance metric and is defined as a proba-
bility that the system performsto specifications, probability theory is necessary in
reliability evaluation. However, in using expert judgment due to data being unavail-
able, not all experts may think in terms of probability. The best approach is to use
aternatives such as possibility theory, fuzzy logic and fuzzy sets (Zadeh 1965) where
expertsthink in termsof rules, such asif-thenrules, for characterising acertain type
of ambiguity uncertainty.

For example, experts usualy have knowledge about the system, expressed in
statements such as ‘if the temperature is too hot, the component’s expected life
will rapidly diminish’. While this statement contains no numbers for analysis or
for probability distributions, it does contain valuable information, and the use of
membership functions is a convenient way to capture and quantify that information
(Laviolette 1995; Smith et al. 1998).
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PDFs CDFs Likelihoods Membership Possibility
functions distribution
A
From probability (crisp set) theory From fuzzy set and possibility theory

Where: PDFs = Probability density functions; f(t)
CDFs = Cumulative distribution functions; F(t)

Fig. 3.45 Theories for representing uncertainty distributions (Booker et al. 2000)

However, reverting thisinformation back into a probabilistic framework requires
a bridging mechanism for the membership functions. Such a bridging can be ac-
complished using the Bayes theorem, whereby the membership functions may be
interpreted as likelihoods (Bement et al. 2000b). This bridging is illustrated in
Fig. 3.45, which depicts various methods used for formulating uncertainty (Booker
et al. 2000).

¢) Application of Fuzzy Logic and Fuzzy Setsin Reliability Evaluation

Fuzzy logic or, aternately, fuzzy set theory provides a basis for mathematical mod-
elling and language in which to express quite sophisticated algorithmsin a precise
manner. For instance, fuzzy set theory is used to develop expert system models,
which are fairly complex computer systems that model decision-making processes
by a system of logical statements. Consequently, fuzzy set theory needs to be re-
viewed with respect to expert judgment in terms of possibilities, rather than proba-
bilities, with the following definition (Bezdek 1993).

Fuzzy sets and membership functions reviewed Let X be aspace of objects(e.g.
estimated parameter values), and x be a generic element of X. A classical set A,
A C X is defined as a collection of elements or objects x € X, such that each ele-
ment x can either belong to or not be part of the set A. By defining a characteristic
or membership function for each element x in X, aclassical set A can be represented
by a set of ordered pairs (x,0) or (x,1), which indicate X ¢ A or x € A respectively.
Unlike conventional sets, a fuzzy set expresses the degree to which an element be-
longs to a set. Hence, the membership function of a fuzzy set is allowed to have
values between 0 and 1, which denote the degree of membership of an element in
the given set.

If X isacollection of objects denoted generically by x, then afuzzy set Ain X is
defined as a set of ordered pairs where

A= {(x ua())Ix € X} (3172)
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in which pa(x) is caled the membership function (or MF, for short) for the fuzzy
set A

The MF maps each element of X to a membership grade (or membership value)
between 0 and 1 (included). Obvioudly, the definition of afuzzy set isasimple ex-
tension of the definition of a classical (crisp) set in which the characteristic function
is permitted to have any values between 0 and 1. If the value of the membership
functionisrestricted to either O or 1, then Aisreduced to aclassical set. For clarity,
references to classical sets consider ordinary sets, crisp sets, non-fuzzy sets, or just
sets. Usually, X isreferred to as the universe of discourse or, smply, the universe,
and it may consist of discrete (ordered or non-ordered) objects or it can be a contin-
uous space. However, a crucial aspect of fuzzy set theory, especially with respect to
11T, is understanding how member ship functions are obtained.

The usefulness of fuzzy logic and mathematics based on fuzzy setsin reliability
evaluation depends critically on the capability to construct appropriate member-
ship functions for various conceptsin various given contexts (Klir and Yuan 1995).
Membership functions are therefore the fundamental connection between, on the
one hand, empirical data and, on the other hand, fuzzy set models, thereby allow-
ing for a bridging mechanism for reverting expert judgment on these membership
functions back into a probabilistic framework, such as in the case of the definition
of reliability.

Formally, the membership function ux is a function over some domain, or prop-
erty space X, mapping to the unit interval [0,1]. The crucial aspect of fuzzy set
theory is taken up in the following question: what does the membership function
actually measure? It is an index of the membership of adefined set, which measures
the degree to which object A with property x is amember of that set.

The usua definition of a classical set uses properties of objects to determine
strict membership or non-membership. The main difference between classical set
theory and fuzzy set theory is that the latter accommodates partial set membership.
This makes fuzzy set theory very useful for modelling situations of vagueness, that
is, non-probabilistic uncertainty. For instance, there is a fundamental ambiguity
about the term ‘failure characteristic’ representing the parameter § of the Weibull
probability distribution. It is difficult to put many items unambiguously into or out
of the set of eguipment currently in the burn-in or infant mortality phase, or in the
service life phase, or in the wear-out phase of their characteristic life. Such cases
are difficult to classify and, of course, depend heavily on the definition of ‘failure’;
in turn, this depends on the item’s functional application. It is not so much a matter
of whether the item could possibly be in a well-defined set but rather that the set
itself does not have firm boundaries.

Unfortunately, there has been substantial confusion in the literature about the
measurement level of amembership function. The general consensusisthat a mem-
bership functionisaratio scale with two endpoints. However, in a continuous order-
dense domain—that is, one in which there is always a value possible between any
two given values, with no ‘gaps’ in the domain—the membership function may be
considered as being not much different from a mathematical interval (Norwich and
Turksen 1983). The membership function, unlike a probability measure, does not
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fulfil the concatenation requirement that underlies any ratio scale (Roberts 1979).
Thesimplest way to understand thisisto consider thefollowing concepts: it is mean-
ingful to add the probability of the union of two mutually exclusive events, A and B,
because a probability measureis aratio scale

P(A)+P(B) =P(AandB) . (3.173)

It is not, however, meaningful to add the membership values of two objects or values
inafuzzy set.

For instance, the sum ua + ug may be arithmetically possible but it is certainly
not interpretablein termsof fuzzy sets. There doesnot seem to be any other concate-
nation operator in general that would be meaningful (Norwich and Turksen 1983).
For example, if one were to add together two failure probability values in a series
configuration, it makes sense to say that the probability of failure of the combined
system is the sum of the two probabilities. However, if one were to take two failure
probability parameters that are elements of fuzzy sets (such as the failure charac-
teristic parameter 8 of the Weibull probability distribution), and attempt to sensibly
add these together, there is no natural way to combine the two—unlike the failure
probability.

By far the most common method for assigning membership is based on direct,
subjective judgments by one or more experts. This is the method recommended
for 1IT. In this method, an expert rates values (such as the Weibull parameters) on
a membership scale, assighing membership values directly and with no intervening
transformations. For conceptually simple sets such as ‘ expected life’, this method
achieves the objective quite well, and should not be neglected as a means of ob-
taining membership values. However, the method has many shortcomings. Experts
are often better with smpler estimates—e.g. paired comparisons or generating rat-
ings on several more concrete indicators—than they are at providing values for one
membership function of arelatively complex set.

Membership functions and probability measures One of the most controversial
issues in uncertainty modelling and the information sciences is the relationship be-
tween probability theory and fuzzy sets. The main pointsare asfollows (Duboisand
Prade 1993a):

e Fuzzy set theory is a consistent body of mathematical tools.

e Although fuzzy sets and probability measures are distinct, there are several
bridgesrelating these, including random sets and belief functions, and likelihood
functions.

e Possihility theory stands at the crossroads between fuzzy sets and probability
theory.

o Mathematical algorithms that behave like fuzzy sets exist in probability theory,
in that they may produce random partial sets. This does not mean that fuzziness
is reducible to randomness.

e There are ways of approaching fuzzy sets and possibility theory that are not con-
ducive to probability theory.
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Some interpretations of fuzzy sets are in agreement with probability calculus, others
are not. However, despite misunderstandings between fuzzy sets and probabilities,
it isjust as essential to consider probabilistic interpretations of membership func-
tions (which may help in membership function assessment) asit isto consider non-
probabilistic interpretations of fuzzy sets. Some risk for confusion may be present,
though, in the way various definitions are understood. From the original definition
(Zadeh 1965), afuzzy set F on auniverseU is defined by a membership function:

ur:U —[0,1] and ur (u) isthe grade of membership of element uin F (for
simplicity, let U be restricted to afinite universe).

In contrast, a probability measure P isamapping 2Y — [0, 1] that assigns a number
P(A) to each subset of U, and satisfies the axioms

P(U) =1; P(0) =0 (3.174)
P(AUB) = P(A) +P(B) if ANB=0. (3.175)

P(A) is the probability that an ill-known single-valued variable x ranging on U co-
incides with the fixed well-known set A. Typical misunderstanding isto confuse the
probability P(A) with amembership grade. When ur (u) isconsidered, theelement u
isfixed and known, and the set isill defined whereas, with the probability P(A), the
set A is well defined while the value of the underlying variable x, to which P is at-
tached, is unknown. Such a set-theoretic calculus for probability distributions has
been devel oped under the name of Lebesgue logic (Bennett et al. 1992).

Possibility theory and fuzzy sets reviewed Related to fuzzy setsis the develop-
ment of the theory of possibility (Zadeh 1978), and its expansion (Dubois and Prade
1988). Possibility theory appears as a more direct contender to probability theory
than do fuzzy sets, because it also proposes a set-function that quantifies the uncer-
tainty of events (Dubois and Prade 19933).

Consider a possibility measure on afinite set U as a mapping from 2V to [0, 1]
such that

no =0 (3.176)
M(AUB) = max(IT(A), I1(B)) . (3.177)

The condition TI(U) = 1 is to be added for normal possibility measures. These
are completely characterised by the following possibility distribution 7: U —
[0,1] (such that m(u) = 1 for some u € U, in the normal case), since TI(A) =
max{m(u),u € A}.

In the infinite case, the equivalence between  and IT requires that Eq. (3.177)
be extended to an infinite family of subsets. Zadeh (1978) views the possibility
distribution 7 as being determined by the membership function ug of afuzzy set F.
This doesnot mean, however, that the two concepts of afuzzy set and of apossibility
distribution are equivalent (Dubois and Prade 1993a).

Zadeh's equation, given as 7x(u) = g (u), is similar to equating the likeli-
hood function to a conditional probability where mx(u) represents the relationship
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m(x = ulF), since it estimates the possibility that variable x is equal to the element
u, with incomplete state of knowledge ‘x is F’. Furthermore, pr (u) estimates the
degree of compatibility of the precise information x = u with the statement ‘X isF’.

Possibility theory and probability theory may be viewed as complementary the-
ories of uncertainty that model different kinds of states of knowledge. However,
possibility theory further has the ability to model ignorance in a non-biased way,
while probability theory, in its Bayesian approach, cannot account for ignorance.
This can be explained with the definition of Bayes' theorem, which incorporatesthe
concept of conditional probability.

In this case, conditional probability cannot be used directly in cases where igno-
rance prevails, for example:

‘of thei components belonging to system F, j definitely have a high failurerate’.

Almost al the values for these variables are unknown. However, what might be
known, if only informally, is how many components might fail out of a set F if
a value for the characteristic life parameter u of the system were available. As
indicated previoudly, this parameter is by definition the mean operating period in
which the likelihood of component failure is 63% or, conversely, it is the operating
period during which at least 63% of the system’s components are expected to fail.
Thus:
P(component failure f|u) ~ 63%.

In this case, the Weibull characteristic life parameter y must not be confused with
the possibility distribution pt, and it would be safer to consider the probability in the
following format:

P(component failure f|characteristic life c) ~ 63%.

Bayes' theorem of probability states that if the likelihood of component failure and
the number of componentsin the system are known, then the conditional probabil-
ity of the characteristic life of the system (i.e. MTBF) may be evaluated, given an
estimated number of component failures. Thus

P(c)P(f
p(c|f) = ZOPUTIS) (3.178)
or:
lcnf| |c| |fncl F
B LA (3.179)
flF el [
where:
lcnf|=|fnNc.

The point of Bayes' theorem isthat the probabilitieson the right side of the equation
are easily available by comparison to the conditional probability on the left side.
However, if the estimated number of component failuresis not known (ignorance of
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the probability of failure), then the conditional probability of the characteristic life
of the system (MTBF) cannot be evaluated. Thus, probability theory inits Bayesian
approach cannot account for ignorance.
On the contrary, possibility measures are decomposable (however, with respect
to union only), and .
NA) =1-TI(A), (3.180)

where:

The certainty of Ais 1—theimpossibility of A,
A is the complement (impossibility) of A, and N(A) is adegree of certainty.

Thisis compositional with respect to intersection only, for example
N(ANB) =min(N(A),N(B)) . (3.181)

When oneistotally ignorant about event A, we have

I(A) =TT(A) = 1and N(A) = N(A) =0, (3.182)

while i i
M(ANA) = 0and N(AUA) = 1. (3.183)

This ability to model ignorance in a non-biased way is a typical asset of possibility
theory.

The likelihood function Engineering design analysis is rarely involved with di-
rectly observable quantities. The concepts used for design analysisare, by and large,
set at afairly high level of abstraction and related to abstract design concepts. The
observable world impinges on these concepts only indirectly. Requiring design en-
gineers to rate conceptual objects on membership in a highly abstract set may be
very difficult, and thus time and resources would be better spent using expert judg-
ment to rate conceptual objects on more concrete scales, subsequently combined
into asingleindex by an aggregation procedure (Klir and Yuan 1995).

Furthermore, judgment bias or inconsistency can creep in when ratings need to be
estimated for conceptually complicated sets—which abound in engineering design
analysis. It is much more difficult to defend a membership rating that comes solely
from expert judgment when there is little to support the procedure other than the
expert’s status as an expert. It istherefore better to have aformal procedurein place
that istransparent, such as I T. In addition, it isessential that expert judgment relates
to empirical evidence (Booker et al. 2000).

It is necessary to establish arelatively strong metric basis for membership func-
tions for a number of reasons, the most important being the need to revert informa-
tion that contains no numbers for analysis or for probability distributions, and that
was captured and quantified by the use of membership functions, back into a proba-
bilistic framework for further analysis. Asindicated before, such a bridging can be
accomplished using the Bayes theorem whereby the membership functions may be
interpreted as likelihoods (Bement et al. 2000Db).
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The objective is to interpret the membership function of a fuzzy set as a like-
lihood function. This idea is not new in fuzzy set theory, and has been the basis
of experimental design methods for constructing membership functions (Loginov
1966).

The likelihood function is a fundamental concept in statistical inference. It indi-
cates how likely a particular set of values will contain an unknown estimated value.
For instance, suppose an unknown random variable u that has values in the set U
is to be estimated. Suppose also that the distribution of u depends on an unknown
parameter 'F', with valuesin the parameter space F. Let P(u;’F’) be the probability
distribution of the variable u, where'F’ is the parameter vector of the distribution.

If X, is the estimate of variable u, an outcome of expert judgment, then the like-
lihood function L is given by the following relationship

L('F'|%0) = P(%o|'F) . (3.184)

In general, both u and x, are vector valued. In other words, the estimate X, is sub-
gtituted instead of the random variable u into the expression for probability of the
random variable, and the new expression is considered to be a function of the pa-
rameter vector 'F'.

Thelikelihood function may vary due to various estimates from the same expert
judgment. Thus, in considering the probability density function of u at x, denoted by
f(u|'F"), the likelihood function L is obtained by reversing the roles of 'F’ and u—
that is, 'F’ is viewed as the variable and u as the estimate (which is precisely the
point of view in estimation)

L(F'Ju) = f(u/F) for’FinFanduinU. (3.185)

The likelihood function itself is not a probability (nor density) function because its
argument isthe parameter 'F’ of the distribution, not the random variable (vector) u.
For example, the sum (or integral) of thelikelihood function over all possible values
of F should not be equal to 1. Even if the set of all possible values of F is discrete,
the likelihood function still may be continuous (as the set of parameters F is con-
tinuous). In the method of maximum likelihood, a value u of the parameter 'F’ is
sought that will maximise L("F’|u) for each u in U: max,cr L('"F’|u). The method
determinesthe parameter val uesthat would most likely producethe values estimated
by expert judgment.

Inan 1T context, consider a group of experts, wherein each expert is asked to
judge whether the variable u, where u € U, can be part of afuzzy concept F or not.
In this case, the likelihood function L('F’|u) is obtained from the probability dis-
tribution P(u;’ F’), and basically represents the proportion of experts that answered
yes to the question. The function’F’ is then the corresponding non-fuzzy parameter
vector of the distribution (Dubois and Prade 1993a).

The membership function ue(u) of the fuzzy set F is the likelihood function
L(F|u)

ur(u)=L(FJu) VueuU. (3.186)
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This relationship will lead to a cross-fertilisation of fuzzy set and likelihood the-
ories, provided it does not rely on a dogmatic Bayesian approach. The premise of
Eq. (3.186) isto view the likelihood in terms of a conditional uncertainty measure—
in this case, a probability. Other uncertainty measures may also be used, for exam-
ple, the possibility measure I, i.e.

ur(u)y=T(FJu) YueU. (3.187)

This expressesthe equality of the membership function describing the fuzzy classF
viewed as a likelihood function with the possibility that an element u is classified
in F. This can be justified starting with a possibilistic counterpart of the Bayes
theorem (Dubois and Prade 1990)

min (z(u'F'), II(F)) = min (IT('F|u), () . (3.188)

Thisis assuming that no a priori (from cause to effect) informationis available, i.e.
m(u) = 1 Vu, which leads to the following relationship

a(U'F) = II(F|u), (3.189)

where:
n isthe conditional possibility distribution that u relatesto ’F'.

Fuzzy judgment in statistical inference Direct relationships between likelihood
functionsand possibility distributionshave been pointed out in the literature (Thomas
1979), inclusive of interpretations of the likelihood function as a possibility distri-
bution in the law of total probabilities (Natvig 1983).

The likelihood function is treated as a possibility distribution in classical statis-
tics for so-called maximum likelihood ratio tests. Thus, if some hypothesis of the
formu € F isto betested against the opposite hypothesisu ¢ F on the basis of esti-
mates of 'F’, and knowledge of the elementary likelihood function L('F'|u), u € U,
then the maximum likelihood ratio is the comparison between maxyce L('F'|u)
and max,¢r L("F'|u), whereby the conditional possibility distribution is 7(u|'F') =
L('F'|u) (Barnett 1973; Dubois et al. 1993a).

If, instead of the parameter vector 'F’, empirical valuesfor expert judgment J are
used, then

m(uld) =L(Ju) . (3.190)

The Bayesian updating procedure in which expert judgment can be combined with
further information can be reinterpreted in terms of fuzzy judgment, whereby an
expert’'s estimate can be used asaprior distribution for initial reliability until further
expert judgment is available. Then

()P

P(uld) = - P (3.191)



3.3 Analytic Development of Reliability and Performance in Engineering Design 225

As an example, the probability function can represent the probability of failure of
a component in an assembly set F, where the component under scrutiny is classed
as ‘critical’.

Thus, if p represents the base of the probability of failure of some component
in an assembly set F, and the component under scrutiny is classed ‘ critical’, where
“critical’ is defined by the membership function Litica , then the a posteriori (from
effect to cause) probability is

i Heritical (U) - p(U)
p(ucritical) = Ploriica) (3.192)
where Ugitica (U) is interpreted as the likelihood function, and the probability of
afuzzy event is given as (Zadeh 1968; Dubois et al. 1990)

1
P(critical) — / Leritical (U) dP(U) . (3.193)
0

d) Application of Fuzzy Judgment in Reliability Evaluation

The following methodology considers the combination of al available informa-
tion to produce parameter estimates for application in Weibull reliability evaluation
(Booker et al. 2000). Following the procedure flowchart in Fig. 3.46, the resulting

Define design requirements

|

Define performance measures

i

Structure the system

i

Elicit expert judgment

|

Utilize blackboard database

Fig. 3.46 Methodology of i
combining available informa- Calculate initial performance
tion
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fuzzy judgment information isin the form of an uncertainty distribution for the reli-
ability of some engineering system design. Thisis defined at particular time periods
for specific requirements, such as system warranty.

The random variable for the reliability is given as R(t), wheret is the period in
an appropriate time measure (hours, days, months, etc.), and the uncertainty distri-
bution functionis f(R;t, 8), where 0 isthe set of Weibull parameters, i.e.

A = failurerate,

B = shape parameter or failure pattern,

u = scale parameter or characteristic life,
vy = location, or minimum life parameter.

For simplicity, consider the sources of information for estimating R(t) and f(R;t,0)
originating from expert judgment, and from information arising from similar sys-
tems.

Structuring the system for system-level reliability Structuringthe systemisdone
according to the methodology of systems breakdown structuring (SBS) whereby an
in-series system consisting of four levelsis considered, namely:

Level 1: process level
Level 2: system level
Level 3: assembly level
Level 4: component level.

In reality, failure causes are also identified at the parts level, below the component

level, but this extension is not considered here. Reliability estimates for the higher

levels may comefrom two sources: information from the level itself, aswell asfrom

integrated estimates arising from the lower levels. The reliability for each level of

the in-series system is defined as the product of the reliabilities within that level.

The system-level reliability isthe product Rs of all the lower-level reliabilities.
The system-level reliability, Rs, is computed as

Ns
R(t,0) =[] Rs(t,6;) fornglevels. (3.194)
j=1

Rs(t, 6;) is a reliability model in the form of a probability distribution such as
athree-parameter Weibull reliability function with

Rs(t, Bj, i, 7)) = e 1t-1/ml” (3.195)

Thisreliability model must be appropriate and mathematically correct for the system
being designed, and applicable for reliability evaluation during the detail design
phase of the engineering design process.

It should be noted that estimatesfor A, thefailurerate or hazard function for each
component, are also obtained from estimates of the three Weibull parameters y, u
and 3.
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The v location parameter, or minimum life, represents the period within which
no failures occur at the onset of a component’s life cycle. For practical reasons, it
is convenient to leave the y location parameter out of the initial estimation. This
simplification, which amounts to an assumption that y = 0, is frequently necessary
in order to better estimate the 8 and u Weibull parameters.

The  shape parameter, or failure pattern, normally fits the early functional fail-
ure (B < 1) and useful life (B = 1) characteristics of the system, from an implicit
understanding of the design’sreliability distribution, through the corresponding haz-
ard curve's ‘bathtub’ shape.

The p scale parameter, or characteristic life, is an estimate of the MTBF or
the required operating period prior to failure. Usually, test data are absent for the
conceptua and schematic design phases of a system. Information sources at this
point of reliability evaluation in the system’s detail design phase still reside mainly
within the collective knowledge of the design experts. However, other information
sources might include data from previous studies, test data from similar processes
or equipment, and simulation or physical (industrial) model outputs.

The two-parameter Weibull cumulative distribution function is applied to all
three of the phases of the hazard rate curve or equipment ‘life characteristic curve’,
and the equation for the Weibull probability density function is the following (from
Eq. 3.51):

-1
f(t) = ptih et/ (3.196)
ub
where:
t = the operating time to determine reliability R(t),
B = the Weibull distribution shape parameter,
u = the Weibull distribution scale parameter.

As indicated previoudy, integrating out the Weibull probability density function
gives the Weibull cumulative distribution function F (t)

1
F(t) = / F(t|fu)dt=1— et/ (3.197)
0

The reliability for the Weibull probability density function is then
R(t)=1—F(t) = et/ | (3.198)

where the Weibull hazard rate function, A(t) or failure rate, is derived from the
ratio between the Weibull probability density function, and the Weibull reliability
function

ft) _B®P

where u isthe component characteristic life and § the failure pattern.

(3.199)
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e) Elicitation and Analysis of Expert Judgment

A formal elicitation is necessary to understand what expertise exists and how it can
be related to the reliability estimation, i.e. how to estimate the Weibull parameters
B and u (Meyer et a. 2000). In this case, it is assumed that design experts are ac-
customed to working in project teams, and reaching a team consensusis their usual
way of working. It is not uncommon, however, that not all teamsthink about perfor-
mance using the same terms. Performance could be defined in terms of failuresin
incidences per time period, which convert to failure rates for equipment, or it could
be defined in terms of failuresin parts per time period, which trandate to reliabili-
ties for systems. Best estimates of such quantities are elicited from design experts,
together with ranges of values. In this case, the most common method for assign-
ing membership is based on direct, subjective judgments by one or more experts,
as indicated above in Subsection ¢) Application of Fuzzy Logic and Fuzzy Setsin
Reliability Evaluation.

In this method, a design expert rates values on a membership scale, assigning
membership values with no intervening transformations. Typical fuzzy estimatesfor
a membership function on a membership scale are interpreted as: most likely (me-
dian), maximum (worst), and minimum (best) estimates. The fundamental task isto
convert these fuzzy estimates into the parameters of the Weibull distribution for each
item of equipment of the design. Considering the uncertainty distribution function
f(R;t,0) (Booker et al. 2000), where 6 isthe set of Weibull parametersthat include
B = failure pattern, u = characteristic life, y = minimum life parameter and where
Y # 0, aninitia distribution for A = failure rate can be determined.

Failure rates are often asymmetric distributions such asthe lognormal or gamma.
Because of the variety of distribution shapes, the best choice for the failure rate
parameter, 4, isthe gamma distribution f,(t)

B An.t(n-1)

fo(t) = e M (3.200)

(n—1)r =

where n is the number of componentsfor which A isthe same.

This model is chosen because it includes cases in which more than one failure
OCCUrs.

Where more than one failure occurs, the reliability of the system can be judged
not by the time for a single failure to occur but by the time for n failures to occur,
where n > 1. The gamma probability density function thus gives an estimate of
the time to the nth failure. This probability density function is usually termed the
gamma-—n distribution because the denominator of the probability density function
isagammafunction.

Choosing the gamma distribution for the failure rate parameter A is also appro-
priate with respect to the characteristic life parameter u. Asindicated previoudly,
this parameter is by definition the mean operating period in which the likelihood
of component failureis 63% or, in terms of system unreliability, it is the operating
period during which at least 63% of the system’s components are expected to fail.
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Uncertainty distributions are also developed for the design’s reliabilities,
Rs(t, Bj, i, 7;), based on estimates of the Weibull parameters B, u;j and y;, where
7i = 0. The best choice for the distribution of reliabilities that are translated from
the three estimates of best, most likely, and worst case values of the two Weibull pa-
rameters B, u;j isthe beta distribution fg(R|a, b), because of the beta's appropriate
(O to 1) range and its wide variety of possible shapes

a+b+1)IR
f5(Rla,b) = %(14{)& (3.201)

where:
fg(Rja,b) = continuous distribution over the range (0,1)
R = reliabilities trand ated from the three estimates of best, most likely,

and worst case values, and0 < R< 1
a = the number of survivalsout of n
b = the number of failuresout of n (i.e. n— a).

A general consensus concerning the y parameter is that it should correspond to
the typical minimum life of similar equipment, for which warranty is available.
Maximum likelihood estimates for y from Weibull fits of thiswarranty data provide
a starting estimate that can be adjusted or confirmed for the equipment. Warranty
data are usually available only at the system or sub-system/assembly levels, making
it necessary to confirm afinal decision about ay valuefor all equipment at all system
levels.

The best and worst case values of the Weibull parameters 8 and u; are defined
to represent the maximum and minimum possible values. However, these values
are usually weighted to account for the tendency of experts to underestimate uncer-
tainty. Another difficulty arises when fitting three estimates, i.e. minimum (best),
most likely (median), and maximum (worst), to the two-parameter Weibull distri-
bution. One of the three estimates might not match, and the distribution may not fit
exactly through all three estimates (Meyer and Booker 1991).

As part of the elicitation, experts are also required to specify all known or po-
tential failure modes and failure causes (mechanisms) in engineering design anal-
ysis (FMECA) for reliability assessments of each item of equipment during the
schematic design phase. The contribution of each failure mode is also specified.
Although failure modes normally include failures in the components as such—e.g.
avalve wearing out—they can also include faults arising during the manufacture of
components, or the improper assembly/installation of multiple componentsin inte-
grated systems. These manufacturing and assembly/installation processes are com-
pilations of complex steps and issues during the construction/installation phase of
engineering design project management, which must also be considered by expert
judgment.

Figure 3.47 gives the baselines of an engineering design project, indicating the
interface between the detail design phase and the construction/installation phase.
Some of these issues relate to how quality control and inspections integrate with
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Conceptual Preliminary Detail Construction
design > design > design > installation
phase phase phase phase

Requirements Definition Design Development
Baseline Baseline Baseline Baseline

Fig. 3.47 Baselines of an engineering design project

the design process to achieve the overall integrity of engineering design. Reliability
evaluation of these processes depends upon the percent or proportion of items that
fail quality control and test procedures during the equipment commissioning phase.
This aspect of engineering design integrity is considered later.

f) Initial Reliability Calculation Using Monte Carlo Simulation

Once the parameters and uncertainty distributions are specified for the design, the
initia reliability, Rs(t, Bj, ij, 7)), is calculated by using Monte Carlo simulation.
As this model is time dependent, predictions at specified times are possible. Most
of the expert estimates are thus given in terms of time t. For certain equipment,
calendar time is important for warranty reasons, although in many cases operating
hours is important as a lifetime indicator. The change from calendar time to oper-
ating time exemplifies the need for an appropriate conversion factor. Such factors
usually have uncertainties attached, so the conversion also requires an uncertainty
distribution. This distribution is developed using maximum likelihood techniques
that are applied to typical operating time—calendar time relationship data. This un-
certainty distribution also becomes part of the Monte Carlo simulation. The initial
reliability calculation is concluded with system, assembly and component distribu-
tions calculated at these various time periods. Once expert estimates are interpreted
in terms of fuzzy judgment, and prior distributions for an initial reliability are cal-
culated, Bayesian updating procedure is then applied in which expert judgment is
combined with other information, when it becomes available.

When the term simulation is used, it generally refers to any analytica method
meant to imitate a real-life system, especially when other analyses are mathemat-
ically complex or difficult to reproduce. Without the aid of ssimulation, a mathe-
matical model usually reveals only a single outcome, generally the most likely or
average scenario, whereas with simulation the effect of varying inputs on outputs of
the modelled system are analysed.

Monte Carlo (MC) simulations use random numbers and mathematical and sta-
tistical models to simulate real-world systems. Assumptions are made about how
the model behaves, based either on samples of available data or on expert estimates,
to gain an understanding of how the corresponding real-world system behaves.
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M C simulation cal culates multiple scenarios of the model by repeatedly sampling
values from probability distributions for the uncertain variables, and using these
values for the model. MC simulations can consist of as many trials (or scenarios)
as required—hundreds or even thousands. During a single trial, a value from the
defined possibilities (the range and shape of the distribution) is randomly selected
for each uncertain variable, and the results recalculated. Most real-world systems
are too complex for analytical evaluations.

Models must be studied with many simulation runs or iterations to estimate real-
world conditions. Monte Carlo (MC) models are computer intensive and require
many iterations to obtain a central tendency, and many more iterationsto get confi-
dencelimit bounds. MC models help solve complicated deterministic problems (i.e.
containing no random components) as well as complex probabilistic or stochastic
problems (i.e. containing random components). Deterministic systems usually have
one answer and perform the same way each time. Probabilistic systems have arange
of answerswith some central tendency.

MC models using probabilistic numbers will never give the exact same results.
When simulations are rerun, the same answers are never achieved because of the
random numbers that are used for the simulation. Rather, the central tendency of
the numbersis determined, and the scatter in the data identified. Each MC run pro-
duces only estimates of real-world results, based on the validity of the model. If the
model is not a valid description of the real-world system, then no amount of num-
bers will give the right answer. MC models must therefore have credibility checks
to verify the real-world system. If the model is not valid, no amount of simulations
will improve the expert estimates or any derived conclusions.

MC simulation randomly generates values for uncertain variables, over and over,
to simulate the model. For each uncertain variable (one that has a range of possible
values), the values are defined with a probability distribution. The type of distribu-
tion selected is based on the conditions surrounding that variable. These distribution
types may include the normal, triangular, uniform, lognormal, Bernoulli, binomial
and Poisson distributions. Bayesian inference from mixed distributions can feasibly
be performed with Monte Carlo simulation.

In most of the examples, MC simulation models use the Weibull equation (as
well as the special condition case where 3 = 1 for the exponential distribution).
The Weibull equation used for such MC simulations has been solved for time con-
straint t, with the following rel ationship between the Weibull cumulativedistribution
function (c.d.f.), F(t),t and B

t=p-In[1/(1—F(t)YP . (3.202)

Random numbers between 0 and 1 are used in the MC simulation to fit the Weibull
cumulative distribution function F(t).

In complex systems, redundancy exists to prevent overall system failure, which
isusually the case with most engineering process designs. For system success, some
equipment (sub-systems, assemblies and/or components) of the system must be
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successful simultaneously. The criteria for system success is based upon the sys-
tem’s configuration and the various combinations of equipment functionality and
output, which isto be included in the ssimulation logic statement. The reliability of
such complex systems is not easy to determine. Conseguently, a relatively convo-
luted method of calculating the system’s reliability is resorted to, through Boolian
truth tables.

The size of these tables is usually large, consisting of 2" rows of data, where n
is the number of equipment in the system configuration. The reason the Boolian
truth table is used is to calculate the theoretical reliability for the system based on
the individual reliability values that are used for each item of equipment. On the
first pass through the Boolian truth table, decisions are made in each row of the ta-
ble about the combinations of successes or failures of the equipment. The second
pass through the table cal cul ates the contribution of each combination to the overall
system reliability. The sum of al individual probabilities of success will yield the
calculated system reliability. Boolian truth tables allow for the calculation of theo-
retical system reliabilities, which can then be used for Monte Carlo simulation. The
simulation can be tested against the theoretical value, to measure how accurately the
simulation came to reaching the correct answer.

As an example, consider the following MC simulation model of a complex sys-
tem, together with the relative Boolian truth table, and Monte Carlo ssimulation re-
sults (Barringer 1993, 1994, 1995):

Given: reliability valuesfor each block
Find: system reliability
Method: Monte Carlo simulation with Boolian truth tables:

R1 R4

R2

R3 R5
Change, R-values Ry R> Rs3 R4 Rs System

0.1 0.3 0.1 0.2 0.2 ?

Cumulative successes 93 292 99 190 193 131
Cumulative failures 920 721 914 823 820 882
Total iterations 1013 1013 1013 1013 1013 1013

Simulated reliability 0.0918 0.2883 0.0977 0.1876 0.1905 0.1293
Theoretical reliability 0.1000 0.3000 0.1000 0.2000 0.2000 0.1357
% error —8.19% —-3.92% —2.27% —6.22% —4.74% —4.72%
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Boolean truth table

Entry Ry R, Rs R4 Ry Successor failure  Prob. of success
1 0 0 0 0 0 F -

2 0 0 0 0 1 F -

3 0 0 0 1 0 F -

4 0 0 0 1 1 F -

5 0 0 1 0 0 F -

6 0 0 1 0 1 S 0.01008
7 0 0 1 1 0 F -

8 0 0 1 1 1 S 0.00252
9 0 1 0 0 0 F -

10 0 1 0 0 1 S 0.03888
11 0 1 0 1 0 S 0.03888
12 0 1 0 1 1 S 0.00972
13 0 1 1 0 0 F -

14 0 1 1 0 1 S 0.00432
15 0 1 1 1 0 S 0.00432
16 0 1 1 1 1 S 0.00108
17 1 0 0 0 0 F -

18 1 0 0 0 1 F -

19 1 0 0 1 0 S 0.01008
20 1 0 0 1 1 S 0.00252
etc.

g) Bayesian Updating Procedurein Reliability Evaluation

The elements of a Bayesian reliability evaluation are similar to those for a discrete
process, considered in Eq. (3.179) above, i.e.:

P(c)-P(flc)

P(elf) = g

However, the structure differs because the failure rate, A, is well as the reliability,
Rs, are continuous-valued. In this case, the Bayesian reliability evaluation is given
by the formulae

P(%i) - P(Bi, i, %|Ai)

POMIB 1) =~ prp eI

(3.203)

where:

P(Rs) - P(Bi, i, %i|Rs)
P(Bi, i, 1)

P(Rs|Bi, ui, %) = (3.204)
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and:
Alal-n
|
P(Rola,b) = 22D e Ry

j = number of components with the same A,

t = operating time for determining A and Rg,
a = the number of survivalsout of |,

b = the number of failuresout of j (i.e. j — a).

For both the failure rate A and reliability Rs, the probability P(Bj, uj, ;) may be
either continuous or discrete, whereas the probabilities of P(4;) for failure and of
P(Rgs) for reliability are always continuous. Therefore, the prior and posterior distri-
butions are always continuous, whereas the marginal distribution, P(8;, 1j, v;), may
be either continuous or discrete.

Thus, in the case of expert judgment, new estimate values in the form of alike-
lihood function are incorporated into a Bayesian reliability model in a conventional
way, representing updated information in the form of a posterior (a posteriori) prob-
ability distribution that depends upon a prior (apriori) probability distribution that,
in turn, is subject to the estimated values of the Weibull parameters. Because the
prior distribution and that for the new estimated values represented by a likelihood
function are conjugate to one another (refer to Eq. 3.179), the mixing of these two
distributions, by way of Bayes' theorem, ultimately resultsin aposterior distribution
of the same form asthe prior.

h) Updating Expert Judgment

Theinitial prediction of reliabilities made during the conceptual design phase may
be quite poor with large uncertainties. Upon review, experts can decide which parts
or processes to change, where to plan for tests, what prototypesto build, what ven-
dorsto use, or the type of what—if questionsto ask in order to improvethe design’s
reliability and reduce uncertainty. Before any usually expensive actions are taken
(e.g. building prototypes), what—if cases are calculated to predict the effects on esti-
mated reliability of such proposed changesor tests. These cases can involve changes
in the structure, structural model, experts' estimates, and the terms of the reliability
model aswell as effects of proposed test data results. Further breakdown of systems
into component failure modes may be required to properly map these changes and
to modify proposed test data in the reliability model (Booker et a. 2000). Because
designsare under progressive devel opment or undergoing configuration change dur-
ing the engineering design process, new information continually becomes available
at various stages of the process. Design changes may include adding, replacing or
eliminating processes and/or componentsin the light of new engineering judgment.
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Incorporating these changes and new information into the existing reliability esti-
mates is referred to as the updating process.

New information and data from different sources or of different types (e.g. tests,
engineering judgment) are merged by combining uncertainty distribution functions
of the old and new sources. This merging usually takes the form of a weighting
scheme (Booker et al. 2000), (w; f1 +ws f2), where wy and w, are weights and 1
and f, are functions of parameters, random variables, probability distributions, or
reliabilities, etc.

Experts often provide the weights, and sensitivity analyses are performed to
demonstrate the effects of their choices. Alternatively, the Bayes theorem can be
used as a particular weighting scheme, providing weights for the prior and the
likelihood through application of the theorem. Bayesian combination is, in effect,
Bayesian updating. If the prior and likelihood distributions overlap, then Bayesian
combination will produce a posterior distribution with a smaller variance than if
the two were combined via other methods, such as a linear combination of random
variables. Thisis a significant advantage of using the Bayes theorem.

Because test data at the early stages of engineering design are lacking, initial
reliability estimates, Ry(t, A, 3), are developed from expert judgment, and form the
prior distribution for the system (asindicated in Fig. 3.40 above). Asthe engineering
design develops, data and information may become available for certain processes
(e.g. systems, assemblies, components), and this would be used to form likelihood
distributions for Bayesian updating. All of the distribution information in the items
at the various levels must be combined upwards through the system hierarchy lev-
els, to produce final estimates of the reliability and its uncertainty at various levels
along the way, until reaching the top process or system level. As more data and
information become available and are incorporated into the reliability calculation
through Bayesian updating, they will tend to dominate the effects of the experts’ es-
timates developed through expert judgment. In other words, Ri(t, 4, ) formulated
fromi=1,2,3,... ntest resultswill look less and less like Ry(t, A, 3) derived from
initial expert estimates.

Three different combination methods are used to form the following (updated)
expert reliability estimate of Ry (t,4,3):

e For each prior distribution that is combined with data or likelihood distribution,
the Bayes theorem is used for a posterior distribution.

e Posterior distributionswithin a given level are combined according to the model
configuration (e.g. multiplication of reliabilities for systems/sub-systems/equip-
ment in series) to form the prior distribution of the next higher level (Fig. 3.40).

e Prior distributions at a given level are combined within the same systems/sub-
systems/equipment to form the combined prior (for that level), which is then
merged with the data (for that system/sub-system/equipment). This approach is
continued up the levels until a process-level posterior distribution is developed.

For general updating, test data and other new information can be added to the
existing reliability calculation at any level and/or for any process, system or equip-
ment. These data/information may be applicable only to a single failure mode at
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equipment level. When new data or information become available at a higher level
(e.g. sub-system) for areliability calculation at step i, it is necessary to back prop-
agate the effects of this new information to the lower levels (e.g. assembly or com-
ponent). The reason is that at some future step, i + j, updating may be required at
the lower level, and its effect propagated up the systems hierarchy. It is also possi-
ble to back propagate by apportioning either the reliability or its parameters to the
lower hierarchy levels according to their contributions (criticality) at the higher sys-
tems level. The statistical analysis involved with this back propagation is difficult,
requiring techniques such as fault-tree analysis (FTA) (Martz and Almond 1997).
Whileit can be shown that, for well-behaved functions, certain solutions are pos-
sible, they may not be unique. Therefore, constraints are placed on the types of
solutions desired by the experts. For example, it may be required that, regardless
of the apportioning used to propagate downwards, forward propagating maintain
original results at the higher systems level. General updating is an extremely use-
ful decision tool for asking what—if questions and for planning resources, such as
pilot test facilities, to determineif the reliability requirements can be met before ac-
tually manufacturing and/or constructing the engineered installation. For example,
the reliability uncertainty distributions obtained through simulation are empirica
with no particular distribution form but, due to their asymmetric nature and because
their range is from 0 to 1, they often appear to fit well to beta distributions. Thus,
consider a beta distribution of the following form,for0=x=1,a>0,b>0

I'(a+b)

Beta(x‘a, b) == m

X V(1 —x)C-1 (3.205)
The beta distribution hasimportant applicationsin Bayesian statistics, where proba
bilities are sometimes|ooked upon asrandom variables, and thereisthereforeaneed
for arelatively flexible probability density (i.e. the distribution can take on a great
variety of shapes), which assumes non-zero values in the interval from 0 to 1. Beta
distributions are used in reliability evaluation as estimates of a component’s relia
bility with a continuous distribution over the range O to 1.

Characteristics of the Beta Distribution

The mean or expected value The mean, E(x), of the two-parameter beta proba-
bility density function p.d.f. is given by
E(X) = — (3.206)
~ (a+b)’ '
Themean a/(a+ b) dependson theratio a/b. If thisratio is constant but the values
for both a and b areincreased, then the variance decreases and the p.d.f. tendsto the
unit normal distribution.

The median The beta distribution (as with all continuous distributions) has mea-
sures of location termed percentage points, X,. The best known of these percentage
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pointsis the median, Xsg, the value of which thereis as much chance that arandom
variable will be above as below it.

For a successes in n trials, the lower confidence limit u, at confidence level s,
is expressed as a percentage point on a beta distribution. The median u of the two-
parameter beta p.d.f. is given by

0=1—F(uspla,b) . (3.207)

The mode The mode or value with maximum probability, 0, of the two-parameter
beta p.d.f. isgiven by

a—1
—  f 1 1
@:b-2) ora>1b>
G={0and1 fora<lb<1 (3.208)
0 fora<lb>1andfora=1b>1
1 fora>1lb<landfora>1b=1

U doesnot exist fora=b=1.
If a< 1, b< 1, thereisaminimum value or antimode.

The variance Moments about the mean describe the shape of beta p.d.f. The vari-
ance v is the second moment about the mean, and is indicative of the spread or
dispersion of the distribution. The variance v of the two-parameter beta p.d.f. is
given by
ab
V= . 3.209

(a+b)%(a+b+1) ( )
The standard deviation The standard deviation o1 of the two-parameter beta
p.d.f. is the positive square root of the variance, v2, which indicates the closeness
one can expect the value of arandom variable to be to the mean of the distribution,
and is given by

or=/ab/(a+b)2atb+1). (3.210)

Three-parameter beta distribution function The probability density function,
p.d.f., of the three-parameter beta distribution function is given by

f(Y)=1/c-Beta(x|a,b)- (Y/c)* 1. (1—-Y/c)P1, (3.211)

for0<Y<candO<a,0<b,0<c.

From this general three-parameter beta p.d.f., the standard two-parameter beta
p.d.f. can be derived with the transformx =Y /c.

In the case where a beta distribution is fitted to a reliability uncertainty distribu-
tion, Ri(t,A,B), resulting in certain valuesfor parametersa and b, the expertswould
want to determine what would be the result if they had the components manufac-
tured under the assumption that most would not fail. Taking advantage of the beta
distribution as a conjugate prior for the binomial data, the combined component
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reliability distribution R; (t, A, ) would aso be a beta distribution. For instance, the
beta expected value (mean), variance and mode, together with the fifth percentile
for R; can be determined from areliability uncertainty distribution, R;(t, A, ).
Asan example, abetadistribution representsareliability uncertainty distribution,
Ri(t, 4, B), with values for parameters a = 8 and b = 2. The beta expected value
(mean), variance and mode, together with the fifth percentile value for R, are:

Ri(t, A, B) number of successes a = 8 and number of failuresb = 2:
Distribution mean: 0.80

Distribution variance: 0.0145

Distribution mode: 0.875

Beta coefficient (E-value): 0.5709

Expert decision to have the components manufactured under the assumption that
most will not fail depends upon the new component reliability distribution. The new
reliability distribution would aso be a beta distribution Ry(t, 4, ) with modified
values for the parameters being the following: a = 8+ number of successful proto-
typesand b =2+ number unsuccessful. Assume that for five and ten manufactured
components, the expectation is that one and two will fail respectfully:

For five components:
Ro(t,A,B)a=8+5andb=2+1:
Distribution mean: 0.8125
Distribution variance: 0.0089
Distribution mode; 0.8571

Beta coefficient (E-value): 0.6366

For ten components:
Rs(t,A,B)a=8+10andb=2+2:
Distribution mean: 0.8182
Distribution variance: 0.0065
Distribution mode: 0.85

Beta coefficient (E-value): 0.6708

The expected value improves dightly (from 0.8125 to 0.8182) but, more impor-
tantly, the 5th percentile E-value improves from 0.57 to 0.67, which is an incentive
to invest in the components.

The general updating cycle can continue throughout the engineering design pro-
cess. Figure 3.48 depictstracking of the reliability evaluation throughout a system'’s
design, indicating the three percentiles (5th, median or 50th, and 95th) of the relia-
bility uncertainty distribution at various pointsin time (Booker et al. 2000).

The individual data points begin with the experts’ initial reliability characteri-
sation Ry(t, A, ) for the system and continue with the events associated with the
general updates, Ri(t,A, ), as well as the what—if cases and incorporation of test
results. As previoudly noted, asking what—if questions and evaluating the effects on
reliability provides valuable information for engineering design integrity, and for
modifying designs based on prototype tests before costly decisions are made.
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Fig. 3.48 Tracking reliability uncertainty (Booker et al. 2000)

Graphs such as Fig. 3.48 are constructed for al the hierarchical levels of crit-
ical systems to monitor the effects of updating for individual processes. Graphs
are constructed for these levels at the desired prediction time values (i.e. monthly,
3-monthly, 6-monthly and annual) to determine if reliability requirements are met
at these time points during the engineering design process as well as the manufac-
turing/construction/ramp-up life cycle of the process systems. These graphs capture
the results of the experts' efforts to improve reliability and to reduce uncertainty.
The power of the approach is that the roadmap devel oped leads to higher reliability
and reduced uncertainty, and the ability to characterise all of the efforts to achieve
improvement.

i) Example of the Application of Fuzzy Judgment in Reliability Evaluation

Consider an assembly set with series components that can influence the reliability
of the assembly. The componentsare subject to variousfailures (in this case, the po-
tential failure condition of wear), potentially degrading the assembly’s reliability.
For different component reliabilities, the assembly reliability will be variable. Fig-
ure 3.49 shows membership functionsfor three component condition sets, { A = no
wear, B = moderate wear, C = severe wear}, which are derived from minimum
(best), most likely (median) and maximum (worst) estimates.

Figure 3.50 shows membership functionsfor performance-level sets, correspond-
ing to responses { a = acceptable, b = marginal, ¢ = poor}.

Three if-then rules define the condition/performance rel ationship:

e If conditionis A, then performanceisa.
o If conditionis B, then performanceisb.
e |f conditionis C, then performanceisc.



240 3 Rdiability and Performance in Engineering Design

Membership
o
(o)}

0 5 10 15 20
X-component condition

Fig. 3.49 Component condition sets for membership functions

1.0
0.8
0.6
0.4 . !
0.2

0.0 =
-100 O 100 200 300 400 500 600 700

Fig. 3.50 Performance-level setsfor membership functions

Referring to Fig. 3.49, if the component condition is x = 4.0, then x has member-
ship of 0.6 in A and 0.4 in B. Using the rules, the defined component condition
membership values are mapped to performance-level weights. Following fuzzy sys-
tem methods, the membership functionsfor performance-level setsaand b are com-
bined, based on the weights 0.6 and 0.4. Thiscombined membership function can be
used to form the basis of an uncertainty distribution for characterising performance
for agiven condition level. An equivalent probabilistic approach involving mixtures
of distributions can be developed with the construction of the membership func-
tions (Laviolette et al. 1995). In addition, linear combinations of random variables
provide an alternative combination method when mixtures produce multi-modality
results—which can be undesirable, from a physical interpretation standpoint (Smith
et a. 1998).

Departing from standard fuzzy systems methods, the combined performance
membership function can be normalised so that it integrates to 1.0. The resulting
function, f(y|x), is the uncertainty distribution for performance, y, corresponding
to the situation where component condition is equal to x. The cumulative distri-
bution function can now be developed, of the uncertainty distribution, F(y|x). If
performance must exceed some threshold, T, in order for the system to meet certain
design criteria, then the reliability of the system for the situation where component
condition is equal to x can be expressed as R(x) = 1 — F(T|x). A specific threshold
of T correspondsto a specific reliability of R(4.0) (Booker et a. 1999).
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In the event that the uncertainty in wear, X, is characterised by some distribu-
tion, G(x), the results of repeatedly sampling x from G(x) and calculating F(y|x)
produce an ‘envelope’ of cumulative distribution functions. This ‘envelope’ repre-
sents the uncertainty in the degradation probability that is due to uncertainty in the
level of wear. The approximate distribution of R(x) can be obtained from such anu-
merical simulation.

3.4 Application Modelling of Reliability and Performance
in Engineering Design

In Sect. 1.1, the five main objectives that need to be accomplished in pursuit of the
goal of the research in this handbook are:

e the development of appropriate theory on the integrity of engineering design for
use in mathematical and computer models;

e determination of the validity of the developed theory by evaluating several case
studies of engineering designsthat have been recently constructed, that arein the
process of being constructed, or that have yet to be constructed;

e application of mathematical and computer modelling in engineering design veri-
fication;

e determination of the feasibility of a practical application of intelligent computer
automated methodology in engineering design reviews through the devel opment
of the appropriate industrial, simulation and mathematical models.

The following models have been developed, each for a specific purpose and with
specific expected results, in part achieving these objectives:

e RAMS analysis model to validate the developed theory on the determination of
the integrity of engineering design.

e Process equipment models (PEMS), for application in dynamic systems simula-
tion modelling to initially determine mass-flow balances for preliminary engi-
neering designs of large integrated process systems, and to evaluate and verify
process design integrity of complex integrations of systems.

o Artificial intelligence-based (AlB) model, in which relatively new artificial intel-
ligence (Al) modelling techniques, such as inclusion of knowledge-based expert
systems within a blackboard model, have been applied in the development of
intelligent computer automated methodol ogy for determining the integrity of en-
gineering design.

The first model, the RAMS analysis model, will now be looked at in detail in this
section of Chap. 3.

The RAMS analysis model was applied to an engineered installation, an environ-
mental plant, for the recovery of sulphur dioxide emissions from a metal smelter to
produce sulphuric acid. This model is considered in detail with specific reference
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to the inclusion of the theory on reliability as well as performance prediction, as-
sessment and evaluation, during the conceptual, schematic and detail design phases
respectively.

Eighteen months after the plant was commissioned and placed into operation,
failure data were obtained from the plant’s distributed control system (DCS) opera-
tion and trip logs, and analysed with a view to matching the RAMS theory, specifi-
cally of systems and equipment criticality and reliability, with real-time operational
data. The matching of theory with real-time data is studied in detail, with specific
conclusions.

The RAMS analysis computer model (1CS 2000) providesa ‘first-step’ approach
to the development of an artificial intelligence-based (AIB) model with knowledge-
based expert systems within a blackboard model, for automated continual design
reviews throughout the engineering design process. Whereas the RAMS analysis
model is basically implemented and used by a single engineer for systems analysis,
or at most a group of engineers linked via a local area network focused on gen-
eral plant analysis, the A1B blackboard model isimplemented by multi-disciplinary
groups of design engineerswho input specific design data and schematicsinto their
relevant knowledge-based expert systems. Each designed system or related equip-
ment is evaluated for integrity by remotely located design groups communicating
either via a corporate intranet or via the internet. The measures of integrity are
based on the theory for predicting, assessing and evaluating reliability, availabil-
ity, maintainability and safety requirementsfor complex integrations of engineering
systems.

Consequently, the feasibility of practical application of the AIB blackboard
model in the design of large engineered installations has been based on the suc-
cessful application of the RAMS analysis computer model in several engineering
design projects, specifically in large ‘ super projects’ in the metals smelting and pro-
cessing industries. Furthermore, where only the conceptual and preliminary design
phases were considered with the RAMS analysis model, al the engineering design
phases are considered in the AIB blackboard model, to include a complete range of
methodologiesfor determining the integrity of engineering design. Implementation
of the RAMS analysis model was considered sufficient in reaching a meaningful
conclusion as to the practical application of the AIB blackboard model.

3.4.1 The RAMS Analysis Application Model

The RAMS analysis model was used not only for plant analysis to determine the
integrity of engineering design but also for design reviews as verification and evalu-
ation of the commissioning of designed systems for installation and operation. The
RAMS analysis application model was initially developed for analysis of the in-
tegrity of engineering design in an environmental plant for the recovery of sulphur
dioxide emissions from ametal smelter to produce sulphuric acid.
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In any complex process plant, there are literally thousands of different systems,
sub-systems, assemblies and components, which are all subject to failure and, there-
fore, require specific attention with respect to the integrity of their design, design
configuration as well as integration. To determine a logical starting point for any
RAMS analysis, a hierarchical approach is first adopted, followed by identification
of those items that are considered to be cost or process critical.

Cost critical items are the relatively few systems items of which the engineer-
ing costs (development, operational, maintenance and logistical support) make up
asignificant portion of the total costs of the engineered installation. Process critical
items are those systems items that are the primary contributors to the continuation
of the mainstream production process.

Determination of cost and process criticality should begin at the higher hierar-
chical levels of a systems breakdown structure (SBS), such asthe plant/facility level,
since the tota plant is normally broken down into logical operations/areas relating
to the production process. Thus, rather than simply starting a RAMS analysis at
one end of the plant and progressing through to the other end, focusis concentrated
on specific areas based on their cost and process criticality. The Pareto principle is
followed, which implies that 20% of the plant’s areas contribute to 80% of the total
engineering cost. When determining process criticality, the fundamental mainstream
processes should first be identified based on the process flow and status changes of
the process. All operationg/areas in which the process significantly changes, and
which are critical to the overall process flow, must be included. The different criti-
cal processes are then compared to those operationg/areasidentified as cost critical,
to identify the sections or buildings (in the case of facilities) that are processcritical
but may not be considered as cost critical.

With such an approach, the RAMS analysis can proceed in a top-down progres-
sive clarification of the plant’s systems and equipment, already with an understand-
ing of which items will have the highest criticality in terms of cost and process
losses due to possible failure. As aresult, the RAMS analysis deliverables can be
summarised as follows:

RAMS activities Deliverables

First-round costing Estimate initial maintenance costs

Process definition Develop operating procedures
Develop plant shutdown and start-up procedures

Pre-commission Initial equipment lists

Equipment register Equipment technical specifications
Manufacturer/supplier data

Plant definition Equipment systems hierarchy structures

Equipment inventory and systems coding
Consolidated equipment technical specifications
and group coding

FMEA Failure modes, causes and effects matrices
Failure diagnostics trouble-shooting charts
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RAMS activities Deliverables

Identification of certified Critical equipment lists
and critical equipment Plant safety requirements

(FMECA) Process reliability evaluation
Risk management directives

Spares requirements BOM and catal ogue numbering

planning (SRP) Spareslists and critical spares

Suppliers, supply lead times and supply costs
M aintenance standard Relevant statutory requirements
work instructions (SWI)  Safework practices
Required safety gear
Design updates and/or Equipment modification review
reviews Interdisciplinary participation
Plant procedures Statutory safety procedures
Maintenance procedures  Maintenance tasks per discipline/equipment
Maintenance procedures sheets and coding
for work orders cross referencing
Plant shutdown Plant shutdown tasks per discipline and per
procedures equipment
Manning requirements  Maintenance task times
Maintenance trade crew requirements
Maintenance budgeting  Manning/spares costs against estimated maintenance
tasks

The RAMSanalysis application model is object-oriented client/server database tech-
nology initially developed in Microsoft’s Visual Basic and Access. The model con-
sists of a front-end user interface structured in OOP with drill-down data input
and/or accessto anormalised hierarchical database. The database consists of several
keyword-linked data tables relating to major development tasks of the RAMS anal-
ysis, such as equipment, process, systems, functions, conditions tasks, procedures,
costs, criticality, strategy, SWI (instructions) and logistics. These data tables relate
to specific analysis tasks of the RAMS model. The keywords linking each data ta-
ble reflect a structured six-tier systems breakdown structure (SBS), starting at the
highest systems level of plant/facility, down to the lowest systems level of com-
ponent/item. The SBS data table keywords are: plant, operation, section, system,
assembly, component.

Database analysis tools, and database structuring in an SBS, enables the user to
review visual data references to specific record dynasets in each of the data tables,
asillustrated in Fig. 3.51.

Database structuring in an SBS, and the normalising of each dynaset of hier-
archical structured records with a unique identifier (EQUIPID), alows for the es-
tablishment of a normalised hierarchical database. These dynasets include specific
analysis activities such as:
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Fig. 3.51 Database structuring of SBSinto dynasets

PFD (process flow diagrams),

P& 1D (pipe and instrument diagrams),
technical specifications,

process specifications,

operating specifications,

function specifications,

failure characteristics/conditions,

fault diagnostics,

equipment criticality and performance measures,
operating procedures,

maintenance procedures,

process cost models,
operating/maintenance strategies,
safety inspection strategies,

standard work instructions,

Spares requirements.

In designing hierarchical relational database tables, database normalisation min-
imises duplication of information and, in so doing, safeguards the database against
certain types of logical or structural problems, specifically data anomalies. For
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example, when multiple instances of information pertaining to a single item of
equipment in a dynaset of hierarchical structured records occur in a data table, the
possibility existsthat theseinstanceswill not be kept consistent when the datawithin
the table are updated, leading to a loss of data integrity. A table that is sufficiently
normalised is less vulnerable to problems of this kind, because its structure reflects
the basi ¢ assumptionsfor when multipleinstances of the sameinformation should be
represented by asingle instance only. Higher degrees of normalisation involve more
tables and create the need for a larger number of joins or unique identifiers (such
as EQUIPID), which reduces performance. Accordingly, more highly normalised
tables are used in database applications involving many transactions (typically of
the dynasets of analysis activities listed above), while less normalised tables tend
to be used in database applications that do not need to map complex relationships
between data entities and data attributes.

Theinitial systemshierarchical structure, or systems breakdown structure (SBS),
illustrated in the RAMS analysis model in Fig. 3.52 is an overview location listing
of the plant into the following systems hierarchy:

Systems hierarchy Description

Plant/facility Environmental plant
Operation/area Effluent treatment
Section/building  Effluent neutralisation

The initial systems structure of an engineered installation must inevitably begin at
the higher hierarchical levels of the systems breakdown structure, which constitutes
a‘top-down’ approach. However, such an SBS will have already been developed at
the engineering design stage and, consequently, a ‘ bottom-up’ approach can also be
considered, especially for plant analysis of components and their failure effects on
assemblies and systems.

The initial front-end structuring of the plant begins with the identification of
operation/area, and section/building groups in a systems breakdown structure. As
illustrated in Fig. 3.53, this structuring further provides visibility of process sys-
tems and their constituent assemblies and componentsin the RAMS analysis model
spreadshests, process flows and treeviews. Relevant information can be hierarchi-
cally viewed from system level, down to sub-system, assembly, sub-assembly and
component levels. The various levels of the systems breakdown structure are nor-
mally determined by a framework of criteria that is established to logically group
similar components into sub-assemblies or assemblies, which are then logically
grouped into sub-systems or systems. Thislogical grouping of the constituent items
of each level of an SBS is done by identifying the actual physical design configu-
ration of the various items of one level of the SBS into items of a higher level of
systems hierarchy, and by defining common operational and physical functions of
theitems at each level.

The systems hierarchical structure or systems breakdown structure (SBYS) is
a complete equipment listing of the plant into the following hierarchy with related
example descriptions:
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Fig. 3.52 Initial structuring of plant/operation/section

Systems hierarchy Description

Plant/facility Environmental plant
Operation/area Effluent treatment
Section/building  Effluent neutralisation
System/process Evaporator feed tank
Assembly/unit Feed pump no.1
Component/item  Motor—feed pump no.1

Figure 3.54 illustrates a global grid list (or spreadsheet) of a specific system’s SBS
in establishing a complete equipment listing of that system.

The purpose for describing the systems in more detail is to ensure a common
understanding of exactly where the boundaries of the system are, and which are the
major sub-systems, assemblies and components encompassed by the system. The
boundaries to other systems and the interface components that form these bound-
aries must also be clearly specified. Thisis usually done according to the most ap-
propriate of the following criteriathat are then described for the system:

e Systems boundary according to major function.
e Systems boundary according to material flow.
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Fig. 3.53 Front-end selection of plant/operation/section: RAMS analysis model spreadsheet, pro-
cess flow, and treeview

Systems boundary according to process flow.

Systems boundary according to mechanical action.
Systems boundary according to state changes.

Systems boundary according to input, throughput or output.

Interconnecting components such as cabling and piping between the boundaries of
two systems should be regarded as part of the system from which the process flow
emanates and enters the other system’s boundary. The interface components, which
are those components on the systems boundary, also need to be clearly specified
since it is these components that frequently experience functional failures. Also,
systems such as a hydraulic system, for instance, may not contain all the compo-
nents that operate hydraulically. For example, a hydraulic lube oil pump should
rather be placed under the lubrication sub-system. Where each assembly or a com-
ponent is placed in the SBS should be based on the criteria selected for boundary
determination. Normally for process plant, the criteria would typically be that of
inputs and outputs, so that the outputs of each assembly and component contribute
directly to the outputs of the system.
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Fig. 3.54 Global grid list (spreadsheet) of systems breakdown structuring

The selected system is then described using the following steps:

e Determine the relevant process flow and inputs and outputs, and develop a pro-
cess flow block diagram, specifically for process plant.

e List the major sub-systems and assemblies in the system, based on the appropri-
ate criteriathat will also be used for boundary determination.

e Identify the boundariesto other systems and specify the boundary interface com-
ponents.

e Write an overview narrative that briefly describes the contents, criteria and
boundaries of the systems under description.

A complete equipment listing of a plant includes the following activities at each
systems hierarchical level:
Equipment listing at system level provides the ability to:

identify groups of maintenance tasks for maintenance procedures,
identify groups of maintenance tasks for maintenance budgets,
identify critical systems for plant criticality,

identify critical systems for maintenance priorities,

identify critical systems for plant shutdown strategies.
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Equipment listing at assembly level providesthe ability to:

identify location of pipelines,

identify location of pumps,

give codes to pumps, lube assemblies, etc.,

identify critical assemblies for maintenance strategies.

Equipment listing at component level providesthe ability to:

identify relevant technical data of common equipment groups,
identify relevant technical datato establish bill of materials groups,
identify and link bill of spares,

identify critical componentsfor spares purchase,

identify location of instrumentation,

identify location of valves,

give codesto classified/critical manual valves,

identify required maintenance tasks,

establish necessary standard work instructions,

establish necessary safe work practices,

give codesto valves for operation safety procedures,

give codesto MCC panels, gearboxes, etc.

A process flow diagram (PFD), as the nameimplies, graphically depictsthe process
flow and can be used to show the conversion of inputs into outputs, which subse-
quently form inputsinto the next system. A process flow diagram essentially depicts
the relationship of the different systems and sub-systemsto each other, based on ma-
teria or status changes that can be determined by studying the conversion of inputs
to outputs at the different levelsin each of the systems and sub-systems. One reason
for drawing process flow diagrams is to determine the nature of the process flow
in order to be able to logically determine systems relationships and the different
hierarchical levelswithin the systems.

Most process engineering schematic designs start off with simple process flow
diagrams, asthat illustrated in Fig. 3.55, from which material flow and state changes
in the process can then be identified. This is done by studying the changes from
inputs to outputs of the different systems and determining the systems' boundaries
aswell astheinterface componentson these boundaries. A side benefitisacomplete
description of the system.

Thetreeview option enables usersto view selected componentsin their cascaded
systems hierarchical treeview structure, relating the equipment and their codes to
the following systems hierarchy structure:

parts,
components,
assemblies,
systems,
sections,
operations,
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Figure 3.56 illustrates a typical treeview in the RAMS plant analysis model with
expanded SBS (cascaded systems structure) for each system.

The RAMSanalysislist isasequential optionslist of the major development ac-
tivities and specifically detailed specifications of a system selected from the section
process flow diagram (PFD). By clicking on the PFD, a selection box appears for
analysis.

The optionslisted in the selection box in Fig. 3.57 include the following analysis
activities:

e Overview e SWis

e Anayss e Procedures

e Specifications e BOMs

e Diagnostics e Technical data
e Modifications e Cridlist

e Simulation e PIDs

e Decision logic e Reports

e Planning e Treeviews
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Fig. 3.56 Graphics of selected section treeview (cascaded systems structure)

Thefirst category inthe RAM Sanalysislistisan overview of specifically detailed
technical specificationsrelating to the equipment’s SBS, specifications, function and
requirements, including the following:

Equipment specifications
Systems specifications
Process specifications
Function specifications
Detailed tasks

Detailed procedures
Logistic requirements
Standard work instructions.

Figure 3.58 illustrates the use of the overview option and equipment specification
information displayed in the equipment tab, such as equipment description, equip-
ment number, equipment reference and the related position in the SBS datatable.

Thetechnical dataworksheet illustrated in Fig. 3.59 is established for each item
of equipment that is considered during the design process to determine and/or mod-
ify specific equipment technical criteria such as:
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Fig. 3.57 Development list options for selected PFD system

e equipment physical datasuch astype, make, size, mass, volume, number of parts;

e equipment rating data such as performance, capacity, power (rating and factor),
efficiency and output;

e equipment measure data such as rotation, speed, acceleration, governing, fre-
guency and flow in volume and/or rate;

e equipment operating data such as pressures, temperatures, current (electrical),
potential (voltage) and torque (starting and operational);

e equipment property data such as the type of enclosure, insulation, cooling, lubri-
cation, and physical protection.

The technical specification document illustrated in Fig. 3.60 automatically formats
the technical attributes relevant to each type of eguipment that is selected in the
design process. The document is structured into three sectors, namely:

e technical data obtained from the technical data worksheet, relevant to the equip-
ment’s physical and rating data, as well as performance measures and perfor-
mance operating, and property attributes that are considered during the design
process,

e technical specifications obtained from an assessment and evaluation of the re-
quired process and/or system design specifications,
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Fig. 3.58 Overview of selected equipment specifications

e acquisition data obtained from manufacturer/vendor data sheets, once the appro-
priate equipment technical specifications have been finalised during the detail
design phase of the engineering design process.

The second category in the RAMS analysis list is the analysis option that enables
selected users to access the major development tasks relative to the selected system
of the section’s PFD.

The optionslisted in the selection box in Fig. 3.61 appear after clicking on a se-
lected system (in this case, the reverse jet scrubber), and include an analysis based
on the following major development tasks:

Equipment (technical data sheets)
Systems (systems structures)
Process (process characteristics)
Functions (physical/operational)
Conditions (physical/operational)
Criticality (consequence severity)

Tasks (maintenance/operational)
Procedures (reliability and safety)
Costs (parametric cost estimate risk)
Strategy (operating/maintenance)
Logistics (critical/contract spares)
Instructions (safe work practices)

The major development tasks can be detailed into activities that constitute the over-
al RAMS analysis deliverables, not only to determine the integrity of engineering
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Fig. 3.59 Overview of the selected equipment technical data worksheet
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design but also to verify and evaluate the commissioning of the plant. These tasks
can also be applied sequentially in a RAMS analysis of process plant and general

engineered installations that have been in operation for several years.
Some of these activitiesinclude the following:

systems breakdown structure devel opment,
establishing equipment technical specifications,
establishing process functional specifications,
developing operating specifications,

defining equipment function specifications,
identifying failure characteristics and failure conditions,
devel oping equipment fault diagnostics,
developing equipment criticality,

establishing equipment performance measures,
identifying operating and maintenance tasks,
developing operating procedures,

devel oping maintenance procedures,

establishing process cost models,

devel oping operating and maintenance strategies,
developing safe work practices,
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Fig. 3.60 Overview of the selected equipment technical specification document

establishing standard work instructions,
identifying critical spares,

establishing spares requirements,
providing for design modifications,
simulating critical systems and processes.

Theresults of some of the moreimportant activitieswill be considered in detail |ater,
especialy with respect to their correlation with the RAMS theory, and failure data
that were obtained from the plant’s distributed control system (DCS) operation and
trip logs, 18 months after the plant was commissioned and placed into operation.
The objective of the comparative analysisisto match the RAM Stheory, specifically
of systems and equipment criticality and reliability, with real-time operational data
after plant start-up.

Analysis of selected functions of systems/assemblies/componentsis mainly acat-
egorisation of functions into operational functions that are related to the item’s
working performance, and into physical functionsthat arerelated to the item’s mate-
rial design. The definition of functionis given as “the work that an itemis designed
to perform”. The primary purpose of functions analysis is to be able to define the
failure of an item’s function within specified limits of performance. This failure of
an item’s function is a failure of the work that the item is designed to perform, and
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Fig. 3.61 Analysis of development tasks for the selected system

istermed afunctional failure. Functional failure can thus be defined as*the inability
of an itemto carry out the work that it is designed to performwithin specified limits
of performance”.

The result of functional failure can be assessed as either a complete loss of the
item’s function or a partial loss of the item’s function. From these definitionsit can
be seen that a number of interrelated concepts have to be considered when defining
functions in complex systems, and determining the functional relationships of the
various items of a system (cf. Fig. 3.62).

The functions of a system and its related equipment (i.e. assemblies and compo-
nents) can be grouped into two types, specifically primary functions and secondary
functions. The primary function of a system considers the operational criteria of
movement and work; thus, the primary function of the system is an operational
function. The primary function of a system is therefore a concise description of
the reason for existence of the system, based on the work it is required to perform.
Primary functions for the sub-systems or assemblies that relate to the system’s pri-
mary function must also be defined. It is at this level in the SBS where secondary
functions are defined. Once the primary functions have been identified at the sub-
system and assembly levels, the secondary functions are then defined, usually at
component level (Fig. 3.63). Secondary functions can be both operational and phys-
ical, and relate back to the primary function of the sub-system or assembly. The
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Fig. 3.62 Analysis of selected systems functions

secondary functionsare related to the basic criteria of movement and work, or shape
and consistency, depending on whether they are defined as operational or physical
functions respectively.

Thethird category in the RAMSanalysislist is the specifications option, which is
similar to the overview option but with more drill-down access to the other activities
in the program, and includes specifications as illustrated in Fig. 3.64 of selected
major devel opment tasks such as:

Equipment specifications
Systems specification
Process specifications
Function specifications
Detailed tasks

Detailed procedures
Spares requirements
Standard work instructions.

An engineering specification is an explicit set of design requirementsto be satisfied
by amaterial, product or service.
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Fig. 3.63 Functions analysis worksheet of selected component

Typical engineering specifications might include the following:

Descriptive title and scope of the specification.

Date of last effective revision and revision designation.

Person or designation responsible for questions on the specification updates, and
deviations as well as enforcement of the specification.

Significance or importance of the specification and its intended use.
Terminology and definitionsto clarify the specification content.

Test methods for measuring all specified design characteristics.

Material requirements: physical, mechanical, electrical, chemical, etc. targetsand
tolerances.

Performance requirements, targets and tolerances.

Certifications required for reliability and maintenance.

Safety considerations and requirements.

Environmental considerations and reguirements.

Quality requirements, inspections, and acceptance criteria.

Completion and delivery.

Provisionsfor rejection, re-inspection, corrective measures, etc.
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Fig. 3.64 Specifications of selected major development tasks

The specifications worksheet of selected equipment for consideration during the de-
tail design phase of the engineering design process automatically integrates matched
information pertaining to the equipment type, with respect to the following;

equipment technical data and specifications, obtained from the technical data
worksheet and technical specifications document,

systems performance specificationsrel ating to the specific process specifications,
process performance specifications rel ating to the required design specifications,
equipment functions specification relating to the basic functions from FMEA,
typical required maintenance tasks and procedures specification from FMECA,
the essential safety work instructions obtained from safety factor and risk analy-
Sis,

installation logistical specificationswith regard to the required contract warranty
spares.

The specificationsworksheet is a systems hierarchical layout of selected equipment,
based on the outcome of the overall analysis of specifications of selected equip-
ment for consideration during the detail design phase of the engineering design
process. The worksheet (Fig. 3.65) is automatically generated, and serves as
a systems-oriented pro-forma for electronically automated design reviews. Com-
prehensivedesign reviews are included at different phases of the engineering design



3.4 Application Modelling of Reliability and Performance in Engineering Design 261

Site-wade 5peciicat Overview  Nelwork  Utilties  Simolation  Systems Link  Training Broweser  Help

SPECIFICATIONS WORKSHEET

Edt Hep
[ SYSTEM ASSEMBLY COMPONENT
REVERSE JET SCRUBBER :] RJS PUMP No.1 - | CONTROL VALVE =
| [ris NS37-07-101 HV-37185
[ TASKS |  Froceoures | LOGISTICS 1 5w
EQUIPMENT | SYSTEMS | PAOCESS b FUNCTIONS
SPECIFICATIONS WORKSHEET
Equipment | WS PUMP No.1 CONTROL VALVE =1 Equipment [VV10204 -]
Description: MNumber:
. 4
: EQUIPMENT ID: NS 37-07-101 x
Em_ EQUIPMENT No. MA10202
* |EQUIPMENT GROUP No. GMA1002 SPECIFICATION SHEET No. 37-07-101/1002 - |
DATA TABLE COLUMNS:
NS37-07-101 REVERSE JET SCAUBBER RIS PUMP NS37-07-101 | MAT0202 [GMATD
Hl 2

a4 *
- | - I I‘ Recoid 1 of 4 Records. _pl . I T
[

Chick on Specficabon: ;Iveleclm Tab

RETURN TO SPECIFICATIONS MASTER FORM GO TO SPECIFICATIONS WORKSHEET GRID ] |

Fig. 3.65 Specifications worksheet of selected equipment

process, such as conceptual design, preliminary or schematic design, and final de-
tail design. The concept of automated continual design reviews throughout the engi-
neering design processisto a certain extent considered here, whereby the system al-
lows for input of design data and schematics by remotely located multi-disciplinary
groups of design engineers. However, it does not incorporate design implementation
through knowledge-based expert systems, whereby each designed system or related
equipment is automatically evaluated for integrity by the design group’s expert sys-
tem in an integrated collaborative engineering design environment.

The fourth category in the RAMS analysis list is the diagnostics option that en-
ables the user to conduct a diagnostic review of selected major development tasks
such asillustrated in Fig. 3.66:

Systems and equipment condition
Equipment hazards criticality
Failure repair/replace costing
Safety inspection strategies
Critical spares requirement.

Typically, systems and equipment condition and hazards criticality analysisincludes
activities such as function specifications, failure characteristics and failure condi-
tions, fault diagnostics, equipment criticality, and performance measures.
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Fig. 3.66 Diagnostics of selected major development tasks

Thefollowing RAM analysis application model screens give detailedillustrations
of a diagnostic analysis of selected major development tasks.

Condition diagnostics in engineering design relates to hazards criticality in the
development of failure modes and effects analysis (FMEA), and considers criteria
such as system functions, component functional relationships, failure modes, failure
causes, failure effects, failure consequences, and failure detection methods. These
criteriaare normally determined at the component level but the required operational
specifications are usually identified at the sub-system or assembly level (Fig. 3.67).

Condition diagnostics, and related FMEA, should therefore theoretically be de-
veloped at the higher sub-system or assembly level in order to identify compliance
with the operational specifications, and then to proceed with the development of