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Preface

Various environmental issues are related to urban activities. Through the 
growing recognition of the necessity to develop sustainable urban manage-
ment, the University of Tokyo established the Center for Sustainable Urban 
Regeneration (cSUR) in July 2003. A research program at the cSUR was 
designed to create an integrated approach and to provide knowledge for sus-
tainable urban regeneration with the aid of a global network of researchers 
and professionals, and to coordinate the international research alliance made 
up of leading academic institutions worldwide.

As part of the program, several studies have been conducted focusing on 
urban environmental problems in Asian megacities such as Tokyo, Taipei, 
Guangzhou, Shenzhen, and Bangkok. The following topics in particular were 
selected for integrated and strategic research supported by researchers from 
the fields of architecture, civil engineering, and environmental engineering: 

–Integrated analysis of the urban atmospheric environment and its rela-
tionship with control of indoor air conditions in East and Southeast Asian 
countries

–Dynamic behavior of urban non-point pollutants in coastal environ-
ments

The research contains interesting intensive field-monitoring data on the 
coastal environment and the urban air environment. Topics also include 
state-of-the-art environmental monitoring and simulation analysis in urban 
areas. Key aspects of the research in advanced monitoring and the applica-
tion of environmental numerical simulation were selected for inclusion in 
this book.

Integrating the monitoring and modeling of urban environments is 
essential for engineers to identify and investigate environmental problems 
and their solutions. In addition, advanced understanding of environmental 
phenomena is necessary to manage contemporary environmental issues. 
Environmental monitoring provides information about the processes and 
activities that characterize environmental quality. Model development can-
not proceed without scientific data on environmental phenomena and the 
kinetics of associated processes. To understand the phenomena and proc-
esses, monitoring and modeling are fundamental.

v



vi Preface

The academic sector should update and add to the information on urban 
environments by discovering novel pollution phenomena and clarifying 
critical process mechanisms for pollution control. I hope that this book 
will be useful to undergraduate and graduate students and to experts and 
policymakers to improve their understanding of the field of environmental 
monitoring and model simulation.

Hiroaki Furumai
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   1.     Significance of Advanced Monitoring 

and Application of Environmental 

Numerical Simulation      

           Hiroaki   Furumai        

  1.1 Introduction 

 In the fields of civil engineering, architecture, and environmental engineering, 
environmental monitoring and model simulation are essential component in 
setting up the strategy of environmental research from the aspect of urban 
sustainability. Advanced knowledge of monitoring and numerical simula-
tion is required for graduate students to conduct their research dealing with 
the identification of environmental problems and investigations toward their 
solution. When dealing with increasing environmental concerns associated 
with water, air and soil pollution, as well as climate change induced by 
human activities, the accurate assessment of the state of the environment is 
a prerequisite for undertaking any course of action towards improvement. 

 In the twenty-first century COE research project, several studies have 
been conducted that focus on urban environmental problems in mega cities 
in Asian countries such as Tokyo, Taipei, and Bangkok. The research works 
contain interesting and intensive field monitoring data on coastal environ-
mental and urban air environments. Topics also included state-of-the-art 
of environmental monitoring and simulation analyses in urban areas: of 
hazardous substances, atmospheric movement, coastal hydrology, biological 
tests, and wastewater. 

 Before the representation of the COE research projects, this chapter will 
first discuss the significance of environmental monitoring and numerical 
simulations. Environmental monitoring provides information to describe 
the processes and activities, which characterize the environmental quality. 
Monitoring data is used in the preparation of environmental impact assess-
ments, as well as in many circumstances in which urban activities carry a 
risk of adverse effects on the natural environment. In addition, monitoring 
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2 H. Furumai

data is required to construct environmental models and to calibrate and 
validate models. 

 Environmental models seek to reproduce that occurs in a certain area 
during certain events. It is much easier and more practical to create math-
ematical models and run certain experiments than to go out and do the same 
experiment in an actual environment. All models have a specific target area 
and should be developed in accordance with their purpose of modeling. 
This means that it is crucial to determine the target area and to formulate 
the target phenomena with involved processes. In addition, the purpose of 
modeling should be clearly defined, considering the required accuracy of 
reproduction by the model. 

 Model development cannot proceed without scientific information and 
knowledge on environmental phenomena and the kinetics of associated 
processes. Monitoring and experiment are fundamental steps to understand 
these phenomena and processes. Such as planning and strategy must be 
well-designed in order to establish the current status of the environment and 
to understand trends in environmental quality parameters. The basic steps of 
and the cyclic process for model development and simulation are illustrated 
in Fig.  1-1 .  

 Models have three basic parts, starting with the science, moving towards 
a mathematical representation of that science, and ending in the solution of 

  Fig. 1-1.    Basic steps of and cyclic process for model development and simulation       
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the mathematics as a simulation. The overall process is actually a cyclical  
system: the answer that emerges from the simulation is used to refine the 
science, which leads to a new set of mathematics, which is expressed by a 
new computer program. One of the tasks we face in modeling is deciding 
when we think the answer is “right” enough. 

 Before the model application, the environmental models need to be 
calibrated and validated using monitoring and experimental data. Then the 
model can output the simulation results with given boundaries and initial 
conditions. A well-validated model can be used for future predictions within 
different scenarios, which are given considering future urban environmental 
planning. The simulation results are usually represented into a graphic form 
so as to depict their essential meanings. It is notable that graphic expression 
is also an important process in the entire of  simulation research.  

  1.2 Water Quality Monitoring and Simulation 

for Sustainable Water Management 

 Since the author’s specialty is water environment technology, the significance of 
monitoring and model simulation will be discussed with sustainable urban 
water management as an example. Many possible pathways to sustainable 
water management should be considered and relevant factors should be 
interrelated from the various aspects. 

 In order to explore sustainable water management, it would be necessary to 
evaluate and diagnose the water environment including water flow and quality. 
It is essential to know how to conduct the monitoring and how to construct 
models which can contribute to pollution control and management. 

  1.2.1 Evaluation of Water Cycle and Water Environment 

 First of all, we have to recognize the water cycle and water balance in the 
target watershed, since any water environment is deeply dependent on the 
characteristics of its related watershed. Rainwater falls on the ground and is 
stored in forests, soil, and groundwater. It then flows through rivers down to 
coastal waters and evaporates from lakes and seas to return as rainfall. This 
is the natural hydrological water cycle. The evaporation process contributes 
to the recovery of water quality, while the precipitation in mountainous 
areas provides the gravitational potential energy of water. 

 In urban regions, artificial water flow in water supplies and sewer systems 
coexists with the natural water flow as shown in Fig.  1-2  (Tambo  1976) . 
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Dams and reservoirs have been artificially constructed to secure stable 
water resources. After the introduced water has been used in urban areas, the 
resulting wastewater or treated wastewater is discharged to receiving water. 
Urban water use has a high potential to impact the natural water cycle, even 
while we reap the benefits of various water usages. This impact can bring 
quite a lot of change in the water flow, in water quality and in the biological 
community which consists of the aquatic environment.  

 In order to understand the changes brought about by this impacts, it is neces-
sary to quantify environmental components through monitoring. Additionally, it 
is desirable to evaluate them quantitatively using calibrated models. Figure  1-3  
shows the important components of water environment and the interrelation-
ships between the components and beneficial water use. Although the Figure 
is not sufficient to integrate all factors of influence, the afore-mentioned 
concepts and viewpoints are included. First, we have to evaluate the quality 
characteristics of  available water resources and to discuss acceptable water use 
with appropriate management. In addition, we also must pay attention to the 
ecological impact made on the biological community as well as on the water 
flow and chemical quality.  

 Temporal and spatial changes in water resources and the water environ-
ment should both be considered in order to establish a stable water supply 
and to support safe water use. Since the required water quality depends 
on the types of beneficial water use, water resource distribution should be 
designed and planned in consideration of quantity, quality and their sea-
sonal change. In other words, water resources and the environment should 
be monitored and modeled in consideration of water demands.  

  Fig. 1-2.    Water environment and urban water systems in the entire water cycle       
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  1.2.2 Environmental Quality Standard and Monitoring 

for Pollution Control 

 For water pollution control, environmental quality standards (EQS) are estab-
lished as target levels for water quality that are to be achieved and maintained 
in public water bodies under the Basic Environment Law. The standards have 
two major goals: protection of human health and conservation of the living 
environment (Okada and Peterson  2000) . The second goal is set for classified 
water bodies such as rivers, lakes, reservoirs, and coastal waters. The stan-
dard values for the living environment have been established for biochemical 
oxygen demand (BOD), chemical oxygen demand (COD), dissolved oxygen 
(DO), and other variables based on water usage. Table  1-1  lists the classified 
standard values related to the conservation of the living environment in riv-
ers (Ministry of the Environment  1997) . Each class corresponds to type of 
water use. Therefore, both the water quality of water resources is considered 
as well as their amounts. In this sense, the rapid growth of the urban popula-
tion raises serious concerns about water availability from the two viewpoints 
of the rapid demand for high quality water and of water pollution after water 
use in urban area.  

 Water quality monitoring has been officially conducted and the monitoring 
data is commonly used for evaluating the water environment. Figure  1-4  
shows the changes in the attainment rate in terms of BOD and COD as the 

  Fig. 1-3.    Water environment components and beneficial water use       
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1. Significance of Advanced Monitoring and Application of Environmental 7

organic pollution indicators since the year in which data was first collected 
on water quality management by the use of EQS. During the two decades of 
high economic growth from 1955 to 1975, the rapid spread of pollution in 
rivers and other water bodies was clearly evident in urban areas. After this 
period, river water quality has been improved around the country thanks to 
effective effluent regulation and the construction of sewerage systems with 
wastewater treatment plants. While the attainment rate of BOD in rivers was 
increased by mitigating organic pollution, the level of attainment of COD for 
water pollution remains low in enclosed water bodies such as bays, inland 
seas, and lakes with major pollution sources in their surrounding regions.  

 Efforts must be focused on effectively reducing pollutant loads in populated 
and industrialized areas around enclosed water bodies to improve their water 
quality. Additionally, specific regions contributing to water pollution are 
identified within each specified body of water. Every five years, the Minister 
of the Environment sets target on COD pollutant load reduction for each 
specified water area, as well as the target year by which they are to be met. 
These regulations, in accordance with the total pollutant load control stand-
ards, are the core of load-reducing measures based on the Areawide Total 
Pollutant Load Reduction Plan. These pollution control countermeasures have 
been implemented based on water quality monitoring data and water quality 
predictions by models. Combinations of monitoring data and model predic-
tions are essential approach to manage water quality control effectively.  

River
Coastal water

Lake

Overall

  Fig. 1-4.    Change in the attainment rate of water quality standards in public waters 
(River: BOD, Lake and Coastal water: COD)       
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  1.2.3 Significance of Advanced Monitoring 

and Modeling Research 

 Official water quality monitoring is designed so that the government can 
accurately evaluate the effectiveness of current countermeasures for pollu-
tion control. If there are no improvements in water quality, the government 
can deliberate the amendments as necessary and work to improve control 
measures. At the same time, the government also has  to try to monitor any 
defects in the water environment as well as of water use impairment. 

 As mentioned in the last section, enclosed water bodies continue to suffer 
from pollution and are in need of long-term countermeasures. In order to 
maintain, conserve, and improve the functioning of lakes and coastal waters 
area, it is vital to ascertain and assess not only water quality, but also the 
aquatic environment of the area as a whole, including fish, bottom sedi-
ment, and benthic organisms. From this perspective, academic and admin-
istrative sectors have worked together to establish well-qualified methods to 
assess the water purification and other functions of enclosed water bodies, 
and quantitatively assess the aquatic environment as a whole. 

 Academic sectors must play a role in discovering newly relevant  envi-
ronmental phenomena and clarifying the pollution mechanism. It means 
that we have to conduct advanced environmental monitoring as well as offi-
cially monitored environmental indicators. Such advanced monitoring can 
provide new ideas and hints to capture unknown phenomena and processes. 
Then, a conceptual model can be built to express these mechanisms in the 
target water environment. This research process is the first step in develop-
ing a mathematical model, as shown in Fig.  1-1 .   

  1.3 Monitoring and Modeling for Management and Research 

  1.3.1 Necessity of Water Environment Information 

on a Watershed Basis 

 The first version of the Basic Environment Plan was drawn up in December 
1994 based on the Basic Environment Law, which outlines the general direc-
tion of Japan’s environmental policies. The Basic Environment Plan is designed 
to engage all sectors of society in a concerted effort to protect the environment. 
The Plan maps out the basic approach of environmental policies with the 
mid-twenty-first century in view, and identifies four long-term objectives. 

 The Basic Environment Plan places “Conserving the Water Environment” 
among those policies under which we need to build a socioeconomic 
system which fosters a sound material/resource cycle. This system is closely 
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coordinated with sustainable urban regeneration. The policy is aimed at 
achieving the integrated conservation of water quality and quantity, aquatic 
biota, and near-shore areas in order to maintain and enhance sound water 
cycles. Effective planning needs to be developed in order to solve various 
water problems and secure sound water cycles. To promote the kind of con-
trol and management, it is important to diagnose and review water balance 
and water pollution on the basis of watershed and to formulate a master- 
plan for securing water use based on sound water cycles in the watershed. 
It means that information on water environments should be integrated on a 
watershed basis, in consideration of urban activities that include water use. 

 Many authorities and sectors are involved in water use and water quality 
control in watersheds. Usually, river bureaus and administrators play the 
most important role in river flow monitoring and flow management for flood 
control. Water supply and sewerage services are also closely involved with 
water abstraction and water pollution control respectively. These bodies 
continue to monitor and record information on water quality of drinking 
water source and effluent. Environmental agencies and local environmental 
protection divisions are responsible for the control of effluent from factories 
and specified facilities, the conservation of water environment, and water 
quality monitoring in public water bodies. Agricultural policy planning 
departments can contribute to water balance and water quality management 
through the intake control of agricultural water and the proper management 
of fertilizers and pesticides applications. 

 Although these authorities and sectors give thought to the integration 
of information on water environments, they tend to be cautious of exceeding 
their respective authority and are self-restricting in terms of making ambitious 
policy on watershed management. The academic sector should contribute to 
the establishment of an efficient monitoring system and the development of an 
information platform for the integrated management of water environments.  

  1.3.2 Coordination of Monitoring and Modeling 

 In order to maintain and utilize any information platforms established, work 
on “Monitoring” and “Modeling” should be carried out in close coordina-
tion. Monitoring plans should be designed to calibrate the related model and 
enhance its function. Quantitative analysis and assessment can be undertaken 
by model-based simulation, with reference to the basic information/data con-
tained on the platform. At the same time, any data and information required 
can then be identified through the model development process. A better and 
more quantitative understanding of water cycles and water quality changes is 
essential to the development of effective watershed management. 
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 Based on the outputs from two (Monitoring and Modeling), a third M, 
Management, must then  function efficiently in various fields such as water 
supply and sewerage works, effluent and pollutant source control, river flow 
and dam control, agriculture and forest management. As shown in Fig.  1-5 , 
these three Ms – Monitoring, Modeling and Management – serve as the 
mechanism for sustainable water use on the information platform on water-
shed environment.  

 The academic sector, such as universities, must contribute to the renova-
tion and improvement of the information platform on water environment by 
discovering novel water pollution phenomena and clarifying critical process 
mechanism for pollution control. For this purpose, advanced monitoring should 
be considered from the viewpoints of high frequency and detailed spatial 
resolution. Intensive monitoring can provide new findings and evidence to 
support hypotheses, if they are well designed and planned. In addition, we 
must also pay attention to emerging micro-pollutants such as pharmaceutical 
compounds and newly threatening pathogens, which are not listed in the offi-
cial parameters for  monitoring. The application of new and original sensors 
and the analysis of multiple environmental parameters may well lead to dis-
covery and new hypotheses for the formation of environmental phenomena. 

“M”onitoring “M”odeling

“M”anagement

3 “M”

River improvement
Construction work

Water supply and 
Sewerage

Fertilizer and 
pesticides

Mapping of 
Water Balance

Mapping of
Pollutant balance

Pollution 
conditions

Quality
transformation

Information disclosure 
Public involvement

Effluent control

Understanding 
of water cycle 

Information Platform on Water EnvironmentInformation Platform on Water Environment

Linked database of information
Prediction 

Assessment
Diagnosis

Reality check

  Fig. 1-5.    Water management based on coordinated monitoring and modeling       
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 Based on the results of advanced environmental monitoring, we can modify 
and upgrade existing simulation models for water management, which need 
to be supported by strong scientific evidence and quantitative information. 
Together with well-summarized and integrated knowledge, model-based 
prediction can improve the information platform on water environments, 
which in turn contributes to the proposal of effective strategy and the devel-
opment of innovative management for sustainable water environments.       
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   2.     Environmental Monitoring in Urban 

Coastal Zone      

           Fumiyuki Nakajima, Hiroyuki   Katayama,       Hiroaki   Furumai, 
and       Yukio   Koibuchi       

  2.1 Urban Non-point Pollutants in Coastal Environment 

  2.1.1 Significance of Urban Non-point Pollution 

in Coastal Environment 

 Coastal water receives a large number of pollutants from urban area which 
have a potentially adverse effect on water quality and aquatic ecosystems. 
The sources of the discharge of such pollutants are categorized into two 
types: point and non-point sources. 

 Point source means pollutant sources which are easily identified facilities 
discharging pollutants to the environment. Factories, housings and sewage 
treatment plants are included in this category. In many countries, the quality 
of the discharged water from these point sources is regulated by laws and is 
controlled by a wide range of treatment technologies. 

 Diffuse sources of pollutants such as vehicles and urban surface materials 
are called non-point sources. Non-point source pollution occurs with rainfall 
or snowmelt. The water from rain or snow dissolves the atmospheric pollut-
ants, washes off the pollutants on the impervious surfaces and finally flows 
into rivers, lakes and coastal waters. Naturally, the non-point source pol-
lution is difficult to control, since the water is irregularly discharged. The 
monitoring or sampling of such irregular water discharge requires special 
devices and/or incurs high labor costs. The source responsible for the pol-
lution is often unclear, not least because the water runoff itself is a natural 
phenomenon and the pollutant sources are diverse; responsibility is thus 
difficult to assign. As such, the significance of non-point source pollution 
in the water environment tends only to be recognized after the controlling 
system of the point sources has been spread well in the society. 

H. Furumai et al. (eds.), Advanced Monitoring and Numerical Analysis  13
of Coastal Water and Urban Air Environment,  
© 2010 to the complete printed work by Springer, except as noted. Individual authors 
or their assignees retain rights to their respective contributions; reproduced by permission. 
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 Urban runoff contains a variety of chemicals (Fig.  2-1 ). Nutrients, 
organic matter and suspended solids, which are most common concern in 
enclosed water bodies, are obviously comprised of urban runoff pollutants. 
Trace toxic compounds are generally found in urban runoff. Traffic activi-
ties produce a large number of pollutants as gas exhaust and particulates, 
tire/road surface abrasion, oil spill, and so on. Paints, surface materials and 
other chemicals used outside, like pesticides, are also washed off under cer-
tain conditions. The prioritization of these chemicals in urban runoff is still 
under discussion (Eriksson et al.  2005) .  

 The real impact of urban runoff to the surrounding water environment is 
dependent on the drainage facilities in the area. Separate sewer systems bring 
wastewater from point sources to treatment facilities and drain the runoff 
water into the environment. Combined sewer systems convey both types of 
water to the treatment facility. However, excess water resulting from heavy 
rain causes the direct discharge of a mixture of untreated wastewater and 
runoff water. The importance of non-point source pollution control should be 
judged in consideration of the current situation of point source management 
and the type of sewer system in the catchment of concern.  

  Fig. 2-1.    Pollutants potentially found in urban runoff (Eriksson et al.  2005)        
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  2.1.2 Polycyclic Aromatic Hydrocarbons as a Group 

of Urban Micro-pollutants and Their Sources 

 Polycyclic aromatic hydrocarbons (PAHs) are known to be acutely toxic, 
genotoxic, and carcinogenic compounds (Phillips  1983 ; Hagris et al.  1984 ; 
Baumann  1998) . Micro-pollutants such as PAHs and heavy metals are widely 
distributed in dust, soils, and sediments, and are found in roof and road 
runoff (Hoffman et al.  1984 ; Takada et al.  1990 ; Sansalone and Buchberger 
 1997 ; Roger et al.  1998 ; Heaney et al.  1999 ; Förster  1999 ; Krein and 
Schorer  2000 ; Chebbo et al.  2001 ;Furumai et al.  2002 ; Brenner et al.  2002 ; 
Murakami et al.  2003) . Hoffman et al.  (1984)  estimated that 36% of envi-
ronmental PAH input was due to urban runoff; for the higher molecular 
weight PAHs, the figure was 71%. Urban runoff has been recognized as 
an important PAH pathway to water environments and aquatic ecosystems. 
Hence, effective control strategies for PAHs in urban runoff are required to 
ensure human and ecosystem safety. 

 Road dust has been recognized as bringing a large volume of PAHs into the 
water environment via road runoff (Brown et al.  1985 ;    Maltby et al.  1995a,  b ; 
Boxall and Maltby    1995). Possible PAH sources in road dust include diesel 
vehicle exhaust, gasoline vehicle exhaust, tire, pavement (asphalt or bitumen), 
and oil spill. Based on the enrichment factor, Takada et al.  (1990)  identified 
vehicle exhaust as the primary PAH contributor to road dust collected from 
roads with heavy traffic, while atmospheric fallout was more significant in 
residential areas in Tokyo. Zakaria et al.  (2002)  suggested used crankcase oil 
as one of the major PAH contributors to road dust in Malaysia. 

 We estimated the comparative contribution from potential PAH sources 
in road dust samples, using a statistical approach based on a large number 
of reported PAH profiles (Pengchai et al.  2004,   2005) . Seven kinds of PAH 
sources were defined: diesel vehicle exhaust, gasoline vehicle exhaust, tires, 
asphalt-pavement, asphalt or bitumen, petroleum products excluding tires 
and asphalt, and combustion products except those in vehicle engines. Using 
cluster analysis combined with principal component analysis, the 189 source 
data were classified into 11 source groups based on the content percentage of 
12 individual PAHs (12-PAH profiles) (Table  2-1 ). Thirty-seven dust samples 
on nine streets in Tokyo were collected and subjected to PAH analysis both 
with and without particle size fractionation. Multiple regression analysis was 
applied to estimate the sources of the PAHs in the dust samples. The result 
demonstrated that the abrasion of tires and asphalt-pavement contributed a 
certain amount of PAHs to road dust, in addition to diesel vehicle exhaust, 
which has been recognized as the main source of PAHs in road dust. 

 Particle size and density are important parameters in wash off processes 
for urban runoff. PAH distribution in harbor sediment fractions has been 
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reported in both size and density (Ghosh et al.  2000 ; Rockne et al.  2002 ; 
Ghosh et al.  2003) . Rockne et al.  (2002)  revealed that 85% of the total PAHs 
in Piles Creek sediment was found in the light fractions (<1.7 g/cm 3 ), despite 
the fact that light density components comprised only 4% of the total sedi-
ment mass. In addition, they suggested that the preferential sequestration 
in the Piles Creek sediment was likely due to the presence of detrital plant 
debris. Ghosh et al.  (2000)  showed that the coal/wood-derived particles 
(specific gravity < 1.8) constituted only 5% of Milwaukee Harbor sediment 
by weight, but contained 62% of the total PAHs. 

 We reported PAH concentrations in size- and density-fractionated road 
dust collected in Japan (Fig.  2-2 ) (Murakami et al.  2005) . The percentage 
contribution by weight of light density particles to the total deposition mass 
was less, but the light fractions accounted for a significantly higher ratio of 
PAH mass in road dust. It is suggested that light fractions in road dust con-
tribute significantly to stormwater contamination despite their minor contri-
bution to the total deposition mass, due to their high PAH contents as well 
as their physical property (easily conveyed by surface runoff water). We also 

  Fig. 2-2.    Mass distribution ( a ), total 12PAH distribution ( b ) and total 12PAH content 
( c ) in road dust by size- and density-fractions [mean ± S.E.] ( L  light particles, 
 H  heavy particles) (Murakami et al.  2005)        
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conducted a cluster analysis to reveal that there was a significant difference 
in the PAH profiles between locations rather than between size-fractions, 
density-fractions and period of sampling. Apart from the locations, the PAH 
sources might differ due to sampling time or size fractions. Multiple regres-
sion analysis indicated that asphalt/pavement was the major source of road 
dust in residential areas, and that tires and diesel vehicle exhaust were the 
major source of road dust in heavily trafficked area.   

  2.1.3 Monitoring and Modeling of Urban Runoff Pollutants 

 The monitoring of urban runoff often requires highly sophisticated equip-
ment and human organizations to catch rainfall events whenever they hap-
pen. Runoff water quality varies with rainfall patterns and antecedent 
pollutant deposition conditions. Due to the difficulties inherent in regular 
monitoring of urban runoff, mathematical models are utilized to simulate 
rainwater runoff and pollutant transportation. Such models are useful in 
evaluating the effectiveness of pollution-control measures in protecting the 
water environment from non-point source pollution. 

 Runoff models for suspended solids (SS) have been developed by many 
researchers (Sartor and Boyd  1972 ; Tomonvic and Makishimovic  1996 ; 
Furumai et al.  2001 ; Hijioka et al.  2001 ; Uchimura et al.  1997) . These models 
can be utilized in the simulation of particle-associated pollutants such as 
polycyclic aromatic hydrocarbons (PAHs). The runoff of particle-associated 
micro-pollutants is thought to depend on particle size distribution. Several 
field surveys have shown that micro-pollutants are attached to fine sediments 
and particles (Sansalone and Buchberger  1997 ; Roger et al.  1998 ; Murakami 
et al.  2005 ; Sartor and Boyd  1972) . It has been reported that the runoff and 
sedimentation characteristics of fine particles are different from those in the 
coarse fraction (Furumai et al.  2002 ; Brenner et al.  2002 ; Roger et al.  1998 ; 
Tomonvic and Makishimovic  1996 ; Andral et al.  1999) . Therefore, the SS 
runoff models need a modification of particle categorization to extend their 
application to PAH runoff models. Urban surface category is also an impor-
tant factor in runoff modeling. Hijioka et al.  (2001)  proposed a SS runoff 
model with two particle size categories and two urban impervious surface 
types: fine (smaller than 45 µm) and coarse (larger than 45 µm) particles on roads 
and roofs. In the model, roof runoff was characterized as a faster process 
than road runoff because roofs have steeper slopes and smoother surfaces. 
As shown in the previous section, the PAH composition varies according to 
emission source. Murakami et al.  (2003)  revealed differences in PAH 
compositions between roof dust and road dust. The result of cluster analy-
sis on PAHs profiles in the size-fractionated dust showed that the roof dust 
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formed a separate cluster to the road dust, irrespective of either particle size or 
roof structure. Factor analysis revealed that phenanthrene, indeno(1,2,3-cd)
pyrene and benzo(ghi)perylene were important PAHs for distinguishing the 
road dust and the roof dust. The result of the factor analysis also suggested 
that the contribution of tires, pavements or asphalts to PAHs was greater in 
road dust than in roof dust, and that the contribution of vehicle exhaust emis-
sion to PAHs was greater in roof dust than in road dust. A non-parametric 
test indicated that the PAHs content was higher in the fine dust (smaller than 
106 µm) than in the coarse dust (larger than 106 µm). 

 We also developed a model explaining the dynamic runoff behavior 
of particle-associated PAHs (Murakami et al.  2004) , in which roads and 
roofs were considered separately as impervious surfaces, and particle sizes 
were classified into fine and coarse fractions (Fig.  2-3 ). A field survey for 
model development was conducted in a densely populated area in Japan. 
Consideration of two types of road dust with different mobility is concep-
tually useful to explain the PAH profiles in runoff particles. Such a model 
scheme achieves good agreement with observations of SS and PAH runoff 
behavior for fine particles, except during heavy rainfall. To improve the 
disagreement, it may be necessary to take account of additional sources of 
SS and PAHs washed off by heavy rainfall.   

  2.1.4 Toxicity Evaluation of Micro-pollutants 

in Aquatic Sediments 

 Hydrophobic organic pollutants in urban runoff have the potential to accumulate 
in the sediments of receiving waters and may have adverse effects on ecologi-
cal systems, especially on benthic organisms (Maltby et al.  1995a,  b ; Boxall and 
Maltby  1997) . Biological toxicity tests are common tools for assessing the 
overall toxicity of contaminated sediments. Chemical analysis, usually including a 
process of organic solvent extraction, provides basic and quantitative information 
on the compounds of concern. However, the procedure does not reflect the bio-
logical process of ingestion, or the bioavailability of the compounds. To evaluate 
the toxicity of a specific compound in the sediment, mobility of the compound 
to biota, or bioaccessibility, is a key factor. Generally speaking, the dissolution of 
such sediment-associated hydrophobic contaminants is not well predicted from 
a simple partitioning model. The contaminants are not uniformly bound to the 
sediment: some are easily desorbable and others strongly bound to the solids. This 
difference of mobility in the toxic substances results in different bioavailability to 
the benthic organisms. Conventional evaluations of hydrophobic organic pollut-
ants in sediments are based on the total amount of the pollutants, as determined by 
extraction using organic solvents. This, however, is not sufficient for understanding 
their effect on ecological systems (Kelsey and Alexander  1997) . 
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  Fig. 2-3.    Simulated and observed runoff of particle-associated in residential area 
(Murakami et al.  2004)        

 The bioaccessibility of hydrophobic chemicals in contaminated sediments 
has been tested by several researchers. An in vitro extraction using real gut 
fluid of benthic organisms has been proposed (Mayer et al.  1996) . In a study 
using polychaetes (Ahrens et al.  2001) , the amount desorbed in the gut fluid 
was almost equal to the amount assimilated into the polychaete’s tissues. The 
best way to evaluate bioaccessibility is to employ the real gut fluid of benthic 
organisms, but collecting a sufficient amount of real gut fluid for  the evalua-
tion of multiple sediment samples is not realistic since only a small volume 
of gut fluid exists in each individual organism, and dissection of the animals is 
laborious. Therefore, the most desirable solution is the use of a synthetic solution 
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as a model gut fluid. The function of the gut fluid is complex, and therefore 
extremely difficult to mimic completely. According to previous studies on the 
dissolution mechanism and its application to environmental samples (Voparil 
and Mayer  2000 ; Ahrens et al.  2001 ; Nakajima et al.  2005) , a surfactant, 
namely sodium dodecyl sulfate (SDS), solution is an ideal candidate for the 
solvent used in in vitro bioaccessibility tests. Attempts to identify the chemi-
cal structures of real gut fluid surfactant have been progressing (Smoot et al. 
 2003)  and a new cocktail of sodium taurocholate and bovine serum albumin 
was proposed to mimic polychaete gut fluid (Voparil and Mayer  2004) . 

 We quantitatively compared the amount of PAHs extracted, using an organic 
solvent and by an SDS solution (as a hypothetical digestive gut fluid of poly-
chaetes), from sediments collected from an urban stream system in Denmark 
receiving urban runoff (Nakajima et al.  2005) . The bioaccessibility of the 12 
total PAHs in the sediments was in the range of 14–38%. Lower molecular 
PAHs showed higher bioaccessibility compared to the higher molecular ones. 
The extracts from the sediments, via an organic solvent and the synthetic gut 
fluid, were also applied to bacterial acute toxicity tests ( Vibrio fischeri ) and 
algal growth inhibition tests ( Pseudokirchneriella subcapitata ). The SDS 
extracts showed either similar or higher degrees of toxicity than the organic 
solvent extracts, in spite of lower PAHs content. 

 The bioaccessibility of PAHs in road dust was also reported (Nakajima 
et al.  2006)  (Fig.  2-4 ). They also reported PAH concentration in benthic organisms 
(polychaetes) and in the surrounding sediment. It was revealed that PAH 
composition in polychaetes did not correspond with that of the surrounding 
sediment. The SDS extract, or hypothetically bioaccessible fraction, of road 
dust selectively contained lower molecular weight PAHs, such as pyrene and 
fluoranthene, which were detected in the bodies of polychaetes.  

  Fig. 2-4.    Polycyclic aromatic hydrocarbons in road dust collected in Tokyo, Japan. 
( a ) Dichloromethane-extracted fraction (total PAHs in the dust), ( b ) 1% SDS-
extracted fraction (bioaccessible portion) (Nakajima et al.  2006)        
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 However, the link between the source and the bioaccessibility is still not 
clear and further investigation is necessary. Although the PAH bioacces-
sibility in road dust was low (Nakajima et al.  2006) , the alteration in the 
environment has yet to be evaluated.   

  2.2 Long-term Water Quality Monitoring in Tokyo Bay 

Focusing on Combined Sewer Overflow Phenomena 

  2.2.1 Introduction 

 Separate sewer systems have been installed in many cities in Japan since 
1970 to improve water pollution control in public water bodies. However, as 
of March 2004, combined sewer systems are in place for historical reasons 
in 191 out of 2,246 local authorities in Japan (8.5%), including large cities 
such as Tokyo or Osaka. Combined sewer systems receive rainwater as well 
as municipal wastewater during wet weather conditions. When the flow rate 
exceeds the capacity of the sewer or wastewater treatment plant, the excess 
water overflows into public water bodies. This phenomenon is called com-
bined sewer overflow (CSO) and has been recognized as a serious source 
of environmental water pollution. However, very limited field surveys have 
been conducted to evaluate the magnitude of the problem and the duration of 
its impact on receiving waters in Japan, where rather conventional and less 
informative water quality parameters have been monitored to assess risk of 
infection. Therefore, additional monitoring data and high-quality informa-
tion are required to estimate the impact of CSO events on human health. 

 Studies in the United States investigated the relationship between water-
borne infectious diseases and rain events using public records from 1971 
to 1994 (Rose et al.  2000,   2001) . They concluded that 20–40% of disease 
instances were due to contamination during heavy rain events, suggesting 
that public health could be improved by upgrading rainwater management 
systems in urban areas. 

 The traditional bacterial indicators for fecal contamination, such as total 
and fecal coliforms, are good indicators of fecal contamination; however, 
they are less reliable as an index of viral or protozoan contamination because 
these pathogens behave differently in the water environment. To assess the 
risk of infection caused by CSO events, both traditional bacterial indicators 
and viruses should be monitored in the receiving water bodies. 

 In this section, two monitoring data sets are introduced as advanced trials to 
investigate the fate of pathogens and indicator bacteria in Tokyo Bay. One is 
spatial and temporal monitoring, in which samples were taken in the coastal 
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area in Tokyo. The other is long-term sampling from one site to investigate 
the profile of bacterial indicators and viruses.  

  2.2.2 Spatial and Temporal Impact of Combined Sewer 

Overflow 

 The magnitude and duration of the impact of CSO events were evaluated 
spatially and temporally by monitoring contaminant levels in receiving 
waters after rain events. In particular, the fate of enteric viruses that cause 
gastroenteritis (noroviruses G1 and G2 and enteroviruses) was investigated. 
The fates of the viruses as well as conventional indicators were evaluated by 
serially monitoring the receiving water body after CSO events. 

 Water samples were collected at 19 points in Tokyo Bay at 1 day, 2 days 
and 4 days after an overflow event on 1 Oct. 2002 (Katayama et al. 2004). 
Another set of samples was collected on 3 Aug. 2002 at 1 day after an over-
flow event. A set of dry weather samples was collected on 14 Dec. 2002 for 
reference. The sampling points are shown in Fig.  2-5 . The features of the 
CSO events prior to the sampling are summarized in Table  2-2 . The anteced-
ent dry weather period of the CSO event on 1 Oct. was not long enough to 
ensure impact from the non-point sources included in the discharged water.   

  Fig. 2-5.    Sampling points in Tokyo bay       
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  Table 2-2.    Features of CSO events prior to the sampling   

 Date of CSO 
event 

 Antecedent dry 
weather period 
(hours)  Rainfall period 

 Total precipitation 
(mm) 

 2 Aug. 2002  187  4 h from 16:00 
on 2 Aug. 

 10 

 30 Sep. – 1 Oct. 
2002 

  46  39 h from 9:00 
on 30 Sep. 

 66.5 

 All samples were assayed for total coliforms by the double agar layer 
method using deoxycholic acid agar. Fecal coliforms were tested by the 
same method except for incubating at 44.5 ± 0.2°C. Viruses were concen-
trated from 2 L of each sample and identified following the procedure 
described in Katayama et al.  (2002) . Consequently, volume equivalent to 
300 mL of an initial sample was tested in a direct reverse transcriptase-
polymerase chain reaction (RT-PCR) to detect norovirus types G1 and G2 
and enteroviruses. Cell culture–RT-PCR was also performed to detect infectious 
enteroviruses using BGM cell. 

 Table  2-3  presents data on the water quality parameters of temperature,  p H 
and salinity. Seasonal effects are reflected in temperature, and the effects of 
precipitation can be observed in the lower salinity compared to the dry day.  

 Occurrences of enteric viruses and the levels of total and fecal coliforms in 
Tokyo Bay after CSO events are shown in Table  2-4 . The samples on 3 Aug. 
included more positive results of enterovirus than those on 2 Oct. Either of the 
two enteric viruses was detected in coastal water samples from 6 out of 19 sites, 
10 out of 12 sites (data not shown) and 8 out of 14 sites on 2 Oct., 3 Oct. and 5 
Oct., respectively, showing almost no decrease over this 4-day period. This ten-
dency was also observed in the culturable enteroviruses, which was detected 
in 2 out of 19 sampling points, 8 out of 12 points and 7 out of 14 points on 2 
Oct., 3 Oct. and 5 Oct., respectively. Positive ratio of the noroviruses were not 
decreased from 2 Oct. to 5 Oct. In contrast, the levels of total and fecal colif-
orms decreased by one order of magnitude from 2 Oct. to 3 Oct.  

 Figure  2-6  shows the relationship between total and fecal coliforms. 
Black spots indicate the presence of enteroviruses (a) and noroviruses (b) 
in the corresponding samples. A good correlation between total and fecal 
coliforms was observed, while both enteroviruses and noroviruses were 
detected even when levels of the two bacterial indicators were low. If enteric 
viruses occurred proportionally with bacterial counts, one would expect to 
see no black spots in areas of the graph where coliform counts are very low. 
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  Table 2-3.    Range of water quality parameters after CSO events and during dry weather   

 Sampling date 
(day after CSO) 

 Temperature 
(°C)   p H  Salinity (‰) 

 3 Aug. (day 1)  27.9–31.0  6.93–7.36  3.7–18.7 
 2 Oct. (day 1)  19.4–23.7  6.69–8.28  0.3–15.5 
 3 Oct. (day 2)  20.9–24.5  7.24–7.79  1.8–13.1 
 5 Oct. (day 4)  21.8–25.7  7.06–7.76  6.0–19.7 
 4 Dec. (dry day)  10.5–15.6  7.13–7.79  11.1–27.9 

  Table 2-4.    Occurrences of enteric viruses in Tokyo Bay after CSO events   

 Sampling date  NV a   EV b   Culturable EV  TC c   FC c  

 3 Aug. (day 1)  6/19  9/19  N. D. d   10 3.54 ± 0.69   N. D. d  
 2 Oct. (day 1)  4/19  6/19  2/19  10 3.42 ± 0.61   10 2.84 ± 0.55  
 3 Oct. (day 2)  3/12  8/12  8/12  10 2.49 ± 0.46   10 1.81 ± 0.42  
 5 Oct. (day 4)  3/14  8/14  7/14  10 2.54 ± 0.62   10 1.75 ± 0.57  

   a  No. of samples positive for either G1 or G2 / No. of samples tested 
  b  No. of samples positive for EV by either direct RT-PCR or cell culture–RT-
PCR / No. of samples tested 
  c  Average and standard deviation of log normal distribution 
  d  No data  

  Fig. 2-6.    Relationships among total coliforms, fecal coliforms and enterovirus ( a ) 
and noroviruses ( b )       
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These data show that it is not reliable to assess the risk of infection of enteric 
viruses from the level of the two bacterial indicators in Tokyo Bay.  

 The number of samples testing positive for enteric viruses in Tokyo Bay 
did not increase or decrease according to their positive ratio at day 1, 2 and 
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4 after the CSO event. On the other hand, the number of total and fecal 
coliforms increased rapidly 1 day after the CSO event and had decreased 
drastically by days 2 and 4. The origin, behaviour and fate of viruses in the 
environment may be different from those of bacterial indicators. The impor-
tance of measuring enteric viruses together with the bacterial indicators was 
confirmed by this study.  

  2.2.3 Long-term Monitoring of Impact of Combined Sewer 

Overflow 

 The correlation of bacterial indicators and viruses could not be evaluated in 
the previous section because the quantitative concentration of viruses was 
not determined. To compare the behaviour of viruses and indicators, the 
duration and frequency of sampling were prioritized using only one sampling 
site and determining limited parameters. A 2-month survey was conducted 
to evaluate the effects of rainfall on the fate of human adenoviruses, total 
coliforms and  Escherichia coli  in coastal water in the Odaiba area in Tokyo 
Bay (Haramoto et al.  2006) . 

 The Odaiba area is suspected to be contaminated with the effluents from 
several domestic wastewater treatment plants. The Odaiba Marine Park is 
located near the sampling site, and more than one million people visit the 
park for recreational purposes annually. Although playing on the beaches is 
allowed, swimming in the sea is prohibited. 

  2.2.3.1 Materials and Methods 

 Samples were collected on 47 of 73 days from 4 Aug. to 15 Oct. 2004. 
During the survey period, a total of 774 mm of rainfall was observed, including 
some heavy rainfall events caused by typhoons. Samples were usually collected 
in the morning, delivered to the laboratory within a few hours on ice and 
analysed for human adenoviruses, total coliforms and  E. coli . 

 The acid rinse method (Katayama et al.  2002)  was used for concentrating the 
virus from 1,000 ml of coastal water samples as in the previously described 
study. Viral DNA was extracted using commercially available methods, fol-
lowed by PCR to determine the concentration of viral genomes. At the same 
time, a decimal dilution series of DNA from human adenovirus serotype 40 
were used to create a calibration curve. 

 Total coliforms and  E. coli  in 10 mL of coastal water were determined by 
an m-Coliblue broth membrane filtration procedure (Millipore, Tokyo).  
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  2.2.3.2 Results 

 Total coliforms and  E. coli  were detected in all 47 tested samples with 
geometric mean concentrations of 68 CFU/mL (range: 1.8–3,700 CFU/mL) 
and 4.4 CFU/mL (range: 0.15–280 CFU/mL), respectively. On the other 
hand, human adenoviruses were detected in 38 (81%) of 47 samples at a 
maximum concentration of 5.5 PDU/mL. 

 The profiles of the concentrations of human adenoviruses, total coliforms 
and  E. coli  in coastal water are shown in Fig.  2-7  (from 23 Aug. to 10 Sep.). 
The concentrations of these microorganisms increased after rainfall events. 
For instance, following a heavy rainfall from 4 to 5 Sept. (84.5 mm), the 
concentration of human adenoviruses, total coliforms and  E. coli  increased 
from 0.14 to 5.5 PDU/mL, from 13 to 240 CFU/mL and from 2.0 to 
55 CFU/mL, respectively. These increased concentrations decreased gradu-
ally to the level before the rainfall event within a few days to 0.24 PDU/mL, 
21 CFU/mL and 1.9 CFU/mL, respectively, on 8 Sept.  

 Tidal effects on the occurrence of the microorganism are shown in 
Fig.  2-8 . All the samples were divided into two groups depending on the tidal 
movement at the sampling time: an increasing-tide group or a decreasing-tide 
group. For all tested microorganisms, there was no significant difference in 

  Fig. 2-7.    Occurrence of human adenoviruses, total coliforms and  E. coli  in coastal 
water (from 23 Aug. to 10 Sept. 2004) (Haramoto et al. 2006)       
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the concentration between the increasing-tide group and the decreasing-tide 
group ( t -test,  P  > 0.05).  

 The relationship between the concentration of human adenoviruses and 
that of total coliforms or  E. coli  was determined. As shown in Fig.  2-9 , 
a moderate positive correlation ( r  = 0.536) was observed between the 
logarithms of the concentration of human adenoviruses and that of  E. coli  
among the adenovirus-positive samples.   

  2.2.3.3 Discussion 

 Human adenoviruses were chosen as a target virus, and total coliforms and 
 E. coli  were used as indicator bacteria to compare the fates of viruses and 
bacteria in CSO-contaminated coastal water. After a rainfall event, the con-
centration of the tested microorganisms in coastal water usually increased 
by 10–100 times, followed by a gradual decrease to the level before the 
rainfall event within a few days. 

 Total coliforms and  E. coli  are present in the feces of both humans and 
animals, while human adenoviruses are present only in human feces. The 
results of this study indicate that untreated sewage, or CSO, could be a 
major source of these microorganisms in Tokyo Bay. Interestingly, this study 
indicated that the high contamination of human adenoviruses following 
heavy rainfall persisted for at least a few days after the event. Accordingly, 
recreational activities in the contaminated area after rain will pose a higher 
risk for infection by human adenoviruses. 
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  Fig. 2-8.    Relationship between tide level and concentration of human adenoviruses 
(Haramoto et al. 2006)       
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  Fig. 2-9.    Relationships between concentrations of human adenoviruses and  E. coli  in 
coastal water samples from the same location on several days (Haramoto et al. 2006)       

 Coastal water samples in the decreasing-tide group were expected to contain 
a higher proportion of effluents from wastewater treatment plants than those 
in the increasing-tide group. In this study, no significant difference was 
observed in the concentration of microorganisms between the increasing- 
and decreasing-tide groups (Fig.  2-8 ), suggesting that the impact of rainfall 
on the fate of microorganisms is stronger than that of tidal movement. 

 A moderate positive correlation was found between the concentration of 
human adenoviruses and that of  E. coli  (Fig.  2-9 ), which suggests that 
 E. coli  could be used as an indicator of human adenovirus contamination in 
coastal water susceptible to CSO.   

  2.2.4 Summary 

 The concentration of tested microorganisms increased after a rainfall event 
and then gradually decreased to the level before the rainfall event within a 
few days. There was no significant difference in the concentration of the 
tested microorganisms between the increasing- and decreasing-tide groups, 
suggesting that the impact of rainfall on the fate of microorganisms is 
stronger than that of tidal movement. 

 The behaviours of a pathogenic virus as well as bacterial indicators were 
gradually elucidated by the study of intensive sampling. Techniques of 
molecular biology and virus concentration enabled us to study the fate of 
human pathogenic viruses in a CSO-impacted water body.       
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   3.     Numerical Simulation of Urban Coastal Zones      

         Yukio   Koibuchi      and    Shinji   Sato         

  3.1 Numerical Modeling in Urban Coastal Zones 

 Numerical modeling is an essential technique for the understanding and 
management of water quality in urban coastal zones. This may be because 
urban coastal zones are characterized by an extremely wide variety of envi-
ronments with complicated geographical features, such as urban areas that 
intersect with outer oceans, and hence are affected by both. The phenomena 
in this area are not only physical, but also biological or chemical, and they 
interfere with each other. Therefore, the ecosystem and the water quality of 
urban coastal zones are highly complicated. 

 The quality of water has long been deteriorating at many of the world’s 
urban coastal zones (Walker  1990) . Damage caused by events such as red 
tides, harmful algal bloom, and decreased amounts of dissolved oxygen in 
bottom water occur frequently. Such phenomena induce the degradation of 
aquatic ecosystems and the loss of aquatic resources such as sea grass beds, 
as well as fish and shellfish. These phenomena – caused by an excessive 
inflow of nutrients that has been accelerated by urban populations, resulting 
in the increase of concentrations called eutrophication (Caperon et al.  1971)  
– have been causing many problems for fisheries and recreation areas in 
urban coastal zones. However, these events are also influenced by weather 
conditions, ocean currents, household and industrial wastes, nutrients com-
ing from agricultural lands, sewage treatment plants, acid rain and other 
such phenomena (Ærtebjerg et al.  2003) . Furthermore, the interactions 
between all of these factors are quite complicated. Actually, distinguish-
ing between natural and anthropogenic effects is not easy (Jøgensen and 
Richardson  1996) . This makes the improvement of water quality and the 
management of resources in this area even more difficult. 
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 Numerical modeling that deals quantitatively with these complex 
systems has been in development since the 1960s, much like digital 
computers. The use of modeling also has important practical applications, 
such as the prediction and management of water quality and ecosystems in 
urban coastal zone. 

 This chapter describes how water quality and pathogens are modeled in 
urban coastal areas. Sect.  3.1.2  explains the basic structure of these models.
Physical and ecosystem modeling techniques for enclosed bays are described 
in Sect.  3.1.3 . Sect.  3.1.4  shows the application of ecosystem modeling as a 
tool for integrated management. 

 Next, Sect.  3.2  describes pathogen modeling in urban coastal areas. 

  3.1.1 Introduction to Physical Numerical Modeling 

in Urban Coastal Areas 

 Water quality is directly and indirectly influenced by a variety of flows. 
For example, since phytoplankton drifts passively according to water 
flows, it is strongly influenced by the distribution of the flow of the bay 
(Lucas et al.  1999) . Bay water motions also exert a strong influence on 
other water quality parameters. These kinds of influences are direct and 
obvious. The degree of influence naturally increases with the strength of 
the currents. 

 In contrast, even if the flow is very small, it has some spatial patterns 
in common with outer bay directions. In this case, a nutrient load that is 
discharged at the head of the bay is transported to distant locations and, 
probably, the water exchange rate of the bay also increases. The nutrient 
loading that is permissible – i.e. which the bay can accept – will then 
increase due to the increase in the water exchange rate. For water retention 
rates, the strength of currents is not as important as spatial patterns. 
For example, tidal currents are dominant in urban coastal areas. However 
they are oscillatory. Water particles in tidal currents move to the head of 
the bay during flood tides, but move back to the mouth of the bay during 
ebb tides. As a result, tidal currents do not substantially transport water 
particles. In contrast, density currents are clearly weaker than tidal currents, 
but they flow in one direction continuously and transport water particles 
more efficiently. As a result, they substantially effect water retention times 
and ecosystem characteristics. 

 A water quality model for bays must therefore consist of a three-
dimensional circulation model and an ecosystem model that describes 
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pelagic and benthic aspect of nutrients cycling. This section focuses on the 
physical modeling and the next section deals with water quality modeling. 
The final section discusses the application of these models to Tokyo Bay.  

  3.1.2 Three-Dimensional Hydrodynamic Model 

 Many three-dimensional hydrodynamic models have been developed in the 
last decades, including POM (Princeton Ocean Model;    Blumberg and Mellor 
 1987) , CH3D (Curvilinear Hydrodynamics in 3 Dimensions; Johnson et al. 
 1993)  and ROMS (Regional Ocean Modeling System; MacCready et al. 
 2002 ; Li et al.  2005) . These models solve the Navier-Stokes equation with 
the forcing (the wind stress, Coriolis force and buoyancy force) under 
adequate approximations that are called the hydrostatic and Boussinesq 
approximations. 

 Hydrostatic approximation assumes that there is a perfect balance between 
pressure gradients and gravity: in other words, no acceleration occurs in a 
vertical direction. This is justified because the aspect ratio of urban coastal 
areas is extremely small, and hence the vertical motions are considered to 
be small and also to be further inhibited by gravitational forces under stable 
density stratification. This means that vertical acceleration is negligible and 
the fluid behaves as though it were under static equilibrium as far as vertical 
motion is concerned (Prudman  1953) . 

 Density variations in urban coastal areas are also small (less than 3% 
or so), and so density can be considered to be constant, except when 
body forces resulting from the motion of a density stratified fluid in 
a gravitational field are concerned. This approximation is called the 
Boussinesq approximation: in other words, changes in the mass or inertia 
of a fluid body due to the changes in its density are negligible, while the 
same changes in density are consequential when the gravitational field 
is present (   Kantha and Clayson 2000). Therefore, following Boussinesq 
(1903), this approximation justifies replacing   r   by a constant reference 
density   r

0
   everywhere except in terms involving gravitational accelera-

tion constant g. Under such approximations, the governing equations are 
transformed as follows:
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 Here,  t  stands for time.  u ,  v,  and  w  are the velocity components in  x ,  y , 
and  z  directions. The symbol   r′   is the reference density and it is defined as 
  r = r

0
 + r′  . The symbols   A

x
  ,   A

y
   and   A

z
   are the eddy viscosities in  x ,  y , and 

 z  directions. The symbol  g  is the acceleration due to gravity. 

  3.1.2.1 Grid Systems of  Urban Costal Model 

 All currents including tides, wind-driven currents, and density currents in 
urban coastal zones are strongly influenced by geometry and bathymetry, 
whereas these areas are rarely regular in shape. In particular, a coastline 
near an urban coastal area is more complex, due to reclamations and the 
constructions of harbors, than a natural one. In addition, the uniformity of 
the bathymetry further lessened as a result of dredging for vessel transport. 
A computational grid is required to accurately represent such complex 
geometry and bathymetry. For this reason, the selection of which grid sys-
tem to use has varied along with the progress of modeling, although the 
governing equations are not basically different. 

 For vertical coordinate systems (shown in Fig.  3-1 ), Cartesian ( z -coordinate 
vertical grid) and sigma-coordinate grids have been widely used. A Cartesian 
grid is easy to understand, and shows the correspondence between program 
codes and governing equations. It is sometimes more accurate than sigma-
coordinate grids, especially if the bathymetry of the bay is simple and mild. 
The sigma-coordinate system tends to have an error featuring the presence 
of steep-bottom topography. However, unless an excessively large number 
of vertical levels are employed, the Cartesian grid fails to represent the 
bottom topography with satisfied accuracy.  

 The sigma-coordinate system is convenient in the sense that it can essentially 
introduce a “flattening out” mechanism for variable bottoms at z = −h(x, y). 
The flow near the seabed is also calculated well. Moreover, the sigma-
coordinate system is easy to program since the number of vertical grids 
can be the same, and the setting of boundary conditions will be simple. The 
sigma-coordinate system has long been widely used in both meteorology 
and oceanography (Phillips  1957 ;    Freeman et al.  1972) . 
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 After the incorporation of approximations, the governing equations in the 
sigma coordinate system are as follows:
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 where,  t  stands for time.  u ,  v,  and   s⋅   are the velocity components in  x ,  y,  
and  z  directions in the   s⋅   coordinate system.   h   is change in surface eleva-
tion,  h  is initial water depth, and  H  is the total water depth ( H=h +  h  ).  f  is 
the Coriolis coefficient and  P  stands for pressure.   r   and   r′   are the constant 
reference density and the deviation from it, and   r = r

0
 + r′  .   A 

H 
  and   A 

V 
   are 

the horizontal and vertical eddy viscosity coefficients, respectively.  g  is 
acceleration due to gravity. 

z
x,y

Z = h (x,y)

Z = –h(x,y)

z
x,y

Z = –h(x,y)

Z = h (x,y)
a b

  Fig. 3-1.    Examples of two vertical grid systems: ( a ) a Cartesian or  z -coordinate 
vertical grid and ( b ) a sigma-coordinate vertical grid system       
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 Recently, the stretched grid system (S-grid system) has also been popular. 
This grid system is an extension of sigma-coordinate system. Generally, a 
sigma-coordinate grid divides the vertical coordinate into an equal number 
of points. The S-grid system has a higher resolution near the surface and 
bottom (Haidvogel et al.  2000) . 

 Wind-stress and bottom friction are considered at surface and bottom 
boundary conditions, respectively. Settings in boundary conditions are easy 
in sigma-coordinate systems since they use the same number of vertical 
grids. At lateral boundaries, normal velocities are set at zero, and a free slip 
condition is applied to the friction terms. At open boundary, the velocity 
gradient is set at zero. 

 Horizontal computational grids are also modified to fit topography. The 
simplest horizontal computational grid is the rectangular grid with fixed 
spacing. The rectangular grid is equivalent to the Cartesian vertical grid. 
Recently, curvilinear coordinate systems have been widely used. These 
systems allow greater flexibility than rectangular grid systems. Fig.  3-2  is 

  Fig. 3-2.    Examples of curvilinear horizontal coordinate systems. ( a ) Bathymetry 
of the Chesapeake Bay and its adjacent coastal area. Depths are in meters. ( b ) A 
horizontal curvilinear coordinate system designed for resolving the bay’s complex 
coastlines and deep channel (from    Ming et al. 2005)       
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an example of a horizontal curvilinear coordinate system. The Chesapeake 
Bay, like other bays, has a typical complex geometry, and thus a horizontal 
curvilinear coordinate system is advantageous (Li et al.  2005) .  

 This is extended to a nested grid system in which finer grids are used in 
regions to yield detailed information.  

  3.1.2.2 Density Effect Modeling for Urban Coastal Waters 

 In urban coastal areas, density difference plays an essential role for water 
quality and currents. One of the most important phenomena induced by the 
density effect is stratification. Once stratification occurs in a coastal zone, 
surface water and bottom water are isolated. This process is very important 
when we discuss the distributions of pollutants from the land. Stratification 
also enhances the increase of phytoplankton in the surface layer and oxygen 
depletion near the seabed. Moreover, estuarine circulation is induced by 
density differences in the salty sea water and the river flow. Fig.  3-3  shows 
a schematic diagram of estuarine circulation. River water runs through the 
urban area and runs off from the river mouth, spreading over the sea surface 
like a veil since river water has low density compared with saline sea water. 
To cancel the density difference between the river water and the saline 
water, a great deal of sea water is entrained into the river water flow. Such 
a mixing process continues until the river water reaches the same density 
as the surrounding sea water, resulting in vertical circulation in the bays 
that is is several to ten times greater than the river flux (Unoki  1998) . Thus, 
estuarine circulation induces seaward currents on the surface and landward 
currents near the bottom. The speed of the currents is slow compared with 
the tidal currents, as explained previously. Since estuarine circulations are 
in a fixed direction, its material transport is very effective over a long time 
scale in spite of the small magnitude of its velocity.  

Halocline

River Mouth← Ocean

Entrainment

High Saline Water

Halocline

←

Entrainment

High Saline Water

Low Saline Water

  Fig. 3-3.    Cross-sectional view of two-layer estuarine circulation in a bay       
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 Estuarine circulation also plays an important role in the nutrient cycles of 
stratified bays. Organic matters are deposited on the seabed after phytoplankton 
blooms or river runoffs. They are decomposed by bacteria in the seabed. These 
nutrients are supplied from the seabed under anoxic condition in summer. 

 In order to include density effects in the numerical model, conservation 
equations for temperature and salinity are also included. Then, to obtain a 
realistic prediction for vertical stratification, a turbulent closure model is 
employed (Mellor and Yamada  1982) . Consequently, flows driven by vari-
ous mechanisms – e.g. the gravitational, wind-driven, and topographically 
induced flows – can be reproduced within physical numerical models. 

 Diffusion equations for temperature and salinity in the sigma coordinate 
system are as follows:
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 Here,  T  and  S  stand for temperature and salinity, respectively. Heat bal-
ance and moisture balance at surface are considered as surface boundary 
condition for temperature and salinity, respectively.  C  

 P 
  and  Q  stands for spe-

cific heat coefficient and net surface heat flux at the surface, respectively. 
 R  stands for river discharge.   k

H
   and   k

V
   are the horizontal and vertical eddy 

diffusion coefficients, respectively.  

  3.1.2.3 Turbulence Closure 

 The vertical mixing coefficients,   V
A
   and   V

K
   are obtained by appealing to the 

second order turbulent closure scheme of Mellor and Yamada  (1982) , which 
characterizes turbulence by equations for the kinetic energy of turbulence, 
 q  2 , and turbulence macro scale  l , according to:

 
2 22 2

3 2 2

2 2
0 1

2 2

q v

V H H

Dq q u v
K aA

Dt z z z

g q q q
K A A

z B l x y

⎡ ⎤∂ ∂ ∂⎛ ⎞ ⎛ ⎞= + +⎢ ⎥⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦
∂ ∂ ∂+ − + +
∂ ∂ ∂
r

r

   (3.11)    



3. Numerical Simulation of Urban Coastal Zones 41

 
2 22 2

3 2 2

2 2
0 1

2 2

q v

V H H

Dq q u v
K aA

Dt z z z

g q q q
K A A

z B l x y

⎡ ⎤∂ ∂ ∂⎛ ⎞ ⎛ ⎞= + +⎢ ⎥⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦
∂ ∂ ∂+ − + +
∂ ∂ ∂
r

r

   (3.12)     

 Wall proximity functions   W–   is defined as follows:
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 Mixing coefficients are given as:
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   are analytically derived from alge-
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These relations are derived from closure hypotheses described by Mellor 
 (1973)  and later summarized by Mellor and Yamada  (1982) .  

  3.1.2.4 Numerical Scheme 

 A semi-implicit finite difference scheme has been adopted where equa-
tions are discretized explicitly in the horizontal direction and implicitly in 
the vertical direction. An Arakawa C staggered grid has been used with the 
first order upwind scheme. The tri-diagonal formation of the momentum 
equation is utilized, and in combination with the mass conservation equa-
tion, an algebraic equation is obtained where the only unknown variable is 
the surface elevation   h   in implicit form. This algebraic equation is solved 
through the successive over relaxation (SOR) method.   

  3.1.3 Ecosystem Modeling of Coastal Regions 

 The phenomena in urban coastal zone are not only physical but also biologi-
cal or chemical, each of which relates to the other. The ecosystems and water 
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quality of urban coastal zones are highly complicated. To deal with these 
complex systems, a water quality model is composed of a three-dimensional 
physical circulation model and an ecosystem model that describes pelagic 
and benthic aspect of nutrients cycling. The pelagic and benthic systems 
also have interactions with each other. 

 In ecosystem models, each water quality variable is often called a com-
partment. Various kinds of models are also proposed for ecosystem models 
(Kremer and Nixon  1978 ; Fasham et al.  1990 ; Chai et al.  2002 ; Kishi et al. 
 2007) . Some models, such as CE-QUAL-ICM (Cerco and cole  1995) , 
Delft3D-WAQ (delft Hydraulics 2003), MIKE3_WQ [Danish Hydraulic 
Institute (DHI) 2005], RCA&ECCOM (Hydroqual  2004) , etc., have been 
widely used to simulate water quality in estuaries and in the ocean. 

 Each model is developed with basic aquatic compartments such as phy-
toplankton, zooplankton, and nutrients. Some differences in the modeling 
of sediment, detritus, and the detailed modeling of phytoplankton exist, 
depending on the target ecosystems and the objectives of the study. As a 
result, no fully adaptive model applicable for all water bodies exists. If we 
were to make a model that could be adapted for all areas, its results would be 
too complex to discuss. It would not be so different from observing the real 
world. For example, ocean ecosystem models tend to focus only on pelagic 
systems. They tend to ignore benthic modeling, since the open ocean is deep 
enough to prevent the return of detritus to the seabed. Meanwhile, ocean 
ecosystem models generally deal with some metals in order to represent 
the limiting factor of phytoplankton. These metals are fully abundant in 
urban coastal zones. However, they are often depleted during phytoplankton 
growth in the open ocean. On the other hand, the concentration of phyto-
plankton in coastal areas is highly variable both spatially and temporally 
as compared to the open sea. Subsequent sedimentation of this bloom also 
constitutes a major input to benthic ecology (Waite et al.  1992 ;    Matsukawa 
 1990 ; Yamaguchi et al.  1991) . To represent these phenomena, ecosystem 
models of coastal zones usually cover benthic systems. 

 Ecosystem models solve conservation equations for relevant components 
with appropriate source and sink terms. This is the same as temperature and 
salinity modeling in physical models, as explained in Sect.  3.1.4 . 

 For the sigma coordinate system, a mathematical formulation of the con-
servation of mass is written by:
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 where  C  denotes concentration of the water quality variable and  t  is time. 
Fluxes into and out of the target control volume are calculated by using 
physical model results.   S(x,y,s,t)   represents sources or sinks of the water 
quality variable due to internal production and the removal of the biogeo-
chemical effect. It also represents the kinetic interactions of each compart-
ment.   W(x,y,s,t)   represents the external inputs of the variable  c . 

 For example, phytoplankton constitutes the first level in the food chain 
of the pelagic ecosystem of bays. Phytoplankton photosynthesizes by using 
sunlight and increases. At this time, the source term  S  of phytoplankton 
is increased depending on the amount of photosynthesis that takes place. 
Phytoplankton is then decreased by the grazing of zooplankton. The source 
term  S  of zooplankton is increased along with this grazing, and the source 
term of phytoplankton is decreased. Ecosystem models basically express the 
relationship of each compartment through mathematical expressions. These 
models provide a quantitative description of the influences of physical circu-
lation on the biological and chemical processes of urban coastal zones. 

  3.1.3.1 Outline of  an Ecosystem Model Description 

 The ecosystem model introduced here was developed to simulate the nutri-
ent budget of an urban coastal zone. It includes the temporal and spatial 
variations of phytoplankton, nutrients, detritus, and dissolved oxygen (DO). 
In urban coastal zones, nutrients emitted from urban areas are not a limiting 
factor for phytoplankton growth. However, quantifying the nutrient budget 
is essential for analyzing and restoring the ecosystems of urban coastal 
zones. Fig.  3.4  shows schematic interactions of a lower trophic ecosystem 
model which is used for Tokyo Bay (Koibuchi et al.  2001)  This model has 
18 state variables: phytoplankton (Phy), zooplankton (Zoo), nutrients (NH4, 
NO3, PO4 and Si), labile detritus (LDON, LDOP, LDOSi) and refractory 
detritus (RDON, RDOP, RDOSi) for each nutrient, labile detritus carbon 
(LDOC), refractory detritus carbon (RDOC), dissolved organic carbon 
(DOC), and dissolved oxygen (DO), as well as sedimentation processed 
from particulate organic material.  

 Since the basic structure of the model follows the widely applied CE-QUAL-
ICM (Cerco and Cole  1993,   1995) , this section mainly focuses on our modifi-
cations of the CE-QUAL-ICM model in the following description.  

  3.1.3.2 Phytoplankton and Zooplankton Modeling 

 This model deals with four phytoplankton groups. Phyd1 is based on 
 Skeletonema costatum,  which is a dominant phytoplankton species in 
Tokyo Bay. Phyd2 represent a winter diatom group (such as  Eucampia ). 
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Phyr is a mixed summer assemblage consisting primarily of  Heterosigma 
akashiwo  and  Thalassosira . Phyz denotes the dinoflagellates. These four 
phytoplankton assemblages have different optimal levels of light for pho-
tosynthesis, maximum growth rates, optimal temperatures for growth, 
and half saturation constants for nutrient uptake. Diatoms only use silica 
during growth. 

 The time rate of change of phytoplankton due to biological activity and 
sink is given by:

 x x
x x p x px

Phy Phy
Phy gZoo m Phy W

t z

∂ ∂
= − − −
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m    (3.18)     

 where  x  =  d1, d2, r, z , denote each phytoplankton assemblage. The phyto-
plankton growth rate   m   depends on temperature  T , on photosynthetically 
available radiation  I , and on the nutrient concentration of nitrogen, phos-
phorus, and silica :

 ( )max ( )· ( )· , ,x N P SiT L I Min L L L=m m    (3.19)    

   Fig.3-4.     Idealized nutrient cycling in Tokyo Bay’s ecosystem according to the 
model of Koibuchi et al.  (2001) . Cycling between the 18 state variables: phyto-
plankton, zooplankton, nutrients (nitrogen, phosphorus, and silicate), labile detritus 
and refractory detritus for each nutrient, and dissolved oxygen, as well as sedimen-
tation processed from particulate organic materials       
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 where   m
max

 (T)   is the growth rate at ambient temperature, which relates 
  m

max
  , the maximum growth rate   m

max
 = m

0
 · 1.066T   (Eppey  1972) ,   T

opt
  , the 

optimal temperature of each plankton assemblage, and   b
1
   and   b

2
   are shap-

ing coefficients,   k
NO3

, k
NH4

, k
PO4

   and   k
Si
  , which is the Michaelis of the half-

saturation constant for each nutrient.  I  is exponentially decreasing with 
water depth z according to:
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 where   I
0
   is shortwave radiation, and  par  is the fraction of light that is 

available for photosynthesis.   K
w
  ,   K

Chl
  , and   K

Sal
   are the light attenuation coef-

ficients for water, chlorophyll, and depth average salinity, respectively. 
 Suspended sediment reduces underwater light intensity and affects the 

growth of phytoplankton. The effect of suspended sediment concentration 
on light intensity should be simulated as its own compartment. However, the 
re-suspension rate of mixed mud and the available data on the concentration 
of sediment suspended in river water and on the seabed are very limited. 
Therefore, we used observation results of salinity based on field observa-
tion data from 1999 and 2000, as shown in Fig.  3-5 .  
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 The function   L(I )   represents the photosynthesis–light relationship (Evans 
and Parslow  1985) ,
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 The rate of phytoplankton grazing,  g,  which is a function of an ambient 
temperature:

 ( )20T
grz grzg k −= q    (3.26)     

 where   k
grz

   is the predation rate at 20°C. Other phytoplankton loss terms 
are mortality, represented by the linear rate   m

p
  , where   W

px
  is the constant 

vertical sinking velocity for each phytoplankton. 
 The growth rates of zooplankton are expressed as follows:
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 Here   b   is the assimilation efficiency of phytoplankton by zooplankton, 
and   l

BM
   and   l

E
   denote excretion due to basal metabolism and ingestion, while 

the remaining fraction is transferred to the detritus.   m
Z
   is the loss coefficient 

of zooplankton mortality.  

  3.1.3.3 Nutrients and Detritus Modeling 

 The nutrient compartments have four principal forms for each nutrient 
(nitrogen, phosphorus, and silica): dissolved organic nutrients, labile and 
refractory particulate organic nutrients (LPON and RPON, respectively), 
and dissolved inorganic nutrients. Only the dissolved inorganic nutrients are 
utilized by phytoplankton for growth. Nutrients are changed to these various 
organic and inorganic forms via respiration and predation. Fig.  3.6  shows an 
example of nutrient cycles using phosphorus. DOP, LPOP, and RPOP work 
as a pool of phosphorus.  

 For example, certain labile compounds that are rapidly degraded, such as 
the sugars and amino acids in the particulate organic matter deposited on 
the sediment surface, decompose readily; others, such as cellulose, are more 
refractory, or resistant to decomposition. 

 Table  3.1  shows the distributions of each detritus form by each event, 
based on Pett  (1989) .  

 Ammonia and nitrate are utilized by phytoplankton for growth. Ammonia 
is the preferred form of inorganic nitrogen for algal growth, but phytoplank-
ton utilize nitrate when ammonia concentrations become depleted. Nitrogen 
is returned from algal biomass to the various dissolved and particulate 
organic nitrogen pools through respiration and predatory grazing. The time 
rates for variations due to the biological processes of nitrate and ammonium 
are as follows. Denitrification does not occur in the pelagic water systems 
in this model, but rather occurs in the anoxic sediment layer. As a result, 
if denitrification occurs in the sediment, nitrate is transferred by diffusion 
effect into the sediment.
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3
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∂ = − +
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m    (3.28)    

max_ 4

4
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L I L Phy nNH l Zoo l g Zoo r DON

t
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∂

m b    (3.29)     

 Phosphorus kinetics is basically similar to nitrogen kinetics except for the 
denitrification and the alkaline phosphatase effects of the DOP degradation 
processes. Many phytoplankton can enhance alkaline phosphatase activity. 
This effect makes it possible for them to use phosphate from DOP pools 
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  Fig. 3-6.    Phosphorus cycles in the model       

  Table 3-1.    Divide ratio of detritus   

 Detritus type 
 Basal 
metabolism  Predation 

 Mortality of 
zooplankton 

 Carbon   DOC  dissolved organic 
carbon
 LPOC  labile particulate 
organic carbon
 RPOC  refractory par-
ticulate organic carbon 

 1

0

0 

 0.1  0.2

0.45

0.35 

 Nitrogen   DON  dissolved organic 
nitrogen
 LPON  labile particulate 
organic nitrogen
 RPON  refractory partic-
ulate organic nitrogen 
 NH4  ammonia 

 1

0

0

0 

 0.1

0

0

0 

 0.1

0.45

0.35

0.1 
 Phosphorus   DON  dissolved organic 

phosphorus 
 LPON  labile particulate 
organic phosphorus
 RPON  refractory particu-
late organic phosphorus 
 PO4  phosphate 

 1

0

0

0 

 0.3

0

0

0 

 0.2

0.35

0.15

0.3 
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(Fitzgerald and Nelson  1966) . This effect is formulated in the following 
model:

 max_ 4

4
( )X PO x BM E DOP

PO
L I L Phy l Zoo l g Zoo r DOP

t

∂ = − + + +
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m b    (3.30)    
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 where,   r
DOP  

 is the decomposition rate for DOP,   r
DOP–min

   is the minimum 
constant of DOP decomposition(day −1 ),   k

PO4
  is a half saturation constant of 

phosphate uptake, and   r
DOP–di

  is the acceleration effect of DOP decomposi-
tion by diatoms. 

 The kinetics of the silica is fundamentally the same as the kinetics of the 
phosphorus. Only diatoms utilize silica during growth. Silica is returned to 
the unavailable silica pool during respiration and predation.  

  3.1.3.4 Sediment Processes 

 The sediment system is zoned in two layers (see Fig.  3.6 ), an aerobic and an 
anoxic layer. Organic carbon concentrations in the sediment are controlled 
by detritus burial velocity, the speed of labile and refrigerate organic carbon 
decomposition, and the rate constant for the diagenesis of particulate organic 
carbon. The thickness of the aerobic layer is calculated by oxygen diffusion 
when the amount of oxygen at the bottom layer of the pelagic system isn’t 
zero. The nutrient model, which is a simplified version of the model, treats 
the nutrients ammonium, nitrate, phosphate, and silica and their exchanges 
with the pelagic system. Silicate-dependent diatoms and non-silicate-dependent 
algae are distinguished.  

  3.1.3.5 Dissolved Oxygen 

 Dissolved oxygen is an essential index for the water quality of an urban 
coastal zone. Sources of DO included in the model are reaeration at the sea 
surface, photosynthesis of phytoplankton, and DO in inflows. The sink of 
DO includes respiration of phytoplankton and zooplankton, oxidation of 
detritrial carbon (LDOC and RDOC), nitrification, and sediment oxygen 
demand. The time variation of DO is formulated as follows:

 

( )

max_

20 20
4 4

20 20

· · ·

4 ·

X x OC p x OC BM OC

T T
a a sat Nh nh ON

nit

T T
OC RDOC rdoc LDOC rdoc

mLDOC

DO
Phy K m Phy K l Zoo K

t
DO

k DO DO k NH K
K DO

LDOC
K k RDOC k LDOC

K LDOC

− −

− −

∂ = − −
∂

+ − −
+

⎛ ⎞
− +⎜ +⎝ ⎠

m

q q

q q

   (3.32)     



50 Y. Koibuchi and S. Sato

 where,   K
OC

   is the oxygen to carbon ratio.   K
ON

   is the oxygen to nitrogen 
ratio.   k

a
   and   q

a
T–20   denote the reaeration rate at 20°C and the temperature 

coefficient for reaeration at the sea surface, respectively.   k
Nh4

   and   q
nh4
T–20   are 

the ammonia oxidation rate at 20°C and the temperature coefficient.   K
nit

   
is the half saturation constant of ammonia oxidation.   k

RDOC
   and   q

rdoc
T–20   are 

the RDOC mineralization rate at 20°C and the temperature coefficient for 
RDOC mineralization.   k

LDOC
   and   q

Ldoc
T–20   mark the LDOC mineralization rate 

at 20°C and the temperature coefficient for LDOC mineralization.   K
mLDOC

   is 
the half saturation constant for LDOC mineralization. The concentration of 
DO saturation is proportional to temperature and salinity. Oxygen saturation 
value is calculated by using the following equation:

 2

2

14.6244 0.36713 0.0044972

0.0966 0.00205 0.0002739

SatDO T T

S ST S

= − +

− + +

   (3.33)     

 where   T   is temperature and   S   is salinity.   

  3.1.4 Applications of Models to Nutrients 

Budget Quantifications 

 Tokyo Bay is located at the central part of the main island of Japan. The inner 
bay, the north of which is 50 km in length in its narrowest channel (Fig.  3.7 ) 
along the main axis of the bay, connects to the Pacific Ocean. Its average 
depth and width are 18 m and 25 km, respectively. Tokyo Bay is one of the 
most eutrophicated bays in Japan. Phytoplankton increase in the surface layer 
from late spring to early fall, and oxygen depletion and the formation of 
hydrogen sulfide occur on the sea bed. The sea-water color at the head of the 
bay sometimes becomes milky blue-green in late summer after a continuous 
north wind (Koibuchi et al.  2001) . This phenomenon is called a blue tide.  

 In the last decade, a variety of water quality observation equipment has 
been developed. This has made it easier to measure water quality than in the 
past. However, even with advanced technology, measuring the flux of nutri-
ents is not easy. To quantify the nutrients budget, we applied our numerical 
model to Tokyo Bay. 

 The computational domain was divided into 1km horizontal grids 
with 20 vertical layers. Computation was carried out from April 1, 1999 
to March 31, 2000, with time increments of 300s provided by the Japan 
Meteorological Agency giving hourly meteorological data that included sur-
face wind stress, precipitation, and solar radiation. At the open boundary, an 
observed tide level was obtained which can be downloaded from the Japan 
Oceanographic Data Center (JODC) of the Japan Coastal Guard. DON and 
DOP was obtained at 30% of TN, TP based on the observation results of 
   Suzumura and Ogawa (2001) at the open boundary. 
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 Fig.  3-8  shows a temporal variation of the computed density at S2. The sim-
ulation of water column density over the whole period (April 1999–October 
1999) agreed well with measured density. Variations between simulated and 
observed values were generally less than 0.5 through the water column. Time 
variation of density effectively reproduced observed results, including short-
term wind-induced variation, formation of stratification during summer, and 
mixing after continuous strong wind in the middle of October. Calculation 
results also reproduced an upwelling event during the summer season.  

 Total chlorophyll-a concentrations in the surface water were reproduced 
relatively well by model simulations. The model captured the temporal 
increase in chlorophyll-a that were seen in the observation results, as denoted 
by arrows in Fig.  3-9 . During these periods, phytoplankton increased more 
than 50  m g/l. In Tokyo Bay, a red tide is defined as a chlorophyll  a  concen-
tration of greater than 50 m g/l. Four different types of plankton assemblages 
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are defined in this model. This model underestimated the chlorophyll-a 
concentrations from late September through October.  

 DO showed high variability compared with field measurements at the 
bottom, and was relatively higher than the field data from late September 
through October. Oxygen-depleted water was made on the seabed, repre-
senting a basic trend for DO variations (Fig.  3-10 ).  

 The simulation of phosphate captured not only the observed increase 
in the surface layer during the summer season, but also inter-annual vari-
ability observed over the study period (Fig.  3-11 ). For example, phosphate 
concentrations increased from June to July due to phosphate release from 
sediment. Simulation results represented this kind of trend based on the 
oxygen-depleted water.  

 Fig.  3-12  shows nitrate concentration. Nitrate concentration in the surface 
layer fluctuated considerably during this period. Nitrate levels doubled or 
tripled occasionally at the surface. The timing of the high nitrate concentra-
tions and the low density in the surface layer coincided with increases in 
the river discharge. Concentrations of nitrate were underestimated in bottom 
waters during summer. Further study is needed to simulate denitrification 
processes in the sediment layer.  

  Fig. 3-8.    Seasonal cycles of measured (top) and modeled (bottom) density       
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 Fig.  3-13  shows the calculation results of an annual budget of nitrogen 
and phosphorus in Tokyo Bay. The annual budget is useful in understand-
ing nutrient cycles. Nitrogen is supplied to a considerable degree from 
rivers, since atmospheric nitrogen input is significant around urban areas. 
Phytoplankton uptake the nitrogen and sink to bottom waters, where they 
are decomposed by heterotrophic processes which consume oxygen. At 
the head of the bay (between the line 1 and line 2 in Fig.  3-7 ), about 40% 
of nitrogen is sunk as detritus and 20% of it is lost into the atmosphere 
by denitrification. Ammonia released from sediment reaches 20%. About 
60% of the nitrogen load flows out from the bay. In contrast, atmospheric 
phosphorus input to the bay is negligible compared to the contribution of 
phosphorus from other sources.  

 Phosphate is released from sediment in the same amount as that dis-
charged from the rivers, and it is transported to the head of the bay by 
estuarine circulation. As a result, the amount of phosphate in the inner bay 
remains high. In contrast, nitrogen is mainly supplied from the river mouth 
and transported quickly out of the bay. In conclusion, nitrogen and phospho-
rus showed important differences in the mechanisms by which they cycle in 
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the bay. The regeneration of nutrients and their release from the sediment is 
an important source for phytoplankton growth and is equal to the contribu-
tions from the rivers. Phosphorus in particular is largely retained within the 
system through recycling between sediment and water. These results denote 
the difficulty of improving the eutrophication of bays through the construc-
tion of sewage treatment plants alone.   

  3.2 Application for CSO Modeling 

  3.2.1 Introduction 

 Big cities have long been developed near waterfronts. Even now, naval trans-
port remains one of the most important transportation systems, especially 
for heavy industries and agriculture. Today, many of the world’s largest 
cities are located on coastal zones, and therefore vast quantities of human 
waste are discharged into near-shore zones (Walker  1990) . Fifty percent of 
the world’s populations live within 100 km of the sea. Many people visit 
urban coastal zones for recreation and leisure, and we also consume seafood 
harvested from this area. As a result, effluents released into the water pose a 
risk of pathogen contamination and human disease. This risk is particularly 
heightened for waters that receive combined sewer overflows (CSOs) from 
urban cities where both sanitary and storm waters are conveyed in the same 
sewer system. 

 To decrease the risk from introduced pathogens, monitoring that is both 
well designed and routine is essential. However, even though a surprising 
number of pathogens have been reported in the sea, measuring these patho-
gens is difficult and time consuming – not least because such pathogens 
typically exist in a “viable but non-culturable” (VBNC) state. 

 In addition, the physical environments of urban coastal zones vary widely 
depending on time and location. Their complicated geographical features 
border both inland and outer oceans, and so both inland and outer oceans 
affect them. For example, tidal currents, which are a dominant phenomenon 
in this area, oscillate according to diurnal periods. Even if the emitted levels 
of pathogens were constant and we could monitor the levels of pathogen 
indicator organisms at the same place, they would fluctuate according to 
tidal periods. Density stratification also changes with the tides. 

 Consequently, the frequent measurement of pathogens is needed to discuss 
the risk pathogens pose in urban coastal zones. However, this kind of frequent 
monitoring appears to be impossible. To solve this conundrum and achieve 
an assessment of pathogen risk, we developed a set of numerical models that 
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expand upon the models developed in Sect.  3.1  and that include a pathogens 
model coupled with a three-dimensional hydrodynamic model. 

 Section  3.2.2  deals with the distributions of pathogens in urban coastal 
zones. The pathogens model is explained in greater detail in Sect.  3.2.3 . 
Section  3.2.4  deals with numerical experiments that help to understand the 
effects of appropriate countermeasures. 

  3.2.2 Distributions of Pathogens in Urban Coastal Zones 

 Figure  3-14  shows some typical density distributions patterns in urban 
coastal zones. The changing balance between tidal amplitudes and river 
discharge is responsible for the differences among these patterns. As tidal 
currents increase, the production of turbulent kinetic energy grows and can 
become the largest source of mixing in the shallow coastal waters. On the 
other hand, river-discharged water has a low density, creating a density dif-
ference between sea water and land-input water.  

 In salt-wedge estuaries (Fig.  3-14 , top), river water is discharged into a 
small tidal-range sea. The strength of the tidal currents decreases relative 
to the river flow. This creates a vertical stratification of density. As a result, 
river water distributes like a veil over the sea’s surface and moves seaward. 
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In contrast, bottom water moves to the river mouth and mixes with the river 
water. Under such conditions, pathogens move on the surface of the sea, and 
further mixing with low-density fresh water is restricted by stratification. 

 In partially mixed estuaries (Fig.  3-14 , middle), the tidal force becomes a 
more effective mixing mechanism. Fresh water and sea water are mixed by 
turbulent energy. As a result, pathogens that are emitted from sewer treat-
ment plants are more mixed than those in the static salt-wedge estuaries. 

 In well-mixed estuaries (Fig.  3-14 , bottom), the mixing of salt and river 
waters becomes more complete due to the increased strength of tidal currents 
relative to river flow. Here, the density difference is developed in a horizontal 
direction. As a result, pathogens are mixed in the water column and settle down 
on the sea bed, in turn contaminating estuarine waters during the spring tide or 
contaminating rainfall through re-suspension (Pommepuy et al.  1992) . 

 Figure  3-15  shows distributions of pathogens under coastal environ-
ments. These pathogens encounter a wide range of stresses including UV 
rays (Sinton et al.  2002) , temperature differences (Matsumoto and Omura 
 1980) , pH (Solić and Krstulović  1992) , salinity (Omura et al.  1982) , and 
lack of nutrients. The pathogens are transported by currents and continue to 
become part of sedimentation and to be re-suspended in urban coastal zones 
(Pommepuy et al.  1992) .   

  3.2.3 Applications of Pathogens Models 

in Urban Coastal Zones  

  3.2.3.1 Modeling of   Escherichia coliform  

 The modeling of major pathogens of concern (including Adenovirus, 
Enterovirus, Rotavirus, Norovirus, and Coronavirus) is not usually con-
ducted owing to the difficulty of modeling and the lack of observational 
data in coastal environments. We modeled  Escherichia coliform (E. coli)  by 
using experimental data in coastal sea water. 

 This model consists of a three-dimensional hydrodynamic model and 
an  E. coli  model (Onozawa et al.  2005) . The mathematical framework 
employed in the  E. coli  model takes the same approach that was explained 
in Sect.  3.1.3 . The mass balance of  E. coli  is expressed as follows:

 ( ) ·i i
i i i

Coli Coli Coli Coli
u Sink sal Coli

t x z x x

⎛ ⎞∂ ∂ ∂ ∂ ∂+ + − = −⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠
ε    (3.33)     

 where  Coli  denotes concentrations of  E. coli  (CFU/100 ml), and t is time. 
 Sink  represents the sinking speed of  E. coli .  u  

i
  denotes flow speed for the 

calculation of the advection term.   e   
 i 
  denotes the diffusion coefficients.  sal  
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denotes the salinity-dependent die-off rate (   ppt/day). Sunlight is generally 
recognized to be one source by which bacteria are inactivated, due to UV 
damage to the bacterial cell (Sinton et al.  2002) . However, this particular 
target area has high turbidity that rapidly absorbs UV rays at the sea’s sur-
face. As a result, this process has been ignored in this model. 

 In this model, we can see the numerical simulations performed with two 
nested domains to fit the complex geography feature around the Odaiba 
area (Figs.  3-16  and  3-17 ). These nested grids make possible a representa-
tion of the stratification effect. A detailed configuration of the model is 
summarized in Table  3-2 . The two computational domains cover the whole 

  Fig. 3-15.    Pathogens transportation in urban coastal zones       

Domain 1

Domain 2

  Fig. 3-16.    Two nested computational domains       
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region of Tokyo Bay and the Odaiba area with grid resolutions of 2 km and 
100 m, respectively. The first domain size is 25 × 33 grid points and the 
second domain has 50 × 127 grid points. All of the domains have 10 vertical 
sigma levels.     

  3.2.3.2 Model Validation 

 Figure  3-18  shows a Tokyo Bay scale grid (domain 1 in Fig.  3-16 ) that 
includes both the salinity simulation and observation results. The simula-
tion results show stratification, mixing, and an upwelling phenomenon, and 
include levels and timing. Fig.  3-19  shows a comparison between observa-
tion results and a calculation for temperature and salinity in a fine grid scale 
(domain 2 in Fig.  3-16 ). Variations between the simulated and observed val-
ues were generally less than 2.5°C and 2 psu through the water column. The 
timing and periods of upwelling events were captured accurately. After rain 
fall, river discharge was increased remarkably. Model results adequately 
represent precipitation variation events and their effects.   

 Figure  3-20  shows a comparison between modeled and measured  E. coli  
at Stn.1. The current standard for acceptably safe beaches for swimming set 
by of the Ministry of the Environment of Japan is a fecal coliform rate of 
1000 coliforms unit per 100 mL (CFU/100 mL). This index of fecal colif-
orm includes not only  E. coli  but also others. However, it is well known that 

Sanitary pump station
(19 Site)

Stormwater pump
station
(9 Site) 

Open boundary condition;
Tide, salinity and temperature 

domain2

  Fig. 3-17.    Computational domain 2 and pumping station distributions around the 
Odaiba area       
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the majority of the fecal coliform in this area comes from  E. coli . Therefore, 
we use a value of 1000 CFU/100 ml  E. coli  as the standard for the safety of 
swimming in the sea. From the calculation results, we can see that durations 
when the standards are exceeded are very limited, and that most of the sum-
mer period falls below the standard for swimming. This result also denotes 
that the increasing rates of  E. coli  do not agree with levels of precipitation. 
Even in small precipitations,  E. coli  significantly increased.  

 Understanding the effects of physical factors is important to understand-
ing the fate and distributions of pathogens. Such an understanding is in turn 

  Table 3-2.    Boundary conditions and grid resolution   

 Domain 1  Domain 2 

 Computational area  50 km × 66km  5 km × 12.7 km 
 Grid size (m)  2,000  100 
 Number of grid  25 × 33 × 10hyer = 8,250  50 × 127 × 10hyer = 63,500 
 Total number of grid  2,920  22,740 
 Computational duration  2004/April/1 

 ~October/31 
 2004/August/1 
 ~October/15 

 Time step  10 min  30 s 
 Total time step  30,240 step  218,880 step 
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  Fig. 3-18.    Surface (depth 1 m) and bottom (depth 12 m) salinity derived from 
observation ( a ) and model simulations ( b ) for the period July 30–October 15       
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highly related to the assessment of sanitary risks in urban coastal zones. 
Numerical experiments were thus conducted to examine the variations in 
rates of  E.coli  according to time and space.  

  3.2.4 Numerical Experiments with the Pathogens Model 

in Urban Coastal Zones  

  3.2.4.1 Numerical Experiments 

 Variations in levels of  E. coli  are directly correlated with the discharge 
from pumping stations, tidal currents, river discharges, and density distri-
butions, as explained in Sect.  3.2.2 . As a result, the distributions of CSO 
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  Fig. 3-19.    Comparison between measured and modeled temperature ( a ) and salinity 
( b ) at Stn.3 with precipitation       
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differ according to timing, even when the level of discharge is the same. 
We performed numerical experiments in order to evaluate the contribu-
tions of these different discharges and phenomena to CSO distributions. 
The first numerical experiment was a nowcast simulation that calculated 
 E. coli  distributions under realistic conditions. The second experiment was 
a numerical experiment to estimate the effects of a waste-reservoir that was 
being constructed near the Shibaura area. Numerical experiments were also 
applied Odaiba area, which is used as a bathing area.  

  3.2.4.2 Nowcast Simulations of    E. coli   Distributions 

 Figure  3-21  shows temporal variations of precipitation and river discharges 
(top), as well as tide levels and  E. coli  concentrations discharged from 
three different areas. Shibaura and Sunamachi area are located at the upper 
bay location from the Odaiba area. Morigasaki has the largest area, but 
is located in the lower bay location from the Odaiba area (see Fig.  3-17 ). 
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In this spring tide period, tidal ranges can reach 2 m. Small precipitations 
were measured from August 29th to 30th. River discharge increased with pre-
cipitation, reaching 50 m 3 /s. The levels of  E. coli  increased rapidly after the 
rainfall event, due mainly to discharges from the Sunamachi and Chibaura 
areas. Near the end of this period of increase, effluent from Morigasaki 
also reached the Odaiba area. Fig.  3-22  shows the spatial distributions of 
 E. coli  from three different times. From this Fig., the  E. coli  emitted from 
the Morigasaki area can be seen to have been transported from the lower 
region of the bay to the Odaiba area. This is because the small amount of 
river discharge resulted in a thin layer of low-density, highly concentrated 
 E. coli  on the surface of the sea, and tended to isolate the  E. coli  by prevent-
ing it from mixing with the water column.   

 In contrast, Fig.  3-23  shows a large precipitation case under the neap tide 
period. Large amounts of precipitation produced a large river discharge that 
reached 500 m 3 /s. In this period, only the upper bay’s CSOs arrived at the 
Odaiba area. No contributions from the Morigasaki area took place.  

 In conclusion, the concentrations of  E. coli  vary widely according to 
space and time. The density distributions produced by the balance of 

2004/8/30/17:00 2004/8/30/18:00 2004/8/30/19:00

–1 0 1 2 3 4 5
Log E.coli (CFU/100ml)

  Fig. 3-22.    Spatial distributions of  E. coli  at Odaiba area       
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tides and river discharges have very complex effects.  E. coli  concentra-
tions reached maximum levels after small precipitation events, but did not 
increase so much under large precipitation events due to mixing. These 
kinds of results would be impossible to understand only from observa-
tion. The model successfully captured complex distributions of  E. coli  and 
helped our understanding of pathogens contaminations.  

  3.2.4.3 Improvement of  CSO Systems Through the Construction 

of  Storage Tanks 

 To mitigate CSO pollutions, the construction of storage tanks at three 
sites in Tokyo has been planned by the Tokyo Metropolitan Government. 
Shibaura is the target area of this plan around the Odaiba area. Numerical 
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experiments were conducted to evaluate the effects of storage tanks on 
CSOs. Calculation results were compared by the duration of periods when 
the amount of CSOs in the Odaiba area exceeded bathing standards. 

 Numerical simulation was performed with and without the proposed 
storage tank, which has a capacity of 30,000 m 3 . This storage tank can store 
CSOs after rainfall. To include the effect of continuous rain, we assumed 
that the CSOs stored in the tank could be purified within 1 day. 

 Table  3.3  shows the calculation results for the mitigation effect of the 
storage tank. These numbers denote the dates when the standards for bath-
ing in the sea (over 1000 CFU/100 ml) were exceeded. Fig.  3.17  shows the 
observation stations. From this table, Stn.3 shows the largest decrease in 
CSOs among these five stations. This is because Stn.3 is located closest to 
the pumping stations, and therefore would be most sensitive to the CSOs. 
Before the construction of the CSO storage tank, minimum bathing stand-
ards for CSO levels were exceeded on 15 days. After the construction of 
the storage tank, the duration of CSO levels that exceeded safety standards 
decreased to 11 days. There was an improvement of 4 days. On the other 
hand, other stations only 2 days, or in some cases, less than 1 day. Such dif-
ferences could not be observed, especially in those stations that are located 
inside the Odaiba area due to the enclosed feature of bathymetry.  

 For example, over 10,000 storage tanks have been built in Germany alone, 
and another 10,000 were planned during the 1980s in Germany. Our plans for 
dealing with CSOs are not enough to mitigate the effects of CSOs completely. 
At the same time, these results show us the complexity of pathogens distribu-
tions and the importance of numerical modeling for this problem.  

  3.2.5 Summary 

 Numerical simulation is one of the most important tools for the management 
of water quality and ecosystems in urban coastal zones. We have developed a 
water quality model to simulate both nutrient cycles and pathogens distribu-
tions, and coupled it with a three-dimensional hydrodynamic model of urban 

  Table 3-3.    Effects of storage tank   

 Stn.l  Stn.2  Stn.3  Stn.4  Stn.5 

 Before  8.21  2.06  15.44  10.48  3.6 

 After  6.35   1.96  11.42   8.53  3.31 
 Improvement  1.86  0.1   4.02   1.95  0.29 

  Unit: day  
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coastal areas. To quantify the nutrients budget, a numerical model should 
include material cycles with phytoplankton, zooplankton, carbons, nutrients, 
and oxygen. We applied this model to the Tokyo Bay and simulated water 
column temperatures, salinity, and nutrient concentrations that were closely 
linked with field observations. This model successfully captured periods of 
timing, stratification events, and subsequent changes in bottom water oxygen 
and nutrients. Our model results also indicated that there were clear differ-
ences between the material cycles of nitrogen and phosphorus inside the bay. 
The regeneration of nutrients and its release from sediment was found to be a 
source of phytoplankton growth on the same order of importance as contribu-
tions from rivers. In particular, phosphorus was found to have been largely 
retained within the system through recycling between sediment and water. 

 We also developed a pathogen model that includes  E. coli  and is applied 
to the simulation of CSO influences in urban coastal zones. These results 
indicate that, because of stratification, concentrations of  E. coli  significantly 
increase after even small precipitation events. From this study, the balance 
between tidal mixing and river waters can be seen to be significant. However, 
these are only two case studies; it remains necessary to simulate the structure 
and characteristics of CSO distributions and their impact on urban coastal 
zone pollution. Such simulations remain as future works to be undertaken.        
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        4. Analysis of Natural Cross-Ventilation 

for Building Environmental Control      

 Motoyasu Kamata, Masashi Imano, Yoshihiko Akamine, Yunchan Zheng, 
Hideaki Hoshino, and Yu-Feng Tu 

          4.1 Utilization of Cross-Ventilation 

in the High-Density Urban Area 

  4.1.1 Necessity of the Research on Cross-Ventilation 

Utility and Its Current Situation 

 An ancient Japanese well-known essayist, named Kenko, a Buddhist 
priest, wrote the “Essays in Idleness,” which is called “Tsurezure-gusa” in 
Japanese. Section 55 of these essays says, “ A house should be built with 
the summer in mind. In winter it is possible to live anywhere, but a badly 
made house is unbearable when it gets hot.” Even in modern days, this sec-
tion is often referred to since it eloquently describes the unbearable hot and 
humid climate of Japanese summer as well as the Japanese housing condi-
tions. In short, the Japanese traditional houses had such characteristics as 
having long eaves to prevent sunshine of summer from coming into rooms, 
or being equipped with large open passages with sliding-wooden-doors for 
cross-ventilation utilization. 

 However, there is less outdoor wind blowing into the building due to 
increased density of buildings in urban areas in Japan and Southeast Asia 
over the past several years. As a result, there is no sufficient amount of wind 
in the indoor. Additionally, due to concerns of security and privacy, houses 
with many or large size of openings are difficulty to be built. Despite the 
above mentioned factors that discourage utilization of cross-ventilation, 
residents still desire to have more natural airflow in the house based on 
the results from questionnaire survey (see Sects.  4.2  and  4.3  for details). 
Therefore, it is important to develop a design that improves amount of 
airflow. Shiraishi et al.  (2002)  demonstrated that the cross-ventilation flow 
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rate increases and cooling load is significantly reduced in the Porous build-
ings. Narumi et al. (Narumi et al.  2007 ; Ikenoue et al.  2002 ; Habara et al. 
 2002)  also showed the cross-ventilation effect of monitor roof by conducing 
real house experiments, wind tunnel experiment, and computational fluid 
dynamics .   

  4.1.2 Wind Pressure Characteristics of Detached 

House in the High-Density Urban Area 

 The current results were obtained from wind tunnel experiments conducted 
in the Wind Environment Simulator laboratory at the University of Tokyo. 
Fig.  4-1  shows the airflows of wind tunnel. Velocity at eaves height (59 mm) 
of target house model (the detached house) was set as 7 m/s; the exponent 
of the velocity profile was set as 0.2 under the assumption of being in resi-
dential area. Fig.  4-2  shows the target model used in the benchmark test of 
heat load simulation program, which was developed by the research com-
mittee on Thermal Environmental Engineering of Architectural Institute in 
Japan. Scale of the target model was set as 1/100 and the roof gradient was 
½. There were 126 pressure measurement points on the model. The study 
examined the value differences measured from these pressure measurement 
points and static pressure of the Pitot tube, which was placed in the wind 
tunnel.   

 Wind pressure coefficients C 
p
  were calculated via Eq. 4.1 presented 

below. P 
d
  (standard dynamic pressure) indicates the dynamic pressure meas-

ured at the eaves height without the existence of any models. P 
s
  indicates the 

static pressure measured from the Pitot tube; P 
w
  indicates the wind pressure 

measured from the measurement points on the model.
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  Fig. 4-1.    The airflow-profile of wind tunnel       
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 Figure 4- 3  presents two types of arrangements of target model and its 
surrounding detached houses. Arrangements A and B indicates the situa-
tions that the long-side walls and the short-side walls (gable walls) of the 
target model is adjacent to the road, respectively. The amount of surround-
ing houses was determined by the maximal possible numbers of houses on 
the turntable in the wind tunnel. All surrounding houses shared the same 
characteristics as the target model except for the measurement points. The 
building-to-land ratio for all houses was 60%. One block was consistent of 
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  Fig. 4-2.    The target model of wind tunnel experiment       
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  Fig. 4-3.    Arrangements of target model and its surroundings detached houses       
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10 houses (see Fig. 4- 3 ) and the width of front road was the same as the 
eaves height. The road width between each block was the same as the height 
of the house. The diameter of the turntable is 1,600 mm, which is 27 times 
of the eaves height.  

 First, we examined reproduction ranges of the two arrangements. Fig. 4- 4  
shows five patterns (i.e., a, b, c, d, and e) of reproduction ranges. The pattern 
“a” has the smallest reproduction range; additional houses on the leeward 
side of the pattern “a” characterized the pattern “b.” Additional houses on 
the windward side of the pattern “b” characterized the patterns “c,” “d,” and 
“e.” The experiment measured the wind pressure coefficients from the target 
model in the five patterns with wind direction set as 0°.  

 Figure 4- 5  shows the difference between the five patterns of reproduc-
tion ranges and the arrangement A. C 

pw
  indicates wind pressure coefficients 

measured in arrangement A. ΔC 
pw

  indicates the difference of wind pressure 
coefficients measured between the five patterns of reproduction ranges and 
the arrangement A. The result showed that ΔC 

pw
  measured from the differ-

ence of the patterns “a” and “b,” and arrangement A was significant.  
 In contrast, the ΔC 

pw
  between the patterns “c,” “d,” and “e,” and arrange-

ment A were smaller. Accordingly, it is appropriate to investigate wind pres-
sure coefficients of the target model when three blocks are added to both 
leeward and windward sides of it. Furthermore, in arrangement B, because 
ridgepoles of each house were parallel to wind flows of the wind tunnel, it is 
appropriate to use arrangement B as a representation of urban areas as well. 

 Figure 4- 6  presents wind pressure coefficient distribution of the target 
model in arrangements A, B, and without surrounding houses (i.e., case S) 
in wind direction of 0°. The distribution of wind pressure coefficients on 

Windward

0°

Leeward

Target model

Reproduction range "e"

"d"

"c"

"b"

"a"

  Fig. 4-4.    Five patterns (i.e., a, b, c, d, and e) of reproduction ranges       
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the windward wall and gable walls was wildly ranging in case S. In contrast, 
the values of wind pressure coefficients on each wall in arrangements A and 
B were narrowed distributed and close to zero. The difference of average 
wind pressure coefficients between windward and leeward walls was 0.94 
in case S and was 0.02 in arrangements A and B. The maximal difference of 
wind pressure coefficients between windward and leeward walls was 0.06. 
Accordingly, it is difficult to ensure enough cross-ventilation in houses 
located in the congested urban areas if only relying upon openings on the 
wall. On the other hand, wind pressure coefficients measured on roofs were 
negative regardless of wind directions or surrounding house arrangements. 
When comparing arrangements A and B, the absolute values and the distri-
bution of wind pressure coefficients were slightly different. However, the 
absolute values of wind pressure coefficients on walls were much smaller 
and wind pressure coefficients on roofs were negative for all conditions.   

  4.1.3 Improving-Techniques of Cross-Ventilation 

in Detached Houses 

 Next, techniques for improving cross-ventilation effect by using negative 
pressure on roof surfaces in detached houses in arrangement A were 
discussed. Fig. 4- 7  presents four cases with different techniques [i.e., void (1), 
void (2), monitor roof, and wind tower].  

 Figure 4- 8  shows the plan and exploded Fig. of the void (1). The distribu-
tion of wind pressure coefficients on wall A is shown by heights on Fig. 4- 9 . 
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) between the five patterns 
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Case S 

Arrangement A

Arrangement B 

  Fig. 4-6.    Wind pressure coefficients distribution of the target model in arrange-
ments A, B, and without surrounding houses (i.e., case S) in wind direction 0°       
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The wind pressure coefficients were similar regardless of varied heights. 
The average values of wind pressure coefficients of all void walls (A, B, 
C, and D) were similar regardless of varied wind directions (see Table 4- 1 ). 
Accordingly, the distribution of wind pressure coefficients inside the void 
was restricted. As a result, the following discussion was based on the average 
of wind pressure coefficients inside the void (C 

PV
 ).    
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  Fig. 4-7.    Test cases of techniques for improving cross-ventilation       
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  Fig. 4-8.    The plan and exploded figure of the void (1)       
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 Furthermore, we examined whether wind pressure coefficients inside the 
void can be obtained from wind pressure coefficients measured on the roof 
of the void. Fig. 4- 10  shows locations of measurement points on the roofs of 
the void in case void (1) and (2). The wind pressure coefficients on the roof 
(C 

PR
 ) were represented by the average wind pressure coefficients measured 

by these measurement points. Figs. 4- 11  and  4-12  present results of C 
PR

  and 
C 

PV
  in case void (1) and (2). In each case, the values of C 

PR
  and C 

PV
  were 

similar regardless of wind directions. Therefore, wind pressure coefficients 
inside the void are likely to be obtained from wind pressure coefficients 
measured on the roof of the void.    

 We next examined the monitor roof. The wind pressure coefficient of 
monitor roof (C 

PM
 ) was represented by the average wind pressure coeffi-

cients of the front wall of the monitor wall as shown in the grey area of the 
left sided model in Fig. 4- 13 . The wind pressure coefficient of normal roof 
(C 

PR
 ) was represented by the average wind pressure coefficients of the roof, 

which was shown in the grey area of the right-sided model in Fig. 4- 13 . 
Values of C 

PM
  and C 

PR
  in different wind directions are shown in Fig. 4- 14 . 

The more measurement points toward the leeward side, the larger negative 
wind pressure coefficients were obtained in both cases. C 

PM
  became −0.35 

when measurement points faced to the leeward side. The absolute values of 
C 

PM
  were larger than C 

PR
  regardless of wind directions. Although the wind 

   Table 4-1.     The average values of wind pressure coefficients of all void walls   

 Wall  0°  22.5°  45°  67.5°  90° 

 A  −0.21  −0.20  −0.16  −0.10  −0.66 
 B  −0.21  −0.20  −0.16  −0.11  −0.66 
 C  −0.21  −0.20  −0.16  −0.11  −0.66 
 D  −0.22  −0.21  −0.16  −0.11  −0.05 

Equivalent position
of void (1)

Wind pressure
measurement points

Wind dir. 0°

45°

90°

0°

45°

90°

Equivalent position
of void (2)

   Fig. 4-10.     Measurement points on the roofs of the void in case void (1) and (2)       
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pressure coefficients of normal roof were similar regardless of wind direc-
tions, the monitor roof was more efficient in improving cross-ventilation 
because it produced larger negative pressure.   

 The relationship between the heights of the wind tower and the wind pres-
sure coefficients on the top surface of the wind tower is shown in Fig. 4- 15 . 
The wind pressure coefficients on the top surface of the wind tower were 
always negative. The wind pressure coefficients tended to converge toward 
a certain value with larger height of the wind tower. Specifically, when the 
height of the wind tower was approximately three times of the eaves height, 
the wind pressure coefficients converged.  

 The cross-ventilation flow rates of cases [i.e., void (1), monitor roof, 
and normal roof] were calculated by the flow-network model using wind 
pressure coefficients obtained from previous experiments. The current 
calculation only considered the wind ventilation. Outdoor wind velocity at 
the eaves height was 1 m/s. Fig. 4- 16  shows the plans of calculated models. 
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Plans of the normal roof were slightly modified in order to be comparable 
to the placing of the void and monitor roof. Specifically, ridgepole was 
revealed in the void space and monitor roof was placed on the ceiling in 
the master bedroom. The hallway, corridor, and staircase were assumed to 
be in one room. Windows presented in Fig. 4- 16  were open when doing the 
calculation. The size of opening faced the void was 60 cm × 90 cm; the size 
of opening on the wall of the monitor roof was 120 cm × 60 cm. Discharge 
coefficients of openings were all 0.65.  

 The cross-ventilation flow rates of the void case (Q 
V
 ) and the normal roof 

case (Q 
0
 ), which were without void and monitor roof in three different wind 

directions (i.e. 0°, 45°, and 90°), are shown in Fig. 4- 17 . In wind direction 
of 0° and 45°, outflows toward the void from each room change with the 
outflow/inflow of openings. In wind direction of 90°, outflows toward the 
void and outflow/inflow of openings were independent. Fig. 4- 18  presents 
the ratio of Q 

V
  and Q 

0
  in difference wind directions. Cross-ventilation 

improvement effects in the void case were approximately twice than those 
in the case of normal roof. However, in wind directions parallel to ridgepole 
(i.e., 90° and 270°), the difference of wind pressure coefficients between the 
void and exterior walls were small. Moreover, increases of cross-ventilation 
flow rates were limited.   

 As mentioned earlier, wind pressure coefficients inside the void are 
likely to be obtained from wind pressure coefficients on the roof of the 
void. Fig. 4- 19  shows the cross-ventilation flow rates calculated by wind 
pressure coefficients of the roof and wind pressure coefficients of the void. 
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Cross-ventilation flow rates were calculated by wind pressure coefficients 
of the roof were slightly larger than those obtained through wind pressure 
coefficients of the void; however, it did not affect calculations of cross-
ventilation flow rates.  
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 The ratio between cross-ventilation flow rates of the monitor roof case 
(Q 

M
 ) and Q 

0
  is shown in Fig. 4- 20 . Although the improvement effect of 

cross-ventilation only showed in some rooms, the maximal cross-ventilation 
flow rate became more than six times compared to the case of normal roof 
(e.g., in the master bedroom). Accordingly, cross-ventilation improvement 
effect due to monitor roof is very promising if with proper consideration of 
the locations of monitor roof in the house plan.  

 Figure 4- 21  shows the comparison of cross-ventilation flow rate of each 
room averaged at wind-angle between building-cases. In the case of void 
(1), the flow rate increases compared with the case of normal-roof in all 
rooms, and improving cross-ventilation effect is remarkable. In the case 
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  Fig. 4-19.    Comparison the cross-ventilation flow rates calculated by wind pressure 
coefficients of the roof and wind pressure coefficients of the void       
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of monitor-roof, improving cross-ventilation effect is remarkable only in 
the MBR, which exists under the monitor roof. As mentioned above, void 
is very effective improving-techniques of cross-ventilation in detached 
houses, if there is much space in the building.    

  4.2 Cross-Ventilation Utilization of the Housing 

in Congested Urban Area in Taiwan 

     4.2.1 Introduction 

 Taiwan has the second largest population density among countries or 
regions with 10 million people or more in the world. The population den-
sity tends to be steady due to decreased birthrate over the past several 
years. However, the population keeps concentrating in the cities rather 
than rural areas due to the convenience and the modernization. Due to the 
overcrowded population, increased energy consumption causes the thermal 
environment problems, including the heat island phenomenon. Coolers 
are used frequently in Taiwan due to its high temperatures and humidity. 
This has contributed to increased energy consumption and become a big 
concern. In fact, the possession rate of coolers in the country has increased 
from 52% in 1991 to 85% in 2003 and the rate is more than 90% in the 
urban areas. Moreover, the energy consumption from cooler utilization in 
general housing is increasing every year. Accordingly, it becomes crucial to 
develop techniques that can diminish excessive energy consumption. Based 
on the study conducted by Chou (Chou  2000) , the period for residents to be 
able to use cross-ventilation is quite long in Taiwan. It will be reasonable to 
expect to use cross-ventilation as an alternate and effective way to overcome 
the disadvantage brought by cooler utilization. Indeed, some studies have 
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investigated utilization of cross-ventilation in Taiwan; however, they tended 
to focus on middle or high rise buildings (Chen et al.  2001) . Moreover, 
some studies did attempt to investigate the utilization of cross-ventilation 
in the low rise house, which is more common in the country, by using only 
single house models (e.g., Chou  1995) . To date, there is no study investi-
gating issues associated with the utilization of cross-ventilation in low rise 
houses that factors in the surrounding congested buildings in the area. Thus, 
we aim to investigate issues related to the utilization of cross-ventilation in 
terraced houses, which are the most common style of low rise houses in 
Taiwan’s urban areas.  

  4.2.2 Weather Conditions in Taiwan 

 This study examines using the cross-ventilation utilization in both a ventila-
tion capable period and non-ventilation capable period based on the mete-
orological data collected between 1992 and 2001. Our data shows that the 
velocity of the wind during the non-ventilation capable period was slower 
than the ventilation capable period that lasts for 4 or 5 months/year. The 
average wind velocity during the ventilation capable period of the whole 
country was 2.1 m/s. We then divided 14 main cities in Taiwan into four 
groups based on their average cumulative distribution frequency (i.e., CDF) 
of the wind velocity of all the cities (Fig. 4- 22  and Table 4- 2 ).    
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  4.2.3 Characteristic of Houses in Taiwan 

and the Questionnaire Survey on Those Residents’ 

Consciousness of Cross-Ventilation 

 It is crucial to use questionnaire surveys because it serves as an effective 
way for the researchers to gather information about local residents’ con-
cerns, lifestyles, and unit plan preferences. These factors affect residents’ 
utilization of cross-ventilation. 

 The questionnaire survey has three specific aims. First, we aim to under-
stand the opening characteristics in Taiwan. Second, we want to gather infor-
mation regarding ventilation utilization during late autumn (i.e., October and 
November). It is predicted that the rate of ventilation use should be higher 
during the ventilation capable period in contrast to the non-ventilation capable 
period based on our previous analysis of the meteorological data. Finally, we 
want to investigate the air-conditioning usage behaviors, including when resi-
dents begin and stop using it (i.e., ending time) as well as the preset degrees 
of the air-conditioning systems in residents’ living rooms or bedrooms during 
summer time. 

  4.2.3.1 Outline of  Investigation 

 In cooperation with other researchers, the data from the questionnaire survey 
was collected mainly from college students in Taiwan. The outline of the 
investigation can be found in Table 4- 3 .   

  4.2.3.2 Characteristics of  Opening and Shutting the Openings 

 The results suggest that over 90% of residents have double sliding windows 
or terrace doors. Over 80% of the residents have window screens regardless of 
their regions or the house styles as shown in Figs. 4- 23  and  4-24 . Thirty-five 

   Table 4-2.     Characteristics of cities based on CDF of the wind velocity   

 Group 
 CDF of the wind 
velocity at 2.1 m/s  City name 

 Wind 
velocity 

 I  >90%  Taichung (TC)  Very low 
 II  70–90%  Yilan (YL), Taitung (TT), 

Chiayi (CY) 
 Low 

 III  50–70%  Kaohsiung (KS), Tamsui (TS), 
Tainan (TN)  Keelung (KL), 
Hualien (HL), Taipei (TP) 
 Hsinchu (SC) 

 Medium 

 IV  <50%  Hengchun (HC), Wuchi (WC), 
Penghu (PH) 

 High 
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percent of the housing complexes are with grilles in windows and 48% of 
terraced houses have similar equipment. In addition, 10% of residents closed 
windows and 38% of residents opened windows all day long when being 
asked “Did you open or close windows during this summer?” Furthermore, 
the rate of opening windows when they are home becomes 65% or higher. 
Fig. 4- 25  demonstrates the differences between the residents’ responses and 
the data analyzed from the meteorological information in Taipei. It describes 
which months of a year the residents feel they can use the cross-ventilation 
(i.e., ventilation capable period). This suggests residents’ subjective feel-
ings of temperature and humidity differ from the meteorological data. The 
relationship of questionnaire results and the meteorological data are very 
similar from May to October. The possible explanation for the discrepancy 
during winter is that people in Taiwan do not typically use heater systems 
in the winter season.     

  Table 4-3.    The outline of the investigation   

 Investigation period 
(2003/10/18 to 
2003/12/17)  Taipei area  Taichung area  Kaohsiung area  Total 

 Questionnaires 
sent out 

 120  120  300  540 

 Collections   95   93  252  440 
 Effective collections   84   90  213  387 
 Housing complex   80   31  124  235 
 Terraced housing   3   46   87  136 
 Single house   1   13   2   16 
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Housing complex
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  Fig. 4-23.    The rate of using screens in various regions and housing       
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  4.2.3.3 Features of  Air Conditioning System Using Behaviors 

 The results indicate 64% of participants used coolers and 66% of partici-
pants used fans during the summer. The average duration of cooler usage 
was approximately 110 days in 2003, and the duration became longer 
when moving from north to south. In Taipei (a northern city), residents 
mainly began using their coolers in June whereas in Taichung (a city in 
mid-Taiwan) and Kaohsiung (a southern city), it was in July. Taipei and 
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  Fig. 4-24.    The rate of using grilles in various rooms       
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Taichung residents stopped using them in September; Kaohsiung residents 
in October. In addition, the results show the average preset temperature in 
the living room was 25.0°C, and the bedroom was 25.3°C.  

  4.2.3.4 Residents’ Satisfaction of  the Indoor Air Environment 

 Approximately 70% of residents feel dissatisfied to the air environment 
in contrast to the environment as a whole. Moreover, people who live on 
the fifth floor or below complained more because they felt the indoor 
wind velocity was low. Fig. 4- 26  indicates that the problem becomes more 
remarkable when the building was low and should be investigated further 
via the wind tunnel experiments.    

  4.2.4 Selection of the Type of Houses for Further 

Investigations 

 Figure 4- 27  shows the congested urban area in Kaohsiung and an example 
of the terraced house. In order to avoid rainfall, the front side of the first 
floor of the terraced house is designed approximately 3 m away from the 
road which creates a space called “Chilo,” (currently restricted by Building 
Standard Law), and the height of first floor is always higher than the other 
floors. In addition, one house always connects with the other house(s), and 
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  Fig. 4-26.    Residents’ satisfaction of the indoor air velocity       
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the openings are set up only in the back and front sides. Stairs are usually 
located in the center of the house. A three-story terraced house was used as 
the model in the current study.  

 All the wind tunnel experiments were conducted on the terraced house 
models in the congested urban areas of Taipei and Kaohsiung. We measured 
the effects of the amount of wind and wind pressure coefficients on ventila-
tion. Sub-sequentially, based on the results of the wind tunnel experiments, 
the amount of cross-ventilation is calculated by an airflow network model.  

  4.2.5 Wind Pressure Coefficient of the Target Buildings 

Measured on the Wind Tunnel Experiment 

  4.2.5.1 Experiment Settings 

 The scale in our experiments was 1/80, which was the smallest possible 
scale. There were a total of 126 measurement points to record the wind pres-
sure  coefficients on the surfaces of the model. We manipulated four cases 

  Fig. 4-27.    The congested urban ( above ), the outfit of the terraced house ( left ) and 
“Chilo” ( right )       
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of arrangements (i.e., Single, Raw, Block, and Area) based on the number 
of buildings surrounding the test building. The “Area” case had the high-
est resemblance to the current congested urban living area (Fig. 4- 28 ). All 
four cases and the types of openings were tested using 16 different wind 
directions to examine the wind pressure coefficients. Then we calculated 
the flow rate based on the room pressures, which were obtained via the 
Newton-Raphson method.   

  4.2.5.2 Distribution of  Wind Pressure Coefficient (Cp) 

 The pressure values were indicated by the different colors as shown in 
Fig. 4- 29 . Positive pressures were indicated by “hot” colors (e.g., red, orange) 
and the negative pressures were indicated by “cold” colors (e.g., blue, 
green). In the “Single” arrangement condition with a wind direction of 0°, 
the results showed that the maximal Cp of windward side was 0.8 and the 
Cp on the wall side of the Chilo was positive. Moreover, the minimal Cp 
of leeward side was −0.3 and the Cps of flat roof were ranging from −0.6 
to 0.3. When the wind direction changed to 45°, the results demonstrated 
that the maximal Cp of windward side was 0.3 and the Cp on the wall side 

2F plan
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working 
space
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Bedroom A
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B
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Target Target 
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  Fig. 4-28.    Plan, section and elevations of target model and arrangements for wind 
tunnel experiments       
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of the Chilo was negative. Moreover, the minimal Cp of leeward side was 
−0.6 and the Cps of flat roof were ranging from −0.6 to −1.0. In the “Raw” 
arrangement condition with a wind direction of 0°, the results showed that 
the maximal Cp of windward side was 0.8 and the Cp on the wall side of 
the Chilo was positive. Moreover, the minimal Cp of leeward side was −0.4 
and the Cps of flat roof were negative. When the wind direction changed 
to 45°, the results demonstrated that the maximal Cp of windward side was 
0.3 and the Cp on the wall side of the Chilo was also 0.3. Moreover, the 
minimal Cp of leeward side was −0.6 and the Cps of flat roof were ranging 
from −0.1 to −0.8. The results found in the “Block” arrangement condition 
showed the Cps of windward, leeward, and roof are all negative when the 
wind direction was 180°. In the “Area” arrangement condition, the Cps 
of windward, leeward, and roof all showed negative values in the 16 wind 
directions. The absolute values of the Cp on the wall side of the Chilo were 
smaller than those on the wall of windward or leeward side. The difference 
of Cp between windward and leeward sides was less than 0.1.    

Wind direction
Arrangement

Single

Raw

Block

Area

0° 45°

1.0
0.8
0.6
0.4
0.2

0
−0.2
−0.4
−0.6
−0.8
−1.0

Cp

  Fig. 4-29.    Arrangements for wind tunnel experiments       
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  4.2.6 Prediction of Cross-Ventilation Flow Rate 

in the Target Buildings 

 Cross-ventilation flow rates were calculated from the Cps obtained from the 
experiments by using the Newton-Raphson method. Parameters relevant to 
the calculation were listed in Table 4- 4 . The discharge coefficients of all 
openings of the model were set as 0.67. Each story was considered as one 
unit. The cross-ventilation flow rate indicated the sum of flow rates of the 
three stories and represented the overall flow rate of the whole building. 
Fig. 4- 30  shows the results for each of the arrangements (i.e., Single, Raw, 
Block, and Area). The results demonstrated that the “Area” arrangement, 
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  Fig. 4-30.    Cross-ventilation flow rates of all cases       

  Table 4-4.    Calculation settings   

 Openings  Real opening area 

 Entrance  1.73 m 2  
 Other windows  0.86 m 2  
 Staircase area  3.20 m 2  
 Lantern  2.88 m 2  
 Area of top of wind tower  2.88 m 2  
 Interior doors  2.00 m 2  
 Standard height  12 m 
 Standard wind velocity in Taipei  2.34 m/s 
 Discharge coefficient  0.67 
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which was closest to the real urban areas when compared to the other 
three arrangements, generated the smallest flow rate, particularly when 
the wind directions were 0° and 180°. Furthermore, the velocity of the 
openings became 0.1 m/s on average if adding the partition into calcula-
tion. So the velocity is not significant enough to have an impact on the 
utilization of the ventilation. Overall, our findings from the wind tunnel 
experiments had similar results as obtained from the survey, both sug-
gesting the indoor wind velocity was low. Based on the results described 
above, the improvement of cross-ventilation was limited by changing 
the openings, and the roof would gain greater wind pressure. Results 
also indicated that changing the roof designs could increase the cross-
ventilation flow rate.   

  4.2.7 Strategy for Improving Cross-Ventilation 

in the Target Buildings 

  4.2.7.1 Experiment Settings 

 In order to examine the relationship between the roof design and the cross-
ventilation flow rate, three roof designs were used: (1) lantern, (2) gable 
roof with a lantern, and (3) wind tower. Specifically, the lantern in design 1 
was set at the flat roof directly above the staircase (Case-PL). In design 2, 
the additional gable roof was added to the top of the model with a lantern 
located just above the staircase (Case-RL). In design 3, varying of heights 
with rectangular pillar shaped wind towers were added directly above the 
staircase (Case-V1 ~ 7).  1  Furthermore, we focused on examining the vari-
ables described above in the Area arrangement. Similar to previous experi-
ments, Cps were obtained from the wind tunnel experiments and the average 
cross-ventilation flow rates of all directions were calculated from Cps by 
using the Newton-Raphson method.  

  4.2.7.2 Experiment Results 

 The results demonstrated that with the lantern design, the flow rate was 
2.36 times higher than with the original design. Using the gable roof with 
a lantern condition, the flow rate was 3.94 times higher than in the original 

  1  Heights of the wind tower of Case-V1~7 were H, 4/3H, 5/3H, 2H, 7/3H, 8/3H, and 3H, respec-
tively. H indicated the height of one floor, 360 cm.  
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condition. Finally, in the wind tower condition, the flow rate was 3.31~7.58 
times higher than in the original condition, depending upon the heights of 
the towers (Fig. 4- 31 ). In one case (Case-V4) of the wind tower condition, the 
Cps changed with the wind directions on the side walls of the wind tower. 
However, the Cps of the top of the wind tower remained stable regard-
less the wind directions. Thus, it is necessary to consider the direction of 
prevailing winds if the opening is built on the side wall of the wind tower. 
Theoretically the higher the wind tower, the greater the flow rate. In reality, 
however, a wind tower less than two-stories high in a three-story building 
seems to be reasonable.    

  4.2.8 The Effect on Energy Conservation 

Due to the Improvement of the Cross-Ventilation 

 The numerical simulation of the thermal and airflow network model, 
AE-Sim/Heat, was used to calculate the effect of energy conservation 
through improvement of the cross-ventilation. Three cases of terraced 
house models were used for the simulation. The first case (Case P) was 
the original condition without cross-ventilation; the second case (Case 
PV) was the original condition with cross-ventilation, and the third case 
(Case-V4) was the original condition with a two-story wind tower and 
cross-ventilation. 

 Standard weather data was based on the information obtained in Taipei 
city. The wind pressure coefficients were based on the results obtained in 
the Area arrangement experiment. The cooling loads (heat removal) of the 
model were calculated via the numerical simulation in order to evaluate the 
effect on the improvement of the cross-ventilation. 
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  4.2.8.1 Calculation Settings 

 The opening area was 0 m 2  for Case P, 4.32 m 2  for the Case PV, and 7.20 m 2  
for the Case-Vsh090. The daylight areas of the three cases were 20.16 m 2 . The 
radiation area of Case P and Case PV was 97.2 m 2 , and was 160.6 m 2  for the 
Case-V4. All daylight windows were assumed to receive both direct and dif-
fused solar radiation. Because the assumption was established in the congested 
urban area, where there was more solar shading. The shading coefficient of 
the windows was set as 0.2. The schedules of occupant numbers, lighting heat 
generation, and machine heat generation are presented in Fig. 4- 32 . Annual 
outdoor temperature and humidity data of Taipei is also shown in Fig. 4- 33 . 
The minimal ventilation airflow rate of all rooms was set as 0.5 times/h. 
Kitchen fans and curtain utilization were not taken into account. The discharge 
coefficient of all openings was set as 0.67. It was assumed that there was no 
infiltration around the daylight model. The width of the slit of the entrance was 
set as 2 mm and its discharge coefficient was also 0.67     .    

 Finally, the air conditioning of all cases was a hybrid ventilation system. 
The setting temperature of the cooler was set at 27°C. If the room tempera-
ture was above 27°C, the cooler would be operated and the windows would 
be closed. Cooling loads (heat removal) were simply calculated at a room 
temperature set at 27°C with a relative humidity of 60%.  
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  Fig. 4-33.    Annual outdoor temperature and humidity data of Taipei and Kaohsiung       

  4.2.8.2 Calculation Results 

 The monthly accumulated values of sensible and latent heat removal in the three 
cases by the cooler are presented in Fig. 4- 34 . Because the cross-ventilation was 
unable to be operated in July and August, the heat removal of the three cases did 
not differ significantly. There were sensible reductions of heat removal by the wind 
tower cross-ventilation in May, June, September, and October, as well as significant 
latent heat removal in May and August. In May and October, the values of sensi-
ble heat removal were close to 0. The annually accumulated values of heat removal 
(sensible and latent) of the three cases are shown in Fig. 4- 35 . Compared to Case 
P, the heat removal of Case V4 decreased 16%. The heat removal of Case V4 was 
39% smaller than Case P without considering the data of July and August.     

  4.2.9 Conclusions 

 The results of based on the questionnaire survey indicate that it is very com-
mon for the residents in Taiwan to have the screen and the grille in the open 
position which may affect the cross-ventilation. Therefore, it is essential and 
necessary to consider the effect of the existence of the screen and the grille 
in these openings when conducting a wind tunnel experiment and calculating 
the results. The data also suggests that the Taiwanese open their windows not 
only during the ventilation capable period but also during the non-ventilation 
capable period, such as summer. The effect of natural ventilation caused 
by the ventilation driving force is extremely small given the layout of the 
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present type of buildings. The best way to improve the cross-ventilation in 
such houses is to install ventilation devices on the roof, because such changes 
can produce greater wind pressure and therefore improve the ventilation. If a 
two-story wind tower is added on top of the roof, the cross-ventilation flow 
rate can increase more than five times. Plus, compared to current conditions, 
it can decrease the heat removal by 16% annually.   

  4.3 Utility Cross-Ventilation in Guangzhou 

and Shenzhen in China 

 In this section, we have focused on the feasibility of cross-ventilation due 
to natural ventilation potential, specifically in the regions of Guangzhou 
and Shenzhen on the Pacific coast of China, well known for being densely 
populated and highly energy consumed. 
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  4.3.1 Weather Conditions in Guangzhou and Shenzhen 

  4.3.1.1 Temperature and Humidity 

 Guangzhou and Shenzhen areas considered to have hot and humid climates. 
Annual mean temperature is approximately 22.2°C, while relative humidity is 
about 70%. In Fig. 4- 36 , the climograph illustrates monthly mean temperature 
and relative humidity in Guangzhou, Tokyo and Taipei. It can be seen that 
even the annual lowest dry bulb temperature and relative humidity in January 
are approximately 14°C and 70%, respectively. In addition, Guangzhou pos-
sesses higher annual mean temperature and humidity comparing to Tokyo as 
well as higher annual change in humidity level than Taipei.   

  4.3.1.2 Wind Velocity and Direction 

 In Fig. 4- 37 , monthly average wind velocities are illustrated. In April, 
wind velocity is found to reach the annual lowest level because it is in the 
middle of raining season. Additionally, it reaches the highest level in July 
during monsoon season. Annual mean wind velocity in either Guangzhou 
or Shenzhen is found to be around 1.5 m/s. The wind roses during summer-
time and wintertime in Guangzhou and Shenzhen are shown in Fig. 4- 38 . 
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During summertime, prevailing wind direction approaches from southeast 
while during wintertime, it approaches from northwest direction.    

  4.3.1.3 Feasibility of  Cross-Ventilation According 

to the Weather Conditions 

 The calculation of feasibility of cross-ventilation according to weather 
conditions was based on the standard weather data during years 1988–1997 
(Zhang and Asano  2001) . In addition, the conditions for calculating SET* 
are briefly summarized in Table 4- 5 . Besides temperature and humidity 
obtained from the standard weather data, air velocity with stagnant flow 
was maintained at 0.13 m/s. Clothing level altered between 0.4 and 0.9 
during summertime and wintertime respectively. Reports indicate that it is 
feasible to utilize natural ventilation for cross-ventilation while SET* is in 
22.2–25.6°C range (Gagge 1971). The frequency of occurrence of SET* felt 
in the ranges was calculated and illustrated in Fig. 4- 39 . As can be seen, during 

  Table 4-5.    Conditions for calculating SET*   

 Temperature  Standard weather data in Guangzhou 

 Humidity  Standard weather data in Guangzhou 
 MRT  Identical to temperature 
 Air velocity  Constant at 0.13 m/s 
 Clothing level  0.4 clo (May–Oct), 0.9 clo (Nov–April) 
 Metabolic rate  1.17 met 
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wintertime, it can be analyzed that cross-ventilation seems to be feasible 
during daytime. On the other hand, it is difficult to utilize natural ventilation 
during summertime. In addition, there is high feasibility of implementing 
natural ventilation during the periods in between. In total, there are approxi-
mately 1,850 h throughout the year where feasible cross ventilation could 
potentially achieve comfort. Since the distance between Shenzhen and 
Guangzhou is about 165 km and the climate in these cities are almost same, 
the calculation result can be generally applied to Shenzhen.     

  4.3.2 Characteristic of Residential Houses in China 

and Questionnaire Survey on Those Residents’ 

Awareness of Cross-Ventilation 

  4.3.2.1 Characteristic of  Residential Houses in China 

 Multiple dwelling houses in China can be categorized into Tower, Corridor 
and Unit types which are described in detail as follows:

   1.    Corridor type: Equivalent to side and central corridor types in 
Japan    (Fig. 4- 40 ).  

   2.    Tower type: Similar to center-core mid-to-high-rise buildings in Japan 
   (Fig. 4- 41 ).  

   3.    Unit type: Close to walk up type. However it is different from cases 
in Japan that in this case, one staircase connects up to 3–6 units 
   (Fig. 4- 42 ).         

  Fig. 4-40.    Corridor type       
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  4.3.2.2 Questionnaire Survey on Residents’ 

Consciousness of  Cross-Ventilation 

  4.3.2.2.1 Questionnaire Survey Methodology 

 The survey was conducted from the beginning of October to December 
2005 in Guangzhou and Shenzhen. The main data collected was residence 
types, opening configurations and conditions, use patterns of air-condition-
ing systems and subjects’ awareness on natural ventilation. Field sampling 
took place with 300 questionnaires distributed in a random manner and 281 
responses were obtained. The response rate was as high as 94%.  

  4.3.2.2.2 Results of  Questionnaires Survey 

  Residences   As illustrated in Fig. 4- 43 , there was high percentage of sub-
jects in multiple dwelling houses. Within multiple dwelling houses, Tower, 
Corridor and Unit types possessed share of 47, 88, and 72% respectively. 

      Fig. 4-42.    Unit type       

  Fig. 4-41.    Tower type       
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In addition, as summarized in Fig. 4- 44 , the majority of subjected residences 
in Corridor and Unit types were below ninth floor.    

  Opening Configurations   As illustrated in Fig. 4- 45 , the percentage of 
openings with security grilles was found to be 70% in living rooms and bed-
rooms, while kitchens and bathrooms possessed 55%. In addition, as shown 
in Fig. 4- 46 , the residences on upper floors trend to have lower percentage of 
installed security grilles. Since the percentage of net window usage was about 
83% in the survey in Taiwan (Tu et al.  2004) , our survey at 15% was found to 
be comparatively low. The results led us to infer that the concern about secu-
rity and pest infestation matters differs between China and Taiwan.    

  Opening Conditions   As shown in Fig. 4- 47 , the percentages of either leav-
ing windows open for the whole day or opening the windows in the presence 
of occupants were as high as 65% in living rooms and 56% in bedrooms. 

Multiple dwelling houses:96%

Unit 36%

Corridor 23%

Tower 36%

Detached 4%

  Fig. 4-43.    Percentage of subjected residences       
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systems       

It can be noticed that utilizing natural ventilation in these areas is a common 
practice.   

  Use Patterns of Air-Conditioning Systems   In Fig. 4- 48 , the sole use of 
air-conditioning systems and the use along with fan possessed a fair share 
of 47% in living room and fairly high at 72% in bedrooms. Furthermore, 
in Fig. 4- 49 , it is found that there was high percentage of subjects feeling 
uncomfortable with long periods of air-conditioning systems usage.    

  Awareness of Feasibility of Cross-Ventilation Due to Natural Ventilation 
Potential   In Fig. 4- 50 , the percentage distribution of responses to overall 
comfort according to the utilization of natural ventilation is shown. From the 
Fig., it is found that during January to June and October to December periods, 
50% of responses felt no discomfort, while approximately 20% of responses 
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corresponded during mid-summer. Of note is the relatively high percentage 
of responses in semi-comfort to comfort categories. Thus, it can confirm the 
feasibility of cross-ventilation due to natural ventilation in Guangzhou   

  Indoor Airflow Driven by Natural Ventilation During Summertime   As 
illustrated in Fig. 4- 51 , to the question on the preference between natural ven-
tilation and air-conditioning systems, 80% of responses show intentions to 
utilize natural ventilation, which implies the preference on cross-ventilation. 
Additionally, in Fig. 4- 52 , the percentage distribution of responses to indoor 
air movement according to the height of subjected unit is illustrated. “Insuf-
ficient” and “Insufficient-Comfort” responses were found 63 and 52% in 
subjects living on first and second floors and third and fourth floors of build-
ings, respectively. In addition, more than half of the subjects in lower floors of 
buildings felt the insufficiency of air movement. These finding are similar to 
the results reported in the survey in Taiwan(Tu et al.  2004) .    

  Conclusions on the Questionnaire Survey   While the high expectation on 
cross-ventilation approach is seen, actual cross-ventilation detected in lower 
floors of buildings are considered to be insufficient in reality. Therefore, a 
solution for cross-ventilation enhancement is necessary in those cases.     

  4.3.3 Selection of the Type of Residences 

for Further Investigations 

 The questionnaire results collected from subjects in Guangzhou and Shenzhen 
in the previous section show that, the percentage of residences in either Tower 
or Unit type residences was above 30%. Between these two, Tower type residences 
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with relatively high percentage of high-rise buildings in particular of over 
ten stories are considered to possess high feasibility of cross-ventilation. 
However, in Unit type, which a majority of residences are mid-high-rise build-
ings below nine stories, the percentage of residential units below sixth floor 
was even higher than 70%, which provides difficulty for cross-ventilation to 
be realized. Therefore, the current research opts for Unit type residences for 
further investigations on cross-ventilation enhancement.  

  4.3.4 Wind Pressure Coefficient of Unit Type Buildings 

Measured on the Wind Tunnel Experiment 

 A model of a typical Unit type building was used in the wind tunnel experi-
ment facility together with its neighborhood environment. The distribution 
of wind pressure coefficient was initially measured according to the ordi-
nary configuration and later compared with that of improved configurations 
for cross-ventilation enhancement. 

  4.3.4.1 Description of  Experiment 

 The wind tunnel experiment was conducted in the facility buildings in the 
University of Tokyo. A view of the building model and wind tunnel facility 
is illustrated in Fig. 4- 53 . A subjected Unit type building was modeled in 
1:100 scales. The array of neighborhood buildings with two rows of build-
ings on the south and north sides, as well as another row of buildings on the 
east and west sides were also set up.  

 As shown in Fig. 4- 54 , for the purpose of reproducing the wind charac-
teristics subjected to the group of mid-high-rise buildings, the power index 
representing turbulent boundary layer inlet flow was set at 0.27. Wind 

  Fig. 4-53.    Model for experiment       
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  Fig. 4-54.    Profile of inlet flow in wind tunnel experiment       

velocity at the identical height to top level of targeted building (198 mm) 
was set at 7 m/s as reference wind velocity U 

o
 . The interval of wind direc-

tion angle was set at 22.5° with 16 possible patterns.  
 Regarding to the typical building, as illustrated in Fig. 4- 55 , one building 

consists of four residential units with identical two units; one on the west and 
the others on the east. two units share a staircase acting as a core forming a 
left-right symmetric plan. The wind pressure coefficients were measured on 
two units on the east. It was assumed that openings exist at positions S1–4, 
N1–4 and W1–4  

 Experiment cases with different configurations are briefly summarized in 
Table 4- 6 . As can be seen, case 0 represented the case without any adjacent 
buildings, while case 1, 2, 3 differed in the interval distance with adjacent 
buildings on south and north at 1/4L, 1/2L and 3/4L, respectively and fixed 
distance at 1/2L to adjacent buildings on east and west. Furthermore, as 
shown in Fig. 4- 56 , in order to achieve the enhancement of cross-ventilation, 
the space between east and west units was enclosed and transformed into 
vertical open space from the bottom of the first floor to the building roof. 
Later in this paper, this element is called “void.” The effect of parameters, 
for instance, the depth of void, total height of void, opening at first floor 
level etc. are further investigated, which bring the total number of experi-
ment cases to 15.    

  4.3.4.2 Interval Distance Between Adjacent Buildings 

 In Fig. 4- 57 , the distribution of the differential wind pressure coefficients 
between position S1 and N1 comparing different interval distances with 
adjacent buildings in case 0–3 is shown. Here, the differential wind pressure 
coefficient was achieved by averaging values obtained from the tests with 
different 16 wind directions. By comparing results obtained from each 
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floor, the coefficients were highest at sixth floor and gradually reduced as 
approaching to lower floors. As low differential wind pressure coefficient 
implies low cross-ventilation, it can be considered that there is a presence of 
the lack of cross-ventilation in low height part of buildings, which matches 
with the results stated in questionnaire survey. Furthermore, the effect of 

W1
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W3

W4

N1 N2 N3 N4

S1 S2 S3 S4

LD

K

LD

KBR1 BR1 BR1
BR1

BR2 BR2 BR2BR2LD

K

LD

K

Each of 2 staircases
serves 2 units

  Fig. 4-55.    Typical floor plan       

   Table 4-6.     Measurement cases in wind tunnel experiment   

 Case 
 Distance to N–S adjacent 
buildings ( L  building height) 

 Void 

 Depth 
 Vertical 
extension  Opening 

 Case 0  None  –  –  – 
 Case 1  1/4L  –  –  – 
 Case 2  1/2L  –  –  – 
 Case 3  3/4L  –  –  – 
 Case 0–1  None  D  –  – 
 Case 1–1  1/4L  D  –  – 
 Case 2–1  1/2L  D  –  – 
 Case 3–1  3/4L  D  –  – 
 Case 1–1/4  1/4L  1/4D  –  – 
 Case 1–1/2  1/4L  1/2D  –  – 
 Case 1–3/4  1/4L  3/4D  –  – 
 Case 1–1–1Fa  1/4L  D  1F  – 
 Case 1–1–1Fb  1/4L  D  1F  Yes 
 Case 1-1-2Fa  1/4L  D  2F  – 
 Case 1–1–2Fb  1/4L  D  2F  Yes 
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adjacent buildings on the differential wind pressure efficiency is obviously 
highlighted in case 1–3, which was relatively low at only 1/4 of case 0. 
This leads us to state that the effect of adjacent buildings is considerably 
significant. With previous findings in mind, a further investigation concern-
ing void configurations to enhance cross-ventilation was performed in the 
following sections.   

  Fig. 4-56.    Void configurations       
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  4.3.4.3 Void Basic Configurations 

 In Fig. 4- 58 , the distribution of differential wind pressure coefficient between 
positions exterior S1 on exterior side and W1-4 in void on fourth floor com-
paring the different interval distances with adjacent buildings from case 0–1 
to 3–1 is illustrated. The extremely low level of the differential wind pressure 
coefficient can be noticed in every case including the results on other floors 
besides fourth floor. Thus, further investigations will only focus on the dif-
ferential wind pressure coefficient between S1 and W1 instead.  

 Furthermore, it can be further noticed in the figure that as the interval 
distance with adjacent buildings reduced, the wind pressure coefficient 
accordingly decreased and resulted in difficulty of utilization of cross-
ventilation. Thus, further investigations will pay attention to the cases with 
the lowest interval distance with adjacent buildings at 1/4L. 

 Regarding to void depth, the distributions of differential wind pressure 
coefficient between S1 and W1 in cases 1–1/4 and 1–3/4 are shown in 
Fig. 4- 59 . No difference in the differential wind pressure coefficient is 
particularly found. Thus, void depth D can be inferred as a standard depth 
in further investigations.  

 As shown in Fig. 4- 60 , existence of void has almost no impact on the 
differential wind pressure coefficient between S1 and N1. So it can be con-
sidered that void has no negative influence on the differential wind pressure 
coefficient in south and north directions.    
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  4.3.5 Enhancement of Cross-Ventilation 

Due to the Presence of Voids 

 In Fig. 4- 61 , the distribution of differential wind pressure coefficient com-
paring cases 0, 0–1, 1, 1–1 is exhibited. From the figure, in the cases 0 
and 0–1 without neighboring buildings, the presence of voids considerably 
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  Fig. 4-59.    Comparison of differential wind pressure coefficient between different 
void dimensions       

0

0.2

0.4

0.6

0.8

1

1F 2F 3F 4F 5F 6F

D
if
fe

re
nt

ia
l 
w

in
d 

pr
es

ur
e 

co
ef

fi
ci

en
t

case0

case1

case0–1

case1–1

  Fig. 4-60.    Distribution of differential wind pressure coefficient between S1 and N1       



4. Analysis of Natural Cross-Ventilation for Building Environmental Control 115

increased the differential wind pressure coefficient and resulted in obvious 
enhancement of cross-ventilation. However, in the cases 1 and 1–1, which 
include take into account adjacent buildings into account, there is no par-
ticular influence on the differential wind pressure found. In addition to that, 
in an attempt to improve cross-ventilation, the extension of void height over 
the roof by 1 and 2 floors height in cases 1–1–1Fa and 1–1–2Fa as well as 
the presence of opening on first floor in cases 1–1–1Fb and 1–1–2Fb were 
analyzed. The results in the differential wind pressure coefficient between 
positions S1 and W1 of mentioned cases together with ordinary case 1 
are shown in Fig. 4- 62 . As can be noticed, by the extension of void over 
the roof, the significant increase in differential wind pressure coefficient 
was found and consequently enhanced the cross-ventilation potential. This 
could be due to the fact that wind velocity generally increases as height 
level increases, which creates higher negative pressure over the interior 
side of voids. Despite of that, the placement of opening in first floor 
greatly reduced the differential wind pressure coefficient. In conclusion, 
the effects of void vertical extension are confirmed and it is suggested to 
take into consideration regarding to the enhancement of cross-ventilation. 
Furthermore, although the extension of void over the roof by 2 floors height 
is considered impractical, the extension over the roof by a floor height is 
practically possible.    
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  4.3.6 Prediction of Cross-Ventilation Flow Rate 

in the Targeted Buildings 

 The cross-ventilation flow rate was estimated by using ventilation network 
calculation based on the wind pressure coefficients obtained from the wind 
tunnel experiment. The enhancement of cross-ventilation due to void con-
figurations was therefore quantitatively evaluated. 

  4.3.6.1 Calculation Conditions 

 The targeted residential unit for calculation is illustrated as shaded area 
previously shown in Fig. 4- 55 . Additionally, flow rate calculation condi-
tions are summarized in Table 4- 7 . Main doors were assumed to constantly 
closed. As constantly opened doors can be considered unrealistic in terms 
of practical occupant behaviors, a small opening over partition door was 
assumed for the calculation. The openings at position S1–2, N1–2 and W1 
were also assumed. Flow rate coefficient was set at constant rate of 0.67 
regardless of conditions involved. Reference wind velocity over the top of 
the building at 19.8 m above ground level was referred to the constant value 
of 1.84 m/s obtained by averaging values of Guangzhou’s standard weather 
data during interim periods. In addition, 16 wind directions were involved 
in calculations as previously mentioned. With respect to wind pressure coef-
ficients, the values obtained from the measurement illustrated in Table 4- 7 . 
were used as input. Additionally, regarding to the ventilation network cal-
culation, only ventilation generated by outdoor wind was involved, while 
ventilation caused by temperature difference was totally neglected.   
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  4.3.6.2 Calculation Results 

 In Fig. 4- 63 , the distribution of mean air change rate obtained by averag-
ing the results from all 16 wind directions in the cases with the distance to 
adjacent buildings of 1/4L is illustrated. The air change rate of 12 ach was 
found in case 1, without voids. In addition, as expected, the maximum air 
change rate of 21 ach was obtained in the case 1–1–2Fa with voids extended 
over the roof by 2 floors height and without openings in first floor. This is 
considered to be as much as two times of air change rate obtained in case 
1. In addition, in the case 1–1–1Fa with voids extended over the roof by 1 
floor height obtained an air change rate of 16 ach, which is considered to be 
1.3 times ordinary case 1.    

  4.3.7 Conclusions 

 In this section, the investigation on the utilization of cross-ventilation in 
Guangzhou and Shenzhen was mentioned. The findings are listed as follows:

   1.    Based on the results of SET* calculated by using the standard weather 
of Guangzhou, 1,850 h/year is considered to be feasible for natural 
ventilation utilization. Therefore, cross-ventilation can be considered 
as possible promising approach in this area.  

   2.    Regarding the results of the questionnaire survey obtained from 
subjects in Guangzhou and Shenzhen, high awareness of natural 
ventilation was found. Additionally, the lack of ability to apply cross-
ventilation on lower parts of buildings lead us to further investigate the 
solutions to enhance cross-ventilation potential.  

   3.    Wind tunnel experiments were performed on Unit type multiple dwell-
ing houses. The effects due to the distance with adjacent buildings and 
voids on wind pressure coefficient were found.  

   Table 4-7.     Conditions for cross-ventilation calculation   

 Opening 
position 

 Scale of opening 
(m, m 2 )  Windows type 

 Flow rate 
coefficient 

 S1  0.75 × 2.4 = 1.8  Sliding windows  0.67 
 S2  0.75 × 1.0 = 0.75 
 N1  0.5 × 2.4 = 1.2 
 N2  0.75 × 1 = 0.75 
 W1  0.5 × 1 = 0.5 
 Between units  0.3 × 0.9 = 0.27 
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   4.    Based on the wind pressure coefficients obtained from the wind tun-
nel experiment, it can be considered that the presence of voids plays 
an important role in enhancing cross-ventilation flow rate. In addition, 
by using ventilation network calculation, it is possible to predict the 
cross-ventilation flow rate.     

 In summary, it can be concluded that the presence of voids without 
opening on the first floor of the buildings significantly improves the 
cross-ventilation flow rate by 1.3–2 times over the cases without voids. 
Furthermore, it is worth mentioning that the modifications on various 
aspects, for instance, staircase, placement of voids in each room, scheduled 
operation of opening and etc., may possibly further improve cross-ventilation 
due to natural ventilation.       
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    5.  Advanced Monitoring of Particle-Bound 

Polycyclic Aromatic Hydrocarbons (pPAHs) 

and Risk Assessment of Their Possible 

Human Exposure in Roadside 

Air Environment in Urban Area      

           Tassanee   Prueksasit   ,    Kensuke   Fukushi   , and    Kazuo   Yamamoto      

  5.1 pPAHs Emission from Automobiles 

and Its Potential Risk 

  5.1.1 Identification of Carcinogenic PAHs in Airborne Particles 

and Necessity of Their Monitoring in Urban Environment 

 The toxic effect of most concern from exposure to PAHs is cancer. The 
International Agency for Research on Cancer (IARC) has classified several 
purified PAHs and PAH derivatives as probable (Group 2A) and possible 
(Group 2B) human carcinogens. In addition, the US EPA has also identified 
several PAHs as possibly carcinogenic to humans (Group B2). To focus a 
view of health effect, the cancer risk was assigned for assessing potential 
human exposure to pPAHs. Since the on-line monitor, photoelectric aerosol 
sensor (model PAS2000CE), is able to detect wide coverage of many PAHs 
and determine as total pPAHs concentration. It is necessary to know whether 
the analyzer is responsible to carcinogenic PAHs or not. Table  5-1  shows 12 
PAHs that are predominantly found in particulate phase, and identified as 
the priority pollutants PAHs by the US EPA, and that have been classified 
as carcinogenic PAH by either IARC or US EPA as well. Some detectable 
PAHs by PAS2000CE are also included in Table  5-1 .  

 In order to assess the potential human exposure to pPAHs from the real-
time measurement, potency equivalency factors (PEFs) of some classified 
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carcinogenic PAHs as given in Table  5-1 , which have been developed by 
California EPA, were applied. Judging from the table, PAS2000CE can 
measure the carcinogenic PAHs, which PEF can be utilized.  

  5.1.2 Risk Assessment of Human Exposure to PAHs 

and Basis of Their Cancer Potency 

 Health risk assessment due to exposure to PAHs has been studied 
by California Environmental Protection Agency (Cal/EPA) under the 
“California’s Toxic Air Contaminant program” (   Collins and Brown 
 1998) . For this program, B(a)P was selected as the primary representa-
tive of the class of PAHs because of (1) the relatively large amount of 
toxicological data available, (2) the availability of air monitoring tech-
niques, and (3) the known and frequent human exposure to B(a)P in 
airborne PAHs. However, many other PAHs and PAH derivatives are also 
carcinogenic, the impacts of not only B(a)P but also other PAHs and PAH 
derivatives were considered. For risk assessment of complex pollutant 
mixtures, therefore, all carcinogenic PAHs have been considered to be 
as carcinogenic as B(a)P. Nevertheless, the possible overestimation of 
cancer potency was obtained by the limited number of carcinogenic PAHs 
included. Improving the accuracy of the risk assessment involves two 
parts: (1) more experimental data on the carcinogenicity of individual 

  Table 5-1.    List of detectable PAHs by PAS   

 IARC  US EPA  Detectable 

 PAH  2A  2B  B2  PAH by PAS  PEF 

 Phe  �  – 
 Anth  �  – 
 Fluor  –  – 
 Pyr  �  – 
 B(a)A  �  �  �  0.1 
 Chry  �  �  0.01 
 B(b)F  �  �  �  0.1 
 B(k)F  �  �  �  0.1 
 B(a)P  �  �  �  1.0 
 I(1,2,3-cd)P  �  �  �  0.1 
 D(a,h)A  �  �  �  0.1 
 B(g,h,i)P  � 
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PAHs and (2) more accurate estimates of the carcinogenic potency. The 
Office of Environmental Health Hazard Assessment (OEHHA) of the 
Cal/EPA, then, improved accuracy of the estimation of carcinogenicity 
of PAHs. Since there was no adequate information regarding the carci-
nogenicity of B(a)P to humans from epidemiological studies, data from 
animal bioassays were extrapolated to estimate human cancer risk. 

 Nisbet and Lagoy  (1992)  have proposed a toxic equivalency factor 
(TEF) scheme for 17 PAHs. Nevertheless, several of the 17 PAHs had 
not been declared carcinogens by either IARC or US EPA. The US EPA 
 (1999)  issued a relative potency for PAHs, which are classified as car-
cinogens (Group 2B). Likewise, the OEHHA has developed a potency 
equivalency factor (PEF) for assessing the impact of carcinogenic PAHs 
in ambient air. Some equivalent factors are given in Table  5-1 . The OEHHA 
did not develop PEFs for noncarcinogenic PAHs because they are not 
currently identified as carcinogens by authoritative bodies. Cancer risk 
associated with exposure to ambient levels of B(a)P was estimated by 
extrapolating from the experimental data to ambient levels. The US 
EPA used the data for respiratory tract tumors from inhalation exposure 
in hamsters to estimate cancer potency and unit risks associated with 
exposure to BaP (OEHHA  1999) . Because of the limited amount of data 
currently available for risk assessment of BaP, the inhalation unit risk 
of 1.1 × 10 −3  ( m g/m 3 ) −1  is used as the best value for inhalation exposure 
(OEHHA  1999) .  

  5.1.3 Emission Factors of pPAHs from Diesel Engine Vehicles 

 Emission factor of pPAHs is a function of various factors including 
engine type, air/fuel mixture ratio, emission control, load, age, fuel type 
and driving mode, including cold starting. PAH emission amount can 
then vary widely. In Bangkok, particulate matter is the major air pollu-
tion concern and is largely contributed by diesel vehicles. Thus, a labo-
ratory experiment of diesel vehicle PAH emission factors was conducted 
(Nilrit et al.  2005) . Test vehicles in this study are categorized into two 
groups, heavy-duty diesel vehicles (HDV) and light-duty diesel vehicles 
(LDV). All testing vehicle characteristics are shown in Table  5-2 . The 
vehicle types and obtained emission factors of 16 PAHs (US EPA priority 
pollutants) are presented in Tables  5-3  and  5-4 . In the study, gas phase 
and size-fractioned particulate phase PAH emissions were investigated. 
As shown in the table, heavy-duty diesel engines, especially buses had 
high emission factors.      
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 Table 5-2.       Characteristic of test vehicles in 2004   

 Vehicle type  Mileage  Brand 
 Manufactured 
year (age) 

 Sample 
code 

Heavy duty diesel
 Bus 
 (A) Mileage > 300,000 km  944,697 

 650,565 
 809,304 

 ISUZU 
 HINO 
 HINO 

 1989 (15)
 1988 (16) 
 1997 (7) 

 BusA1
 BusA2 
 BusA3 

 (B) Mileage < 300,000 km  294,058 
 292,239 
 197,532 
 68,930 

 HINO 
 ISUZU 
 HINO 
 ISUZU 

 1991 (13) 
 2002 (2) 
 1988 (16) 
 1989 (15) 

 BusB1 
 BusB2 
 BusB3 
 BusB4 

 (C) Unidentified mileage  – 
 – 
 – 

 HINO 
 HINO 
 HINO 

 1988 (16) 
 1967 (37) 
 1988 (16) 

 BusC1 
 BusC2 
 BusC3 

 Bus: EURO-II  66,964  HINO  2004 (1)  EURO-II 
 Bus: NGV  –  BENZ  –  NGV 
 Truck  108,867  VOLVO  2002 (2)  Truck 
Light duty diesel
 Pick-up 
 (A) Mileage > 300,000 km 

 317,658 
 396,002 
 562,194 
 626,549 

 NISSAN 
 ISUZU 
 TOYOTA 
 TOYOTA 

 1994 (10) 
 1995 (9) 
 1990 (14) 
 1990 (14) 

 PUA1 
 PUA2 
 PUA3 
 PUA4 

 (B) Mileage < 300,000 km  44,400 
 85,405 

 176,070 
 197,527 
 209,452 

 TOYOTA 
 ISUZU 
 ISUZU 
 TOYOTA 
 TOYOTA 

 2003 (1) 
 2001 (3) 
 2000 (4) 
 1996 (8) 
 1996 (8) 

 PUB1 
 PUB2 
 PUB3 
 PUB4 
 PUB5 

 Van  292,805 
 310,715 
 295,171 

 TOYOTA 
 TOYOTA 
 TOYOTA 

 1993 (11) 
 1993 (11) 
 1993 (11) 

 VAN1
VAN2 
 VAN3 

  5.2 Temporal and Spatial Variation of pPAHs in Roadside 

Environment in Tokyo, Japan and Bangkok, Thailand 

  5.2.1 Diurnal Profile of pPAHs Concentration 

 The temporal variation of the pPAHs concentration was observed by real-
time monitoring using PAS2000CE. In general, the daily change profiles 
of pPAHs studied in either Tokyo or Bangkok were similar. A sharp increase 
in pPAHs concentration was found in early morning with the peak concen-
tration observed during 7:00 to 8:00 a.m., and followed by a significant 
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  Table 5-3.    Emission factors of total 16 PAHs of heavy duty diesel vehicles   

 Sample phase  Emission factor of total PAHs (mg/km)   
Heavy duty diesel vehicles (HDDV)

 BUSA  BUSB  BUSC  EURO-II  NGV  Truck 

 Particle in different 
size range 
 >18   69.28   38.34   13.27   0.97   1.74   1.30 
 10–18   55.91   54.16   16.14   1.34   0.36   0.25 
 5.6–10   61.37   57.97   14.43   1.44   0.56   0.36 
 3.2–5.6   64.22   63.24   24.01   0.81   0.40   0.68 
 1.8–3.2   54.64   42.34   27.34   1.42   1.29   0.60 
 1.0–1.8   71.87   49.86   29.08   2.74   1.07   0.69 
 0.56–1.0   79.96   73.90   29.54   1.55   4.27   0.67 
 0.32–0.56   64.71  104.24   38.10   2.45   1.43   1.28 
 0.18–0.32   62.15  106.58   39.65   1.95   1.06   2.01 
 <0.18   50.89  136.29  125.36   4.57   3.07   3.75 
 Total particulate phase  635.00  726.92  356.92  19.25  15.25  11.59 
 Gas phase    2.14    2.86    3.44   3.79   3.46   3.34 
 PM and gas phases  637.14  729.78  360.36  23.03  18.71  14.93 

  Table 5-4.    Emission factors of total 16 PAHs of light duty diesel vehicles   

 Light duty diesel vehicles (LDDV) 

 Sample phase  PUA  PUB  VAN 

 Particle in different size range 
 >18   2.04   0.25   1.52 
 10–18   1.97   0.23   0.26 
 5.6–10   1.06   0.43   0.28 
 3.2–5.6   0.98   0.38   0.31 
 1.8–3.2   3.07   0.79   2.10 
 1.0–1.8   1.06   0.67   1.86 
 0.56–1.0   1.15   1.76   5.01 
 0.32–0.56   2.83   2.43   4.99 
 0.18–0.32   2.97   3.73   4.92 
 <0.18   8.61  14.36  24.89 
 Total particulate phase  25.74  25.02  46.15 
 Gas phase   0.43   0.17   0.17 
 PM and gas phases  26.18  25.19  46.33 
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and rapid reduction during the daytime and gradually increased once 
again in the evening. More explicit and higher peak concentrations in the 
morning than that of the general areas were presented at roadside areas. 
This indicates that the originated morning peak pPAHs concentrations 
strongly correspond to the traffic growth in the morning rush hours. This 
event is similar to those seen in large cities such as Basel, Switzerland, 
and Aosta, Italy (Chetwittayachan et al.  2002a,   b,   c) . 

 The pPAHs concentration profiles at each sampling site in Tokyo in sum-
mer and in winter are displayed in Fig.  5-1a, b  and Fig.  5-2 , respectively. In 
winter, the daily change profile at the ground level (TRS3, 1.5 m height) at 
roadside area was not clear as observed in summer. This is probably due to 
the location change closer to the source than the previous observations at 
TRS1 (16.5 m height and 10 m far from the main street) and TRS2 (8.5 m 
height and 15 m far from the main street). Considering from available data 
at the same sampling site, i.e. TGA1 (18 m height and 100 m far from the 

  Fig. 5-1a.    Diurnal profiles of pPAHs concentration in summer, during: ( a ) August 
23–28, 2000, ( b ) September 19–25, 2001         
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main street), the profiles gave almost similar pattern in particular on fine 
days. Table  5-5  shows the pPAHs concentration of weekdays in both meas-
urements was significantly higher than that on weekends possibly due to a 
higher traffic amount on those days.    

 In Bangkok, the pPAHs concentration was measured at all sampling sites in 
hot and wet seasons as illustrated in Fig. 5-3a, b . Throughout the week observed 
of both periods, the profiles on weekends were similar when compared to those 
of weekdays. The profile at the general area (BGA site, 15.2 m height and 
200 m far from the main street) during the latter measurement shows relatively 
higher pPAHs concentrations than that of the former result. In addition, during 
the second observation, the profile of indoor pPAHs concentration at the BID 
site (13.2 m height) in relation to those at outdoor, in particular at the BRS1 
(1.5 m height and 16.8 m far from the main street) and BRS2 (13.2 m height 
and 22.6 m far from the main street), was also shown in Fig.  5-3b .  

 Various average pPAHs concentrations of the 24-h, 6-h of morning 
period, and 8-h of nighttime are reported in Table  5-6 . At the BRS1 site, 
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Fig. 5-1b. Diurnal profiles of pPAHs concentration in summer, during: (b) September 
19–25, 2001
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  Fig. 5-2.    Diurnal profiles of pPAHs concentration in winter, during January 
26–February 1, 2001       

  Table 5-5.    Average pPAHs concentration (ng/m 3 ) over the periods of measurements 
in summer in Tokyo (WD: weekday, WE: weekend)   

 Sampling  24-h  6-h (4:00–10:00)  8-h (16:00–24:00) 

 Site  WD  WE  WD  WE  WD  WE 

 August 
 TRS1 
 TGA1 
 TGA2 

 36 
 22 
 23 

 16 
 11 
 12 

 78 
 41 
 43 

 29 
 20 
 19 

 19 
 17 
 18 

 14 
 12 
 13 

 September 
 TRS2 
 TGA1 
 TGA3 

 23 
 13 
 17 

 15 
  8 
 11 

 52 
 26 
 29 

 20 
  9 
  9 

 10 
  7 
 11 

 18 
 11 
 15 



  Fig. 5-3.    Diurnal profiles of pPAHs concentration in hot and wet season: ( a ) March 
2–9, 2001, ( b ) August 6–14, 2001 (The period of rainfall is shadowed)         
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although the morning average and the nighttime average in both periods 
were varied, the 24-h average concentrations over the observations period 
were similar. On the other hand, the pPAHs concentrations at the BRS2 and 
BGA sites during the wet season were relatively higher than those in the hot 
season, giving the ratios of the average concentration of the former to that 
of the latter of 1.3:1, and 2:1, respectively.   

  5.2.2 Spatial Variation of pPAHs Concentration 

 In view of spatial variation observed in Tokyo in summer, for the first moni-
toring period, the average pPAHs concentrations at both the TGA1 and TGA2 
sites, where located with the distances of 100 and 250 m from the Hongo 
Street, respectively, were almost the same as summarized in Table  5-5 . The 
difference between the averages of pPAHs concentrations at the both sites was 
statistically insignificant (at 5% significance level). This indicates that the 
dispersion of pPAHs at such a scale exhibited relatively uniform. On the other 
hand, the pPAHs concentration at the roadside was about 1.5 times higher 
than that at both the TGA1 and TGA2 sites. In the case of the second monitor-
ing, the difference of pPAHs at the TGA1 and TGA3 (10 m height and 520 m 
far from the main street) sites was statistically significant, giving the ratio 
of average concentration at the TGA1 site to the TGA3 site 0.8. Hence, the 
location at TGA3 was near to other main roadsides, the pPAHs concentration 
must not only be affected by the road-originated pPAHs from Hongo Street, 
but also other pPAHs sources, e.g. incineration facilities, surrounding this 
monitoring site. The spatial variation pattern of the second sampling period 

  Table 5-6.    Average pPAHs concentration (ng/m 3 ) over the periods of measurements 
in hot and wet season in Bangkok. (WD: weekday, WE: weekend)   

 Sampling  24-h  6-h (4:00–10:00)  8-h (16:00–24:00) 

 site  WD  WE  WD  WE  WD  WE 

 March 
 BRS1 
 BRS2 
 BGA 

 107 
  54 
  17 

 111 
  50 
  11 

 180 
  78 
  22 

 229 
  95 
  12 

  97 
  52 
  14 

 87 
 45 
 17 

 August 
 BRS1 
 BRS2 
 BGA 
 BID 

 108 
  71 
  36 
  62 

 117 
  63 
  20 
  54 

 128 
 100 
  63 
  82 

 191 
  94 
  26 
  77 

 134 
  77 
  32 
  67 

 99 
 64 
 22 
 51 
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showed a bit difference. The pPAHs concentration at roadside was 1.8 and 1.4 
times higher than that at TGA1 and TGA3, respectively. 

 In case of Bangkok, considering the sampling sites at the same level, the 
pPAHs concentration at roadside (BRS2) in the hot and wet seasons was 
respectively 3.3 and 2.2 times higher than that at general area (BGA). This 
reflects that pPAHs pollutant more diffused during in wet season. The correla-
tion between the concentrations at ground floor at a height of 1.5 m (BRS1 
site) and at a height of 13.2 m from the ground level (BRS2 site) during both 
sampling periods was determined. A good agreement between the concentra-
tions at both levels could be obtained as the R 2  values of 0.88 in hot season and 
of 0.72 in wet season, as illustrated in Fig.  5-4a, b , respectively. From these 
figures, the decrease of the average pPAHs concentration from the BRS1 site 
to the BRS2 site can be easily calculated by the equations of the relationship 
between the concentration at ground floor and four-storey height level.   

  5.2.3 Comparison of pPAHs Concentrations 

in Tokyo and Bangkok 

 In order to compare the results between both cities, it is desirable to con-
sider similarity of sampling site location and meteorological condition. The 
data sets in summer during the sampling period of August, 2000 (Tokyo), 
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a b

y = 0.4063x + 8.1049
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  Fig. 5-4.    ( a ,  b ) Relationship between pPAHs concentrations at both the BRS1 and 
BRS2 sites in hot and wet season       
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and of March, 2001 (Bangkok), as given in Tables  5-5  and  5-6 , were then 
selected .  The TRS1 and TGA2 sites in Tokyo, and the BRS2 and BGA sites 
in Bangkok were considered to represent roadside and general areas. 

 Average pPAHs concentrations shown in the table were focused for 24-h 
average, morning peak, and nighttime concentrations. At roadside areas, all 
the average concentrations over the period of observation in Bangkok were 
significantly higher than that of Tokyo; especially, the nighttime concentra-
tion in Bangkok was about 2.8 times higher than that of Tokyo due to larger 
amount of traffic flow. Meanwhile, the concentrations observed at the general 
area of Tokyo were slightly higher than those in Bangkok. No large difference 
in 24-h average pPAHs concentrations were observed between roadside and 
general area in Tokyo, whereas, larger difference could be found in Bangkok, 
giving the ratio of the average concentration at roadside to that of the general 
area a value of 3.3:1. This suggests that widespread dispersion of pPAHs 
occurred over the entire study area of the city of Tokyo, and indicates that the 
potential risk associated with human exposure to pPAHs within general areas 
is higher in the city of Tokyo than that in Bangkok.  

  5.2.4 Relationship Between Indoor and Outdoor 

pPAHs Concentrations 

 The result studied in Tokyo reveal that significant quantitative differences 
between outdoor (TRS3) and indoor (TID) pPAHs concentrations were 
observed as reported in Table  5-7 . The daily profiles of pPAHs concentra-
tion in the indoor area, which located near the road without major indoor 
source of the pollutant such as smoking, gave similar trend to those at road-
side. A satisfactory correlation between outdoor and indoor pPAHs con-
centrations could be obtained giving the Pearson correlation value of 0.85 
or the R 2  value of 0.71, as illustrated in Fig.  5-5 . This indicates that pPAHs 
concentration in indoor air corresponded well to that in outdoor air.   

 From Table  5-7 , both mean and median of either indoor or outdoor 
pPAHs concentrations were assessed. As a result, indoor-outdoor ratios of 
pPAHs concentration determined by either mean or median during the 

  Table 5-7.    Average pPAHs concentrations measured at indoor and outdoor   

 Location  Mean  SD  Median 

 Indoor 
 Outdoor 

 32.26 
 70.84 

 20.40 
 42.32 

 27.33 
 64.15 

 Indoor: outdoor ratio   0.46   0.43 
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whole sampling period were similar, giving the ratio of average concentra-
tion at indoor to outdoor of 0.46 and 0.43, respectively. 

 In Bangkok during wet season, the measurement of indoor pPAHs concen-
tration (BID site) at the same level as the BRS2 site was conducted. A cor-
relation between indoor and outdoor concentrations either at the BRS1 and 
BRS2 site was examined and the results are shown in Fig. 5-6a, b . At the same 
level of measurement, a linear correlation could be obtained with the R 2  value 
of 0.49. A linear correlation between indoor and outdoor pPAHs concentra-
tion at the ground floor was observed with the R 2  value of 0.54. In addition, 
at the same receptor height, indoor-outdoor ratios of various average pPAHs 
concentration, i.e. for 24-h, morning peak period, and nighttime, gave similar 
values of 0.87, 0.82, and 0.86, respectively. This indicates that throughout 
a day the ratio of indoor to outdoor concentrations was relatively constant. 
Additionally, people spending the time at this indoor site would expose to 
almost the same pPAHs level as in the outdoor air environment. When com-
paring to the results in Tokyo, a relatively higher of the indoor-outdoor ratio 
of 0.87 observed in Bangkok, while in Tokyo, the value of 0.46 was observed. 
A higher indoor-outdoor ratio found in Bangkok because the air ventilation in 
the indoor site of Bangkok was better than that of Tokyo. In case of no direct 
indoor source, risk assessment of human exposure to pPAHs at the indoor 
area can be easily estimated by utilizing the correlation from Fig.  5-6 .  

 Some studies associated with indoor and outdoor pPAHs concentrations 
have been revealed. For instance, Kingham et al.  (2000)  determined the 
concentration of traffic-related total PAHs absorbed on PM 

10
  in indoor and 
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outdoor air in Huddersfield, UK. They found that, for ‘proximity’ homes 
(roadside), indoor concentrations were about 0.65 of outdoor concentra-
tions, and the indoor-outdoor concentration ratio of background homes 
gave the value of 0.50. Moreover, for homes defined on the basis of their 
modelled NO 

2
  concentration (one ‘high NO 

2
 ’ and one ‘low NO 

2
 ’), indoor-

outdoor ratio of total PAHs concentration were assessed as 0.50 and 0.57 
for high and low NO 

2
  homes, respectively. Data documented by Fischer 

et al.  (2000)  give indoor:outdoor ratio of 0.57 and 0.59 for total PAHs con-
centrations in PM 

10
  at high and low traffic density homes, respectively, in 

Amsterdam.    Ando et al. (1996) concluded that the concentration of B(k)
F, B(a)P, and B(g,h,i)P adsorbed on fine particles of <2  m m aerodynamic 
diameter in indoor air increased in proportion to those in outdoor air around 
a main road and in residential areas of Tokyo and Beijing. Even different 
method used and different particle size interested, the result from the real-
time measurements in this study focused similar. The result is consistent 
with previous studies with significantly lower indoor than outdoor pPAHs 
concentrations for inside the room with no obvious indoor source. 

 In indoor area with no obvious indoor sources of pPAHs, diffusion of 
pPAHs from outdoor sources must be contributing to indoor pPAHs pollution. 
Therefore, indoor pPAHs concentration would correspond to that at outdoor 
with a time delay required for transportation of pPAHs from outdoor to indoor. 
To determine time lag between outdoor and indoor pPAHs concentration time 
series, the cross-correlation was estimated. In general, the cross-correlation 
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is the correlation of a series with another series, shifted by a particular number 
of observations (StatSoft  1999) . The computation of cross-correlation func-
tion ( C  

 xy 
 ) can be expressed as:

 (k) [(  )( )]xy t m t x mC E x x y y+= −−    (5.1)   

 where  C  
 xy 

  is the cross-correlation function between the time series of x and 
y,  k  is the number specified in the number of lags,  x  

 t 
  is the  x  value at time t, 

 y  
 t+k 

  is the  y  value at time t with shifting forward for a lag of k,  x  
 m 
   and y  

 m 
  are 

the mean values of  x  and  y  time series, respectively. The cross-correlation 
coefficient ( R  

 xy 
 ) is computed by the following equations:

 
[(  )(  )]

( ) t m t x m
xy

x y

E x x y y
R k +− −

=
σ σ

   (5.2)   

 where

 2E[( ) ] ( ) x t mx x variance x= − =σ    (5.3)    

 2E[( ) ] ( ) y t x my y variance y+= − =σ    (5.4)     

Cross-Correlation Function
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y variable : indoor pPAHs concentration
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  Fig. 5-7.    Cross-correlation coefficient between outdoor and indoor pPAHs 
concentration measured in Tokyo       
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 Time series data of both outdoor and indoor pPAHs concentrations at 
2-min interval measured by PAS2000CE in Tokyo and in Bangkok were 
taken to determine the cross-correlation. Figure  5-7  shows the cross-correlation 
coefficient of the data obtained from Tokyo at a lag of  -k  to  + k . The highest 
cross-correlation coefficient ( R  

 xy 
  = 0.8673) at the lag of 10 could be obtained. 

Thus, the transportation of pPAHs from outdoor to indoor was quantitatively 
shown with the corresponding time delay of 20 min.  

 In case of Bangkok, the cross-correlations between outdoor pPAHs 
concentrations at 2-min intervals at either the ground level (BRS1 site) or 
a height of 13.2 m from the ground (BRS2 site) and indoor pPAHs concen-
tration at BID site were determined. There were strong cross-correlations 
(R 

xy
  = 0.7057 and R 

xy
  = 0.8308, Fig.  5-8a, b ) between indoor pPAHs concen-

trations and those at the BRS1 and BRS2 sites with the lags of 12 and of 
8, respectively. As a result, the transportation of pPAHs from outdoor at the 
ground level and at the same height as indoor to indoor area were shown 
with the corresponding time delay of 24 and 16 min, respectively.   

  5.2.5 Periodic Component of pPAHs 

 A study on dynamics of pPAHs has not been done due to lack of the pPAHs 
time series data. Because of the suitability of the PAS2000CE for pPAHs 
time series screening, it is desirable to investigate their dynamics and some 
considerable influences. Therefore, the measurement of pPAHs concentra-
tion over the period of 2 months was undertaken at 2-min interval at the 
TRS1 site, see Fig.  5-9 .  

 To explore cyclical pattern of pPAHs time series data, spectrum analysis 
was performed. Theoretically, the purpose of the analysis is to decompose 
a complex time series with cyclical components into a few underlying sinu-
soidal (sine and cosine) functions of particular wavelengths (StatSoft  1999) . 
The “wave length” of a sine and cosine function is typically expressed in 
terms of the number of cycles per unit time (Frequency: n ). In addition, the 
period (T) of a sine and cosine function is defined as the length of time 
required for one full cycle. Thus, it is the reciprocal of the frequency, or: 
T = 1/ n  (StatSoft  1999) . The general structural model can be expressed as:

For k = 1 to q

 t 0 k kX a [a * cos( * t) b *sin e( * t)]= + λ + λ∑    (5.6)    

where  l  is the frequency expressed in terms of radians per unit time, that 
is:  l  = 2 p * n . Note that the cosine parameters  a  

 k 
  and sine parameters  b  

 k 
  are 
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Cross-Correlation Function
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  Fig. 5-8.    Cross-correlation coefficient between outdoor pPAHs concentration at the 
BRS1 ( a ) and BRS2 sites ( b ) and those in the indoor site       
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coefficients that tell the degree to which the respective functions are corre-
lated with the data. Overall there are  q  different sine and cosine functions. 

 The sine and cosine functions are mutually independent; thus sum of the 
squared coefficients for each frequency can provide the periodogram as the 
following computation:

 2 2
k k kP (b  a )* n / 2= +    (5.7)    

where  P  
 k 
  is the periodogram value at frequency   n   

 k 
  and  n  is the overall length 

of the series. Generally, the periodogram values themselves are subject to 
substantial random fluctuation. A clearer picture of underlying periodicities 
often only emerges when examining the spectral densities. In order to do so, 
the spectral density estimates are computed by smoothing the periodogram 
values with a weighted moving average. The Blackman-Tukey smoothed 
periodogram, i.e. Hamming window, was used because it is a consistent 
spectral estimator (Hies  et al .  2000) . 

 Figure  5-9  shows the original time series of pPAHs concentration dur-
ing the whole observation period. The first data point corresponds to 18 
May 2001 (Friday), and the last one to 15 July 2001 (Sunday). The data are 
clearly fluctuating. Interestingly, the data show a stationary long-term com-
ponent, where it was likely to be no systematic change in mean. 

 pPAHs time series, which consist of 42,480 data points, were analyzed in 
the frequency space with spectra of periodogram. Figure  5-10a, b  present 
the periodogram values and the spectral density of pPAHs concentration, 
which was plotted against frequency, respectively. The largest amplitudes of 
a spectrum indicate the main periodicities of the underlying processes. From 
Fig.  5-10 , the large peaks present in the specific frequency range of 0–0.005, 
and this range covers the approximately 320 frequency points of the total 
7,999 points. To obtain significant peaks, testing for white noise series in 
certain frequency ranges was carried out, and the numbers of the frequency 
points were divided into four ranges: 0–40, 41–80, 81–160, and 160–320.  

 After considering criterion of significance of those peaks, some sig-
nificant peaks in Fig.  5-10  can be obtained at the following frequencies: 
0.0014, 0.0028, 0.0002, 0.0012, 0.0006, and 0.0042 cycle per 2-min. These 
frequencies correspond to the periods of 1, 0.5, 7, 1.2, 2.3, and 0.3 [d], 
respectively. 

 The results reflect that at the TRS1 site, where located at roadside area, 
three predominant peaks, i.e.1 and 0.5 [d] periodic component of pPAHs 
concentration and a weekly pattern, could be identified for all series. 
Three additional peaks of 1.2, 2.3, and 0.3 [d] could be also detected visu-
ally in this series.   
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  Fig. 5-10.    Periodogram value ( a ) and spectral density ( b ) for the pPAHs 2-min 
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  5.3 Risk Estimation of Potential Human Exposure 

to pPAHs 

  5.3.1 Integrating On-Line and Off-Line Measurement 

for Risk Estimation of Human Exposure to pPAHs 

 Particle-bound PAHs concentration is typically determined by traditional 
chemical analysis methods, including gas chromatography/mass spectrom-
etry (GC/MS), high-performance liquid chromatography (HPLC), which 
are likely to be costly and time consuming for continuous air pollution 
screening purpose. To obtain continuous temporal variation of pPAHs con-
centrations, in particular for fine particle, the use of a device capable of giv-
ing real-time detection of pPAHs concentration like Photoelectric Aerosol 
Sensor (PAS) appears attractive. Nevertheless, this technique provides only 
the sum of PAHs concentration, without giving information on individual 
PAH species. Otherwise, the relationship between gas chromatographic 
chemical analysis of filter extracts with the PAS signal output should be 
verified. There are some remarkable results those revealed that linear rela-
tionship between the total concentration of PAHs adsorbed on the particles 
and PAS output could be obtained over a large range of concentrations 
(Agnesod et al.  1996 ; McDow et al.  1990 ; Siegmann and Siegmann  1998) . 
It should be noted that overestimation of human exposure risk might be 
considerable if we directly assess it based on the total PAHs concentration 
detected by the PAS alone. However, once PAS detection can be converted 
to carcinogenic PAHs determined by the traditional methods, it would offer 
rather simple methodology to estimate potential human exposure to pPAHs. 
Therefore, on-line continuous monitoring response with off-line measure-
ment using GC/MS was investigated in order to utilize for risk estimation of 
potential human exposure to pPAHs in Tokyo and Bangkok. 

 The total concentration of the selected 12 PAHs determined by GC/MS 
which followed the US EPA method (US EPA  1999)  (as given in Table  5-1 ) 
and the average of total pPAHs concentration output from PAS2000CE dur-
ing the both samplings in Tokyo and in Bangkok were plotted to examine 
the correlation. Satisfactory linear correlations could be obtained with the 
R 2  value of 0.543 for Tokyo and of 0.723 for Bangkok as shown in the 
Fig.  5-11 .  

 The total of PAHs adsorbed on the particulate surface measured with PAS 
technique was greater, by about one order of magnitude, than the sum of 
the twelve PAHs selectively determined with off-line technique. Agnesod 
et al.  (1996)  also reported that the same difference in the order of magnitude 
was observed between off-line sampling technique using either high or low 
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volume air sampler and the automatic analyzer based on a photoelectric 
aerosol sensor (PAS), having determined 10 PAHs, with four or more rings, 
in airborne particulate which was collected in urban area. 

 When considering the 12 PAHs predominantly found in particulate phase 
(see Table  5-1 ), the PAS2000CE can detect 11 PAHs, including Phe, Anth, 
Pyr, B(a)A, Chry, B(b&k)F, B(a)P, I(1,2,3-cd)P, D(a,h)A, and B(g,h,i)P. 
Therefore, the composition of 11 PAHs absorbed on particles collected 
either in Tokyo or in Bangkok was selected to compare PAS2000CE output 
and GC/MS results. Figure  5-12  shows the average of percentage abundance 
of pPAH content in the particulate samples by the off-line technique. The 
contribution of detectable PAHs by PAS2000CE in the air particles in both 
cities studied was almost the same. Comparing the total percentage of seven 
detectable carcinogenic PAHs (B(a)A, Chry, B(b&k)F, B(a)P, I(1,2,3-cd)P, 
and D(a,h)A) in Tokyo and in Bangkok, the contributions were similar, i.e. 
68% and 66% of the total PAHs respectively.  

 The total concentration of the 11 PAHs was calculated and was plotted 
against the average of total pPAHs concentration measured by PAS2000CE 
over each same sampling period, as presented in Fig.  5-13 . A satisfac-
tory correlation between the total of selected 11 PAHs concentration and 
PAS2000CE output could be acquired with the values of R 2  of 0.541 and 
0.709 for Tokyo and Bangkok, respectively.   
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  Fig. 5-11.    Relationship between PAS2000CE output and total concentration of the 
PAHs selectively determined in Tokyo and Bangkok       
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  5.3.2 Application of PEF Scheme 

 The concentrations of the seven carcinogenic PAHs were weighted by their 
PEFs (as reported in Table  5-1 ), and were plotted with the PAS2000CE 
output. The correlation between total PEF-weighted concentration (ng/m 3 ) 
and total pPAHs concentration measured by the on-line monitor in Tokyo 
and in Bangkok could be obtained with the R 2  values of 0.588 and 0.627, 
respectively, as illustrated in Fig.  5-14 .  

 As a result, there are two possible ways to apply the relationship between 
carcinogenic PAHs and total pPAHs concentration; (1) directly using the 
correlation between total PEF-weighted concentration and total pPAHs 
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  Fig. 5-12.    Percentage abundance of the 11 detectable PAHs by PAS2000CE in 
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concentration, and (2) applying the relationship between total concentration 
of the 11 PAHs detectable by PAS2000CE and total pPAHs concentration 
followed by utilizing the percentage abundance of the carcinogenic PAHs. 
For the former scheme, carcinogenic PAHs concentration from the Tokyo 
and the Bangkok data can be calculated by the following expressions;

  Total PEF-weight conc. = 0.0147 (PAS output) + 0.0823  (5.8) (Tokyo)    

   Total PEF-weight conc. = 0.0091 (PAS output) + 0.2944    (5.9) (Bangkok)   

 For the latter application, from Fig.  5-13 , the regression correlation of 
both Tokyo and Bangkok results can be utilized as below;

   Total PAHs conc. = 0.0858 (PAS output) + 0.8515   (5.10) (Tokyo)  

   Total PAHs conc. = 0.0524 (PAS output) + 1.7057   (5.11) (Bangkok)   

 Next, the total PAHs concentration is converted to the total PEF-weight 
concentration by the following formula;

   Total PEF-weight conc. (ng/m3)= ( )
7

1
i i

i

PEF x F x TPAHs
=
∑    (5.12)  

where  PEF  
 i 
  is the PEF of carcinogenic  PAH  

 i 
 ,  F  

 i 
  is the percentage of carcinogenic 

 PAH  
 i 
  of the eleven PAHs, and TPAHs is total concentration of the eleven PAHs.  
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  Fig. 5-14.    Relationship between total PEF-weighted concentration of the carcino-
genic PAHs and PAS2000CE output       
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  5.3.3 Cancer Risk Estimation of Potential Human 

Exposure to pPAHs 

 The Office of Environmental Health Hazard Assessment (OEHHA) of the 
California Environmental Protection Agency (Cal/EPA) has developed a 
potency equivalency factor (PEF) for assessing the impact of carcinogenic 
PAHs in ambient air. Due to the limited amount of data currently available 
for risk assessment of B(a)P, the inhalation unit risk of 1.1 × 10 −3  ( m g/m 3 ) −1  
is used as the best value for inhalation exposure. The concentrations of 
carcinogenic PAHs are weighted by their PEFs, then, the lifetime cancer 
risk can be estimated as the following expression (Chetwittayachan et al. 
 2002a,   b,   c) :

   Cancer risk = PEF-weighted conc. (ng/m3) x conversion factor 
 (0.001mg/ng) x exposure time ratio x unit risk (mg/m3)–1   (5.13)   

  5.3.3.1 Risk Estimation of  Potential Human Exposure 

to pPAHs in Tokyo 

 From both observations in summer (August and September) and in winter 
(January), the hourly average pPAHs concentration of weekdays and week-
end (Fig.  5-15 ), and of the whole sampling period (Fig.  5-16 ), were calcu-
lated. All the profiles are depicted in Figs.  5-15  and  5-16  respectively. The 
lifetime cancer risk is, therefore, estimated by;

   

2

1 exp 3

2 1

T
Cancer risk 0.0147 0.0823 0.001 1.1 10

24

t

t

Cdt

t t
−

⎛ ⎞
⎜ ⎟
⎜ ⎟= + × × × ×⎜ ⎟−⎜ ⎟
⎜ ⎟⎝ ⎠

∫
   (5.14)  

where  C  is the pPAHs concentration determined by PAS2000CE at time  t , 
 T  

 exp 
  is the exposure time period.   

 Considering that TGA1 site represented as the general area, and that 
the pPAHs concentrations at this site were observed in all measure-
ments, the cancer risk of the people at this site was then considered 
as background risk. Consequently, the cancer risk at the TRS1, TRS2, 
TRS3, and TID sites were estimated as additional lifetime cancer risk 
due to road traffic. The results of the additional cancer risk of potential 
human exposure to pPAHs in the vicinity of road in Tokyo on weekday 
and weekend are summarized in Table  5-8 , and for the whole period as 
shown in Table  5-9 .   
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  Fig. 5-15.    Profile of hourly average pPAHs concentration of weekday and weekend 
during summer and winter in Tokyo       
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   Fig. 5-16.     Profile of hourly average pPAHs concentration of the whole sampling 
periods during summer and winter in Tokyo       

  Table 5-8.    Additional lifetime cancer risk of potential human exposure in the vicin-
ity of road in Tokyo on weekday and weekend   

 August  September  January 

 WD  WE  WD  WE  WD  WE 

 Background risk 
 General area 
(TGA1) 
 Additional risk 
 Roadside 

 Indoor (TID) 

 4.4E-07 

 3.2E-07 
(TRS1) 

 2.7E-07 

 1.6E-07 
 (TRS1) 

 3.0E-07 

 2.5E-07 
 (TRS2) 

 2.3E-07 

 1.9E-07 
 (TRS2) 

 3.4E-07 

 1.2E-06 
 (TRS3) 
 4.7E-07 

 1.7 E-07 

 5.4 E-07 
 (TRS3) 
 2.4 E-07 
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 From Table  5-8 , the results show that the additional risk of the people at 
the roadside area during workdays was about two times higher than that on 
weekend. Among all the results, the highest additional cancer risk could be 
found at the TRS3 site during the observation in winter, and it was 2–2.5 
times higher than those in summer. This is probably due to the location of 
the TRS3 site that is closer to the source than the other sites. 

 The background cancer risks estimated during observation periods 
at the general area, the TGA1 site, were almost similar in the range of 
2.8–3.8 × 10 −7 . From this result, the exposure of the people to pPAHs at 
this general area did not change even in different seasons. Table  5-9  shows 
that an additional risk at the roadside due to the road traffic was estimated 
as 2.5 × 10 −7  in summer. In winter, the cancer risk of the street people at 
the ground level, if any, was four times higher than that at general area. 
When comparing between indoor and outdoor at roadside area, the addi-
tional risk estimated at outdoor area was 2.5 times higher than that at 
indoor area. 

 From Fig.  5-16 , the hourly average profile of pPAHs concentration 
clearly showed the peak during the morning period. It is desirable to 
know the percentage contribution of the additional cancer risk during that 
period, especially at roadside area. The profiles of pPAHs at the roadside 
during the whole sampling periods either in summer and in winter were 
then subdivided into three periods, including morning (4:00–12:00), day-
time (12:00–20:00), and nighttime (20:00–4:00). From Fig.  5-17 , during a 
day, the additional risk during the morning period accounts for 40–50% of 
the total. While the additional risk during the daytime and nighttime dis-
tributed for 26–38% and 22–28% of the total, respectively. It is noted that 
a pPAHs emission control (e.g. motor vehicles inspection, maintenance 
program, and gasoline/diesel engine vehicles control program) against 
road traffic in the morning must be effective for a significant reduction of 
the additional risk.   

   Table 5-9.     Additional lifetime cancer risk of potential human exposure in the vicin-
ity of road in Tokyo during whole sampling period   

 August  September  January 

 Background risk 
 General area (TGA1) 
 Additional risk 
 Roadside 

 Indoor (TID) 

 3.8E-07 

 2.7E-07 
(TRS1) 

 2.8E-07 

 2.4E-07 
(TRS2) 

 3.2E-07 

 1.0E-06 
 (TRS3) 
 3.9E-07 
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  5.3.3.2 Risk Estimation of  Potential Human Exposure 

to pPAHs in Bangkok 

 Similarly, the same investigation of lifetime cancer risk as described above 
was applied to the results in Bangkok. The monitoring results of Bangkok 
at all sampling sites in March and in August 2001 were calculated as the 
hourly average of pPAHs concentrations of weekdays and weekends, and 
of the whole sampling period. The hourly average profiles are shown in 
Figs.  5-18  and  5-19 , respectively. In addition, the exposure of pedestri-
ans and motorized road users to pPAHs in Bangkok during the period of 
2:00–4:00 p.m. of August 10, 2001, and from 7:30 to 8:00 a.m. of August 
14, 2001, were investigated. The pPAHs concentrations of both observations 
are displayed in Fig.  5-20 .    

TRS1

morning
50%

daytime
26%

nighttime
24%

TRS2

morning
46%

daytime
26%

nighttime
28%

TRS3

morning
40%

daytime
38%

nighttime
22%

   Fig. 5-17.     Percentage contribution of additional cancer risk during a day in Tokyo       
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 To investigate the lifetime cancer risk, the total PEF-weighted concentration 
as expressed in the    (5.12) was utilized, and the cancer risk is estimated by;

   

2

1 exp 3

2 1

T
Cancer risk = 0.0091 0.2944 0.001 1.1 10

24

t

t

Cdt

t t
−

⎛ ⎞
⎜ ⎟
⎜ ⎟+ × × × ×⎜ ⎟−⎜ ⎟
⎜ ⎟⎝ ⎠

∫
   (5.15)   

 As the BGA site represented the general area in this study, the cancer risk 
of the people at this site was then considered as background cancer risk. 
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   Fig. 5-18.     Profile of hourly average pPAHs concentration of weekday and weekend 
during dry and wet season in Bangkok       
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Consequently, the cancer risk of potential human exposure to pPAHs at the 
BRS1 and BRS2 site were considered as additional lifetime cancer risk due 
to road traffic. The results are summarized in Table  5-10 .  

 The background cancer risk was estimated as 6.4 × 10 −7  at the general 
area, the BGA site, in the second period, showing relatively higher than that 
of 4.3 × 10 −7  in the first period. This is probably due to higher wind speed 
observed at this site, resulting in wider dispersion of the pPAHs during the 
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   Fig. 5-19.     Profile of hourly average pPAHs concentration of the whole sampling 
periods during dry and wet season in Bangkok       
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   Fig. 5-20.     pPAHs concentration observed for pedestrians and motorized road user 
in Bangkok       



152 T. Prueksasit et al.

second measurement. This indicates that the exposure of the people at the 
general area in the wet season was relatively higher than that in the hot season. 

 Comparing weekday and weekend, the results in Bangkok gave differ-
ent from those observed in Tokyo. No difference in either background or 
additional risk at all sampling sites was observed in Bangkok, while the 
cancer risk during on weekend was almost half of that on weekday in Tokyo. 
Average value of the additional cancer risk at roadside due to the road traffic 
was calculated as 1.2 × 10 −6  and 7.1 × 10 −7  at ground (BSR1) and four-storey 
height levels (BRS2), respectively. The percentage decrease of the addi-
tional cancer risk from the ground level to the four-storey height level was 
approximately 40%. At the same receptor level, no large difference in the 
additional risk between indoor and outdoor area was observed, giving the 
ratio of indoor to outdoor exposure risk of 0.88. For the results in Tables  5-9  
and  5-10 , both of the background and the additional cancer risk estimated 
in Bangkok were relatively higher than those in Tokyo. 

 From Fig.  5-19 , during the whole sampling periods in Bangkok, the per-
centage contribution of the additional cancer risk during a day at the ground 
level in roadside area was also determined, and the results are illustrated in 
Fig.  5-21 . The additional cancer risk during the morning period contrib-
uted 35–43% of the total additional cancer risk in a day. For daytime and 
nighttime periods, the corresponding values were 28–34%, and 29–32%, 
respectively. As the results, no large difference in the range of percentage 
contributions of the additional cancer risk was observed. This indicates that 
the potential personnel exposure to total pPAHs for the people in proximity 
of road in Bangkok was almost the same throughout a day.  

  Table 5-10.    Background and additional lifetime cancer risk of potential human 
exposure in the vicinity of road in Bangkok   

 March  August 

 Whole 
 period 

 Weekday  Weekend  Whole 
 period 

 Weekday  Weekend 

 Background 
risk 
 BGA 
 Additional 
risk 
 BRS1 
 BRS2 
 BID 

 4.3E-07 

 1.3E-06 
 7.4E-07 

 4.3E-07 

 1.3E-06 
 7.5E-07 

 4.2E-07 

 1.3E-06 
 7.3E-07 

 6.4E-07 

 1.1E-06 
 6.8E-07 
 6.0 E-07 

 6.8E-07 

 1.0E-06 
 6.5E-07 
 5.7E-07 

 5.3E-07 

 1.3E-06 
 7.5E-07 
 6.6 E-07 
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 From Fig.  5-20 , the additional risk of pedestrian and of motorized road 
users (i.e. motorbike or motor tricycle driver) was also estimated during the 
sampling period in wet season as shown in Table  5-11 .  

 From Table  5-11 , the additional cancer risk of pedestrian either in the 
morning or in the afternoon was similar. Then, if the people spent the time 
everyday for walking beside the main street for approximately 1 h, their 
additional cancer risk was estimated as 5.5 × 10 −8 . In the case of motorized 
road user (i.e. motor tricycle drivers), the cancer risk was estimated as occu-
pational group, assuming exposure time of 8 h workday. Consequently, the 
additional risk of the motor tricycle driver during workday was estimated as 
1.8 × 10 −6 . From Fig.  5-20 , if the motorized road user exposure to the highest 

  Fig. 5-21.    Percentage contribution of additional cancer risk during a day at the 
roadside area during the whole sampling period in Bangkok       
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level of the pPAHs (1,359 ng/m 3 ) throughout a work period, their additional 
risk will be estimated as 4.6 × 10 −6 . 

 According to the criteria for risk reduction under the California’s Air 
Toxics Hot Spots Information and Assessment Act of 1987 (Collins and 
Brown  1998) , all the estimated lifetime cancer risks in this study are still at 
a level not requiring public notification (since < 10 −5 ). However, we should 
carefully realize and pay attention to the potential personnel exposure to 
pPAHs of motorized road users, especially motor tricycle and motorbike 
drivers, which their additional cancer risk was 1.5 and 2.8 times higher than 
those of the people at the roadside and general area, respectively. Moreover, 
if we consider their highest potential exposure risk (i.e. 4.6 × 10 −6 ), the addi-
tional cancer risk becomes four and seven times higher than those of the 
people at the roadside and general area, respectively.    

  5.4 Conclusion 

 Advanced monitoring by a photoelectric aerosol sensor (PAS) could be utilized 
to clarify temporal and spatial variation of particle-bound PAHs. Further, this 
technique was successfully applied to assess the potential risk associated with 
human exposure to pPAHs by integrating with off-line technique and applying 
the potency equivalent factors (PEFs) scheme. The similar diurnal changes 
of pPAHs concentration were observed during the whole sampling period 
in Tokyo and in Bangkok. The pPAHs concentration increased in the early 
morning in accordance with a sudden burden of road traffic, and followed by 
a marked reduction in the daytime probably due to rising in the mixing zone 
caused by temperature increase in the daytime. In proximity of road either in 
Tokyo or in Bangkok, indoor pPAHs concentration with no obvious indoor 
source responded well to that at outdoor at the same receptor level with the 
certain time lags of 20 and 16 min, respectively, because the transportation of 
pPAHs from outdoor to indoor required a certain time. The spectral analysis 
clearly shows 1-, 0.5-, 7-, 1.2-, 2.3-, and 0.3-d periodicity of pPAHs for the 
urban sampling site especially at the roadside in Tokyo. 

   Table 5-11.     Additional lifetime cancer risk of pedestrian and motorized road user   

 Pedestrian (exposure period :1 h) 

 Motorized road user
(exposure period: 8 h) 

 Morning  Afternoon 

 5.9E-08  5.2E-08  1.8E-06 
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 The quantitative differences in pPAHs concentrations were examined 
between Tokyo and Bangkok and there were differences among the sites in 
the level of the pPAHs concentration. The average pPAHs concentration at 
the roadside in Bangkok (53 ng/m 3 ) was relatively higher than that in Tokyo 
(29 ng/m 3 ); however, a bit higher concentration of the pPAHs at the general 
area in Tokyo (19 ng/m 3 ) than that in Bangkok (16 ng/m 3 ) was obtained. 
Differences observed either among the sites or between the cities in the 
pPAHs transportation patterns might be strongly affected by the surrounding 
sampling site’s configuration and local wind characteristic in both cities. 

 Integrating on-line and off-line measurement could be successfully 
applied to assess the potential risk associated with human exposure to 
pPAHs. The percentage contribution of the additional cancer risk due to 
road traffic during the morning accounts for approximately 40–50% of the 
total additional risk in a day in Tokyo, while the contributions in the morn-
ing, daytime and nighttime in Bangkok were similar. The background and 
the additional cancer risk estimated in Bangkok were relatively higher than 
those in Tokyo. The background cancer risk at the general area was estimated 
as 3.3 × 10 −7  for Tokyo, and 5.4 × 10 −7  for Bangkok. In Tokyo, the additional 
cancer risk at the four-storey height in the roadside area was about 2.5 × 10 −7  
in summer. The additional cancer risk of 1.0 × 10 −6  was observed at ground 
level in the roadside area in winter. In Bangkok, an additional cancer risk at 
roadside was estimated as 1.2 × 10 −6  and 7.2 × 10 −7  at ground and four-storey 
height levels, respectively. In the case of motorized road users, especially 
motorbike and motor tricycle drivers, their additional risk was estimated 
as 1.8 × 10 −6 . As a result, the potential personnel exposure to pPAHs of the 
people living in the vicinity of road especially at the ground level and the 
road users would provide fundamental data for risk reduction in order to 
improve their quality of life.      
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