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Foreword
Gabriele Centi

Catalysis is a major science behind sustainable energy. No matter what the energy
source is – oil, natural gas, coal, biomass, solar – a clean, sustainable energy future
will involve catalysis. However, at the same time we are facing a rapidly evolving
energetic scenario, due to the faster rise in the cost of oil and natural gas with respect
to the levels predicted only few years ago, the changing geo-political strategies and
the increasing awareness of society regarding sustainability. Challenges and priority
areas for catalysis in sustainable energy, across the energy distribution system and
for all major energy sources are changing rapidly. The next 20 years will be
dominated by major changes in the uses of catalysis for energy, due to the following
main drivers:

. high fossil fuel costs

. the geo-political and social (more than economic) need to increase the use of

biomasses, but not in competition with food
. introduction and/or extension of the use of more eco-friendly energy vectors

(electron, hydrogen)
. the need not to postpone any longer a major step forward in the use of solar

energy
. progressive introduction of delocalized energy production
. social pressure for sustainability, in terms of impact on the environment and

life quality of energy production and use and efficient use of energy
. the need to mitigate climate changes and reduce greenhouse gas emissions.

These drivers push to accelerate the transition towards more cost-effective renew-
able energy technologies and new lower energy demand technologies. In the
transition to a new smart-energy world, there is the need to find more efficient
ways of producing, refining and using fossil fuels, maximizing the use of actual
resources and introducing new technologies to use low-value fossil fuels (heavy
residues, coal, oil shale and similar materials). Improved catalysts are needed to
increase process efficiency, reduce energy and produce cleaner products such as
ultralow sulfur diesel.

XIII

Catalysis for Sustainable Energy Production. Edited by P. Barbaro and C. Bianchini
Copyright � 2009 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-32095-0



For a sustainable hydrogen economy, hydrogen will need to be produced using
renewable energy and a sustainable feedstock rather than from petrochemical
sources. A successful transition to the hydrogen economy will require a reliable
and efficient means of creating, transporting and storing hydrogen. Significant
research is still required before hydrogen fuel cells will become competitive, such
as for the development of better catalysts for fuel cells, the investigation of new,
reliable solutions and catalysts for direct alcohol fuel cells and the development of
new ideas to combine chemical and electrical energy production, preferably using
waste as raw materials.
Reducing the energy demand of the chemical industry and improving its sustain-

ability require the development of novel approaches and consideration of alternative
sources of energy for chemical reactions such as photochemical, microwave and
ultrasonic. Thesemay offer significant energy saving overmore conventional energy
sources and also allow progress towards a relevant strategic objective to implement
sustainable chemistry: process intensification to develop novel modular and energy-
efficient chemical processes. Catalysis is the core technology to achieve these
objectives.
Catalysis is thus an enabling factor for sustainable energy, but a new approach to

catalysis is needed in order to address themajor changes that we will face in the near
future. For this reason, IDECAT (a European Network of Excellence on Catalysis)
organized in 2006 two thematic (brainstorm-like) workshops dedicated to the
identification of a roadmap and priorities for a catalytic approach for sustainable
energy production and for the direct catalytic conversion of renewable feedstocks
into energy.
The first workshop, �Catalysis for Renewables�, was held in Rolduc (Kerkrade, The

Netherlands) on 16–18 May 2006 and was dedicated mainly to the discussion of the
catalytic process options for the conversion of renewable feedstocks into energy and
chemicals. A book was published as result of this effort: Gabriele Centi and Rutger
A. van Santen (eds), Catalysis for Renewables: from Feedstock to Energy Production,
Wiley VCH Verlag GmbH, Weinheim, 2007 (ISBN 978-3-527-31788-2). The differ-
ent chapters in this book cover various aspectsmainly related to biomass conversion,
but with some chapters also discussing the relationship between catalysis and solar
energy and H2 as the bridge to a sustainable energy system. The concluding chapter
reported a perspective critical synthesis of topics discussed in the book and a concise
presentation of the Research Strategic Agenda (SRA) of catalysis for renewables.
A second workshop, �Catalysis for Sustainable Energy Production�, was held in

Sesto Fiorentino (Florence, Italy) from 29 November to 1 December 2006. The
structure and approach of this workshop were similar to those of the first, but the
focus was on (i) fuel cells, (ii) hydrogen and methane storage and (iii) H2 production
from old to new processes, including those using renewable energy sources. The
present book is based on this second workshop and reports a series of invited
contributions which provide both the �state-of-the-art� and frontier research in the
field. Many contributions are from industry, but authors were also asked to focus
their description on the identification of priority topics and problems. The active
discussions during the workshop are reflected in the various chapters of this book.
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Although a specific chapter dedicated to the role of catalysis in energy production is
not included, becausemost of the aspects were already covered in the final chapter of
the previous book, the reader can easily use the final sections of each chapter to
identify priorities for research on catalysis for sustainable energy.
The workshop was organized by the CNR (National Research Council of Italy) and

INSTM (Italian Interuniversity Consortium for the Science and Technology of
Materials) in the frame of the activities of the EU Network of Excellence (NoE)
IDECAT (Integrated Design of Catalytic Nanomaterials for Sustainable Production).
The objective of this NoE is to strengthen research in catalysis by the creation of a

coherent framework of research, know-how and training between the various dis-
ciplinary catalysis communities (heterogeneous, homogeneous and bio-catalysis)
with the objective of achieving a lasting integration between the main European
institutions in this area. IDECAT will create (starting from Spring 2008) the virtual
Institute �European Research Institute on Catalysis� (ERIC), which is intended to be
the main reference point for catalysis in Europe and a reference center for catalysis
and sustainable energy.
IDECAT focuses its research actions on (i) the synthesis and mastering of nano-

objects, the materials of the future for catalysis, integrating the concepts common
also to other nanotechnologies, (ii) bridging the gap between theory and modeling,
surface science and kinetic/applied catalysis and also between heterogeneous,
homogeneous and biocatalytic approaches and (iii) developing an integrated design
of catalytic nanomaterials.
The objectives of IDECAT are to:

1. Create a critical mass of expertise going beyond collaboration.

2. Create a strong cultural thematic identity on nanotech-based catalysts.

3. Increase cost-effectiveness of European research.

4. Establish a frontier research portfolio able to promote innovation in catalysis

use especially at the SMEs level.

5. Increase potential for training and education in multidisciplinary approaches

to nanotech-based catalysis.

6. Spread excellence beyond the NoE to both the scientific community and to the

citizen.

Next-generation catalysts should achieve zero waste emissions and use selectively
the energy in chemical reactions. In addition, they will permit the development of
new bio-mimicking catalytic transformations, new clean energy sources and che-
mical storage methods, the utilization of new and/or renewable raw materials and
reuse of the waste, solving global issues (greenhouse gas emissions, water and air
quality) and realizing smart devices. These challenging objectives can be reached
only through a synergic interaction between the best catalytic research centers and
permanent and strong interaction with companies and public institutions. This is
the scope of IDECAT.
In conclusion, this book constitutes a further step in IDECAT�s aim to develop a

coherent framework of activities to create sustainable energy and society through
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catalysis. This book is at the same time an updated overview of the state-of-the-art
and a roadmap, which defines new directions, opportunities and needs for R&D.
Finally, warm thanks are due to Dr Pierluigi Barbaro of CNR (ICCOM, Florence) and
Dr ssa Serena Orsi (INSTM and CNR, Florence), whose continued support enabled
both the workshop cited to take place and this book onCatalysis for Sustainable Energy
Production to be produced.

Gabriele Centi INSTM and University Messina, Italy
IDECAT Coordinator
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Epilogue
Claudio Bianchini

This book collects many of the most outstanding contributions presented at the
workshop �Catalysis for Sustainable Energy Production� held in Sesto Fiorentino
(Florence, Italy) from 29 November to 1 December 2006. Unlike the previous book
in the IDECAT series, Catalysis for Renewables: from Feedstock to Energy Production,
edited by Gabriele Centi and Rutger A. van Santen, the focus of this book is on the
technological innovation related to sustainable energy production rather than on
specific catalytic processes. Indeed, it was our principal aim to provide the reader
with a updated view of the technology involved in relevant energy production
processes, with particular emphasis on critical issues in the fields of low-
temperature fuel cells, hydrogen and methane storage, hydrogen and biodiesel
production by conventional and bio-processes, photovoltaics and catalytic com-
bustion.
The authors were asked to highlight the deficiencies in current technologies and,

at the same time, to offer a perspective to devise possible solutions. My feeling is that
the mission has been fully accomplished. The series of contributions dealing with
direct alcohol fuel cells are paradigmatic in this sense: the complexity of the
chemical processes involved at either electrode and of the devices so far developed
has received more attention than traditional electrochemical results with appealing
power density curves. Likewise, the sustainable production of hydrogen and its
unconventional storage have been faced up to with the intention of offering not only
a view of the �state-of-the art� but also mainly to warn the reader that the way to
success is still long and hard.
Finally, we are confident that this book may be a good companion as well as a

guide to the very many senior and young researchers who have decided to use their
talents to offer new perspectives to Sustainable Energy production.
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1
The Direct Ethanol Fuel Cell: a Challenge to Convert Bioethanol
Cleanly into Electric Energy
Claude Lamy, Christophe Coutanceau, and Jean-Michel Leger

1.1
Introduction

Discovered in England in 1839 by Sir William Grove, a fuel cell (FC) is an
electrochemical device which transforms directly the heat of combustion of a fuel
(hydrogen, natural gas, methanol, ethanol, hydrocarbons, etc.) into electricity [1].
The fuel is electrochemically oxidized at the anode, without producing any pollutants
(only water and/or carbon dioxide are released into the atmosphere), whereas the
oxidant (oxygen from the air) is reduced at the cathode. This process does not follow
Carnot�s theorem, so that higher energy efficiencies are expected: 40–50% in
electrical energy, 80–85% in total energy (electricity þ heat production).
There is now a great interest in developing different kinds of fuel cells with several

applications (in addition to the first and most developed application in space
programs) depending on their nominal power: stationary electric power plants
(100 kW–10MW), power train sources (20–200 kW) for the electrical vehicle (bus,
truck and individual car), electricity and heat co-generation for buildings and houses
(5–20 kW), auxiliary power units (1–100 kW) for different uses (automobiles, aircraft,
space launchers, space stations, uninterruptible power supply, remote power, etc.)
and portable electronic devices (1–100W), for example, cell phones, computers,
camcorders [2, 3].
Formany applications, hydrogen is themost convenient fuel, but it is not a primary

fuel, so that it has to be produced from different sources: water, fossil fuels (natural
gas, hydrocarbons, etc.), biomass resources and so on. Moreover, the clean produc-
tion of hydrogen (including the limitation of carbon dioxide production) and the
difficulties with its storage and large-scale distribution are still strong limitations
for the development of such techniques [2, 3]. In this context, other fuels, particularly
those, like alcohols, which are liquid at ambient temperature and pressure, are more
convenient due to the ease of their handling and distribution.
Therefore, alcohols have begun to be considered as valuable alternative fuels,

because theyhave ahighenergydensity (6–9 kWhkg�1, comparedwith33 kWhkg�1
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for pure hydrogen without a storage tank and about 11 kWhkg�1 for gasoline) and
they can be obtained from renewable sources (e.g. bioethanol from biomass
feedstock). Ethanol is an attractive fuel for electric vehicles, since it can be easily
produced in great quantities by the fermentation of cellulose-containing rawmateri-
als from agriculture (corn, wheat, sugar beet, sugar cane, etc.) or from different
wastes (e.g. agricultural wastes containing lignocellulosic residues). In addition, in
some countries such as Brazil and theUSA andmore recently in France (with the E85
fuel containing 85% of ethanol), ethanol is already distributed through the fuel
station network for use in conventional automobiles with internal combustion
engines (flex-fuel vehicles). Moreover, for portable electronics, particularly cell
phones, ethanol can advantageously replace methanol, which is used in the direct
methanol fuel cell (DMFC), since it is less toxic and has better energy density and
similar kinetics at low temperature.
DMFCs and direct ethanol fuel cells (DEFCs) are based on the proton exchange

membrane fuel cell (PEMFC), where hydrogen is replaced by the alcohol, so that both
the principles of the PEMFC and the direct alcohol fuel cell (DAFC), in which
the alcohol reacts directly at the fuel cell anodewithout any reforming process, will be
discussed in this chapter. Then, because of the low operating temperatures of these
fuel cells working in an acidic environment (due to the protonic membrane), the
activation of the alcohol oxidation by convenient catalysts (usually containing plati-
num) is still a severe problem, which will be discussed in the context of electro-
catalysis. One way to overcome this problem is to use an alkaline membrane
(conducting, e.g., by the hydroxyl anion, OH�), in which medium the kinetics of
the electrochemical reactions involved are faster than in an acidic medium, and then
to develop the solid alkaline membrane fuel cell (SAMFC).
After rehearsing the working principles and presenting the different kinds of fuel

cells, the proton exchange membrane fuel cell (PEMFC), which can operate from
ambient temperature to 70–80 �C, and the direct ethanol fuel cell (DEFC), which has
to work at higher temperatures (up to 120–150 �C) to improve its electric perfor-
mance, will be particularly discussed. Finally, the solid alkaline membrane fuel cell
(SAMFC) will be presented in more detail, including the electrochemical reactions
involved.

1.2
Principles and Different Kinds of Fuel Cells

1.2.1
Working Principles of a Fuel Cell

The principles of the fuel cell are illustrated in Figure 1.1. The electrochemical cell
consists of two electrodes, an anode and a cathode, which are electron conductors,
separated by an electrolyte [e.g. a proton exchange membrane (PEM) in a PEMFC or
in aDAFC], which is an ion conductor (as the result of protonmigration and diffusion
inside the PEM). An elementary electrochemical cell converts directly the chemical
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energy of combustion in oxygen (i.e. the Gibbs free energy change, �DG) of a given
fuel (hydrogen, natural gas, hydrocarbons, kerosene, alcohols, biomass resources
and wastes) into electricity [4–8].
Electrons liberated at the anode (negative pole of the cell) by the electro-oxidation

of the fuel pass through the external circuit (producing electric energy equal to�DG)
and arrive at the cathode (positive pole), where they reduce oxygen (from air). Inside
the fuel cell, the electric current is transported by migration and diffusion of the
electrolyte ions (Hþ , OH�, O2�, CO3

2�), for example, Hþ in a PEMFC.

1.2.1.1 The Thermodynamics of Fuel Cells
At the anode, the electro-oxidation of hydrogen takes place as follows:

H2 ! 2Hþ þ 2e� E�
1 ¼ 0:000 V=SHE ð1:1Þ

whereas the cathode undergoes the electro-reduction of oxygen:

O2 þ 4Hþ þ 4e� ! 2H2O E�
2 ¼ 1:229 V=SHE ð1:2Þ

where E�
i are the standard electrode potentials versus the standard hydrogen

(reference) electrode (SHE). The standard cell voltage is thus E�
eq ¼ E�

2�E�
1 ¼

1:229 V � 1:23 V. This corresponds to the overall combustion reaction of hydrogen
in oxygen:

H2 þ 1
2
O2 !H2O ð1:3Þ

with the following thermodynamic data, under standard conditions: DG� ¼
–237 kJmol�1; DH� ¼ –286 kJmol�1 of H2.
The protons produced at the anode cross over the membrane, ensuring the

electrical conductivity inside the electrolyte, whereas the electrons liberated at

Figure 1.1 Schematic diagram of a hydrogen/oxygen fuel cell.
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the anode reach the cathode (where they reduce oxygen) through the external circuit.
This process produces an electric energy, Wel¼ nFEeq� ¼ –DG�, corresponding
to an energy mass density of the fuel We¼�DG�/(3600M)¼ 32.9 kWhkg�1�
33 kWhkg�1, whereM¼ 0.002 kg is themolecular weight of hydrogen, F¼ 96 485C
the Faraday constant (i.e. the absolute value of the electric charge of 1 mol of
electrons) and n¼ 2 the number of electrons involved in the oxidation of one
hydrogen molecule.
The standard electromotive force (emf), E�

eq, at equilibrium (no current flowing)
under standard conditions is then calculated as follows:

E�
eq ¼ �DG�

nF
¼ 237� 103

2� 96485
¼ E�

2�E�
1 ¼ 1:229 V � 1:23 V ð1:4Þ

The working of the cell under reversible thermodynamic conditions does not follow
Carnot�s theorem, so that the theoretical energy efficiency, erevcell, defined as the ratio
between the electrical energy produced (�DG�) and the heat of combustion (�DH�)
at constant pressure, is

erevcell ¼
We

�DH� ¼
nFE�

eq

�DH� ¼
DG�

DH� ¼ 1�TDS�

DH� ¼ 237
286

¼ 0:83 ð1:5Þ

for the hydrogen/oxygen fuel cell at 25 �C.
This theoretical efficiency is much greater (by a factor of about 2) than that of

a thermal combustion engine, producing the reversible work, Wr, according to
Carnot�s theorem:

erevtherm ¼ Wr

�DH� ¼
Q1�Q2

Q1
¼ 1�Q2

Q1
¼ 1�T2

T1
¼ 0:43 ð1:6Þ

for, for example,T1¼ 350 �CandT2¼ 80 �C,whereQ1 andQ2 are the heat exchanged
with the hot source and cold source, respectively.

1.2.1.2 The Kinetics of Fuel Cells
However, under working conditions, with a current density j, the cell voltage E( j)
becomes smaller than the equilibrium cell voltage Eeq, as the result of three limiting
factors: (i) the overvoltages ha and hc at both electrodes due to a rather low reaction
rate of the electrochemical reactions involved (h is defined as the difference between
the working electrode potential Ei and the equilibrium potential Eeq

i , so that
Ei ¼ Eeq

i þh), (ii) the ohmic dropRej both in the electrolyte and interface resistances
Re and (iii) mass transfer limitations for reactants and products (Figure 1.2) .
The cell voltage, E( j), defined as the difference between the cathode potential E2

and the anode potential E1, can thus be expressed as

E j jjð Þ ¼ E2 j jjð Þ�E1 j jjð Þ ¼ Eeq
2 þhc� Eeq

1 þha

� ��Rej jj
¼ Eeq� jhaj þ jhcj þRej jjð Þ ð1:7Þ

where the overvoltagesha (anodic reaction, i.e. oxidation of the fuelwithha> 0) andhc

(cathodic reaction, i.e. reduction of the oxidant with hc < 0) take into account both the
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low kinetics of the electrochemical reactions involved (charge transfer overvoltage
or activation polarization) and the limiting rate of mass transfer (mass transfer
overvoltage or concentration polarization) – see Figure 1.3.
In the E( j) characteristics one may distinguish three zones associated with these

energy losses:

. Zone I: the Evs j linear curve corresponds to ohmic lossesRej jj in the electrolyte and
interface resistances; a decrease of the specific electric resistance Re from 0.3 to
0.15W cm2 gives an increase in the current density j (at 0.7 V) from 0.25 to
0.4 Acm�2, that is, an increase in the energy efficiency and in the power density
of 1.6-fold.

. Zone II: the E vs ln(| j|/j0) logarithmic curve corresponds to the charge transfer
polarization, that is, to the activation overvoltages due to a relatively low electron
exchange rate at the electrode–electrolyte interface, particularly for the oxygen
reduction reaction whose exchange current density j0 is much smaller than that
of the hydrogen oxidation; an increase in j0 from 10�8 to 10�6 A cm�2 leads to an
increase in the current density j (at 0.7 V) from0.4 to 0.9 Acm�2, that is, an increase
in the energy efficiency and in the power density of 3.6-fold compared with the
initial data.

. Zone III: the E vs ln(1� | j/jl|) logarithmic curve corresponds to concentration
polarization, which results from the limiting value jl of the mass transfer limiting
current density for the reactive species and reaction products to and/or from the
electrode active sites; an increase in jl from 1.4 to 2.2 Acm�2 leads to a further

Figure 1.2 Comparative current density ( j) vs potential (E) curves
for H2 and EtOH electro-oxidation at different Pt-based catalytic
anodes and oxygen electro-reduction at a Pt cathode.
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increase in the current density j (at 0.7 V) from0.9 to 1.5 Acm�2, that is, an increase
in the energy efficiency and in the power density of 6-fold comparedwith the initial
curve.

Hence these three key points will determine the energy efficiency and the specific
power of the elementary fuel cell: an improvement in each component of the cell will
increase the power density from 0.175 to 1.05Wcm�2, that is, an increase by a factor
of 6. As a consequence, for the fuel cell systems the weight and volume will be
decreased by a similar factor, for a given power of the system, and presumably
the overall cost will be diminished. The improvement in the components of the
elementary fuel cell thus has a direct effect on the system technology and therefore on
the overall cost.
For a PEMFC, fed with reformate hydrogen and air, the working cell voltage is

typically 0.8 V at 500mAcm�2, which leads to a voltage efficiency eE given by

eE ¼ Eð jÞ
E�
eq

¼ 1� jhað jÞj þ jhcð jÞj þRej jj
E�
eq

¼ 0:8
1:23

¼ 0:65 ð1:8Þ

The overall energy efficiency (ecell) thus becomes

ecell ¼ Wel

�DH� ¼
nexpFEðj jjÞ
�DH� ¼ nexp

nth

Eðj jjÞ
E�
eq

nthFE
�
eq

�DH� ¼ eFeEerevcell ð1:9Þ

where the faradaic efficiency eF¼nexp/nth is the ratio between the number of
electrons nexp effectively exchanged in the overall reaction and the theoretical

Figure 1.3 Theoretical E( j) electric characteristics of an H2/O2

fuel cell: (&) j0¼ 10�8 A cm�2, Re¼ 0.30W cm2, jl¼ 1.2 A cm�2;
(^) j0¼ 10�8,Re¼ 0.15, jl¼ 1.3; (~) j0¼ 10�6,Re¼ 0.15, jl¼ 1.4;
(þ ) j0¼ 10�6, Re¼ 0.10, jl¼ 2.2.

8j 1 The Direct Ethanol Fuel Cell: a Challenge to Convert Bioethanol Cleanly into Electric Energy



numbers of electrons nth for complete oxidation of the fuel (to H2O and CO2). eF¼ 1
for hydrogen oxidation, but eF¼ 4/12¼ 0.33 for ethanol oxidation stopping at the
acetic acid stage (four electrons exchanged instead of 12 electrons for complete
oxidation to CO2) – see Section 1.3.2.1.
As an example, the overall energy efficiency of anH2/O2 fuel cell, working at 0.8 V

under 500mAcm�2, is

eH2=O2

cell ¼ 1� 0:65� 0:83 ¼ 0:54 ð1:10Þ
whereas that of a DEFC working at 0.5 V under 100mAcm�2 (assuming complete
oxidation to CO2) would be

eC2H5OH=O2

cell ¼ 1� 0:44� 0:97 ¼ 0:43 since eF ¼ 1;

eE ¼ 0:5
1:14

¼ 0:44 and erevcell ¼
1325
1366

¼ 0:97
ð1:11Þ

withDG� ¼�1325 kJmol�1,Eeq� ¼ (1325� 103)/(12� 96 485)¼ 1.144VandDH� ¼
�1366 kJmol�1 of ethanol (see Section 1.3.2.1).
These energy efficiencies are better than those of the best thermal engines (diesel

engines), which have energy efficiency of the order of 0.40.
Therefore, it appears that the only way to increase significantly the overall energy

efficiency is to increase eE and eF, that is, to decrease the overvoltagesh and the ohmic
drop Rej and to increase the faradaic efficiency for complete oxidation, since erevcell is
given by the thermodynamics (one can increase it slightly by changing the pressure
and temperature operating conditions). For the hydrogen/oxygen fuel cell, usually
eF� 1, but it can be much lower in the case of incomplete combustion of the fuel
(see, e.g., the case of the DEFC in Section 1.3.2.1). The decrease in |h| is directly
related to the increase in the rate of the electrochemical reactions occurring at both
electrodes. This is typically the field of electrocatalysis, where the action of both the
electrode potential and the catalytic electrodematerial will synergistically increase the
reaction rate v [9–11].

1.2.1.3 Catalysis of Fuel Cell Reactions

Electrocatalysis and theRate of Electrochemical Reactions For a given electrochemical
reaction A þ ne�>B, which involves the transfer of n electrons at the electrode/
electrolyte interface, the equilibrium potential, called the electrode potential, is given
by the Nernst law:

EA=B
eq ¼ EA=B

0 þ RT
nF

ln
aA
aB

ð1:12Þ

where EA=B
0 is the standard electrode potential, as measured versus the standard

hydrogen electrode (SHE), the potential of which is zero at 25 �C by definition, and ai
is the activity of reactant i.
As soon as the electrode potential takes a value EA/B different from the equilibrium

potential EA=B
eq , an electrical current of intensity I passes through the interface, the

magnitude of which depends on the deviation h ¼ EA=B�EA=B
eq from the equilibrium
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potential. h, which is called the overvoltage, is positive for an oxidation reaction
(anodic reaction B ! A þ ne�) and negative for a reduction reaction (cathodic
reaction A þ ne� ! B). The current intensity I is proportional to the rate of reaction
v, that is, I¼ nFv. For heterogeneous reaction v is proportional to the surface area
S of the interface, so that the kinetics of electrochemical reactions are better defined
by the intrinsic rate vi¼ v/S and the current density j¼ I/S¼ nFvi.
The electrical characteristics j(E) can then be obtained by introducing the expo-

nential behavior of the rate constant with the electrochemical activation energy,
D
_

G
^ þ ¼ DGþ

0 �anFE, which comprises two terms: the first (DGþ
0 ) is the chemical

activation energy and the second (anFE) is the electrical part of the activation energy.
This latter is a fractiona (0�a� 1) of the total electric energy, nFE, coming from the
applied electrode potential E, where a is called the charge transfer coefficient
(Figure 1.4). In the theory of absolute reaction rate, one obtains, for a first-order
electrochemical reaction (the rate of which is proportional to the reactant concentra-
tion ci):

j ¼ nFvi ¼ nFkðT ;EÞci ¼ nFk0cie
�ðDaG‘ þ

=RTÞ

¼ nFk0cie
�ðDGþ

0 =RTÞeðanFE=RTÞ ¼ j0e
ðanFE=RTÞ ð1:13Þ

This equation contains the two essential activation terms met in electrocatalysis:
(i) an exponential function of the electrode potentialE and (ii) an exponential function
of the chemical activation energyDGþ

0 . Bymodifying the nature and structure of the
electrodematerial, onemaydecreaseDGþ

0 , by a given amountK (see Figure 1.4), thus
increasing j0, as the result of the catalytic properties of the electrode. This leads to an
increase of the reaction rate vi, that is, the current density j.

Electrocatalytic Oxidation of Hydrogen The rate constant of the hydrogen oxidation
reaction (HOR), as measured by the exchange current density j0 (i.e. the current

Figure 1.4 Activation barrier for an electrochemical reaction. K is
the decrease in activation energy due to the electrode catalyst and
anFE is that due to the electrode potential E.
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density at the equilibrium potential EA=B
eq , where the anodic current is exactly

compensated by the cathodic current, so that the overall current is zero) depends
greatly on the electrode material (Figure 1.5).
These values can be correlated with the heat of adsorption of hydrogen on the

catalytic metal since the oxidation mechanism, apart from diffusion and mass
transport limitations, is controlled by an adsorption step in a two consecutive step
mechanism:

H2 ! 2Hads dissociative adsorption of hydrogen ð1:14Þ

2ðHads !Hþ
aq þ e�Þ electron transfer reaction ð1:15Þ

H2 ! 2Hþ
aq þ 2e� overall oxidation reaction ð1:16Þ

where Hþ
aq is a proton solvated by the electrolytic medium (usually an aqueous

electrolyte). This leads to a Volcano plot (Figure 1.5) with a maximum of activity for
the transition noble metals (Pt, Pd, Rh).

Oxidation of Alcohols in a Direct Alcohol Fuel Cell The electrocatalytic oxidation of
an alcohol (methanol, ethanol, etc.) in a direct alcohol fuel cell (DAFC) will avoid the
presence of a heavy and bulky reformer, which is particularly convenient for
applications to transportation and portable electronics. However, the reaction mech-
anism of alcohol oxidation is much more complicated, involving multi-electron
transfer with many steps and reaction intermediates. As an example, the complete
oxidation of methanol to carbon dioxide:

CH3OHþH2O!CO2 þ 6Hþ þ 6e� ð1:17Þ

Figure 1.5 Exchange current density of the hydrogen reaction as a
function of the metal–hydrogen bond energy [12].
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involves the transfer of six electrons and the formation ofmany adsorbed species and
reaction intermediates, among them adsorbed CO, which blocks the active sites of
platinumcatalysts. As a result of such a complex reaction, the oxidation overvoltageha

is relatively high (0.3–0.5 V), so that more effective electrocatalysts are needed in
order to increase the reaction rate and thus to decrease ha. Therefore, several bi- and
trimetallic catalysts were developed, among which Pt/Ru-based electrocatalysts lead
to the best performance.
Pt/Ru electrocatalysts are currently used in DMFC stacks of a few watts to a few

kilowatts. The atomic ratio between Pt and Ru, the particle size and themetal loading
of carbon-supported anodes play a key role in their electrocatalytic behavior.
Commercial electrocatalysts (e.g. from E-Tek) consist of 1 : 1 Pt/Ru catalysts dis-
persed on an electron-conducting substrate, for example carbon powder such as
Vulcan XC72 (specific surface area of 200–250m2 g�1). However, fundamental
studies carried out in our laboratory [13] showed that a 4 : 1 Pt/Ru ratio gives higher
current and power densities (Figure 1.6).
This may be explained by the bifunctional theory of electrocatalysis developed by

Watanabe and Motoo [14], according to which Pt activates the dissociative chemi-
sorption of methanol to CO, whereas Ru activates and dissociates water molecules,
leading to adsorbed hydroxyl species, OH. A surface oxidation reaction between
adsorbed CO and adsorbed OH becomes the rate-determining step. The reaction
mechanism can be written as follows [15]:

PtþCH3OH!Pt�CH3OHads ð1:18Þ

Pt�CH3OHads !Pt�CHOads þ 3Hþ þ 3e� ð1:19Þ

Pt�CHOads !Pt�COads þHþ þ e� ð1:20Þ

RuþH2O!Ru�OHads þHþ þ e� ð1:21Þ

Figure 1.6 (a) E( j) and (b) P( j ) curves at 110 �C of a DMFCwith
different Pt/Ru atomic ratios in the anode catalyst (&, 50 : 50;~,
70 : 30; ^, 80 : 20).
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Pt�COads þRu�OHads !PtþRuþCO2 þHþ þ e� ð1:22Þ

Overall reaction:

CH3OHþH2O!CO2 þ 6Hþ þ 6e� ð1:23Þ
In this reaction mechanism, three or four Pt sites are involved in methanol

dissociation, whereas only one Ru site is involved in water activation, so that the best
Pt/Ru atomic ratio is between 3 : 1 and 4 : 1 [15].
Some Pt/Ru-based trimetallic electrocatalysts, such as Pt/Ru/Mo, give enhanced

catalytic activity leading to a power density, in an elementary single DMFC, at least
twice that of Pt/Ru catalyst.

Electrocatalytic Reduction of Dioxygen The electrocatalytic reduction of oxygen is
another multi-electron transfer reaction (four electrons are involved) with several
steps and intermediate species [16]. A four-electron mechanism, leading to water,
is in competition with a two-electron mechanism, giving hydrogen peroxide. The
four-electron mechanism on a Pt electrode can be written as follows:

PtþO2 !Pt�O2ads ð1:24Þ

Pt�O2ads þHþ þ e� !Pt�O2Hads ð1:25Þ

PtþPt�O2Hads ! Pt�Oads þPt�OHads ð1:26Þ

Pt�Oads þHþ þ e� !Pt�OHads ð1:27Þ

2Pt�OHads þ 2Hþ þ 2e� ! 2Ptþ 2H2O ð1:28Þ

Overall reaction:

O2 þ 4Hþ þ 4e� ! 2H2O ð1:29Þ
This complex reduction reaction leads to a relatively high overvoltage – at least

0.3 V – thus decreasing the cell voltage of the fuel cell by the same quantity. Pt–X
binary catalysts (with X¼Cr, Ni, Fe, . . .) give some improvements in the electro-
catalytic properties compared with pure Pt dispersed on Vulcan XC72 [17].
In addition, in a DAFC, the proton exchange membrane is not completely alcohol

tight, so that some alcohol leakage to the cathodic compartment will lead to a mixed
potential with the oxygen electrode. Thismixed potential will decrease further the cell
voltage by about 0.1–0.2 V. It turns out that new electrocatalysts insensitive to the
presence of alcohols are needed for the DAFC.
Transition metal compounds, such as organic macrocycles, are known to be good

electrocatalysts for oxygen reduction. Furthermore, they are inactive for alcohol
oxidation. Different phthalocyanines and porphyrins of iron and cobalt were thus
dispersed in an electron-conducting polymer (polyaniline, polypyrrole) acting as
a conductingmatrix, either in the formof a tetrasulfonated counter anion or linked to
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the monomer before its electro-polymerization Among the different macrocyclic
compounds investigated in our laboratory, tetrasulfonated iron phthalocyanine
(FeTsPc), incorporated in polypyrrole, has a catalytic activity close to that of pure
platinum (Figure 1.7).
However, the stability with time and/or temperature of these modified electrodes

needs to be greatly improved for practical applications (except maybe for power
sources in portable electronics working at room temperature).
Further, Pt-based binary catalysts, such as Pt/Cr and Pt/Ni [18], are less sensitive

to the presence of alcohol than pure Pt, giving hope for the development of better
catalysts for oxygen reduction.

1.2.2
Different Types of Fuel Cells

Different types of fuel cells have been developed and are classified mainly according
to (i) the type of fuel, (ii) the operating temperature range and/or electrolyte or (iii) the
direct or indirect utilization of fuel [19] . The state-of-the-art and the different
applications of fuel cells are summarized in Table 1.1.

1.2.2.1 Fuels for Fuel Cells
For fuel cells operating at low (<100 �C) and intermediate temperatures (up to
200 �C), H2 and H2–CO2 (with minimal amounts of CO) are the ideal fuels.
TheH2–CO2 gasmixture is produced by steam reforming/water gas shift conversion
or partial oxidation/water gas shift conversion of primary or secondary organic fuels.
On a large scale, hydrogen is produced from the primary fuels, that is, natural gas, oil
or coal gasification, but it can be generated by water electrolysis using nuclear power
plants, avoiding the direct production of CO2 and CO.

Figure 1.7 Activity of different electrodes containingmacrocycles for the oxygen reduction reaction.
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These fuels (pure H2, H2–CO2, H2–CO–CO2) may also be produced from renew-
able energy sources, such as biomass, solar, windmill and hydroelectric power.
Hydrogen is a secondary fuel and, like electricity, is an energy carrier. It is themost

electroactive fuel for fuel cells operating at low and intermediate temperatures.
Methanol and ethanol are the most electroactive alcohol fuels, and, when they are
electro-oxidized directly at the fuel cell anode (instead of being transformed in a
hydrogen-rich gas in a fuel processor), the fuel cell is called a DAFC: either a DMFC
(with methanol) or a DEFC (with ethanol).

1.2.2.2 Hydrogen-fed Fuel Cells
Hydrogen/oxygen (air) fuel cells are classified according to the type of electrolyte used
and the working temperature:

. Solid oxide fuel cell (SOFC) working between 700 and 1000 �C with a solid oxide
electrolyte, such as yttria-stabilized zirconia (ZrO2–8% Y2O3), conducting by the
O2� anion.

. Molten carbonate fuel cell (MCFC) working at about 650 �C with a mixture of
molten carbonates (Li2CO3–K2CO3) as electrolyte, conducting by the CO3

2� anion.

Both of the above are high-temperature fuel cells.

. Phosphoric acid fuel cell (PAFC) working at 180–200 �C with a porous matrix of
PTFE-bonded silicon carbide impregnated with phosphoric acid as electrolyte,
conducting by the Hþ cation. This medium-temperature fuel cell is now commer-
cialized by ONSI (USA), mainly for stationary applications.

. Alkaline fuel cell (AFC) working at 80 �C with concentrated potassium hydroxide
as electrolyte, conducting by the OH� anion. This kind of fuel cell, developed by
IFC (USA), is now used in space shuttles.

. Proton exchange membrane fuel cell (PEMFC) working at around 70 �C with a
polymer membrane electrolyte, such as Nafion, which is a solid proton conductor
(conducting by the Hþ cation).

. Direct methanol fuel cell (DMFC) working between 30 and 110 �C with a proton
exchange membrane (such as Nafion) as electrolyte, which realizes the direct
oxidation of methanol at the anode.

. Solid alkaline membrane fuel cell (SAMFC) working at moderate temperatures
(20–80 �C) for which an anion-exchange membrane (AEM) is the electrolyte,
electrically conducting by, for example, hydroxyl ions (OH�).

1.2.2.3 Methanol- and Ethanol-fed Fuel Cells
In addition to hydrogen as a fuel, methanol or ethanol can be directly converted into
electricity in a DAFC, the great progress of which resulted from the use of a proton
exchangemembrane acting both as an electrolyte (instead of the aqueous electrolytes
previously used) and as a separator preventing the mixing of fuel and oxidant.
ADAFCcanwork atmoderate temperatures (30–50 �C) for portable applications, but
now the tendency is to look for newmembranes that are less permeable to alcohol and
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work at higher temperatures (80–120 �C) to increase the rate of the electrochemical
reactions involved (oxidation of alcohol and reduction of oxygen) and to manage
better the heat produced, either to use it in a co-generation system or to evacuate it in
transportation applications.
The last three fuel cells (PEMFC, DAFC and SAMFC) are low-temperature fuel

cells. In this chapter, the discussionwill be focused on these fuel cells, particularly the
PEMFC and the DAFC, since they can accommodate biomass fuels, either after fuel
processing to obtain reformate hydrogen or directly with bioethanol.
For these low-temperature fuel cells, the development of catalytic materials is

essential to activate the electrochemical reactions involved. This concerns the
electro-oxidation of the fuel (reformate hydrogen containing some traces of CO,
which acts as a poisoning species for the anode catalyst; methanol and ethanol,
which have a relatively low reactivity at low temperatures) and the electro-
reduction of the oxidant (oxygen), which is still a source of high energy losses
(up to 30–40%) due to the low reactivity of oxygen at the best platinum-based
electrocatalysts.

1.3
Low-temperature Fuel Cells (PEMFCs and DAFCs)

1.3.1
Proton Exchange Membrane Fuel Cell (PEMFC)

The PEMFC is nowadays the most advanced low-temperature fuel cell technology
[19, 20], because it can be used in several applications (space programs, electric
vehicles, stationary power plants, auxiliary power units, portable electronics).
The progress made in one application is greatly beneficial to the others.

1.3.1.1 Principle of a PEMFC
An elementary PEMFC consists of a thin film (10–200mm) of a solid polymer
electrolyte (a protonic membrane, such as Nafion), on both sides of which the
electrode structures (fuel anode and oxygen cathode) are pasted, giving a membra-
ne–electrode assembly (MEA) (Figure 1.8). A single cell delivers a cell voltage of
0.5–0.9 V (instead of the theoretical emf of 1.23 V under standard equilibrium
conditions), depending on the working current density. Many elementary cells,
electrically connected by bipolar plates, are assembled together (in series and/or in
parallel) to reach the nominal voltage (such as 48V for electric vehicles) and the
nominal power of the fuel cell stack.
In PEMFCs working at low temperatures (20–90 �C), several problems need to be

solved before the technological development of fuel cell stacks for different applica-
tions. This concerns the properties of the components of the elementary cell, that is,
the proton exchange membrane, the electrode (anode and cathode) catalysts, the
membrane–electrode assemblies and the bipolar plates [19, 20]. This also concerns
the overall system with its control and management equipment (circulation of
reactants and water, heat exhaust, membrane humidification, etc.).
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1.3.1.2 The Proton Exchange Membrane
The proton exchangemembrane, which is a solid polymer electrolyte, plays a key role
in the PEMFC. It allows the electrical current to pass through it thanks to itsHþ ionic
conductivity and prevents any electron current through it so that electrons are obliged
to circulate in the external electric circuit to produce the electric energy correspond-
ing to the combustion reaction of the fuel. Moreover, it must avoid any gas leakage
between the anode and cathode compartments, so that no chemical combination
between hydrogen and oxygen is directly allowed. It must also be mechanically,
thermally (up to 150 �C in order to increase the working temperature of the cell) and
chemically stable. Finally, its lifetime must be sufficient for practical applications
(4 000 h for automotive to 40 000 h for stationary applications).
The actually developed PEMFCs have a Nafion membrane, which partially fulfills

these requirements, since its thermal stability is limited to 100 �C and its proton
conductivity decreases strongly at higher temperatures because of its dehydration.
On the other hand, it is not completely tight to liquid fuels (such as alcohols). This
becomes more important as the membrane is thin (a few tens of micrometers).
Furthermore, its actual cost is too high (more than 500D m�2), so that its use in a
PEMFC for an electric car is not cost competitive.
Therefore, new membranes are being investigated with improved stability and

conductivity at higher temperatures (up to 150 �C) [21]. For power FCs, the increase in
temperature will increase the rate of the electrochemical reactions occurring at both
electrodes, that is, the current density at a given cell voltage and the specific power.
Furthermore, thermal management and heat utilization will be improved, particu-
larly for residential applications with heat co-generation and for mobile applications
to exhaust excess heat.

Figure 1.8 Schematic representation of a PEMFC elementary cell (and its MEA).
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1.3.1.3 The Electrode Catalysts
One of the main problems with low-temperature (20–80 �C) PEMFCs is the relatively
slowkinetics of the electrochemical reactions involved, such as oxygen reduction at the
cathode and fuel (hydrogen from a reformate gas or alcohols) oxidation at the anode.
The reaction rates can only be increased by the simultaneous action of the electrode
potential and electrode material (electrocatalytic activation). Moreover, increasing the
working temperature from 80 to 150 �Cwould strongly increase (by a factor of at least
100–1000) the rates of the electrochemical reactions (thermal activation). All these
combined effects would increase the cell voltage by about 0.1–0.2V, since at room
temperature the anode and cathode overvoltages are close to 0.2–0.4V, which
decreases the cell voltage by 0.4–0.7V, leading to values close to 0.5–0.7V instead
of the theoretical cell voltage of 1.23V.
The investigation of new electrocatalysts, particularly Pt-based catalysts, that are

more active for oxygen reduction and fuel oxidation (hydrogen from reformate gas or
alcohols) is thus an important point for the development of PEMFCs [16, 17, 22, 23].

1.3.1.4 The Membrane–Electrode Assembly
The realization of the MEA is a crucial point for constructing a good fuel cell stack.
The method currently used consists in hot-pressing (at 130 �C and 35 kg cm�2) the
electrode structures on the polymer membrane (Nafion). This gives non-repro-
ducible results (in terms of interface resistance) and this is difficult to industrial-
ize. New concepts must be elaborated, such as the continuous assembly of
the three elements in a rolling tape process (as in the magnetic tape industry)
or successive deposition of the component layers (microelectronic process) and
so on.

1.3.1.5 The Bipolar Plates
The bipolar plates, which separate both electrodes of neighboring cells (one anode of
a cell and one cathode of the other), have a triple role:

. to ensure the electron conductivity between two neighboring cells;

. to allow the distribution of reactants (gases and liquids in the case of alcohols) to the
electrode catalytic sites and to evacuate the reaction products (H2O and CO2 in the
case of alcohols);

. thermal management inside the elementary cell by evacuating the excess heat.

The bipolar plates are usually fabricated with non-porous machined graphite or
corrosion-resistant metal plates. Distribution channels are engraved in these plates.
Metallic foams can also be used for distributing the reactants. One key point is to
ensure a low ohmic resistance inside the bipolar plate and at the contact with the
MEA.Another point is to usematerialswith high corrosion resistance in the oxidative
environment of the oxygen cathode.

1.3.1.6 Auxiliary and Control Equipment
A more detailed picture of a PEMFC system, including the auxiliary and control
equipments, is shown in Figure 1.9.
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Fuel supply is usually from liquid hydrogen or pressurized gaseous hydrogen.
For other fuels, a fuel processor is needed, which includes a reformer, water gas shift
reactors and purification reactors, in order to decrease the amount of CO to an
acceptable level (below a few tens of ppm), which would otherwise poison
the platinum-based catalysts. This equipment is still heavy and bulky and limits
the dynamic response of the fuel cell stack, particularly for the electric vehicle in some
urban driving cycles.
On the other hand, the other auxiliary equipment depends greatly on the stack

characteristics:

. air compressor, the characteristics of which are related to the pressures supported
by the proton exchange membrane;

. humidifiers for the reacting gases with controlled humidification conditions;

. preheating of gases to avoid condensation phenomena;

. hydrogen recirculation and purging systems of the anode compartment;

. cooling system for the MEAs;

. control of pressure valves and/or of gas flows;

. DC/DC or DC/AC electric converters.

The system control must ensure correct working of the system, not only under
steady-state conditions, but also during power transients. All the elementary cells
must be controlled (the cell voltage of each elementary cell, if possible) and the
purging system must be activated in the case of a technical hitch.
According to different applications (stationary power plants, power sources for

electric vehicle, auxiliary power units, etc.), different specifications and system
design are required.

Figure 1.9 Detailed scheme of a PEMFC system with its auxiliary and control equipments.
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1.3.2
Direct Ethanol Fuel Cell (DEFC)

1.3.2.1 Principle of the Direct Ethanol Fuel Cell
A schematic diagram of a DEFC is shown in Figure 1.10.
The DEFC transforms directly the Gibbs energy of combustion of ethanol into

electricity, without a fuel processor. This greatly simplifies the system, reducing its
volume and cost [22, 23]. The important development of DEFCs is due to the use of
a proton exchange membrane as electrolyte, instead of a liquid acid electrolyte,
as done previously.
At the anode, the electro-oxidation of ethanol takes place as follows, leading, in the

case of complete oxidation, to CO2:

CH3CH2OHþ 3H2O! 2CO2 þ 12Hþ þ 12e� E�
1 ¼ 0:085 V vs SHE

ð1:30Þ
whereas the electro-reduction of oxygen occurs at the cathode:

O2 þ 4Hþ þ 4e� ! 2H2O E�
2 ¼ 1:229 V vs SHE

ð1:31Þ
where E�

i are the electrode potentials versus SHE. This corresponds to the overall
combustion reaction of ethanol into oxygen:

CH3CH2OH þ 3O2 ! 2CO2 þ 3H2O ð1:32Þ
with the thermodynamic data, under standard conditions:

DG� ¼ �1325 kJ mol�1; DH� ¼ �1366 kJ mol�1 of ethanol ð1:33Þ
This gives a standard emf at equilibrium:

E�
eq ¼ �DG�

nF
¼ 1325� 103

12� 96485
¼ E�

2�E�
1 ¼ 1:144 V ð1:34Þ

Figure 1.10 Schematic diagram of a DEFC.
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with n¼ 12 the number of electrons exchanged per molecule for complete oxidation
to CO2. The corresponding electrical energy,Wel ¼ nFE�

eq ¼ �DG�, leads to a mass
energy density We¼�DG�/(3600M)¼ 8 kWhkg�1, where M¼ 0.046 kg is the
molecular weight of ethanol.
The theoretical energy efficiency, under reversible standard conditions, defined as

the ratio between the electrical energy produced (�DG�) and the heat of combustion
(�DH�) at constant pressure, is – see Equation 1.5

erevcell ¼
DG�

DH� ¼
1325
1366

¼ 0:97 ð1:35Þ

However, under working conditions, with a current density j, the cell voltage E( j) is
lower than Eeq – see Equation 1.7 – so that the practical energy efficiency, for a DEFC
working at 0.5 V and 100mAcm�2 with complete oxidation to CO2, would be – see
Equation 1.9

eC2H5OH=O2

cell ¼ eF � eE � erevcell ¼ 1� 0:437� 0:97 ¼ 0:424 ð1:36Þ

since the potential efficiency eE¼E( j)/Eeq¼ 0.5/1.14¼ 0.437 and the faradaic effi-
ciency eF¼nexp/nth¼ 1 for complete oxidation to CO2. This is similar to that of the
best thermal engine (diesel engine). However, if the reaction process stops at the
acetic acid stage, which involves the transfer of four electrons (instead of 12 for
complete oxidation), the efficiency will be reduced by two-thirds, reaching only 0.15.
An additional problem arises from ethanol crossover through the proton exchange

membrane. It results that the platinum cathode experiences a mixed potential, since
both the oxygen reduction and ethanol oxidation take place at the same electrode.
The cathode potential is therefore lower, leading to a decrease in the cell voltage and
a further decrease in the voltage efficiency.

1.3.2.2 Reaction Mechanisms of Ethanol Oxidation
The electrochemical oxidation of ethanol has been extensively studied at platinum
electrodes [22–34]. Thefirst step is the dissociative adsorption of ethanol, either via an
O-adsorption or a C-adsorption process [25, 26], to form acetaldehyde (AAL)
according to the following reaction equations. Indeed, it was shown by Hitmi
et al. [34] that AAL was formed at potentials lower than 0.6 V vs RHE. Thus:

PtþCH3CH2OH!Pt�ðOCH2CH3Þads þHþ þ e� ð1:37Þ
or

PtþCH3CH2OH!Pt�ðCHOHCH3Þads þHþ þ e� ð1:38Þ
followed (at E < 0.6 V vs RHE) by

Pt�ðOCH2CH3Þads !PtþCHOCH3 þHþ þ e� ð1:39Þ
or

Pt�ðCHOHCH3Þads !PtþCHOCH3 þHþ þ e� ð1:40Þ
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AAL has to be readsorbed to oxidize further either into acetic acid or carbon dioxide.
To complete the oxidation reaction leading to both of these species, an extra oxygen
atom is needed, which has to be brought by activated (adsorbed) water molecules
at the platinum surface.
Thus, as soon as AAL is formed, it can adsorb on platinum sites leading. to a

Pt–COCH3 species at E < 0.6 V vs RHE:

PtþCHOCH3 !Pt�ðCOCH3Þads þHþ þ e� ð1:41Þ

Further oxidation, without breaking of the –C–C– bond, may occur at potentials
>0.6 V vs RHE, through the activation of water molecules at platinum sites:

PtþH2O!Pt�ðOHÞads þHþ þ e� at E > 0:6 V vs RHE ð1:42Þ

Pt�ðCOCH3Þads þPt�ðOHÞads ! 2PtþCH3COOH ð1:43Þ

On the other hand, SNIFTIRS measurements have clearly shown that Pt is able to
break the –C–C– bond, leading to adsorbed CO species at relatively low anode
potentials (from 0.3V vs RHE) [35]. However, Iwasita and Pastor [26] found some
traces of CH4 at potentials lower than 0.4 V vs RHE. Thus:

Pt�ðCOCH3Þads þPt!Pt�ðCOÞads þPt�ðCH3Þads at E > 0:3 V vs RHE

ð1:44Þ

and

Pt�ðCH3Þads þPt�ðHÞads ! 2PtþCH4 at E < 0:4 V vs RHE

ð1:45Þ

At potentials higher than 0.6 V vs RHE, the dissociative adsorption of water occurs on
platinum, providing –OH adsorbed species, able to oxidize further the adsorption
residues of ethanol. Then, oxidation of adsorbed CO species occurs as was shown by
FTIR reflectance spectroscopy and CO stripping experiments [36]:

Pt�ðCOÞads þPt�ðOHÞads ! 2PtþCO2 þHþ þ e� ð1:46Þ
AAL can also be oxidized, leading to acetic acid (AA), as follows:

Pt�ðCHOCH3Þads þPt�ðOHÞads ! 2PtþCH3COOHþHþ þ e� ð1:47Þ

In a recent study, the analysis of the reaction products at the outlet of the anode
compartment of a DEFC fitted with a Pt/C anode showed that only AA, AAL and CO2

could be detected byHPLC [24]. Depending on the electrode potential, AAL, AA, CO2

and traces of CH4 are observed, the main products being AAL and AA (Table 1.2),
AA being considered as a final product because it is not oxidized under smooth
conditions. Long-term electrolysis experiments on a Pt catalyst show that AAL is
detected at potentials as low as 0.35V vs RHE, whereas no AA was detected in this
potential range.
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From the results given in Table 1.2, it appears that the addition of tin to platinum
greatly favors the formation of AA compared with AAL, as explained by the
bifunctional mechanism [14].
Several added metals were investigated to improve the kinetics of ethanol

oxidation at platinum-based electrodes, including ruthenium [27, 28], lead [29]
and tin [22, 30]. Of these, tin appeared to be very promising. Figure 1.11 shows
the polarization curves of ethanol electro-oxidation recorded at a slow sweep rate
(5mVs�1) on different platinum-based electrodes. Pt–Sn(0.9 : 0.1)/C displays the

Figure 1.11 Electro-oxidation of ethanol on Pt/C (full line) and
different Pt-based (dashed and dotted lines) catalysts with
0.1mgPt cm�2 loading. 0.1M HClO4 þ 1M C2H5OH; 5mV s�1;
3000 rpm; 20 �C. (——), Pt/XC72; (- - - - - -), Pt–Sn (90 : 10)/XC72;
(���������), Pt–Sn (80 : 20)/XC72; (�-�-�-�-�-), Pt–Ru (80 : 20)/XC72;
(-��-��-��-), Pt-Mo (80 : 20)/XC72.

Table 1.2 Chemical yields in acetaldehyde, acetic acid and CO2 for
the electro-oxidation of ethanol at Pt/C, Pt–Sn (90 : 10)/C and
Pt–Sn-Ru (86 : 10 : 4)/C catalysts under DEFC operating
conditions at 80 �C for 4 h.

Parameter
Electrocatalyst

Pt/C Pt0.9Sn0.1/C Pt0.86Sn0.1Ru0.04/C

Metal loading (wt%) 60 60 60
Current density(mAcm�2) 8 32 32
Cell voltage(V) 0.3–0.35 0.45–0.49 0.5–0.55
AAL/S products (%) 47.5 15.4 15.2
AA/S products (%) 32.5 76.9 75
CO2/S products (%) 20 7.7 9.8
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best activity in the potential range 0.15–0.5 V vs RHE, as it gives a higher oxidation
current density than the other catalysts. The role of tin can also be established by
analyzing the distribution of reaction products at the anode outlet of a fuel cell fitted
with a Pt–Sn(0.9 : 0.1)/C anode and from in situ IR reflectance spectroscopic
measurements [24, 37].
Table 1.2 indicates that alloying platinum with tin led to important changes in the

product distribution: an increase in the AA chemical yield and a decrease in the AAL
and CO2 chemical yields. The presence of tin seems to allow, at lower potentials, the
activation of water molecules and the oxidation of AAL species into AA. In the same
manner, the amount ofCO2decreased,which can be explained by theneed for several
adjacent platinum atoms (three or four) to realize the dissociative adsorption of
ethanol into CO species, via breaking the C–C bond. In the presence of tin, �dilution�
of platinum atoms can limit this reaction. The effect of tin, in addition to the
activation of water molecules, may be related to some electronic effects (ligand
effects) on the CO oxidation reaction [38].
On Pt–Sn, assuming that ethanol adsorbs only on platinum sites, the first step can

be the same as for platinum alone. However, as was shown by SNIFTIRS experi-
ments [37], the dissociative adsorption of ethanol on a PtSn catalyst to form adsorbed
CO species takes place at lower potentials than on a Pt catalyst, between 0.1 and 0.3 V
vs RHE, whereas on a Pt catalyst the dissociative adsorption of ethanol takes place
at potentials between 0.3 and 0.4 V vs RHE. Hence it can be stated that the same
reactions occur at lower potentials and with relatively rapid kinetics. Once interme-
diate species such as Pt–(COCH3)ads and Pt–(CO)ads are formed, they can be oxidized
at potentials close to 0.3 V vs RHE, as confirmed by CO stripping experiments,
because OH species are formed on tin at lower potentials [39, 40]:

SnþH2O! Sn�ðOHÞads þHþ þ e� ð1:48Þ
then adsorbed acetyl species can react with adsorbed OH species to produce AA
according to

Pt�ðCOCH3Þads þSnðOHÞads !PtþSnþCH3COOH ð1:49Þ
Similarly, Pt–(CO)ads species are oxidized as follows:

Pt�ðCOÞads þ Sn�ðOHÞads !PtþSnþCO2 þHþ þ e� ð1:50Þ
This mechanism explains also the higher efficiency of Pt–Sn in forming AA

compared with Pt at low potentials (E < 0.35V vs RHE), as was shown by electrolysis
experiments. Indeed, adsorbed OH species on Sn atoms can be used to oxidize
adsorbed CO species to CO2 or to oxidize adsorbed –COCH3 species to CH3COOH,
according to the bifunctional mechanism [14].
On the other hand, the yield of CO2 with a Pt/C catalyst is double that with a

Pt–Sn/C catalyst (see Table 1.2). This can be explained by the need to have several
adjacent platinum sites to adsorb dissociatively the ethanolmolecule and to break the
C–C bond. As soon as some tin atoms are introduced between platinum atoms, this
latter reaction is disadvantaged.
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The spectro-electrochemical study of the adsorption and oxidation of ethanol and
the HPLC analyses of reaction products underline the necessity to activate water
molecules at lower potentials in order to increase the activity of the catalyst and the
selectivity towards eitherAAorCO2 formation, whichmeans the improvement of the
potential eE and faradaic eF efficiencies. To perform this, modification of platinum by
another metal is necessary.

1.3.2.3 DEFC Tests
The preparation of electrodes andMEAs have been described elsewhere [15]. FC tests
(determination of the cell voltage E and power density P versus the current density j)
were carried out in a single DEFCwith 5 or 25 cm2 geometric surface area electrodes
using a Globe Tech test bench, purchased from ElectroChem (USA) (Figure 1.12).
The cell voltage E and current density j were recorded using a high-power

potentiostat (Wenking Model HP 88) interfaced with a variable resistance in order
to fix the current applied to the cell andwith a PC to apply constant current sequences
and to store the data.
The reaction products at the outlet of the anode side of the DEFC were analyzed

quantitatively by HPLC, as described previously [24]. Large surface area electrodes
(25 cm2) were used in order to have a sufficient amount of products. The current
density was kept constant and the voltage of the cell was simultaneouslymeasured as
a function of time. The ethanol flow rate was chosen close to 2mLmin�1 in order to
perform long-term experiments (for at least 4 h) to obtain enough reaction products
suitable for chemical analysis.

Figure 1.12 Typical configuration of a setup for DEFC studies.
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The experiments were carried out using Pt/C, Pt–Sn/C and Pt–Sn–Ru/C catalysts
and in each case no other reaction products than AAL, AA and CO2 were detected.
The addition of tin to platinum not only increases the activity of the catalyst towards
the oxidation of ethanol and therefore the electrical performance of the DEFC, but
also changes greatly the product distribution: the formation of CO2 and AAL is
lowered, whereas that of AA is greatly increased (Table 1.2).
Typical electrical performances obtained with several Pt-based electrocatalysts are

shown in Figure 1.13. The use of platinum alone as anode catalyst leads to poor
electrical performance, the open circuit voltage (OCV) being lower than 0.5 Vand the
maximum current density reaches only 100mAcm�2, leading to a maximum power
density lower than 7mWcm�2 at 110 �C. The addition of Ru and especially of Sn to
platinum in the anode catalyst greatly enhances the electrical performance of the
DEFCby increasing theOCV to 0.75V,which indicates that themodified catalysts are
less poisoned by adsorbed species coming fromethanol chemisorption than the Pt/C
catalyst. For Pt–Sn (80 : 20), current densities up to 150mAcm�2 are reached at
110 �C, giving a maximum power density greater than 25mWcm�2, which means
an electrical performances four times higher than those obtained with Pt/C. The
increase in the electrical performance indicates that the bimetallic catalyst is more
active for ethanol electro-oxidation than the Pt/C catalyst.
With the best electrocatalyst, that is, Pt–Sn (90 : 10)/XC72, the effect of tempera-

ture on the cell voltage E and power density P versus current density j characteristics
is shown in Figure 1.14. It appears clearly that increasing the temperature greatly
increases the performance of the cell, from a maximum power density close to
5mWcm�2 at 50 �C to 25mWcm�2 at 110 �C, that is, five times higher.
This confirms the difficulty of oxidizing ethanol at low temperatures and the

necessity to work at temperatures higher than 100 �C to enhance the electrode
kinetics and, thus, the performance of the DEFC.

Figure 1.13 Fuel cell characteristics of a 5 cm2 DEFC recorded at
110 �C. Influence of the nature of the bimetallic catalysts (80 : 20
atomic ratio with 30% metal loading). Anode catalyst,
1.5mg cm�2; cathode catalyst, 2mg cm�2 (40% Pt/XC72 from
E-TEK); membrane, Nafion 117; ethanol concentration, 1M.
(&) Pt/XC72; (^) Pt–Sn (80 : 20)/XC72; (") Pt–Ru
(80 : 20)/XC72; (^) Pt-Mo (80 : 20)/XC72.
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Finally the performance of a DEFC with an anode containing a higher amount of
platinum (i.e. 60wt% instead of 30wt% for the previous experiments) were deter-
mined with three Nafion membranes, N117, N115 and N112, of different thickness
(180, 125 and 50mm, respectively) to investigate the effect of ethanol crossover
through the membrane. Figure 1.15 shows the ethanol crossover as measured
by following the ethanol concentration in a second cell compartment, initially
containing no ethanol, separated by the Nafion membrane from the first one
containing 1M ethanol. The crossover rate through N117 is about half that through
N112. The better behavior of N117 is confirmed in Figure 1.16, showing the
comparative electrical characteristics of a DEFC having as electrolyte one of the
three Nafion membranes and an anode with a higher platinum loading (60% Pt–Sn
(90 : 10)/XC72): the DEFC with N117 displays the highest OCV (0.8 V) and leads to
a power density of 52mWcm�2 at 90 �C.

Figure 1.14 Fuel cell characteristics of a 25 cm2 DEFC recorded
with a 30% Pt–Sn (90 : 10) catalyst. Influence of the working
temperature. Anode catalyst, 1.5mg cm�2 [30% Pt–Sn
(90 : 10)/XC72]; cathode catalyst, 2mg cm�2 (40% Pt/XC72 from
E-TEK); membrane, Nafion 117; ethanol concentration, 1M.
(&) 50 �C; (.) 70 �C; (~) 90 �C; (!) 100 �C; (^) 110 �C.

Figure 1.15 Behavior of different Nafion membranes. Ethanol
permeability measurements of different Nafion membranes.
T¼ 25 �C. (&) Nafion 117; (.) Nafion 115; (~) Nafion 112.
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1.4
Solid Alkaline Membrane Fuel Cell (SAMFC)

The rate of oxidation of alcohols [41] and reduction of oxygen [41, 42] is higher in
alkaline than acidic media, so that the use of an AEM instead of a PEM brings new
opportunities to develop DEFC with the concept of a SAMFC. For that purpose,
in addition to the choice of an AEM with sufficiently good conductivity and stability,
the investigation of electrode reaction catalysts, particularly non-noble metals, is
challenging.

1.4.1
Development of a Solid Alkaline Membrane for Fuel Cell Application

The first key component of a membrane fuel cell is the membrane electrolyte.
Its central role lies in the separation of the two electrodes and the transport of ionic
species (e.g. hydroxyl ion, OH�, in an AEM), between them. In general, quaternary
ammonium groups are used as anion-exchange groups in these materials. However,
due to their low stability in highly alkalinemedia [43, 44], only a fewmembranes have
been evaluated for use as solid polymer electrolytes in alkaline fuel cells.
The first methanol-fed PEMFCworking with an AEMwas conceived byHunger in

1960 [15, 45]. This system contained anAEMwith porous catalytic electrodes pressed
on both sides and led to relatively poor electrical performance (1mAcm�2 at 0.25Vat
room temperature with methanol and air as the reactants). Since this first attempt,
many studies have been carried out to develop alkaline membranes.
Chloromethylated aromatic polymers of the polycondensation type are generally

used to produce strongly alkaline AEMs [46]. The backbone positive charge of AEMs
is generally provided by quaternary ammoniumgroups. For instance, Fang and Shen
developed a quaternized poly(phthalazinone ether sulfone ketone) membrane
(PESK) for alkaline fuel cell applications [47]. They obtained amaximumconductivity
ranging from 5.2� 10�3 to 0.14 S cm�1 depending on the concentration of the KOH
solution and good thermal stability of the polymer up to 150 �C. Quaternized

Figure 1.16 Fuel cell characteristics of a DEFC recorded at 90 �C
with a 60% Pt–Sn (90 : 10)/XC72 catalyst for different Nafion
membranes. (~) Nafion 117; (.) Nafion 115; (&) Nafion 112.
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polyether sulfone cardo polymers (QPES-C)were also studied by Li et al. [48, 49]. They
determined their conductivity and permeability to methanol. The conductivity of the
membrane in 1.0MNaOH solution increased from 4.1� 10�2 to 9.2� 10�2 S cm�1

with increase in temperature from room temperature to 70 �C,whereas themethanol
diffusion coefficient inside the membrane increased from 5.7� 10�8 to 1.2� 10�7

cm2 s�1 over this temperature range, which is at least 40 times lower than those for a
Nafion membrane [49]. Although these membranes display high ionic conductivity,
high thermal stability and low methanol permeability and therefore they may be
suitable for use in direct alcohol alkaline fuel cells, no fuel cell data are available so far
to compare with the current performance of DEFCs.
Another important class ofmembranes studied for SAMFCapplication is prepared

from perfluorinated backbone polymers. Yu and Scott studied the electrochemical
performance of an alkaline DMFCworking with an AEM [50]. The commercial ADP-
Morgane membrane provided by Solvay consisted of a cross-linked fluorinated
polymer carrying quaternary ammonium as exchange groups. Its thickness in the
fully humidified state is 150–160mmand its specific resistance in 1MNaOHsolution
is close to 0.5W cm2. The fuel cell performance gave amaximumpower density close
to 10mWcm�2 with a Pt/C anode (60wt%Pt, 2.19mg cm�2 on non-Teflonized Toray
90 carbon paper) and a Pt/C cathode (60wt% Pt, 2.07mg cm�2 on 20% wet-proofed
Toray 90 carbon paper), at a cell operating temperature of 60 �C and air pressure of
2 bar in 2M methanol and 1MNaOH. This membrane was also used by Demar-
connay and co-workers to compare the performance of a direct methanol fuel cell
with that of a direct ethylene glycol fuel cell [51, 52]. In both cases, they obtained
a maximum power density close to 20mWcm�2 at 20 �C, with similar electrodes
mechanically pressed against the membrane (Pt 40wt%/C, 2.0mgPt cm�2),
using pure oxygen at a pressure of 1 bar and 2M methanol in 1MNaOH. Varcoe
and co-workers developed and characterized quaternary ammonium radiation
grafted alkaline anion-exchange membranes (AAEMs), such as poly(ethylene-
co-tetrafluoroethylene) (ETFE) [53, 54] and poly(hexafluoropropylene-co-tetrafluor-
oethylene) (FEP) with ion-exchange capacity as high as 1.35meqOH� g�1 and
conductivity (as determined from electrochemical impedance spectroscopy) up to
0.023� 0.001 S cm�1 at 50 �C, which are between 20 and 50% of the values for the
commercial acid-form Nafion115 membrane [55, 56]. In order to avoid carbonation
of the electrode (carbonate precipitation) and to improve the long-term operation
stability, they worked in fuel solutions without the undesirable addition of MþOH�.
A peak power density of 130mWcm�2 for an H2/O2 fuel cell was obtained, while a
maximum power density of 8.5mWcm�2 was obtained in a metal cation-free
methanol/O2 fuel cell working at 2–2.5 bar back-pressure and 80 �C.
However, fluorine-containing polymers are expensive and the use of hydrocarbon-

onlymembranes (C–Hbackbone) could be interesting considering theirmanufactur-
ing and availability. According to H€ubner and Roduner [57], at high in situ pH, the
oxidative radical mechanism for polymer degradation is suppressed. Moreover
according to Matsuoka et al. [58], an alcohol penetrating the AEM may protect it
from attack by peroxide. They used a polyolefin backbone chain from Tokuyama
(Japan), on which was fixed tetraalkylammonium groups giving a membrane with
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a thickness of 240mm. The conductivity of this membrane was close to 14mS cm�1.
Alkaline direct alcohol fuel cell tests were performed with 1.0M of different alcohols
(methanol, ethylene glycol, meso-erythritol, xylitol) in 1.0MKOH, with a 1.0mgPt
cm�2 Pt/C catalyst as cathode and 4.5mgPt–Ru cm�2 Pt–Ru/C catalyst as anode.
Ethylene glycol led to the highest power density (9.8mWcm�2) at 50 �C.
Agel et al. [59] and Stoica et al. [60] also used non-fluorine-containing polymers,

such as polyepichlorhydrin homo- and copolymers. The ionic conduction of these
polymers, which can be assimilated to polyether polymers, is insured by the presence
of quaternary ammonium groups as exchange groups. An ion-exchange capacity of
1.3mol kg�1 and a conductivity of 1.3� 10�2 S cm�1 at 60 �C and RH¼ 98% were
found with ionomers based on polyepichlorhydrin copolymers using allyl glycidyl
ether as cross-linking agent, but no fuel cell results were given. However, using
a polyepichlorhydrin homopolymer, H2/O2 fuel tests were carried out without and
with an interfacial solution made of poly(acrylic acid) and 1M KOH between the
electrodes and the membrane, giving maximum power densities close to 20 and
40mWcm�2, respectively, at 25 �CwithPO2 ¼ PH2 ¼ 1 bar and electrodes containing
0.13mgPt cm�2.
The plasma route for the synthesis of conductive polymers was developed

recently [61]. Starting from a monomer containing triethylamine or triallylamine
groups, the membrane is synthesized by plasma polymerization of the monomer
vapor in a glow discharge to form a thin film partially composed of amine functions.
Then, the amine functions are quaternized throughmethylation by immersion of the
plasma film in methyl iodide solution. The structure of the plasma membranes
consists of a polyethylene-type matrix containing a mixture of primary, secondary,
tertiary and quaternary amine groups. The polymers are amorphous, dense materi-
als, highly cross-linked, and show a disorganized structure. Electrochemical imped-
ance spectroscopic measurements revealed a rather low ion-exchange capacity and
low conductivity, but this could be counterbalanced by their low thickness (a few
microns).
All the membranes considered were based on quaternary ammonium groups as

anion-exchange groups. However, these conductive groups may decompose in
concentrated alkaline solution following the Hofmann degradation reaction [43].
It is crucial how these groups are attached to the polymer backbone, especially if one
considers that, during fuel cell operation, the pHmay increase up to 14. Under these
conditions, the presence of b-hydrogen atoms with respect to the nitrogen atommay
represent a serious drawback for the stability in alkaline media [62]. The decomposi-
tion of the backbone polymer matrix represents another factor to be taken into
account when designing an effective AEM. Basically, so far there does not exist any
stable AEM in concentrated sodium hydroxide solution at high temperature.
Although perfluorinated cation-exchange membranes show excellent stability in the
presence of oxidizing agents and concentrated hydroxide solution, a stable per-
fluorinated amine is difficult to obtain because of the specific properties of fluorine
compounds, which readily decompose as follows:

Rf CF2NH2 !Rf CNþ 2HF ð1:51Þ
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Thus, some workers have investigated a completely different approach by using
polymer films and introducing OH� conductivity by treating the films with concen-
trated KOH. For example, poly(vinyl alcohol) (PVA) cross-linked with sulfosuccinic
acid [63] or glutaraldehyde [64], doped with TiO2 and so on, [64], were developed by
Yang et al. The DMFC, consisting of an MnO2/C air cathode, a Pt–Ru black/C anode
and a PVA/TiO2 composite polymer membrane, allowed a maximum peak power
density of about 7.5mWcm�2 to be reached at 60 �C and 1 bar in 2M KOH þ 2M
CH3OH solution. Xing and Savadogo [65] developed a 40mm thick alkali-doped
polybenzimidazole (PBI) membrane, which exhibited ionic conductivity as high as
9� 10�2 S cm�1 with 6MKOH-doped PBI at 90 �C. The performance of an H2/O2

SAMFC based on the KOH-doped PBI was similar to that of an H2/O2 PEMFCwith
Nafion 117, that is, close to 0.7–0.8Wcm�2.

1.4.2
Anodic Catalysts in Alkaline Medium

Platinum-based catalysts are widely used in low-temperature fuel cells, so that up to
40% of the elementary fuel cell cost may come from platinum, making fuel cells
expensive. The most electroreactive fuel is, of course, hydrogen, as in an acidic
medium. Nickel-based compounds were used as catalysts in order to replace
platinum for the electrochemical oxidation of hydrogen [66, 67]. Raney Ni catalysts
appeared among the most active non-noble metals for the anode reaction in gas
diffusion electrodes. However, the catalytic activity and stability of Raney Ni alone as
a basemetal for this reaction are limited. Indeed, Kiros and Schwartz [67] carried out
durability tests with Ni and Pt–Pd gas diffusion electrodes in 6MKOHmedium and
showed increased stability for the Pt–Pd-based catalysts compared with Raney Ni at
a constant load of 100mAcm�2 and at temperatures close to 60 �C.Moreover, higher
activity and stability could be achieved by doping Ni–Al alloys with a few percent of
transition metals, such as Ti, Cr, Fe and Mo [68–70].
In the case of an SAMFC, working with a Pt/C anode and fuelled with either

methanol or ethylene glycol, very similar power densities are achieved, that is, both
are close to 20mWcm�2 at 20 �C, as shown in Figure 1.17 [51].
However, the most extensively investigated anode catalysts for DEFCs, in either

acidic or alkaline media, contain binary and ternary combinations based almost
exclusively on Pt–Ru and Pt–Sn [71, 72]. The superior performance of these binary
and ternary electrocatalysts for the oxidation of ethanol, compared with Pt alone, is
attributed to thebifunctionalmechanism [14] and to theelectronic interactionbetween
Pt and the alloying metals [73]. Matsuoka et al. [74] studied the electro-oxidation of
different alcohols and polyols for direct alkaline fuel cell applications using an AEM
(from Tokumaya, Japan) functionalized with tetraalkylammonium groups as cationic
groups (thickness¼ 240mm). They obtained the best performance with ethylene
glycol, achieving a maximum power density close to 10mWcm�2 with a Pt–Ru
catalyst at the anode. The relatively good reactivity of ethylene glycol (EG) makes it a
good candidate for SAMFC applications. It is less toxic than methanol, its specific
energy is close to that of alcohols andboth carbons carryalcoholic groups. It can thenbe
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assumed that its oxidation into oxalate species (�COO–COO�) can be achieved, as
proposed by several authors [75–79]. Thus, 8mol of electrons are exchanged permole
ofEG, insteadof 10 for complete oxidation intoCO2,whichmeans a faradaic efficiency
of 80%.Metals other than Pt, such as Pd [80, 81], Au [82], Sn, Cd andPb [83], display or
enhance the catalytic activity towards EG electro-oxidation. Kadirgan et al. studied the
effectofbismuthadatomsdepositedonplatinumsurfacebyunderpotential deposition
(UPD) [84, 85]. They observed that the activity towards EG electro-oxidation is
decreased in acidic medium, whereas it is highly enhanced in alkaline medium.
Cnobloch et al. used catalysts containing Pt–PdBi as anode for an AFCworking with
6MKOH electrolyte [86]. A power of 225W with a 52-cell stack was achieved.
Coutanceau et al. studied the electrocatalytic behavior of nanostructured Pt1� xPdx/
C towards EGelectro-oxidation [51]. The highest electroactivity was foundwith a Pt:Pd
atomic ratio of ca 1 : 1 for a metal loading on carbon of 20%, as shown in Figure 1.18.
The synergetic effect of palladium when added to platinum was confirmed in an
SAMFC by comparing the cell performance obtained at 20 �C using a Pt (20wt%)/C
anode with that obtained using a Pt0.5Pd0.5 (20wt%)/C anode (Figure 1.19).

Figure 1.17 Cell voltage and power density vs current density
curves for (a) 2M methanol in 4MNaOH solution; (b) 2M
ethylene glycol in 4MNaOH solution. Anode and cathode
catalysts, laboratory-made Pt (40wt%)/C prepared via the
B€onnemann method, 2mgPt cm�2; commercial anionic
membrane, Morgane ADP from Solvay; T¼ 20 �C.
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Pt1�xBix/C and Pt1�(xþ y)PdxBiy/C catalysts were also studied for EG electro-
oxidation in alkaline medium [52]. The highest electrocatalytic activity was
found for the atomic compositions Pt0.9Bi0.1 and Pt0.45Pd0.45Bi0.1. On the basis of
electrochemical, in situ IR reflectance spectroscopy and high-performance liquid
chromatography (HPLC) measurements, it was shown that the modification of
platinum and platinum-palladium catalysts with bismuth led to the decrease in the
CO2 and formic acid yields (e.g. in the ability to break the C–C bond), whereas the
yield in oxalic acid was increased, as shown in Figure 1.20a and b in the case of Pt/C
and Pt0.45Pd0.45Bi0.1, respectively. The different Bi-containing catalysts were used in
a 5 cm2 SAMFC anode and compared with respect to the electro-oxidation of EG
(Figure 1.21). Finally, the activity increases in the following order: Pd/C <Pt/C <
Pt–Pd/C <Pt–Bi <C <Pt–Pd–Bi/C.

Figure 1.18 Polarization curves for the oxidationof 0.1Methylene
glycol in 0.2MNaOH solution recorded on (1) Pt0.25Pd0.75
(20wt%)/C, (2) Pt0.5Pd0.5 (20wt%)/C and (3) Pt0.75Pd0.25
(20wt%)/C; v¼ 50mV s�1; T¼ 20 �C. Catalysts were prepared
according to the B€onnemann method.

Figure 1.19 (a) Cell voltage and (b) power density vs current
density curves recorded at 20 �C for the oxidation of 2M ethylene
glycol in 4MNaOH. Anodes: (~,~) Pt (20wt%)/C and (.,*)
Pt0.5Pd0.5 (20wt%)/C. Laboratory-made cathode Pt (40wt%)/C
and anode catalysts prepared according to the B€onnemann
method. All electrodes were loaded with 2mg cm�2 of metal.
Anionic membrane, Morgane ADP from Solvay.
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In the case of ethanol, Pd-based electrocatalysts seem to be slightly superior to Pt-
based catalysts for electro-oxidation in alkaline medium [87], whereas methanol
oxidation is less activated. Shen and Xu studied the activity of Pd/C promoted with
nanocrystalline oxide electrocatalysts (CeO2, Co3O4, Mn3O4 and nickel oxides) in the
electro-oxidation of methanol, ethanol, glycerol and EG in alkaline media [88]. They
found that such electrocatalysts were superior to Pt-based electrocatalysts in terms of
activity and poison tolerance, particularly a Pd–NiO/C electrocatalyst, which led to a
negative shift of the onset potential of the oxidation of ethanol by ca 300mVcompared

Figure 1.20 (a) SPAIR spectra recorded during
the electro-oxidation of ethylene glycol on Pt/C in
0.2MNaOH þ 0.1M EG, at various potentials
(each 100mV) from 130 to 1030mV/RHE (1)
and chromatograms of the anodic outlet of a
SAMFC working with a Pt/C anode without fuel
recirculation (2). (b) SPAIR spectra recorded
during the electro-oxidation of ethylene glycol on

Pt0.45Pd0.45Bi0.1/C in 0.2MNaOH þ 0.1M EG,
at various potentials (each 100mV) from 130 to
1030mV/RHE (1) and chromatograms of the
anodic outlet of a SAMFC working with a
Pt0.45Pd0.45Bi0.1/C anode without fuel
recirculation (2). Electrocatalysts were prepared
according to the �water-in-oil� microemulsion
method.
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with a Pt/C electrocatalyst under the same experimental conditions. Recently,
nanostructured electrocatalysts based on Fe–Co–Ni alloys, known with the acronym
HYPERMEC [89], were synthesized. Electrodes containing these catalysts have
proved to be efficient in DEFCs with anion-exchange membranes, delivering power
densities as high as 30–40mWcm�2 at room temperature in self-breathing cells and
up to 60mWcm�2 at 80 �C in active systems. However, the catalyst durability is
relatively low due to the slow formation of a metal oxide layer on the metal particle
surface [90]. But preliminary data from CNR and ACTA show unequivocally that the
catalyst stabilitywith timeunderworking conditions can be remarkably improved, up
to several thousand hours, by decorating non-noblemetal catalysts with tiny amounts
of palladium using original electroless or spontaneous deposition techniques [91].
However, the oxidation reaction of alcohol is very difficult to activate at low

temperature, even in alkaline medium. This leads to poor cell performance. Other
hydrogen �reservoirs� were then studied for fuelling the SAMFC. Among them,
NaBH4seems tobe themostpromisingone [in that case thedirect fuel cell is called the
direct borohydride fuel cell (DBFC)]. Indeed, the specific energy density of NaBH4 is
about 9.3 kWhkg�1 [92, 93], that is, higher than that of ethanol (8.0 kWhkg�1).
However, several oxidation paths are possible:

. the direct oxidation path:

BH4
� þ 8OH� !BO2

� þ 6H2Oþ 8e� E�
NaBH4

¼ �1:24 V vs SHE

ð1:52Þ

. the indirect oxidation path:

BH4
� þ 2H2O!BO2

� þ 4H2 ð1:53Þ

H2 þ 2OH� ! 2H2Oþ 2e� E�
H2

¼ �0:83 V vs SHE ð1:54Þ

Figure 1.21 (a) Cell voltage and (b) power
density vs current density curves recorded at
20 �C for the oxidation of 2M ethylene glycol
in 4MNaOH. Anodes: (^, ^) Pt (40wt%)/C;
(~, ~) Pt0.9Bi0.1 (50wt%)/C; (., *)
Pt0.45Pd0.45Bi0.1 (50wt%)/C. Laboratory-made

cathode catalyst Pt (40wt%)/C prepared
according to the B€onnemann method. Anode
catalysts prepared according to the �water-in-oil�
microemulsion method. All electrodes were
loaded with 2mg cm�2 of metal. Anionic
membrane was Morgane-ADP from Solvay.
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Assuming an electrode potential of 0.40 V vs SHE for oxygen reduction in a 1M
alkaline medium (pH¼ 14), the direct path gives a cell voltage of 1.64 V, whereas
the indirect path leads to a cell voltage of 1.23 V. Therefore, catalysts which favor
the direct oxidation path are preferable in order to achieve higher cell performance
and higher energy efficiency. First, this implies working in alkaline solution with
pH higher than 12 in order to limit the borohydride hydrolysis reaction [94].
According to Elder and Hickling [95], only Pt, Pd and Ni, which display good
activity for ionizing hydrogen, are able to oxidize borohydride at low overvoltages.
Liu and co-workers [96, 97] achieved a power density of 35mWcm�2 at room
temperature with a DBFC working with a nickel-based anode and a silver-based
cathode and of 290mWcm�2 at 60 �C with a mixture of surface-treated Zr–Ni
Laves phase alloys, AB2 (Zr0.9Ti0.1Mn0.6V0.2 Co0.1Ni1.1), and Pd deposited on
carbon as anode catalyst and platinum as cathode catalyst. However, these catalysts
also activate greatly the hydrolysis reaction of borohydride and therefore favor the
indirect oxidation path. Gold is known to be an active metal for the electro-
oxidation of borohydride and inactive for that of hydrogen. According to Chatenet
et al. [98], gold allows an almost complete utilization of the reducer since around
7.5 electrons per borohydride molecule are consumed with this material versus 4
with platinum. However, the onset potential of BH4

� oxidation is shifted from
about 0 V vs RHE with a Pt/C catalyst to about 0.35 V vs RHE with a Au/C catalyst,
as shown in Figure 1.22.
Subsequently, to obtain a powerful DBFC system with high efficiency, Latour and

co-workers proposed to manage the hydrolysis of borohydride to release an accurate
quantity of molecular hydrogen such that the anode is able to oxidize at a given
functioning point [99]. For this purpose, they developed Pt–Ni catalysts and claimed
that the preliminary results were very promising [100].

Figure 1.22 Polarization curves for the oxidationof 0.01MNaBH4

in a 1MNaOH solution recorded on (1) Pt (50wt%)/C and (2) Au
(50wt%)/C; v¼ 20mV s�1, W¼ 1000 rpm, T¼ 20 �C. Catalysts
were prepared according to the �water in oil� microemulsion
method.
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1.4.3
Cathodic Catalysts in Alkaline Medium

Some electrocatalysts as alternatives to platinumhave been studied as active catalysts
for the oxygen reduction reaction (ORR) in alkaline media, such as palladium-based
catalysts [101], ruthenium-based catalysts [102], iron-porphyrin or phthalocyanine
catalysts [103, 104], nickel and cobalt catalysts and nickel–cobalt–spinel catalysts
[105–107], and especially manganese oxide-based catalysts [108–113]. In the case of
palladium catalysts, the onset of the reductionwave is shifted by 50mV towardsmore
negative potentials in comparisonwith platinum electrocatalysts. At the beginning of
the reduction wave, water is the main reaction product, whereas at higher cathodic
overpotentials, hydrogen peroxide becomes the main reaction product [101]. Ruthe-
nium-based catalysts have shown poor performance in the oxygen reduction reaction
because of the oxidefilm that is formed at the catalyst surface; as a result, the electrode
becomes inactive towards oxygen reduction [102]. To achieve good activity and
stability towards ORR, iron porphyrins have to be pyrolyzed at about 700 �C. Then,
the onset of the reduction wave is close to that obtained with a platinum catalyst.
Moreover, the main reaction product remains water, even though some hydrogen
peroxide is produced particularly at high overvoltages [103, 104]. The nickel- or cobalt-
based electrocatalysts showed poor activity for ORR in alkaline media. Oxygen
reduction on these materials occurs only via a two-electron mechanism, producing
hydrogenperoxide as themainproduct.On the other hand, spinel of cobalt andnickel
oxides, NixCo3� xO4 (0 < x < 1), showed better activity towards ORR, but the reaction
mechanism via four electrons is not the main one and a large amount of hydrogen
peroxide is formed [105–107].Manganese oxides have been extensively studied and it
was shown that the activity of these catalysts depends on the kind of oxides. Themost
active were the oxides a-MnO2, g-MnO2, Mn2O3 and MnOOH [108, 110, 111]. The
reaction mechanism on these catalysts involves the formation of the HO2

� interme-
diate via the transfer of two electrons followed by a dismutation reaction of this
species into OH� and O2. The kinetics of the dismutation reaction is so fast,
particularly on the MnOOH catalyst, that apparently four electrons are exchanged
during the ORR [109, 113]. Manganese oxides doped with Ni and/or Mg have also
been studied in terms of activity towards ORR [41, 112, 113]. It appeared that the use
of nickel as doping agent allowed the best activity to be obtained. Indeed, the
reduction wave was shifted by 100mV towards higher potentials and started only
50mV lower than the reduction wave obtained at a platinum catalyst. However, the
mechanism of reaction remains the same as for manganese oxides alone, that is, via
the HO2

� dismutation reaction. Ag-based cathodes have an extensive history with
alkaline fuel cells, for example Raney Ag-based cathodes were used by Siemens to
develop AFCs for military applications [114]. Moreover, Ag nanoparticles deposited
on carbon are very easy to prepare and are known to be active towards the ORR [115].
Demarconnay et al. used a method derived from that of the so-called �water-in-oil

microemulsion� method to prepare well dispersed Ag/C catalysts [116]. The onset of
the oxygen reduction wave is only shifted by 50mV towards lower potentials on an
Ag/C catalyst comparedwith that obtained on a Pt/C catalyst and the limiting current
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densities are very close for both catalysts (Figure 1.23), indicating that a similar
mechanism is involved at least at high overvoltage. On the basis of rotating disk
electrode and rotating ring disk electrode experiments, it was shown that nanodis-
persed Ag particles on carbon powder led to the reduction of molecular oxygen
mainly to water, which is similar to the result obtained with platinum (see Table 1.3).
According to the results obtained from rotating ring disk experiments and the

determination of Tafel slopes, it was concluded that the mechanism of oxygen
electroreduction on an Ag/C catalyst is similar to that on a Pt/C catalyst at high
potentials, that is, interesting potentials for fuel cell applications. Lee et al. also
showed that a 30wt% Ag electrode displayed the same electroactivity towards the
ORR as a 10wt% electrode and that the activity could be enhanced by doping Ag with
Mg [115].

Table 1.3 Total number of exchanged electrons nt as determined by RDEb and RRDEd experiments.

20wt% Ag/C

E (V vs
RHE)

KL slopesa

at Pt/C
KL slopesa

at Ag/C nRDE
b jD

c (mA cm�2)
( j 0R;l� jR;l)

c

(mA cm�2) nRRDE
d p(H2O)

0.87 — — — 0.121 0 4 100
0.77 6.06 — — 1.161 0 4 100
0.67 5.91 6.70 3.6 2.735 10.1 3.9 96.4
0.57 6.17 6.76 3.5 3.605 21.6 3.9 94.2
0.47 6.22 6.79 3.5 3.967 34.2 3.8 91.7
0.37 6.07 6.71 3.6 4.236 40.2 3.8 90.9
0.27 6.10 6.60 3.7 4.448 49.2 3.8 89.5

Slopesa determined from the Koutecky–Levich (KL) plots; jD and jR are the disk and ring current
densities, respectivelyc. p(H2O) is the fraction of water produced.

Figure 1.23 j(E) polarization curves recorded at a rotation rate
W¼ 2500 rpm in an O2-saturated 0.1MNaOH electrolyte
(T¼ 20 �C, v¼ 5mV s�1) for (dashed line) 20wt%Ag/C and (solid
line) 20wt% Pt/C. Ag/C catalyst was prepared according to the
�water-in-oil� microemulsion method, whereas Pt/C catalyst was
prepared using the B€onnemann method.
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Moreover, for methanol concentrations higher than 0.1M, the Ag/C cathode
catalyst displayed higher tolerance towards methanol than Pt/C (Figure 1.24a) and
almost total insensitivity towards the presence of EG (Figure 1.24b).
Other platinum-free materials, such as cobalt and iron macrocycles, display total

insensitivity to the presence ofmethanol [117–119], whereasmanganese oxides show
very good tolerance towards the presence of NaBH4 [120]. However, for portable
applications, the fuel concentration has to be very high in order to increase the stored
energy density and hence the autonomy of the system. Nevertheless, the intrinsic
electroactivity of platinum free catalysts being lower than that of platinum, it could be
interesting to modify platinum catalysts with foreign metal elements, in order to
improve their tolerance towards the presence of the fuel and to increase their
electrocatalytic activity towards the ORR. Numerous studies have shown that

Figure 1.24 j(E) polarization curves recorded on 20wt% Ag/C at
a rotation rate W¼ 2500 rpm in an O2-saturated 0.1MNaOH
electrolyte in the presence of alcohol (T¼ 20 �C, v¼ 5mVs).
(a) (—) Methanol-free electrolyte; (���������) 0.1M methanol;
(�-�-�-�-�-) 0.5M methanol. (b) (—) EG-free electrolyte� (���������)
0.1M EG; (�-�-�-�-�-) 0.5M EG. Catalysts were prepared according
to the �water-in-oil� microemulsion method.
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platinum-based binary alloyed electrocatalysts such as Pt–Fe, Pt–Co, Pt–Ni andPt–Cr
exhibit in acid electrolytes a higher catalytic activity for the ORR than pure plati-
num [17, 121–124] and ahigher tolerance to thepresence of alcohol [18, 125–127]. The
observed electrocatalytic enhancement was interpreted either by an electronic factor,
that is, the change in the d-band vacancy of Pt upon alloying, and/or geometric effects
(Pt coordination number and Pt�Pt distance). Both effects should enhance the
reaction rate of oxygen adsorption and the breaking of the O–O bond during
the reduction reaction. For example, the lattice parameter a0 in the case of a cubic
Pt–X catalyst (X¼ Fe, Co, Ni) decreases with increasing content of the alloying
component X, leading to changes in the catalytic behavior. In the case of Pt–Ni alloys,
the maximum electrochemical activity for the ORR is obtained with 30 at.% of
Ni [128]. Lemire et al. also showed that the presence of highly uncoordinated atoms is
very important for CO adsorption at Au nanoparticles [129]. The same effect can also
be true for oxygen adsorption at platinum nanoparticles. In addition to electronic,
geometric, coordination and size effects, it was also proposed by Shukla et al. [130],
that foreign metals, such as Cr, can protect platinum from oxidation and hence
enhance the electrocatalytic activity of platinum towards the ORR. In alkaline
medium, Ad�zi�c et al. pointed out that the addition of bismuth adatoms to an Au
electrode led to greatly enhanced electrocatalytic activity towards the ORR [131].
Demarconnay et al. prepared nanodispersed Pt–Bi catalysts with different atomic

compositions for the ORR [132]. They showed that a Pt0.8Bi0.2/C catalyst led to a shift
of the onset potential of the ORR towards higher potentials together with a higher
tolerance towards the presence of EG (Figure 1.25) compared with a pure platinum
catalyst. They explained this enhancement in activity and tolerance by the protection
of the platinum surface by bismuth oxides. In the potential range where the ORR
starts to occur, Bi2O5 surface species start to undergo a reduction reaction in Bi2O4,
liberating oxide-free sites of platinum by decreasing the coverage by higher oxides of

Figure 1.25 j(E) polarization curves for the oxygen reduction
reaction recorded in oxygen-saturated 0.2MNaOH: (1) at Pt/C;
(2) at Pt/C in the presence of 0.1M EG; (3) at Pt0.8Bi0.2/C; (4) at
Pt0.8Bi0.2/C in the presence of 0.1M EG (v¼ 5mV s�1,
W¼ 2500 rpm; T¼ 20 �C). Catalysts were prepared according to
the �water-in-oil� microemulsion method.
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bismuth. The newly accessible oxide-free platinum sites become active for oxygen
reduction. Moreover, the liberation of oxide-free platinum sites in a potential range
where EG is not expected to adsorb at platinum leads to a higher tolerance of Pt–Bi
towards the presence of EG.

1.5
Conclusion

Ethanol is one of the most popular fuels produced from biomass (by fermentation of
sugar-containing crops or of numerous agricultural and municipal wastes) and has
a relatively high energy density (about two-thirds of that of gasoline and one-quarter
of that of pure hydrogen). Its clean and efficient direct conversion into energy then
becomes a challenge, particularly its conversion into electricity inside a fuel cell.
The development of PEMFCs and more recently of SAMFCs brings new opportu-
nities to the use of ethanol in a direct fuel cell, working either in acidic (PEM) or
alkaline (AEM) medium.
In an acidic medium, a PEMFC fed with ethanol allows power densities up to

60mWcm�2 to be reachedat high temperatures (80–120 �C), but this needsplatinum-
based catalysts, which may prevent wider applications for portable electronic devices.
On the other hand, in an alkaline medium, the activity of non-noble catalysts for
ethanol or ethylene glycol oxidation and oxygen reduction is sufficient to reach power
densities of the order of 20mWcm�2 at room temperature. This opens up the hope of
developing SAMFCs that are particularly efficient for large-scale portable applications.
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2
Performance of Direct Methanol Fuel Cells for Portable
Power Applications
Xiaoming Ren

2.1
Introduction

Recent reports on direct methanol fuel cells (DMFCs) that use polymer electrolyte
membranes and dilute aqueous methanol solutions fed at the anode have demon-
strated appreciable performance improvement, both for potential portable power
applications operated at or near ambient temperatures and for potential transport
applications operated at higher temperatures [1–5]. There are still two major
obstacles that hinder the introduction of current DMFC te chnology to widespread
commercial applications: the low electro-activity of known catalysts for methanol
electro-oxidation and the high permeation rate of methanol through commercially
available polymer electrolyte membranes, such as Nafion membranes. The low
catalyst activity would require a higher Pt loading, and thus higher cost, in order
to achieve appreciable anode performance; however, this cost barrier may be
surmountable for portable power applications, as will be discussed further below.
As for the lack of suitable methanol-impermeable membranes, methanol crossover
through the membrane from the cell anode to the cathode will cause a decrease
in fuel efficiency and even adversely affect the cathode performance [6–9]. With
commercially available polymer electrolyte membranes, the phenomenon itself
and problems caused by methanol crossover can be minimized to a certain extent
even in a multi-cell stack operated at relatively constant load levels by proper design
of flow fields and electrode structures and by controlling the reactant feed rate, as will
be shown in this chapter.
The earliest possible commercial applications of DMFCs may be in the portable

powermarket, where a relatively high cost per unit electric power and energy is set by
current battery technology. As the number of mobile electronic devices in the
consumer market increases rapidly, there will be an increasingly strong demand
for cost-effective and long-lasting portable power sources for these devices.
With further development, especially addressing the two above-mentioned techno-
logical barriers, DMFC power systems could compete successfully against the
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advanced batteries available today, providing a longer period of operation without
frequent recharging and overcoming limited recharging rates by fast refueling.
Most literature reports have addressed DMFC performance at the single cell level.

More relevant for evaluating DMFCs as practical power sources is the performance
obtained at the stack level, achieved under operating conditions appropriate for
the complete power system to achieve acceptable energy conversion efficiency and
with complete thermal and water balances.
Figure 2.1 shows a schematic diagram of the electrode reactions and transport

processes involved in an operatingDMFCusing a polymer electrolytemembrane and
fed with an aqueous methanol solution at the anode and ambient dry air at the
cathode. Detailed discussions of the methanol crossover, water transport and
proton conduction within the polymer electrolyte membrane have been presented
previously [8, 10]. It is important to realize that the DMFC cathode is working
constantly at or near �flooding� conditions under the normal operating conditions.
This is because, in addition to the amount of water produced at the cathode, there
is a substantial flux of water carried across the membrane from the anode side by
electro-osmotic drag to the cathode side [10–12]. In principle, by increasing the air
feed rate, one can alleviate cathode flooding and thus secure good cathode (and thus
the cell) performance. However, as will be shown below, maintaining water balance,
achieving high efficiency of the balance of plant and even reaching a desirable stack
operating temperature at or over 60 �C become difficult at air feed rates exceeding
three times faradaic stoichiometry. Consequently, the cathode structure and flow
field used for DMFCs may differ substantially in design from those used for H2/air
fuel cells in order to secure a high cathode performance under flooding conditions
with a low air feed rate.
To avoid cathode flooding, a hydrophobic cathode backing and an efficient

means to remove water droplets in the cathode flow field are required. We report
here measurements of water flux in both liquid and vapor forms in the cathode

Figure 2.1 Schematic diagram of a DMFC, its electrode reactions
and material transport involved, where (b) is the anode backing,
(f) the cathode backing, (c) the Pt–Ru anode catalyst layer, (d) the
Nafion 117 membrane and (e) the Pt cathode catalyst layer.
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exhaust as a function of air feed stoichiometry and stack operating temperatures.
The results show that, at temperatures below 60 �C and an air feed stoichiometry
below three, the cathode exhaust is fully saturated (nearly fully saturated at 60 �C)
with water vapor and the exhaust remains saturated after passing through a
condenser at a lower temperature. In order to maintain water balance, all of the
liquid water and part of the water vapor in the cathode exhaust have to be recovered
and returned to the anode side before the cathode exhaust is released to the
atmosphere. Because of the low efficiency of a condenser operated with a small
temperature gradient between the stack and the environment, a DMFC stack for
portable power applications is preferably operated at a low air feed stoichiometry in
order to maximize the efficiency of the balance of plant and thus the energy
conversion efficiency for the complete DMFC power system. Thermal balance
under given operating conditions was calculated here based on the demonstrated
stack performance, mass balance and the amount of waste heat to be rejected.
The amount of waste heat to be rejected from an operating stack constrains in a
significant way the optimal DMFC stack operating conditions and therefore should
be considered when designing the complete power system in order to minimize the
size and weight and maximize the power and total energy conversion efficiency.
As will be reported, as result of continuous efforts to optimize cell components

and cell structure in developing DMFCs for portable power applications, we were
able to demonstrate 30-cell DMFC stacks operated at 60 �C and fed with ambient
air at 2–3 times faradaic stoichiometry, generating a power density of 320WL�1

(active stack volume) during at least the initial week of testing in our laboratory.
An overall DMFC stack energy conversion efficiency of 35% was achieved over
a range of stack operating conditions of 0.46–0.57 V per cell. An extended life test
over 1100 h on a five-cell stack made of identical cell components and stack
configurations was also performed.

2.2
Experimental

Each of the membrane electrode assemblies used for the DMFC stack was prepared
by attaching an anode catalyst layer and a cathode catalyst layer on opposite faces
of a proton-formNafion 117membrane (DuPont). The anode catalyst layer contained
85wt% PtRu alloy catalyst (unsupported with a Pt:Ru atomic ratio of 1:1, 70m2 g�1

BETarea; Johnson Matthey) and 15wt% Nafion recast ionomer; the cathode catalyst
layer contained 90wt% Pt black (30m2 g�1 BETarea; Johnson Matthey) and 10wt%
Nafion recast ionomer. The PtRu catalyst loading on the anode was 8mg cm�2 and
the Pt catalyst loading on the cathode was 6mg cm�2. The active electrode area of
theDMFC stackwas 45 cm2, which accounts for only 32%of the stack footprint in the
current stack design. Further optimizations in stack design that would reduce the
stack weight and size by 50% are currently under way. As appropriate for portable
power applications, these DMFC stacks were tested with dry ambient air feed
at 0.76 atm realized at Los Alamos altitude. The stack anode was fed in single-pass
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mode with a 0.5M aqueous methanol solution preheated by passing through
a stainless-steel coil placed together with the stack inside a convection oven.
To determine the steady-state stack performance and the flow rate and concentration
of methanol of the stack anode exhaust stream, the stack was operated for a
duration of 30min for a given stack voltage and the anode exhaust was collected
with a conical beaker cooled in an ice–water bath to minimize methanol loss
through evaporation. The concentration of the methanol solution at the anode
exhaust was determined from its density measured at 20 �C using a DMA 4500
density meter (Anton Paar).
The fuel cell test station and associated equipment have been described previously

[8, 13]. The V–I curves for the 30-cell stacks reported here were obtained at 0.5 V
intervala, stepping down from the open-circuit stack voltage, with a 5min waiting
period before taking the data. The change rate of the stack voltage corresponds to a
voltage scan rate of 0.056mVs�1 per cell. Amuch longerwaiting period (over 30min)
at a given stack voltage was used in the stack mass balance experiments and
the resulting stack performance was nearly identical with the V–I curve reported.
This verifies that the V–I curves reported here closely represent the steady-state
stack performance in term of voltage scan rate, without the effects such as hysteresis
introduced by the scan direction and a too fast scan rate. Additional experimental
conditions are provided in the following sections, together with the related results.
The newly assembled 30-cell stacks (one is shown in Figure 2.2) were immediately

run in the DMFC mode at a fixed stack voltage at 60 �C with a 0.5M methanol
solution fed at the anode manifold and dry ambient air fed at the cathode manifold,
without subjecting the stacks to any H2/air break-in conditions. The stacks gradually
reached the reported levels of performance within a few hours and remained
stable for at least the initial week of testing in our laboratory before they were sent
to our partner for system integration. An extended life test over 1000 h on a five-cell
stack built identically revealed stable stack performance. During the initial run, the

Figure 2.2 A photograph of the 30-cell DMFC stack shown
together with a US Quarter for comparison of dimensions. More
detailed stack properties and performance parameters for this
current stack design are listed in Table 2.3.
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stacks may have gradually reached a stable membrane hydration state and other
beneficial attributes, such as improved bonding at the interfaces between the
catalyst-coated membrane and backings.

2.3
Results and Discussion

2.3.1
Water Balance, Maximum Air Feed Rate and Implications for Cathode Performance

The experimental setup shown in Figure 2.3 was used to measure the amount
of liquid water and water vapor in the cathode exhaust stream at the stack exit
under various operating conditions.
A five-cell stack (with a structure identical with that of the 30-cell stack) and

a column of Drierite (anhydrous CaSO4) (W.A. Hammond Dryerite) used for
trapping water vapor in the stack cathode exhaust stream were placed inside
a convection oven set at the stack operating temperature. A T-valve was used to
separate the water vapor and liquid water by gravity. The liquid water was directed
to the outside of the oven with a peristaltic pump set at a flow rate of 1mLmin�1,
which was slightly higher than the flux of liquid water from the stack cathode exit
but significantly lower than the cathode feed rate. The liquid water thus separated
from the stack cathode exhaust stream was collected with a conical beaker placed

Figure 2.3 Schematic diagram of the experimental setup for
measuring amounts of liquid water and water vapor in the air
cathode exhaust at a close point of cathode exit of an operating
DMFC stack.
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in an ice–water bath. The length of tubing connecting stack cathode exit and water
liquid–vapor separating valve was kept to a minimum (at �3 cm) for accurate
measurement of the cathode exhaust saturation level at the stack exit. For each
measurement, the stack was fed with a 0.5M methanol solution at 5mLmin�1

per cell at the anode and oxygen at the cathode. For each data point, the stack was
operated in a constant-current mode for 2 h and the stack current density tested
covers a wide range from 105mAcm�2 at 30 �C to 145mAcm�2 at 60 �C (Table 2.1).
Pure oxygen feed at the cathode was used to sustain good cathode performance
at the test current density that may not be achievable with air feed at a low flow rate.
For the purpose of calculating the water vapor saturation level of the cathode exhaust,
the oxygen flow was treated as if an air flow were used. These results are shown
in Figures [4–6] for the flux of water in vapor form, the flux of water in liquid form
and total flux of water at the stack cathode exit per ampere hour of charge passed,
as a function of actual air feed stoichiometry and stack operating temperature.
The actual stoichiometry of a reactant is defined as the ratio of the reactant mass
flux fed to a DMFC stack to its total consumption rate within the stack. The total
consumption of the reactant within a DMFC stack consists of its consumption at
the electrode to generate the stack current as defined by Faraday�s law and its
consumption involved in the direct combination of oxygen with methanol permeat-
ing through the membrane at the cathode electrode. If there is no consumption of
reactants incurred by methanol crossover in a DMFC stack, the actual stoichiometry
becomes the faradaic stoichiometry.
The vapor water flux increases with air feed stoichiometry (Figure 2.4) at the

expense of liquid water flux (Figure 2.5) while the total water flux at the stack cathode
exit remains nearly constant at a given stack operating temperature (Figure 2.6).
By increasing the stack operating temperature, the vapor water flux increases
whereas the liquid water flux remains nearly unchanged. The increase in the vapor
water flux is due to the increased water partial pressure with temperature. For the
liquidwaterflux, the increase in liquidwaterfluxbecause of an increase in the electro-
osmotic drag of water by the proton current through the membrane at a higher
temperature is largely compensated by a higher rate of water evaporation at a higher
temperature. The fact the total water flux per ampere hour at the cathode exit is

Table 2.1 Test results for a five-cell stack fedwith a 0.5Mmethanol
solution at 25mLmin�1 and dry oxygen at 0.76 atm at
0.69–1.58 SLPM.

Cell
temperature (�C)

Jcell
(mA cm�2)

Vcell
(V)

RHF

(O cm2)
Jx
(mA cm�2)

Wtotal

(g A�1 h�1 cell�1)
Drag
coefficient

30 106 0.380 0.250 6 2.24 2.81
40 116 0.415 0.235 15 2.33 2.93
50 145 0.430 0.221 26 2.44 3.07
60 145 0.460 0.196 49 2.57 3.21
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invariant with air feed stoichiometry (Figure 2.6) indicates that the cathode
exhaust stream is saturated with water vapor for the range of air feed stoichiometry
tested. This is because the water flux across the polymer electrolyte membrane is
completely controlled by the electro-osmotic drag of water from anode to cath-

Figure 2.5 Amount of liquid water in the air cathode exhaust at
cathode exit point of an operating DMFC stack as a function of
stack operating temperature and air feed actual stoichiometry.

Figure 2.4 Amount of water vapor in the air cathode exhaust at
cathode exit point of an operating DMFC stack as a function of
stack operating temperature and air feed actual stoichiometry.
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ode [10, 12]. The air exhaust saturation levels shown in Figure 2.7 were calculated
from the ratio of the flux of water in vapor form measured to the flux of water
needed to saturate the cathode exhaust.
The flux of water vapor in the cathode exhaust at full saturation is

Wvapor½gA�1h�1� ¼ pw
ptotal�pw

ð4:77n�1Þ � 18� 3600
4� 96485

ð2:1Þ

where Pw is the water vapor partial pressure corresponding to the temperature of the
stack cathode exit, Ptotal the total cathode pressure and n the actual air stoichiometry.
The oxygen content in the air gives an air to oxygen mole ratio of 4.77, a constant
that appears in Equation 2.1. As shown in Figure 2.7, the air cathode exhaust from
the DMFC stack is nearly fully saturated at operating temperatures below 60 �C and
at an air feed actual stoichiometry up to 3. With the air cathode saturated with water
vapor, the cell cathodes are in contact with liquid water that accumulates from the
cathode reaction, the oxidation of methanol permeated through the membrane
and the electro-osmotic drag ofwater across themembrane. The total waterflux in the
DMFC cathode is

W total½gA�1h�1� ¼ 0:5þ 0:33 � Jx
Jcell

þ x
� �

18� 3600
96485

� Jcell ð2:2Þ

where Jx is the equivalent current (A) of methanol crossover, Jcell the DMFC current
(A) and z the water electro-osmotic drag coefficient. In this study, the methanol

Figure 2.6 Total amount of water in the air cathode exhaust at
cathode exit point of an operating DMFC stack as a function of
stack operating temperature and air feed actual stoichiometry.
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crossover current was determined from methanol mass balance according to:

methanol consumption rate ¼ DMFC currentþmethanol crossover current

ð2:3Þ
where the overall methanol consumption rate was determined by (methanol
inflow rate �methanol inflow concentration) – (methanol outflow rate �methanol
outflow concentration).
Finally, the liquid water flux found in the DMFC cathode exhaust is

W liquid½gA�1h�1� ¼ W total½gA�1h�1��Wvapor½gA�1h�1� ð2:4Þ

Table 2.1 lists the measured value of the DMFC current density, the equivalent
current density of methanol crossover, the total water flux at a DMFC cathode
and the calculatedwater electro-osmotic drag coefficient fromEquation 2.2 at various
DMFC operating temperatures.
Similar values of electro-osmotic drag coefficients for a Nafion 117 membrane

in contact with liquid water at both sides and their increase with temperature have
been reported previously [10, 12].

Figure 2.7 Water vapor saturation level of the air cathode exhaust
at a close point of cathode exit of an operating DMFC stack as a
function of stack operating temperature and air feed actual
stoichiometry.
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In order to maintain water balance during the normal operation of a DMFC stack,
part of the water vapor has to be recovered with a condenser, which cools the air
cathode exhaust to a lower temperature before it is released to the atmosphere.
Based on the finding of water vapor saturation at the stack cathode exit (Figure 2.7),
the cathode exhaust stream is expected to remain fully saturated with water vapor
after passing through the condenser. Water in vapor form in the exhaust after the
condenser will be released and lost to the atmosphere. To maintain water balance,
the water loss in vapor form must be less than the amount of water generated
from DMFC reactions, which include the cathodic electrode reaction and the
oxidation of the methanol permeated through the membrane to the cell cathode.
Consequently, the maximum air feed actual stoichiometry has to be less than
a limiting value, given by

n � 2� ptotal�pw
4:77pw

þ 1
4:77

ð2:5Þ

Hence the maximum air feed actual stoichiometry is a function of water vapor
partial pressure corresponding to the air exhaust release temperature (pw) and the
total pressure on the air cathode exhaust (ptotal). Figure 2.8 shows the maximum
air feed actual stoichiometry calculated from Equation 2.5, using water vapor partial
pressure from theCRCHandbook of Chemistry and Physics [D.R. Lide (ed.), 72nd edn,
1991–92], as a function of air cathode exhaust release temperature.

Figure 2.8 Maximum allowed air feed actual stoichiometry for
a DMFC power system as a function of air cathode exhaust
release temperature.
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It shows that, for a condenser outlet temperature of 40 �C, which can be
reasonably achieved at commonly encountered environmental temperatures,
in order to maintain the water balance for a DMFC power system operated with
ambient air feed, the air feed actual stoichiometry is limited to 2.7 at Los Alamos
altitude (7200 feet above sea level) and to 3.6 at sea level.
Although under normal stack operating conditions maintaining the water

balance requires capturing the necessary amount of water at the cathode and
returning it to the anode, such water recovery design may complicate the DMFC
power system, in addition to the added parasitic power consumption. For a portable
DMFC power pack at a power level of �80W, with which we are concerned here,
water balance is not considered, in our opinion, as a major obstacle for successful
commercial applications. This is because a relatively low level of parasitic power is
required to accomplish the water recovery if the air feed at the cathode is not
excessively high. A high feed rate of air at the cathode creates a very difficult situation
of recovering a large amount of water from the vapor phase at low condenser
efficiency. The low condenser efficiency is the result of a relatively low stack
temperature realized at a high air flow.
From the foregoing discussion, it is clear that, in a DMFC, the air cathode has to

be operated under rather challenging conditions, that is, with a low air feed rate at
nearly full water saturation. This type of operating conditions can easily lead to
cathode flooding and thus poor and unstable air cathode performance. To secure
better air cathode performance, we have made great efforts to improve the
ell cathode structure and cathode flow field design to facilitate uniform air
distribution and easy water removal. The performance of our 30-cell DMFC
stacks operated with dry air feed at low stoichiometry is reported in the following
section.

2.3.2
Stack Performance

Three 30-cell DMFC stacks with 45 cm2 active electrode area were tested under
various conditions to evaluate their performance for portable power applications. All
three stacks showed nearly identical performance and the results from one stack that
had gone through the most complete set of tests are presented here.
Figure 2.9 shows the steady-state V–I curves obtained at various temperatures,

ranging from 30 to 70 �C, with a 0.5MMeOH solution fed to the anode manifold
at 120mLmin�1 and 0.76 atm dry air fed to the cathode manifold at 7.35 standard
liters per minute (SLPM). Figure 2.10 shows the corresponding stack power
output, calculated from the V–I curves shown in Figure 2.9. At 30 �C, the stack
generated almost half of the power obtained at 60–70 �C. At the design point of
operation at 0.46 V per cell, the 30-cell stack generated 80Wgross power at 60–70 �C
with an air cathode feed faradaic stoichiometry as low as 2.5. Table 2.2 lists some of
the measurements on stack performance and methanol crossover rates at a few
selected operation points, each obtained for a period of 30min of steady-state
stack operation in order to obtain good measurements of methanol concentrations
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Figure 2.9 Steady-state V–I curves for a 30-cell DMFC stack
operated at various temperatures with a 0.5Mmethanol solution
feed at 125mLmin�1 at the anode andwith 0.76 atmdry air feed at
7.35 SLPM at the cathode. The steady state of the stack
performance was verified by comparing the V–I curves with that of
stack performance over 30min for each given stack voltage listed
in Table 2.2.

Figure 2.10 The corresponding stack power output for the stack performance shown in Figure 2.9.
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and methanol solution flow rates. The equivalent methanol crossover currents
were obtained based on the methanol mass balance described in Equation 2.3.
The faradaic stoichiometry was calculated based on stack current only, while the
actual stoichiometry was based on total reactant consumption from stack current
and methanol crossover current.
Entries in Table 2.2 for a given stack operating voltage show a strong depen-

dence of methanol crossover rate on the methanol solution feed rate and stack
current. Under open-circuit conditions, all methanol consumption within the stack
was due to methanol crossover through the membrane. With an increase in the
methanol solution feed rate, the average concentration of the methanol solution
in contact with the membrane increases, resulting an increased methanol
crossover rate as observed. With the stack under current, the methanol concen-
tration decreases along the anode flow field from the inlet to outlet because of
methanol consumption along the flow path by the anodic electrode reaction and
from methanol crossover. Better fuel utilization efficiency can be achieved by
adjusting the feed rate of methanol solution at the anode. For example, at a fixed
stack voltage of 16V, it was observed that on increasing the feed rate of methanol
solution from 42.3 to 121.0mLmin�1, the stack current (and power) increased
from 3.29 to 4.00A (and the power from 52.6 to 64W), while the fuel utilization
decreases from 95.3 to 73.6%. The decrease in the fuel utilization again corre-
sponded to an increase in the average concentration of the methanol solution in
contact with membrane in the anode compartment from 0.367 to 0.420M with an
increase in methanol solution feed rate. At a lower stack voltage, a higher stack
power can be achieved at a much higher stack current with a higher methanol
feed rate. It can be summarized from the data in Table 2.2 that a fuel utilization
efficiency above 80% can be achieved if the methanol feed stoichiometry is
limited to <3 under our test conditions. At a very high fuel utilization, such as
achieved by a lean-feed scheme (with a very dilute methanol solution fed at the
anode at a sufficiently low feed rate), the power output of the stack will be
limited and special care is needed to ensure an acceptable uniformity of fuel
distribution. To achieve this, one can use a sufficiently dilute methanol solution
fed at a high flow rate. Since there is a limitation on the methanol flow rate in a
practical device, a compromise should be reached based on the expected normal
power demand and load variation for a particular application. A slow change in the
stack current and also stack power output can be reasonably followed by
simply varying the methanol feed rate in the range of 2–3 times faradaic
stoichiometry, which could minimize the methanol crossover rate in a dynamic
load situation. Further studies are needed to explore the limitations of
this approach. At the designed stack operating voltage of 14V, the 30-cell
stack demonstrated over 90% fuel utilization efficiency and, correspondingly,
35% stack energy conversion efficiency.
Figure 2.11 shows the stack energy conversion efficiency as a function of

stack voltage and stack power output. The stack energy conversion efficiency is
calculated by the voltage efficiency (¼ average cell voltage of a stack/1.21V) times its
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fuel efficiency. For a reasonably wide range of operating conditions (stack voltage
from 14 to 17V or stack power from 40 to 80W), the stack energy conversion
efficiency was maintained at 35%. Results from single-cell tests further indicated
that additional stack fuel efficiency and stack performance improvements
are possible by operating the stack with a feed of a methanol solution of lower
than 0.5M.
Figure 2.12 shows the cell voltage of the individual cell within the stack at the

designed point of operation (stack voltage 14V). The stack showed a uniform
cell voltage distribution, except that the cells near the endplates had a slightly lower
cell voltage, which may be due to a lower local temperature for these end cells.
The total high-frequency resistance of the stack showed little change with stack
current, indicating the full hydration state of the membranes within the stack at all

Figure 2.11 Stack energy conversion efficiency plotted against
stack current (a) and stack power output (b) from the results of
steady-state stack performance obtained at selected operating
conditions listed in Table 2.2.
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operating current. Since no severe dehydration conditions were encountered
either in our preparation of the membrane electrode assemblies or in the stack
operation and storage at room temperature, the membranes are expected to
remain in a full hydration state. To obtain the high-frequency resistance of
an individual cell, the stack was fed at both anode and cathode manifolds with
oversaturated H2 prehumidified at 90 �C. A small external voltage of 0.3 V was
applied to the stack to driveH2 oxidation andH2 evolution at the two cell electrodes of
each cell within the stack. Since the resulting current density was very small
(<40mAcm�2) and increased linearly with the applied voltage, we can assume that
the measured individual cell voltage is proportional to its cell resistance, with the
sum of the individual cell resistances being equal to the measured total stack
high-frequency resistance. Figure 2.13 shows a uniform distribution of the high-
frequency Press return to continue without the messageresistances of the individual
cells within the stack. These valueswere very similar to those obtained for a single cell
under identical operating conditions.
Despite a high cell packing density of 13 cells per inch, the flow resistances for

passing bothmethanol solution and air through the stack were very low, owing to the

Figure 2.12 Voltages of the individual cells in a 30-cell DMFC
stack at 14 V operated at 60 �Cwith a 0.5Mmethanol solution feed
at 125mLmin�1 at the anode and with 0.76 atm dry air feed at
7.35 SLPM at the cathode. At a stack current of 6.1 A, the
corresponding methanol and air feed actual stoichiometries are
2.8 and 2.0, respectively.

62j 2 Performance of Direct Methanol Fuel Cells for Portable Power Applications



unique open flow field structure used. Figure 2.14 shows the air pressure drop across
the whole stack under various operating conditions.
A significant fraction of pressure drop for the airflow was due to the tubing

connected at the stack cathode exit. The pressure drop also increased with increase
in stack operating temperature because of the increased water vapor pressure
at higher temperatures. By reducing the pressure drop across fuel cell stack, the

Figure 2.14 Air cathode pressure drop across the 30-cell stack
operated at 60 �C with a 0.5M methanol solution feed at
125mLmin�1 at the anode and with 0.76 atm dry air feed at
7.35 SLPM at the cathode.

Figure 2.13 High-frequency cell resistance of the individual cells
in a 30-cell DMFC stack operated at 60 �C with a 0.5M methanol
solution feed at 125mLmin�1 at the anode and with 0.76 atm dry
air feed at 7.35 SLPM at the cathode.
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parasitic power loss of moving reactants through the stack is obviously
reduced. With each additional increase of 1 psig pressure drop across the cathode
flow field, the PDV work required to push the air flow through amounts to 0.9W
parasitic power loss, which will be further augmented by the inefficiency loss of
a given air pump.

2.3.3
Thermal Balance and Waste Heat Rejection

Compared with an H2/air fuel cell, there is substantial voltage loss associated with
both the methanol oxidation electrode and the air reduction electrode. For a typical
DMFC operated at a cell voltage of 0.45V, the anode potential is typically at 0.35V
versus. a dynamic hydrogen electrode (DHE) and the cathode potential is at 0.8 V vs
DHE [8, 14]. As a result, for every one part of electric energy generated, the DMFC
generates two parts of waste heat. In the following discussion, the DMFC stack is
assumed to be adiabatic and all waste heat has to be carried by air through a condenser
and/or by the anode-circulating loop of methanol solution through a radiator.
Depending on the operating temperature of the DMFC stack, there are basically
three configurations for a DMFC system in terms of waste heat rejection: (1) DMFC
stack þ radiator for a stack operated at a low temperature (<40 �C); (2) DMFC
stack þ radiator þ condenser for a stack operated at an intermediate temperature
(>40 �Cbut<�80 �C); and (3)DMFC stack þ condenser for a stack operated at a high
temperature (>�80 �C) . In the first case, because of the low stack operating
temperature, there is no need to use a condenser to recover water vapor in the
cathode exhaust if the air feed stoichiometry is limited to <3 (Figure 2.8). Conse-
quently, thewaste heat has to be rejected from the anode-circulating loop ofmethanol
solution by using a radiator. In the second case, the thermal burden of the condenser
is determined by the amount ofwater that needs to be recovered from the vapor phase
in the cathode exhaust to maintain water balance and the thermal burden of the
radiator is to reject the remaining waste heat. In the third case, all the waste heat is
rejected by the condenser in the process of recovering water from the vapor phase in
the cathode exhaust in order to maintain water balance. As the stack operating
temperature increases, the thermal burden of waste heat rejection shifts from the
anode side to the cathode side. However, as the water vapor pressure increases and
moves close to atmospheric pressure with an increasing stack-operating tempera-
ture, the air feed at cathode will eventually be pressurized to secure acceptable
cathode performance.Here, wewill only examine the portable DMFCpower systems
operated with an ambient air feed, that is, a stack operated at low and intermediate
temperatures.
Table 2.3 lists the demonstrated DMFC stack properties and performance

parameters at 40 and 60 �C. The stack weight and volume had not been the
focus of this study and in our next generation of DMFC stack design, reducing the
gasket area and redesigning manifolds can achieve over 50% reductions in both
stack weight and volume. The stack efficiencies for both DMFC operating
temperatures are similar. However, for a stack operated at 40 �C, the fan power
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and size of the radiator are expected to be considerably larger than those of a stack
operated at 60 �C. This is because of the need to reject waste heat at a smaller
temperature gradient between the stack and the environment. It seems that a
DMFC stack operating at a higher temperature is more likely to attain a higher
total system efficiency, partly because of the ease of waste heat rejection at a larger
temperature gradient between the stack and the environment and partly because of
the enhanced efficiency of the electrochemical processes at higher stack operating
temperatures. The optimal stack and system configuration for a stack operated at
temperatures higher than 60 �C, even with a moderately pressurized air feed,
awaits further investigation regarding issues such as stack performance, water
balance, thermal balance, stack efficiency and balance of plant efficiency.

2.3.4
Stack Life Test Results

An extended stack life test was performed on a five-cell stack built with cell
components and stack configuration identical with those of the 30-cell stack. The

Table 2.3 DMFC stack properties and performance parameters
when operated with dry air at 0.76 atm.

Parameter

DMFC at 40 �C
without
condensera

DMFC at 60 �C
with condenser

Stack current (A) 3.15 6.10
Stack voltage (V) 27.0 14
Gross power (W) 85.0 85.4
Number of cells 60 30
Active electrode area (cm2) 45 45
Unit cell voltage (V) 0.45 0.466
Fuel cell weight (kg) 1.2 0.6
End plates and screws weight (kg)a 1.1 1.1
Total stack weight (dry) (kg) 2.3 1.7
Stack volume (L) 1.8 1.0
Air flow at 3 times stoichiometry (Lmin�1) 10.2 9.8
0.5MMeOH flow rate (mLmin�1) 180–240 110–140
Water (l) from cathode (gmin�1) 6.5 6.4
Water (v) from cathode (gmin�1) 0.0 2.0
Total water recovered from cathode (gmin�1) 6.5 8.4
Fuel efficiency (%) 88 92
Overall stack efficiency (%) 33 35
Heat generated (W) 172.3 158.6
Heat removed by cathode water evaporation (W) 42.1 40.6
Condenser burden (W) 0 39.0
Radiator burden (W) 130.6 79.0

aThe 60-cell stack performance at 40 �C is extrapolated from that of a 30-cell stack operated at the
same temperature.
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life test of a five-cell stack was a considerably easier task to manage than that of a 30-
cell stack without an automated control system. The life test of a five-cell stack was
conducted at a stack voltage of 2.25Vat a stack temperature of 60 �Cwith the stack fed
with a 0.5M methanol solution at the anode at 20mLmin�1 in a single-pass mode
and with ambient dry air at the cathode. Figure 2.15 shows the plot of stack current
and individual cell voltage obtained with air feed at three times stoichiometry during
the initial 200 h test.
From 200 to 1150 h, the air feed stoichiometry was reduced to 2.2. The stack

current during the entire life test period is plotted in Figure 2.16. These test results
shows that a stable DMFC stack performance can be achieved over an extended
period with a low air feed stoichiometry with our current stack design.
However, we should point out that for real-world application, the environmental

conditions and the stack operation mode of recirculating the anode fluid may pose
significant challenges to the stack performance stability because of greater possibili-
ties of exposing the stack to contamination and accumulation of contaminants within
the stack. Certain precautionary means must be exercised to mitigate degradation of
the stack performance caused by contamination.

Figure 2.15 Life test results for a five-cell stack at 60 �C for the
initial 200 h. The stackwas fedwith a 0.5Mmethanol solution feed
at 20mLmin�1 at the anode and with 0.76 atm dry air at 1.5 SLPM
at the cathode.
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2.4
Conclusions

Measurements of the liquid water and water vapor fluxes in the air cathode exhaust
stream of a DMFC stack show that the exhaust air is nearly fully saturated with water
vapor when the stack is operated with ambient air feed at an actual stoichiometry up to
3 at a stack temperature below 60 �C.Under such conditions, water crossover through
the membrane by electro-osmotic drag accounts for most of the water in the cathode
exhaust. In order to maintain water balance during stack operation, the water loss in
vapor form in the released cathode exhaust has to be less than the amount of water
produced by the methanol oxidation reaction. With a DMFC stack operated
below 40 �C or operated at a higher temperature but with the cathode exhaust
cooled below 40 �C using a condenser, the maximum air feed actual stoichiometry
is limited to about 2.7 at 7200 feet above sea level or about 3.6 at sea level. The low air
feed rate required tomaintainwater balance and the highflux of water from the anode
to the cathode by electro-osmotic drag create challenging conditions for the DMFC
cathode. Substantial redesigns and modifications of air cathode H2/air fuel cell are
required in order to secure good air cathode performance in a DMFC. Through such
optimizations, we have demonstrated good performance in a 30-cell DMFC stackwith
a high cell packingdensity of 13 cells per inch.With an ambient air (at 0.76 atm) feed at
an actual stoichiometry of <3, the 30-cell DMFC stack operated at 60–70 �C demon-
strated a power density of 320WL�1 active stack volume at 0.46V per cell. The fuel

Figure 2.16 Life test results for a five-cell stack at 60 �C for the entire 1150 h.
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efficiency achieved was close to 90% and the total stack energy conversion efficiency
frommethanol to electricity was 35% at the designed operating conditions. Individual
cell performance and cell high frequency resistance were uniform across the stack. A
comparison study on two DMFC stacks, one operated at 40 �C and the other at 60 �C,
showed that, by increasing the stack operating temperature, both the stack efficiency
and the efficiency of balance of the plant can be improved. The improvement in stack
efficiency is due to improved electrode kinetics, mass transport rates and proton
conductivity at higher operating temperatures and the improvement in the efficiency
of balance of the plant is due to improved efficiency of waste heat rejection at a larger
temperature gradient between the stack and the environment. Within the limitations
of stack material stability, it seems worthwhile to explore DMFC stack performance at
higher temperatures (>70 �C), even with amoderately pressurized air cathode feed, in
order to determine the optimal system efficiency, performance, size andweight for the
completeDMFCpower system.A stack life test conductedonafive-cell stackbuilt with
identical stack components and configuration showed stable stack performance up to
1150h. The current DMFC fuel cell stack performance demonstrated here should
enable DMFC power systems to be used for certain practical applications in selected
niche markets in spite of difficulties in using a polymer electrolyte membrane with a
high methanol crossover rate and a high precious metal loading and the challenging
conditions for the cell cathode in order to maintain the water balance. Polymer
electrolyte membranes with low methanol and water crossover rates and more active
methanol electro-oxidation catalysts should remain the focal areas of future research
for the commercialization of DMFC power systems.
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3
Selective Synthesis of Carbon Nanofibers as Better Catalyst
Supports for Low-temperature Fuel Cells
Seong-Hwa Hong, Mun-Suk Jun, Isao Mochida, and Seong-Ho Yoon

3.1
Introduction

Low-temperature operational fuel cells such as the direct methanol fuel cell (DMFC)
and polymer electrolyte membrane fuel cell (PEMFC) have attracted attention as
promising power sources for many applications such as small portable electric
devices and automotive and stationary domestic applications [1–8]. Although a
number of studies have been performed over the last two decades, further develop-
ment is still essential to reduce the cost markedly by decreasing the amount of noble
metal in the catalyst through improvements in catalytic activity. A breakthrough to
enhance the catalytic activity is absolutely required for the wider diffusion of DMFCs
and PEMFCs as power sources. PEMFCs show relatively higher power efficiency
than DMFCs; however, the preparation, transportation and storage of hydrogen raise
severe problems regarding costs, safety and efficiency. In contrast, the easy handling
and safety of the storage of methanol are strong advantages for application inmobile
power sources.
Common issues with current DMFC anode catalysts are the too high contents of

noble metals (Pt and Ru) and the relatively short lifetime. Nanocarbons are expected
to contribute to the alleviation of these issues via proper selection andmodification of
their various forms. Noble metals for DMFC anodes are commonly supported on
carbon blacks with large surface areas. Therefore, the dispersion and activation in
addition to the stability of the metals on the carbon surface are key factors in
addressing the above issues. Carbon black, as a kind of spherical carbon nanopar-
ticles gathered together to form aggregates, has been examined extensively. Its
limitations for improving catalyst activity are well established. In this respect, carbon
nanofibers (CNFs) with similar size, much larger aspect ratio, distinct graphene
alignment and high graphitic properties can replace carbon black to improve catalytic
performance due to the much higher active surface area. Such CNFs have been
prepared on a large scale in our laboratory [9–17].
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Over the last decade, novel carbonaceous and graphitic support materials for low-
temperature fuel cell catalysts have been extensively explored. Recently, fibrous
nanocarbon materials such as carbon nanotubes (CNTs) and CNFs have been
examined as support materials for anodes and cathodes of fuel cells [18–31].
Mesoporous carbons have also attracted considerable attention for enhancing the
activity of metal catalysts in low-temperature DMFC and PEMFC anodes [32–44].
Notwithstanding themany studies, carbonblacks are still themost commonsupports
in industrial practice.
In this chapter, we reviewed the structure-controlled syntheses of CNFs in an

attempt to offer better catalyst supports for fuel cell applications. Also, selected
carbon nanofibers are used as supports for anode metal catalysts in DMFCs. The
catalytic activity and the efficiency of transferring protons to ion-exchange mem-
branes have been examined in half cells and single cells. The effects of the fiber
diameter, graphene alignment and porosity on the activity of the CNF-supported
catalysts have been examined in detail.
Generally, CNFs show surface areas of 20–300m2 g�1 according to ordinary

evaluation with the N2 BETmethod [9–17]. Such a surface area basically originates
from the free surface of the CNF because the CNFusually has no porosity. However,
the effective surface area for the best dispersion of noblemetals on the surface ofCNF
is still very small. To increase the effective surface area of mesoporosity, nanotun-
neled mesoporous CNFs were obtained through a two-step gasification procedure:
careful preparation of CNFs having graphitic layers substantially angled (herring-
bone) with respect to the fiber axis, followed by a selective drilling of nanosized
tunnels of 10–40 nm diameter along with the aligned graphitic layers through the
gasification process. Catalytic gasification from the outside of the nanofiber into its
central part was achieved in a substantially transverse fashion using a careful
selection and dispersion of nanosized irons under specific reaction conditions [17].
The parent and nanotunneled H-CNFs were characterized by means of scanning
electron microscopy (SEM), transmission electron microscopy (TEM), scanning
tunneling microscopy (STM) and Raman techniques, as reported previously [17].
Such mesoporous CNFs may have a very high effective surface area and excellent
electric conductivity and electrochemical stability. The supporting conditions of
Pt–Ru noble metals on mesoporous CNFs are also important for controlling the
activity of the resultant catalysts.
As mentioned above, CNFs have virtually no microporosity; the smaller the CNF

diameter, the greater is their outer surface area. Very thin CNFs, having an average
diameter of 40 nm, were also examined to enhance the catalyst activity through the
enlargement of the effective outer surface area. The enhanced dispersion of thin
CNFs using the nanodispersion developed is expected to increase the surface
availability for supporting noble metals. The better dispersion of thin CNF must
be a key technology for the preparation of DMFC catalysts.
The catalytic performance of CNFs was compared with that of commercial

catalysts from Johnson Matthey and E-TEK, which are recognized as standard
materials.
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3.2
Preparation and Characterization of CNFs and Fuel Cell Catalysts

3.2.1
Preparation of Typical CNFs

Five main types of CNFs, platelet (P-CNF), tubular (T-CNF), thick herringbone
(thick H-CNF), thin herringbone (thin H-CNF) and very thin herringbone (very
thin H-CNF) were selectively prepared and examined as supports of anode
catalysts for DMFCs. P-CNF was synthesized from carbon monoxide over a pure
iron catalyst at 600 �C, whereas thick H-CNF was obtained from ethylene over
a copper–nickel catalyst [Cu–Ni (2:8 w/w)]. An Fe–Ni alloy (6:4 w/w) was used
for the selective synthesis of T-CNFs from carbon monoxide gas at 650 �C
[15, 16].
Thin CNFs were synthesized using Ni–Fe/MgO as a catalyst from ethylene gas

at 500 �C. The Ni–Fe/MgO catalyst (4:1:5metal mole ratio) was prepared from nickel
(II) nitrate hexahydrate [Ni(NO3)2�6H2O], iron(III) nitrate hydrate [Fe(NO3)2�9H2O]
and magnesium nitrate hexahydrate [Mg(NO3)2�6H2O)]. The very thin CNFs were
synthesized over a Ni/MgO catalyst from ethylene at 500 �C. The Ni/MgO catalyst
(1:1 metal mole ratio) was prepared using nickel(II) nitrate hexahydrate and magne-
sium nitrate hexahydrate. For the preparation of the Ni–Fe/MgO and Ni/MgO
catalysts, each aqueous solution was mixed at room temperature. The mixed
solutions were dried slowly at 120 �C until the gel state and subsequently heated
to 180 �C for oxidation at a heating rate of 1 �Cmin�1 in air andmaintained there for
1 h. The catalyst powder was used for CNF synthesis after grinding. After the
synthesis of the CNFs, the catalysts were removed by treatment with 10% HCl for
1week.

3.2.2
Preparation of Nanotunneled Mesoporous H-CNF

The preparation procedure for mesoporous CNF was described in detail previously
[17]. The Fe precursor as gasification catalyst was dispersed on the surface of
H-CNF by the incipient impregnation method using an aqueous solution of
iron nitrate (Wako Pure Chemical Industries, Japan) at an Fe:nanofiber ratio
of 5:100 (w/w); then the impregnated CNF was dried at 150 �C in a vacuum oven
for 2 h. The Fe–CNF mixture, which was located on a flat quartz boat in an
ordinary horizontal furnace of 50mm diameter was heated at a 10 �Cmin�1 to
850 �C and maintained there for 3 h under different flow rates of hydrogen and a
fixed amount of 1000mLmin�1 of helium. The carbon yield by gasification was
controlled with the flow rate of hydrogen, which was 750, 1000, 1500 or 2000mL
min�1. The detailed preparation conditions for the nanodrilling procedure and the
structural features of the nanotunneled mesoporous carbon nanofibers have
already been reported [17].
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3.2.3
Preparation of Fuel Cell Catalysts

The 40wt% Pt–Ru/CNF (1:1mol/mol) catalysts were prepared by chemical reduc-
tion. RuCl3�nH2O and H2PtCl6�6H2O (both from Wako) were mixed in deionized
water and the resulting solution was dropped into a CNF-dispersed mixture with
gentle stirring. The dissolved metal salts were reduced using 0.5M NaBH4 and the
resulting slurry was subsequently filtered off, washed and dried. The anode catalyst
was prepared by mixing this slurry with 20wt% Nafion solution (Wako, 5% Nafion
dispersion solution). The slurry was hand-brushed on carbon paper so as to give a
metal loading of 5mg cm–2, then dried at room temperature for 12 h.

3.2.4
Performance Characterization of Fuel Cell Catalysts

The oxidation ofmethanol was evaluated using a typical three-electrode electrochem-
ical half cell test kit (K0235 Flat Cell, EG&G Instruments, Princeton Applied
Research) using a solution containing 1M MeOH and 1M H2SO4. The catalyst,
hand-brushed on 1 cm2 carbon paper, was used as the working electrode, and
platinum mesh and Ag/AgCl were used as counter and reference electrodes,
respectively. The same electrode as in the half cell test was used as the anode in
the single cell test. Themethanol oxidation was evaluated by cyclic voltammetry (CV)
at 25 �C with a scan speed of 20mVs�1 (Hokudo Denko, HZ-3000).
The catalyst performances were compared with those of commercial Johnson

Matthey and E-TEK catalysts. The cathode catalyst was made of Pt.
The cathode and anode were hot-pressed on both sides of Nafion 115 at 135 �C

under a pressure of 100 kg cm�2 for 10min.
Current–potential curves were obtained in a single cell test with a flow rate of

2mLmin�1 in 2Mmethanol and 200mLmin�1 pure oxygen at 30, 60 and 90 �C. The
single cell performances of the Pt–Ru/CNF 40wt% catalysts (Pt 1.33, Ru 0.67 and
carbon 3mg cm�2) were comparedwith those of E-TEK 60wt%and JohnsonMatthey
60wt% (Hispec10 000) catalysts (Pt 2, Ru 1 and carbon: 2mg cm�2). Pt black
(7mg cm�2, Johnson Matthey, Hispec1000) was used as a cathode catalyst.

3.3
Results

3.3.1
Structural Effects of CNFs

Figure 3.1 shows FE-SEM and FE-TEM photographs of (a) T-, (b) thick H-, (c) P-),
(d) thin H- and (e) very thin H-CNFs. T-CNFs with hexagonal transverse shape
showed a relatively higher aspect ratio (L/D). Such tubular nanofibers exhibited a
high degree of graphitization, an interlayer distance d002 of 0.337 nm and a height of
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graphene stacking Lc (002) of 11.7 nm [X-ray diffraction (XRD) evidence]. The
diameter of the T-CNFs was fairly homogeneous at �40 nm. P-CNFs exhibited a
ribbon-type transverse shapewith the longestwidth of 150 nm.A relatively low aspect
ratio was observed for this P-CNF, which was highly graphitic, having a d002 of
0.3363 nm, an Lc (002) of 28 nm and a graphene size [La (110)] of 22 nm. The
diameter of thick H-CNFs was in the range 100–350 nm. This material showed a
relatively higher aspect ratio than that of P-CNFs. Thin H-CNFs showed a rather
winding shape with many nodes on the surface with a diameter from 30 to 50 nm.
Very thin H-CNFs showed a very winding shape and a diameter from 7 to 15 nm.

Figure 3.1 FE-SEM and FE-TEM images of (a) T-, (b) thick H-,
(c) P-, (d) thin H- (40 nm) and (e) very thin (10 nm) H-CNFs.

3.3 Results j75



TEM images of T-CNF showed the graphene layers to be parallel to the fiber axis.
Thick H-CNF had the graphene alignment angled at about 60� to the fiber axis, as
shown in Figure 3.1b. The graphene layer of P-CNF was perpendicular to the fiber
axis. Thin and very thinH-CNFs showed the graphene alignment angled at 40–60� to
the fiber axis. The surface areas of P-, thickH-, T-, thinH- and very thinH-CNFswere
90, 250, 90, 120 and 98m2 g�1, respectively.

3.3.2
Catalytic Performance of CNFs in Half and Single Cells

The catalyst was supported on dispersed CNFs with a conventional procedure.
Figure 3.2 shows cyclic voltammograms of methanol oxidation recorded at the 10th
cycle. All the CNF-supported catalysts exhibited higher peak currents than the E-TEK
Vulcan XC-72 catalyst, and the highest current peak appeared at slightly higher
potentials. The highest peak potential decreased in the order thick H-CNF <
P-CNF <T-CNF. The catalyst supported on thick H-CNF showed the best activity
among the CNF-supported catalysts, being superior to the E-TEK catalyst. The
catalyst supported on very thin H-CNF was the least active, which may be due to
its poorer dispersion.
Figure 3.3 shows the single cell performance of catalysts supported on (a) T-CNF,

(b) P-CNF), (c) thick H-CNF, (d) thin H-CNF and (e) E-TEK catalyst. The current
density and the power density were normalized by unit electrode area (1 cm2).
The maximum power densities of T-, P-, thick H-, very thin H-CNF and E-TEK
catalyst examined at 30 �C were 33, 52, 46, 28 and 41mWcm�2, respectively, at
current densities of 156.3, 234.4, 234.5, 117.2 and 195.3mAcm�2. The maximum
power densities examined at 60 �Cwere 82, 108, 113, 81 and 112mWcm�2 at current
densities of 312.5, 390.6, 429.7, 273.4 and 429.6mAcm�2, respectively. The maxi-
mum power observed at 90 �C were 112, 157, 165, 98 and 140mWcm�2 at current

Figure 3.2 Cyclic voltammograms of catalysts supported on
various CNFs: 1M MeOH þ 1M H2SO4 at 25 �C.
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densities of 390.6, 546.9, 625.0, 351.6 and 507.8mAcm�2, respectively. The maxi-
mum power densities of the catalysts are summarized in Table 3.1.
The highest maximum power density examined at 30 �C was produced by the

catalyst supported on P-CNF. However, the catalyst supported on thick H-CNF
showed the highest maximum power density at 60 and 90 �C. The single cell

Figure 3.3 Single cell performances of catalysts supported on
various CNFs: (a) T-CNF, (b) P-CNF, (c) thickH-CNF, (d) very thin
H-CNF and (e) E-TEK catalyst. CNF-supported catalysts, Pt–Ru
40wt% (Pt 1.33, Ru 0.67 and CNF 3mg cm–2); E-TEK catalyst,
Pt–Ru 60wt% (Pt 2, Ru 1 and CNF 2mg cm–2).
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Table 3.1 Maximum power densities in single cell and average
particle sizes of catalysts calculated by XRD.

Average BET surface

Maximum power density
(mWcm�2)

Particle
CNF diameter (nm) area (m2 g�1) 30 �C 60 �C 90 �C size (nm)

T-CNF 40 90 33 82 112 3.46
P-CNF 150 90 52 108 157 3.35
Thick H-CNF 150 250 46 113 165 3.29
Thin H-CNF 40 120
Very thin H-CNF 10 98 28 81 98 3.42
E-TEK 41 112 140 2.96

performances of the catalysts supported on the CNFs were higher than that obtained
with the E-TEK catalyst, in spite of only a 36wt% noble metal content. The very thin
H-CNF-supported catalyst showed a lower single cell performance than that of the
E-TEK catalyst. The particle size of E-TEK Pt–Ru, calculated by XRD, was smaller
(2.96 nm) than those observed for the same alloy supported on CNFs (3.29–3.46 nm).
Since high current density at themaximumpower density and the cost of the noble

metals are important parameters for the commercialization of DMFCs, H-CNF-
supported Pt–Ru alloys may be classified among themost efficient and cost-effective
anode catalysts. It is also worth mentioning that the CNF-supported catalysts feature
superior catalytic activity at the high temperatures where the mass transfer of
methanol and oxygen is more favorable due to the fibrous network of CNFs.

3.3.3
Structure of Nanotunneled Mesoporous Thick H-CNF

Figure 3.4 shows high-resolution SEM and TEM photographs of nanotunneled
mesoporousH-CNFs. Nomesoporosity of as-prepared thick H-CNFwas observed in
the photographs. In contrast, well-alignedmesopores along the fiber axis of diameter
10–30 nmwere observed in nanotunneled thickH-CNFobtained by 38wt%burn-off.
The N2 BET isotherm of the nanotunneled thick H-CNF showed a clear hysteresis
loop at P/P0 0.48–0.53, which suggests the development of mesopores, as described
in a previous paper [17]. Epitaxial nanodrilling of thick H-CNF with nanosized iron
led to the predominant formation of mesopores of size 10–50 nm.

3.3.4
Catalytic Performance of Nanotunneled Mesoporous Thick H-CNF

Figure 3.5 compares the CV results for catalysts supported on thick H-CNF and on
nanotunneled mesoporous thick H-CNF with those for the E-TEK catalyst at 25 �C.
The current produced by the E-TEK catalyst (Pt–Ru 60wt%) was 114.7mA at a
potential of 0.74V. In comparison, the Pt–Ru 60wt% catalysts supported on thick
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Figure 3.4 High-resolution FE-SEM and FE-TEM photographs of
as-prepared and nanotunneled mesoporous thick H-CNFs (burn-
off 32%).

Figure 3.5 Cyclic voltammograms of Pt–Ru 60wt% catalysts
supported on H-CNF, nanotunneled H-CNF and E-TEK catalyst:
1M MeOH þ 1M H2SO4 at 25 �C.
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H-CNF and nanotunneled mesoporous H-CNF showed current intensities of 116.2
and 285.9mA at a potential of 0.86 and 0.81 V, respectively. The catalyst supported on
the nanotunneled mesoporous H-CNF showed about three times higher activity for
methanol oxidation than those of the E-TEK and thick H-CNF-supported catalysts,
although the peak potential of the CNF-supported catalysts was slightly higher. Three
catalysts exhibited a similar value of peak current at a 20wt% Pt–Ru content.
However, the P-Ru 40wt% catalysts supported on nanotunneled mesoporous
H-CNF, thick H-CNF and 60wt% E-TEK gave currents of 184, 101 and 80mA,
respectively. The oxidation of methanol on the 40wt% catalyst supported on
nanotunneled H-CNF was twice as efficient as those on the E-TEK and thick
H-CNF-supported catalysts. The Pt–Ru 30wt% catalyst supported on nanotunneled
H-CNF showed comparable activity to the E-TEK 60wt% catalyst.
The I–V curves from single cell tests with the Pt–Ru 40wt% catalysts supported on

thick H-CNF and nanotunneled H-CNF (Pt 1.33, Ru 0.67 and CNF 3mg cm�2) and
with thePt–Ru60wt%E-TEKcatalyst (Pt 2,Ru1 andC2mg cm�2) (5mg slurryhand-
brushed on carbon paper) are shown in Figure 3.6, and their maximum power
densities are listed in Table 3.2. The maximum power densities produced by the
E-TEK catalyst at 30 and 90 �Cwere 41 and 140mWcm�2, respectively. Themaximum

Figure 3.6 (a) I–V curves and (b) single cell performances of
Pt–Ru 40wt% catalysts supported on as prepared H-CNF,
nanotunneled H-CNF and 60wt% E-TEK catalyst examined at 30,
60 and 90 �C.
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power densities given by the 40wt% Pt–Ru catalyst supported on nanotunneled
mesoporous H-CNF at 30 and 90 �C were 56 and 184mWcm�2, respectively, with a
metal loading reduced by 36wt%. The particle size of the Pt–Ru catalyst supported on
nanotunneled mesoporous H-CNF (XRD analysis) was much smaller than that of
thick H-CNF, but still larger than that of the E-TEK catalyst (Table 3.2).
The single cell performance of the catalyst supported on nanotunneled mesopor-

ous H-CNFwas found to be affected by the pH used in the impregnation procedure,
which was controlled by adding 1M NaOH solution. The highest maximum power
density of 169mWcm�2 was producedwith the catalyst obtained at pH 3–4. Accurate
control of the pH in the impregnation procedure is therefore an important factor for
improving the catalytic activity.
Figure 3.7 shows the effect of the reduction temperature during the catalyst

preparation on the performance of nanotunneled mesoporous H-CNF-supported
catalysts. The maximum power densities of the Johnson Matthey Pt–Ru 60wt%
catalyst (HiSpec 10 000) were 55, 121 and 162mWcm�2 at 30, 60 and 90 �C,
respectively. The highest maximum power density of the 40wt% Pt–Ru catalyst
supported on nanotunneledmesoporousH-CNFwas given by the catalyst chemically
reduced at 0 �C, which gave maximum power densities of 62, 122 and 197mWcm�2

at 30, 60 and 90 �C, respectively. A lower temperature during the chemical reduction,
which is a highly exothermic process, apparently favors the formation of small metal
particles, with enhanced catalytic activity. The maximum power densities obtained
with the nanotunneledmesoporousH-CNF-supported catalysts prepared at different
reduction temperatures are summarized in Table 3.3.
Table 3.4 reports the maximum power density in a single cell using nanotunneled

thick mesoporous H-CNF obtained at a burn-off varying from 10 to 32%. The
maximum power density was obtained with the highest burn-off.

3.3.5
Effect of the Dispersion of Thin and Very Thin H-CNFs on the Catalyst Activity

Very thin (average diameter 10 nm) and thin (average diameter 40 nm)H-CNFs were
obtained in a highly dispersed formusing nanodispersion equipment (T.K. FILMICS
Model 56–50, Primix, Japan) to undo the entangled network with an impeller

Table 3.2 Maximum power densities in single cell and average
particle sizes, calculated by XRD, of catalysts supported on thick
H-CNF, nanotunneled H-CNF and E-TEK.

Maximum power density
(mWcm�2)

CNF (Pt–Ru content) 30 �C 60 �C 90 �C Average particle size (nm)

Thick H-CNF (40wt%) 46 113 165 3.39
Nanotunneled H-CNF (40wt%) 56 116 184 3.13
E-TEK (60wt%) 41 112 140 2.96
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agitation of 16 500 rpm for 30min in distilled water. The impeller was specifically
designed to disperse nanosized materials with large shear force.
The single cell performance and themaximumpower density of the Pt–Ru 40wt%

catalyst supported on thin H-CNF are shown in Figure 3.8. The maximum power
densities were 76, 140 and 246mWcm�2 at 30, 60 and 90 �C, respectively. The
present nanodispersion treatment is therefore very effective in dispersing thinCNFs.

Figure 3.7 Effect of the reduction temperature on the
performance of the catalyst supported on nanotunneled
mesoporous H-CNF.
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Table 3.5 compares the maximum power densities of the catalysts supported on
very thin and thinH-CNFs following the nanodispersion procedure described above.
Nanodispersion seems to be effective in improving the power density for thin
H-CNF-supported catalysts, probably due to an increased number of supporting

Table 3.3 Effects of the reduction temperature during catalyst
preparation on the performance of the catalyst supported on
nanotunneled mesoporous H-CNF.

Maximum power density (mWcm�2)

Catalyst preparation temperature (�C) 30 � 60 �C 90 �C

0 62 122 197
10 56 114 191
25 48 101 163
60 50 115 188
80 46 101 169
Johnson Matthey (60wt%) 55 121 162

Table 3.4 Maximumpower density as a function of the gasification
burn-off of nanotunneled mesoporous thick H-CNFs.

Maximum power density (mWcm�2)

Gasification burn-off (%) 30 �C 60 �C 90 �C

32 56 116 184
27 51 108 178
19 50 103 169
10 48 102 165

Figure 3.8 Single cell performance of the catalyst supported on
highly dispersed thin H-CNF examined at 30, 60 and 90 �C.
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sites for the noble metals. Better dispersion was also effective for very thin H-CNF,
increasing themaximum power density from 28, 81 and 98mWcm�2 (see Table 3.1)
to 52, 108 and 182mWcm�2 at 30, 60 and 90 �C, respectively. The catalyst particle
size, calculated by XRD, was smaller after the nanodispersion procedure: from
3.42 nm for non-dispersed very thinH-CNF to 2.64 nm for highly dispersed very thin
H-CNF (Tables 3.1 and 3.5). Very thinH-CNF is expected to give a better performance
as a support material than thin H-CNF, provided that the dispersion of the former is
fully achieved.

3.4
Discussion

The electrochemical oxidation of methanol on a catalyst supported on conductive
carbon materials releases CO2 from the anode catalyst surface in contact with the
proton conductor. The catalyst must be highly dispersed to oxidize methanol
effectively. On the other hand, a high activity must be balanced with appropriate
contact with the Nafion membrane in the single cell system as no liquid ionomer is
used. Hence the catalyst must be located on the free surface or on the surface
composed of relatively larger pores of the carbon supports. For this purpose, small-
sized carbons with large outer surface areas are appropriate materials. In addition, a
good electron conductivity within the carbon network is necessary. The highly
graphitic property and the fibrous forms, with small diameter, of CNFs are excellent
properties of a catalyst support. The carbon has been recognized as having two
surfaces from the different alignments of graphene: the basal and the edge surfaces.
The metal catalyst is assumed to be more activated on the edge because of the
increased electron density on the edge surface [45].
The present study examined a series of CNFs with well-defined diameters

(10–200 nm) and graphene alignments. The alignment allows the occurrence of
different exposures of basal and edge surfaces which are selectively found in tubular
CNFs and platelet- and herringbone-type CNFs, respectively. In addition, artificial
pores can be subsequently introduced epitaxtially along the graphene alignment
from the surface in herringbone-type CNF. The diameter and depth of the artificial

Table 3.5 Maximum power densities in single cell and particle
size of catalysts supported on highly dispersed very thin and thin
H-CNFs.

Maximum power density
(mWcm�2)

Average
Reduction temperature (�C) 30 �C 60 �C 90 �C particle size (nm)

Very thin H-CNF 52 108 182 2.64
Thin H-CNF 76 144 246 2.90
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pores can be controlled by the extent of the catalytic gasification and the size of the
gasification catalyst.
The catalyst impregnation on the dispersed CNFs must be carefully optimized to

obtain a sufficient dispersion of noblemetals. Dispersion of theCNF in the particular
solvent is desirable for uniform impregnation of the catalyst. CNFs with very small
diameter are very important for effective dispersion. Sophisticated procedures for
dispersion must be applied. In the present study, �nanodispersion� at an impeller
agitation of 16 500 rpm was applied to disperse the thin CNFs better.
In the present study, the thick herringbone-typeCNFshowed the highest activity in

the single cell among five types of CNFs with simple conventional dispersion in their
catalyst preparation steps. The herringbone-type alignmentmay allowmore effective
dispersion of noblemetals in a fairly large quantity of 40%. The thinner herringbone
fiber failed to show the expected activity because of the poor dispersion by the
conventional dispersion procedure. The activity of the thick herringbone fiber is
comparable to that of the commercial catalyst of carbon black support with 60%metal
catalyst. The superiority of the angled edge at the graphene is required to activate the
metal catalyst. The activity obtained here is not remarkable but significant by
decreasing the Pt–Ru amount by 36wt%.
To increase the activity, the artificial introduction of mesoporosity for the thick

herringbone CNF has been achieved. An optimum pore size, introduced by the
controlled gasification procedure, increases substantially the activity of catalysts
supported onmesoporousH-CNFs. Small-pore material may show higher activity in
the half cell, but it is less effective in the single cell due to insufficient contact of the
metal. We have shown here that the harsher the gasification procedure, the better is
the performance in the half and single cells.
Nanodispersion can allow better dispersion to be obtained with thin CNFs as the

best activity was obtained with the highly dispersed thin herringbone-type fiber of
40 nm diameter. The activity with this material is much higher than that of the
commercial catalyst and can be further improved by a more delicate way of
supporting the noble metals. Nevertheless, the present activity is double that of
commercial catalysts taking into account the very low metal loading. A thinner fiber
of 10 nm diameter might provide much higher activity, provided that sufficient
dispersion is achieved. For this purpose, an improved dispersion procedure should
be developed, also in terms of solvent and surface pretreatment.
The experimental conditions for the reduction of the metal salts were also

investigated. Apparently, both the reduction temperature and the pH are critical for
increasing the performance of the materials. A reduction temperature of 0 �C seems
to be crucial to obtain highly dispersed metal particles.
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4
Towards Full Electric Mobility: Energy and Power Systems�

Pietro Perlo, Marco Ottella, Nicola Corino, Francesco Pitzalis, Mauro Brignone,
Daniele Zanello, Gianfranco Innocenti, Luca Belforte, and Alessandro Ziggiotti

4.1
Introduction

The purpose of this chapter is to quantify the technological advances and the timing
of their introduction towards cleaner and more efficient vehicles based on electric
propulsion.

4.2
The Current Grand Challenges

The transport sector is responsible for almost 60% of oil consumption in OECD
(Organization for Economic Cooperation and Development) countries, it is a major
source of pollution and greenhouse gas emissions and it is the chief sector driving
future growth in world oil demand [1]. Mobility is currently based almost 100% on
hydrocarbons, whether fossil fuels or combustible from renewables (liquids and
gases). Most continents have an increasing dependence on primary energy; for
instance, Europe is forecasting 70% by 2030 [2]. Of comparable relevance for Europe
is the growing dependence on rawmaterials such as aluminum and steel, generating
large uncertainties in forecasting, and made even worse by the global economic
instability.
The concern for primary energy is dominant while demanding increased safety

and reduced noxious and greenhouse emissions, with the following expectations:
fewer than 35 000 annual fatalities in Europe by 2010 while aiming at fewer than 100
fatalities per million vehicles by 2015, with radical reductions of both NOx and CO2

emissions and aiming at zero local emissions [3].
Amongst novel opportunities (or constraints), the automotive industry will be

faced with the following [4]:

�A List of Symbols can be found at the end of
this chapter.
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. People and goods will increase their need of mobility by �35% per decade for at
least 3–4 decades.

. The number of mega-cities is increasing and most of the traffic will be urban.

. Urban centers are more and more congested and closed to traffic.

. Mobility is related to invariants such as the following: peoplemove for 1 h per day –
the average speed, since it wasmeasured for thefirst time in 1923, remains stable in
the range 35–40 kmh�1 – people tend to relate mobility to mental freedom and
according to the US Bureau of Transportation as many as 90% of kilometers
covered are run in vehicles with a single occupant.

. Just in Europe an extra onemillion cars come on the road every 50 days and globally
the number of vehicles is projected to rise from 900million in 2007 to 2200million
by 2050.

. The emerging markets require low-cost and environmentally compatible vehicles.

Possible answers to the above challenges extend through a reduction in system
complexity (an ordinary car can havemore than 50 processors, actuators and sensors),
novel concepts for personalmobility and advanced systems integration towards amore
electric and to full electric mobility. The following sections address these issues.

4.3
Power–Energy Needed in Vehicles

4.3.1
Basic Formulation

In its simplest form, neglecting the losses due to road camber and curvature, the
power required at the drive wheels (Ptotal) may be expressed as follows [5]:

Ptotal ¼ Pkin þPgrade þPair-drag þPtire-friction ð4:1Þ
where Pkin is the power required for acceleration, Pgrade the power required for the
gradient, Pair-drag the power consumed by the aerodynamic drag and Ptire-friction the
rolling resistance power consumed by the tires. The first two terms describe the rates
of change of potential (PE) and kinetic (KE) energy during climbing and acceleration,
respectively, and can be calculated as follows:

Pkin ¼ d KEð Þ
dt

¼
d

1
2
Mv2

� �

dt
¼ Mav ð4:2Þ

Pgrade ¼ d PEð Þ
dt

¼ Mgv sin q ð4:3Þ

whereM is themass (kg) of the car, v its velocity (m s�1), a its acceleration (m s�2) and
tanq the gradient. The potential and kinetic energy acquired by the car as a result of
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climbing and acceleration can, in principle, be recovered by regenerative methods
whereby the mechanical energy is converted and stored as electric energy.
The power required to overcome tire friction and aerodynamic drag is irreversibly

lost, mainly as heat and noise, cannot be recovered and can be estimated from the
following empirical relations:

Pair-drag ¼ 1
2
rCxSv

3 ð4:4Þ

Ptire-friction ¼ mMgv ð4:5Þ
where m and Cx are dimensionless tire friction and aerodynamic drag coefficients,
respectively, r the air density (kgm�3), v the velocity of the car (m s�1), g (¼ 9.8m s�2)
the acceleration due to gravity and S the frontal cross-sectional area (m2) of the car.
If hdrive is the overall electric powertrain efficiency, the instantaneous total electric

power delivered by the accumulators is given by

Paccumulators ¼ Ptotal

hdrive
þPaccessories ð4:6Þ

and the total energy to stored in the accumulators by

Etotal ¼ qPaccumulatorsdtþEidle ð4:7Þ
where Eidle is the energy consumed by the powertrain at idle. Etotal depends on the
drive cycle chosen as reference and in practice, for a specific cycle up to 30% of the
consume, could depend on the driver�s attitude.
In the remainder of this chapter we will refer to the New European Driving Cycle

(NDEC), described in Figure 4.1, consisting of four urban cycles at amaximumspeed
of 50 kmh�1 and one suburban cycle at a maximum speed of 120 kmh�1.

Figure 4.1 NDEC cycle.
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4.3.2
Well to Wheel Evaluations

Within the automotive industries, the methodology mostly referred to for a first
comparison between the performances of different powertrain technologies is the so-
called Well to Wheel analysis. This approach compares vehicle and powertrains
starting from a reference not specifically optimized for the new technologies and,
consequently, the results are not based on the best possible input parameters for the
selected technology (for instance, a user in the case of an electric vehicle could be
electronically assisted for efficient driving much more than it could be by a
conventional internal combustion engine (ICE) powertrain associated with a full
mechanical transmission). In spite of that, Well to Wheel analyses are meaningful
and necessary, at least at first glance, as they consider the different chemical energy
carriers on the basis of their true energy content or the higher heating value (HHV) of
all fuels considered [6].
We refer here to the analysis reported in the EUCARwebsite extended to an ideal

electric powertrain [7]. The results for a 100 km drive in NDEC cycles reported
in Figure 4.2a show that, independently of where the electricity is produced, the
electric powertrain is associated with radical primary energy savings, similarly,
and consequently, to radical control of noxious and greenhouse gas emissions
(Figure 4.2b).
It is worth noting that even the most optimistic case, hydrogen fuel cells that

consider hydrogen produced in the vicinity of the distributor, require a higher need
for primary energy than natural gas internal combustion engines adopting heavy gas
tanks. Even neglecting the energy and the time necessary to generate the infra-
structures, the current challenge on primary energy and the rapid advances in electric
energy storage would suggest whether it could still be under discussion to focus
research and development toward powertrain solutions adopting more electrics
towards the final goal of full electric vehicles based on batteries and supercapacitors.

4.3.3
Specific Calculations for Ideal Electric Powertrains

With the purpose of understanding the performance of an ideal electric powertrain
vehicle, we now apply the formulations described in Section 4.3.1 to calculate the
energy necessary to be stored in batteries while varying the vehicle mass and
aerodynamic factor SCx.
The hypotheses are as follows:

. Drive and braking are made by electric motors having efficiency maps with an
average of 90%.

. Braking energy is preferably recovered in supercapacitors with an efficiency of
90%.

. The first phase of the acceleration in the NDEC cycle is driven by supercapacitors.

. Electric cabling and power electronics have an overall efficiency of 95%.

92j 4 Towards Full Electric Mobility: Energy and Power Systems



Figure 4.3 shows the results for covering a total of 10NDEC cycles (100 km).While
a small-sized car of total weight 800 kg and SCx¼ 0.55m2 require �14 kWh, a
medium–large-sized car of 1500 kg and SCx¼m2 would require an energy of
27 kWh, almost twice as much.

Figure 4.2 Well to Wheel analysis of (a) primary energy
consumption for conventional and electric vehicles and
(b) CO2 emissions for conventional and electric vehicles.
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When designing an electric vehicle, the first question is the dimensions of the
electric motor(s) in relation to the required performance. With that in mind, in
Figure 4.4 the iso-power lines refer to the total nominal power required at themotors
to reach a speed of 120 kmh�1. The typical peak power of an electricmotor could be as
much as 2–3 times the nominal power and the graph should then be used for

Figure 4.4 The isopower dotted lines indicate that a lightweight
electric efficient car can be run with a total nominal power in
the region of 10 kW; in contrast, a 1500 kg car would require as
much as three to four times that power.

Figure 4.3 Influence of weight and shape on the energy needed to run an electric efficient car.

94j 4 Towards Full Electric Mobility: Energy and Power Systems



reference only, but in any case it is clear that a narrow superlight vehicle can be driven
robustly with a total nominal power of less than 10 kW whereas a medium–large
vehicle may require as much as 30–40 kW.
The control of bothmass and shape is crucial for radical energy savings and also to

reduce the overall complexity in motor design, cooling, electronic control and overall
electric cabling.

4.3.4
A Roadmap of Feasibility with Batteries and Supercapacitors

To understand the evolution of the electric accumulators, let us consider a vehicle
with amass of 500 kg and aerodynamic factor SCx¼ 0.6m2. Figure 4.5 shows that for
a range of 400 km inNDECcycles thenecessary energy to be delivered by the batteries
is of about 34 kWh. In the hypothesis of full depth of charge and discharge by state of-
the-art methods available in the 1997, the overall weight of the batteries needed was
675 kg (a trailer behind the car), whereas in 2007 it was 168 kg, more technically
feasible, and conservative projections anticipate only 84 kg before 2020.
Referring to the Battery Association of Japan [8], in the period 1990–2005 the

energy density of commercial batteries increased 5.2-fold (Figure 4.6). The typical
commercial automotive Li-P batteries rank at 200Whkg�1 and continuing with only
half the current rate of advance the electric powertrain from2017on is very likely to be
lighter and cheaper than the best solutions based on ICEs, fuel, tank, mechanical
transmissions and gears.

Figure 4.5 On the basis of the current predictions on battery
development, the necessary battery mass for a 500 kg vehicle for a
range of 400 km in NDEC cycles (120 kmh�1) is projected to be
lower than the overall weight of a conventional powertrain based
on an internal combustion engine.

4.3 Power–Energy Needed in Vehicles j95



4.3.5
The Need for Range Extenders

Although the effect of the mass can be partly reduced by adopting efficient recovery
systems, when driving at high speeds the range would be rather limited even for a
lightweight vehicle. Figures 4.7 and 4.8 show the calculations of the power required at
constant speeds of 50 and 120 kmh�1. At low speed the power of the motors is such
that with less than 100 kg of batteries therewould be an autonomyof several hours for
all usual cars. At speeds above120 kmh�1, typical on main highways, for an accept-
able autonomy, reduced weight and cost of batteries, a fuel-based range extender is
necessary unless the car could be particularly lightweight and with a small aerody-
namic factor.
A typical scheme of a serial powertrain configuration including a range extender is

shown inFigure 4.9. The range extender, that is, a fuel-based electric generator, can be
connected directly to the motors and/or used to charge the accumulators continu-

Figure 4.7 The power needed at low speed (50 kmh�1)is low
independently of the mass, thus allowing a long range of
the vehicle.

Figure 4.6 In the last 15 years, the energy density of batteries has increased 5.8-fold.
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ously. Figure 4.10 compares the possible options of range extenders in terms of their
specific power and efficiency.
Amongst the various options, the fuel cell is the most promising in that it is

intrinsically scalable, maintaining high efficiency at both low and high powers, and
further it is modular in that from a basic module the total power can be increased to
any level by connecting several modules in series. On the negative side it has a
relatively low power density and therefore it is usually coupled with a supercapacitor

Figure 4.9 General scheme of a serial hybrid electric vehicle
where the range extender is used either to drive the motors or to
charge the accumulators.

Figure 4.8 The power needed at high speed (120 kmh�1)is
relatively high independently of themass, limiting the range of the
vehicle.
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set. The ICE is difficult to operate at high efficiency when designed at relatively low
powers and, in addition, it needs to be coupled to an electric generator, but on the
positive side it is associated with a fairly well-developed technology. Stirling engines
could be a further option in that, when used as range extenders, their intrinsic
limitations of slow startup and low power density can be compensated with super-
capacitors. Continuous operation is an interesting factor because they can have
similar efficiency to small ICEs while being simpler to manufacture.
The emerging technology of thermoelectric generators (TEGs), when designed

with the purpose of directly generating electricity, is appealing in that, by using high
thermoelectric materials with a �figure of merit� above ZT¼ 2, it is scalable with
efficiencies comparable to those of small ICEs. The power densities can be potentially
high and themanufacturing prospects are rather simple. On the negative side, direct
TEGs are still in theirfirst phase of development. In the following sectionwe describe
specific advances in this technology.

4.3.5.1 Direct Thermoelectric Generators
In the last decade, much effort has been expended on developing novel thermoelec-
tric (TE) materials of increased intrinsic conversion efficiency [9]; at same time, the
design of the system architecture plays an important role in optimizing the thermal
exchange and inmaximizing the conversionperformance [10]. For that reason, in this
section we report an example of a detailed thermal management analysis with the
heat re-flowed in the system.
The efficiency in TE power generation depends on the intrinsic characteristics of

the material and on the temperature ratio between the hot and the cold sides [11]:

hTE ¼ hCarnothZT ð4:8Þ

Figure 4.10 Direct thermoelectric generators will compete in
efficiency with internal combustion engines when thermoelectric
materials with figures of merit ZT of the order of 2 are available at
temperatures above 900K.
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where

hZT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þZT

p �1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þZT

p þ T c=Thð Þ ð4:9Þ

and

hCarnot ¼ 1� T c

Th
ð4:10Þ

where ZT is the �figure of merit� of the TE material and, for commercial bismuth
telluride modules operating at low temperature (273–373K), it reaches a maximum
value of 0.8 [12]. Higher performance materials working at higher temperatures,
such as LAST-18 [13], can reach a value of ZT� 2 at about 750K.
Here we will concentrate on system design and a typical value of ZT¼ 1 will be

chosen for all working temperatures. The electric power generation as a fraction of
the thermal heat flux is given by the generic relationship for thermal cycles [14]:

W ¼ QhhTE ¼ QhhCarnothZT ð4:11Þ
whereQ h is the incoming heat flux from the high-temperature source set at 800K to
allow comparison between different system layouts. This is a typical temperature of
combusted waste gases for which it is possible to build a system without special
materials; of course, for a higher temperature the system would have a higher
efficiency. We distinguish amongst systems with an isothermal hot side, with an
isothermal cold side andwith a temperature gradient on both sides. For a comparison
of the different architectures, we refer to a detailed reported analysis [15].
For the sake of simplicity, without avoiding the rigor of the analysis, we describe

only the combustion-driven architecture based on a counter-current exchanger layout
(Figure 4.11).
The basic hypothesis is that the temperature profiles of the two flows are parallel.

This means that the heat exchanged at the hot side equals that exchanged at the cold
side. This is an approximation since extracting electric power from the heat flux
implies a difference between the twoheatfluxes.However, the hypothesis, with only a
minor influence on the final result, makes the equations compact and easy to
manage.

Figure 4.11 Counter-current exchanger layout for a TEG.
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The temperature gap (DT ) between the two flows is chosen as the controlling
parameter: it determines both the enthalpy feed and the Carnot efficiency of the
thermoelectric element. The value of DT is related to the heat exchanger efficiency
hexc or e-NTU (normal thermal unit), the ratio of the heat exchanged to the total
exchangeable heat. This relationship comes from the definition of e-NTU for the
exchanger efficiency and, in this specific case, it has the following form [16]:

e-NTU ¼ 1� DT
Th�T in

ð4:12Þ

By solving the energy balance of the system, we obtain the total efficiency, given by

htot ¼
W
Hin

¼ hZT ln
Th

T in þDT

� �
ð4:13Þ

The electric power over the mass flow rate of the working fluid is given by

W I ¼ DThtot ¼ DThZT ln
Th

T in þDT

� �
ð4:14Þ

These two functions are plotted in Figure 4.12; it can be seen that the total efficiency
increases with the exchanger performance whereas the specific power reaches a
maximum at about 0.53 of e-NTU. The interesting result is that the efficiency of the
counter-current exchanger exceeds the value of the intrinsic TE material efficiency
hTE (Equation 4.8, horizontal dotted line in Figure 4.12) in the high e-NTU efficiency

Figure 4.12 Power (W I) and efficiency (htot) characteristics of a
counter-current exchanger TEG system. For comparison, the
intrinsic TE efficiency (hTE) without heat recirculation is reported.
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region. We can select an optimum working zone close to 80% of the heat exchange
efficiency. Lower values lead to a low total efficiency whereas higher values imply low
specific fluid power, high exchange area and more material and weight.

4.4
A Great New Opportunity for True Zero Emissions

A number of companies are currently involved in thin-film photovoltaics [17], and
low-cost multilayer thin-film amorphous silicon and CdTe (cadmium telluride)
systems have already been installed in large numbers with efficiencies of the order
of 10% and of about 80% output after 25 years of operation. Large-scale plants have
been announced for the so-called CIS (cadmium indium selenide) and CGIS (copper
gallium indium diselenide), technologies with production efficiencies in the range
12–13% and laboratory measurements up to 19.9% [18].
Thin-film photovoltaics are projected at a cost below $100m�2 [18] and their

integration in automotive bodies is a relatively easy process. An indication of this new
possibility for true zero emission is shown in the following example: 3.5m2 of thin
filmhaving 12%efficiency,when in the open air in the north, center and south of Italy
under the average daily irradiance over the year, would produce 1.52, 1.97 and
2.27 kWh per day, respectively. The last value is sufficient for a 600 kg efficient
electric vehicle to run up to 20 km per day [19], which is just the range covered every
day by more than 80% of people. Thin-film photovoltaics maintain a good response
under diffused light [18] and, in the perspective of the forthcoming mass-produced
transparent photovoltaic thin films, the daily harvested energy could be doubled.
Figures 4.13 and 4.14 show the rendering of a car covered with thin-film PV that,
when not in use and connected to the grid, becomes a source of extra income.

Figure 4.13 Car with integrated thin-film PV cells.
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4.5
Advanced Systems Integration

In systems with a power profile of both charge and discharge, power electronics is
necessary to protect the batteries. The current state-of-the-art high energy density
batteries donot like to be fully recharged or discharged quickly and thenwhenused in
the regenerative energy mode their efficiency and lifetime are reduced. In contrast,
supercapacitors are robust and efficient devices that can provide round-trip efficien-
cies above 90% [20, 21].
For fast recharging of a battery, high currents of several tens of amperes are

required, and necessarily robust designs and expensive materials such as titanium
have to be used to sustain the stresses induced by the current flowing at temperatures
that can exceed 120 �C [22]. The energy density is constrained at around 50% lower
values than when optimized for maximum energy density. The final result for fast
recharging is higher cost and greater weight.
While waiting for the next generation of superbatteries having both maximum

power and energy density [20, 21], the integration of the optimum power and energy
systems results in themost efficient, robust and cheapest solution for bothhybrid and
fully electric powertrains [22].
Partitioning of both supercapacitors andbatteries into a number of cells has several

advantages: high surface-to-volume ratio facilitating heat dissipation, higher degree
of power and energy control while reducing the effects of malfunctions, and higher
flexibility to locate the elements in the vehicles.
Similarly, referring to Figure 4.9, the electric motor, power electronic converter and

DC–DC converter must be designed in a strongly coupled concept in order to achieve
the characteristics required for the powertrain, summarized here in five attributes:
high torque, high efficiency, lightweight, wide speed range and low cost. High
efficiencies andhigh torquedensities require theuse of rare earthpermanentmagnets,

Figure 4.14 Vehicle to grid concept: the vehicle can be plugged
into the grid to either buy or sell electricity.
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which are known to be very expensive; machines must be designed to minimize their
weight. In addition, power electronics converters must be designed to exploit the
highest efficiency figures of the machines. The forthcoming developments in power
electronic modules (e.g. Silicon Carbide technology) and in the integration of several
power and controlmodules into compact unitswill result in a noticeable increase in the
overall efficiency of the electric powertrain in the range of 90% and above.

4.6
Conclusion and Perspectives

For the first time in the history of mobility, the technological advances in the overall
system blocks within an electric powertrain have reached a level where full electric
mobility can be possible. The overall system integration, that is, overall system
optimization, plays a crucial role in that power and energy storage systems should
preferably be coupled with advanced local management, drive electronics should be
coupled with drive motors embedding torque control, while a central unit manages
power and energy flows within the electric drive train.
The vehicle can be plugged in to the national grid for either buying or selling

electricity and, in countries having high solar radiation such as southern Europe, a
low-cost in-body photovoltaic thinfilm can provide free, clean energy for driving up to
40–50 km per day. In summary, the near- and mid-term perspectives can be grouped
as follows:
Concerning the environment and health:

1. Lower CO2 emissions independently from where the electricity is produced.
2. Lower NOx and fine particle emissions (zero local emissions).
3. Reduced problems on recycling materials.

Concerning the shortage of resources and eliminate the need of new costly infrastructures:

4. Lowerdependenceonprimaryenergy (lessenergy toproduceacarand less torun it).
5. Lower weight: reduced use of raw materials such as aluminum and steel.
6. Available public infrastructures with low maintenance and simple private

infrastructures.

Concerning economic mobility and fun-to-drive without restrictions:

7. Lower cost of vehicles at equal performance.
8. Better fun-to-drive (control of the torque).
9. Lower cost per kilometer (5–10 times less than an ICE at least until a new tax is

applied).

Concerning new industrial opportunities:

10. New vehicles, electric generators, power electronic, batteries, supercaps, e-
motors.

11. Radical reduction in the overall supply chain: raw materials–production–
commercialization.
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List of Symbols

Cp specific heat of convective medium
_mCp specific heat rate of the convective medium
htot system total efficiency
hexc heat exchanger efficiency e-NTU
hTE thermoelectric element efficiency
hCarnot Carnot contribution to the efficiency
hZT contribution of thermoelectric material to

the efficiency
Hin inlet enthalpy
Th hot side temperature
Tin convective medium inlet temperature
Tout outgoing convective medium temperature
W electric power generated
WI specific power of the fluid
DT temperature gap between flows in heat exchanger

In this component the combustion of the air–fuel
mixture takes place; also in this case the vertical line is
proportional to the enthalpy feeding

This symbol represents a heat flux (white arrows)
from which an electric power (black arrow) is
extracted by TE elements
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5
Materials for Hydrogen Storage
Andreas Z€uttel

5.1
The Primitive Phase Diagram of Hydrogen

The triple point of hydrogen is at T¼ 13.803K and 7.0 kPa. The density of solid and
liquid hydrogen at the triple point are 86.5 and 77.2 kgm�3, respectively. The boiling
point at normal pressure (p¼ 101.3 kPa) is 20.3 K and the critical point is at Tc¼ 33K
and pc¼ 1293 kPa (Figure 5.1).
At zero pressure, hydrogen (H2, D2) solidifies in the hexagonal close-packed (hcp)

structure. Data for p-H2 are a¼ 375 pm, c/a¼ 1.633, molar volume 22.56 cm3

mol�1 [2]. The spherical J¼ 0 species (p-H2, o-D2) undergo a structural transition
below 4K where the rotational motion of the molecules is quenched and the
molecules are located on the face-centered cubic (fcc) lattice (space group Pa3) with
their axes oriented along the body diagonals. At very high pressures (>2� 1011 Pa),
solid hydrogen is expected to transform from a diatomic molecular phase to a
monatomicmetallic phasewith a density >1000 kgm�3 [3]. This phasemay become a
high-temperature superconductor [4] (Table 5.1).
Due to the low critical temperature of hydrogen, liquefaction by compression at

room temperature is not possible.

5.2
Hydrogen Storage Methods

Hydrogen storage basically implies a reduction in the enormous volume of hydrogen
gas; 1 kg of hydrogen at ambient temperature and atmospheric pressure has a
volume of 11m3. Three parameters allow the density of hydrogen to be increased:
(i) increased pressure, (ii) lower temperature and (iii) decreased oscillation amplitude
of the hydrogen atoms or molecules by interaction with other materials. The crucial
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parameter is the ratio of the energy (hydrogen) released to the energy stored in the
system (Figure 5.2).
There are basically six methods in order to store hydrogen reversibly with a high

volumetric and gravimetric density.

Figure 5.1 Primitive phase diagram for hydrogen [1].

Table 5.1 Physical properties of para-hydrogen (p-H2) and normal
hydrogen (n-H2) at the triple- and normal boiling point.

p-H2 n-H2

Triple point (T¼ 13.803K, p¼ 7.04 kPa)
Temperature (K) 13.803 13.957
Pressure (kPa) 7.04 7.2
Density (solid) (kgm�3) 86.48 86.71
Density (liquid) (kgm�3) 77.03 77.21
Density (vapor) (kgm�3) 0.126 0.130
Heat of melting DHm (Jmol�1) 117.5
Heat of sublimation DHV (Jmol�1) 1022.9
Enthalpy DH� (Jmol�1) �740.2
Entropy DS� (Jmol�1 K�1) 1.49
Thermal conductivity (Wm�1 K�1) 0.9
Dielectric constant 1.286

Boiling point atp¼ 101.3 kPa
Temperature Tb (K) 20.268 20.39
Density (liquid) (kgm�3) 70.811
Density (vapor) (kgm�3) 1.316
Heat of vaporization DHV (Jmol�1) 898.30 899.1
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The volumetric hydrogen density describes themass of hydrogen in amaterial or a
system divided by the volume of the material or storage system:

rV ¼ mH

V
¼ ½kgm�3� ð5:1Þ

The gravimetric hydrogen density describes the ratio of the mass of hydrogen to
the mass of the material or storage system:

rm ¼ mH

mtot
¼ ½mass%� ð5:2Þ

5.3
Pressurized Hydrogen

The most established storage systems are high-pressure gas cylinders with a
maximum pressure of 20MPa. New lightweight composite cylinders have been
developed that are able to withstand pressures up to 80MPa and so the hydrogen can
reach a volumetric density of 36 kgm�3, approximately half that in its liquid form at
the normal boiling point.

Figure 5.2 The six basic hydrogen storage
methods and phenomena. From top left to
bottom right: compressed gas (molecular H2);
liquid hydrogen (molecular H2); physisorption
(molecularH2) onmaterials, for example, carbon
with a very large specific surface area; hydrogen
(atomic H) intercalation in host metals,

metallic hydrides working at RT are fully
reversible; complex compounds ([AlH4]

� or
[BH4]

�), desorption at elevated temperature,
adsorption at high pressures; chemical
oxidation of metals with water and liberation of
hydrogen.
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5.3.1
Properties of Compressed Hydrogen

Compression of hydrogen consumes energy depending on the thermodynamic
process. The ideal isothermal compression requires the least amount of energy
(just compression work) and the adiabatic process requires themaximum amount of
energy. The compression energy W depends on the initial pressure pi and the final
pressure pf, the initial volume Vi and the adiabatic coefficient g :

W iso ¼ piV iln
pf
pi

� �
isothermal compression work ð5:3Þ

Wadi ¼ g
g�1

� �
piV i

pf
pi

� �g�1
g

�1

" #

adiabatic compression work ð5:4Þ

The compression work depends on the nature of the gas (Table 5.2).
Real compressors work close to the isothermal limit (Figure 5.3).

Table 5.2 Adiabatic coefficient g and normal volume V0 at p0¼ 1.013� 105 Pa and 273.15 K.

Gas g¼ cp/cv V0 (m
3 kg�1)

H2 1.41 11.11
He 1.66 5.56
CH4 1.31 1.39

Figure 5.3 Work for isothermal (solid line) and adiabatic (dotted
line) compressionofhydrogen froman initialpressureofpi¼ 1 bar
on the left axis. Compression work as a percentage of the higher
heating value (39.4 kWh kg�1) of hydrogen on the right axis.
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The density (r) of pressurized hydrogen is approximated by means of the
van der Waals equation for a real gas, with the parameters R¼ 8.314 J K�1mol�1,
a(H2)¼ 2.476� 10�2m6 Pamol�2 and b(H2)¼ 2.661� 10�5m3mol�1.

pðVÞ ¼ nRT
V�nb

�a
n2

V2 van der Waals equation ð5:5Þ

The density (r) is given by

r ¼ nM
V

ð5:6Þ

where M(H2)¼ 2 gmol�1.

5.3.2
Pressure Vessel

The ideal shape of a pressure vessel is spherical. However, for technical reasons
cylindrical pressure vessels are often preferable (Figure 5.4).
The wall thickness of a cylinder capped with two hemispheres is given by the

following equation [5]:

Figure 5.4 Schematic representation of a cylindrical pressure
vessel and calculation of the radial, longitudinal and tangential
stress.
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dw ¼ Dpdi
2sv þDp

wall thickness ð5:7Þ

dw
do

¼ Dp
2svf 1 þDp

þ f 2 minimum wall thickness for a pressure cylinder

ð5:8Þ
where dw is the wall thickness, do the outer diameter of the cylinder, Dp the
overpressure, sv the tensile strength of the material and f1 (f1¼ 0.5) and f2 (f2¼ 0.1
mm) safety factors that depend strongly on the application.
The tensile strength of materials varies from 50MPa for aluminum to more than

1100MPa for high-quality steel. Future developments of new composite materials
have a potential to increase the tensile strength above that of steel with a materials
density that is less than half of the density of steel (Table 5.3).
Most pressure cylinders today use austenitic stainless steel (e.g. AISI 316 and 304

andAISI 316L and 304L above 300 �C to avoid carbon grain-boundary segregation) or
copper or aluminumalloys, which are largely immune to hydrogen effects at ambient
temperatures. Many other materials are subject to embrittlement and should not be
used, for example, alloy or high-strength steels (ferritic, martensitic and bainitic),
titanium and its alloys and some nickel-based alloys.

5.3.3
Volumetric and Gravimetric Hydrogen Density

The volumetric density of hydrogen in a pressure vessel increases with pressure and
reaches a maximum above 1000 bar, depending on the tensile strength of the
material. However, the gravimetric hydrogen density of the pressure cylinder

Table 5.3 Density, melting temperature, Young�s modulus and
tensile strength for selected materials (L¼ low carbon,
composition in %) [103].

Material
Density
(g cm�3) Tm (�C)

Young�s
modulus (GPa)

Tensile
strength (MPa)

Stainless steel
AISI 304 Fe/Cr18/Ni10

7.93 1400–1455 190–210 460–1100

Stainless steel
AISI 316 Fe/Cr18/Ni10/Mo3

7.96 1370–1400 190–210 460–860

Copper 8.96 1083 129.8 224–314
Aluminum 2.70 660.4 70.6 50–195
Vanadium 6.1 1890 127.6 260–730
Spider silk (protein) 1.3 1300
Kevlar (polyaramid) 1.44 2760
Hexcel carbon
fiber AS4D (12 000 filaments)

1.79 4280
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decreases with increasing pressure due to the increasing thickness of the walls of the
pressure cylinder, and the maximum gravimetric density is found for zero overpres-
sure! Therefore, the increase in volumetric storage density is sacrificed by the
reduction in the gravimetric density in pressurized gas systems (Figures 5.5–5.7).

5.3.4
Microspheres

The ideal pressure vessel is spherical and has a small diameter. Hydrogen storage in
microspheres is based on the strong temperature dependence of the diffusion
coefficient of hydrogen in silica. The closed microspheres are exposed at elevated
temperature (300–400 �C) to pressurized hydrogen (400–500 bar) [7]. Hydrogen
diffuses through the walls of the microspheres and builds up the same pressure
inside. After cooling to room temperature, the diffusion coefficient of hydrogen is
drastically reduced and an inner pressure of about 200 bar remains inside the
microspheres even when the outer pressure is reduced to atmospheric pressure.
In order to release the hydrogen, the microspheres are heated again to 300–400 �C.
Silica-based microspheres are typically between 5 and 200mm in diameter, have

wall thicknesses of 0.5–20mmand can befilledwith up to 100MPaofH2. The spheres
are formed by melting spray-dried microparticles in free fall and the evolving gases

Figure 5.5 Volumetric density of compressed hydrogen gas as a
function of gas pressure including the ideal gas and liquid
hydrogen. The ratio of the wall thickness to the outer diameter of
the pressure cylinder is shownon the right-hand side for steel with
a tensile strength of 460MPa. A schematic drawing of the
pressure cylinder is shown as an inset.
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Figure 5.7 Volumetric and gravimetric hydrogen storage density
for pressurized gas. Steel (tensile strength sv¼ 460MPa, density
6500 kgm�3) and a hypothetical composite material
(sv¼ 1500MPa, density 3000 kgm�3). The circles represent
pressure cylinders from Dynetek.

Figure 5.6 Dynetek composite cylinders consisting of an
aluminum cylinder wrapped with carbon fibers (top and left) in an
epoxy resin. Module with 10 cylinders (right) [6]. Companies that
produce these tanks are Quantum Technologies, Lincoln
Composites, Dynetek Industries and Advanced Lightweight
Engineering (ALE).
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blow the particles into the hollow sphere. H2 penetrates the walls of the hollow
spheres rapidly at elevated temperatures and sufficient pressure differences. At
ambient temperature, the penetration rate is so small that the spheres can safely be
used as high-pressure containers.
The nature of thematerial defines the tensile strength (s), while the wall thickness

defines the maximum pressure (pmax) difference that the sphere can withstand:

pmax ¼ 4s
dw
di

ð5:9Þ

It has been shown that the maximum strength depends on the material composi-
tion, the strongest material being associated with quartz glass materials (Figure 5.8).
It has been reported that the hydrogen and helium permeability of glasses

increases with increasing concentration of glass formers (SiO2, B2O5 and P2O5)
and decreases with increasing concentration of network formers (Na2O, CaO, MgO,
SrO and NaO) [8]. The concentration of glass formers directly influences the packing
density and chain length of the glass-forming units, leading to a randomly unorga-
nized network of irregularly shaped pores and holes. The presence of network
formers, such as Naþ or Ca2þ , results in partial blockage of these openings, which
leads to a decrease in the hydrogen permeability.
Glass microspheres offer only a limited volumetric hydrogen storage density of

less than 20 kgm3 [9]. Furthermore, a glass sphere with the pressurized system is not
in equilibrium and only kinetically hindered in diffusion.

5.4
Liquid Hydrogen

Liquid hydrogen is stored in cryogenic tanks at 21.2 K at ambient pressure. Due to the
low critical temperature of hydrogen (33K), liquid hydrogen can only be stored in
open systems, because there is no liquid phase existing above the critical tempera-
ture. The pressure in a closed storage system at room temperature could increase to

Figure 5.8 Scanning electron micrograph of glass spheres before
pressurizing (left) and after pressurizing to 200 bar.
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about 104 bar. The volumetric density of liquid hydrogen is 70.8 kgm�3 and lower
than that of solid hydrogen (86.7 kgm�3). The challenges of liquid hydrogen storage
are the energy-efficient liquefaction process and the thermal insulation of the
cryogenic storage vessel in order to reduce the boil-off of hydrogen.
The hydrogen molecule is composed of two protons and two electrons. The

combination of the two electron spins only leads to a binding state if the electron
spins are antiparallel. The wavefunction of the molecule has to be antisymmetric in
view of the exchange of the space coordinates of two fermions (spin¼ 1=2). Therefore,
two groups of hydrogen molecules exist according to the total nuclear spin (I¼ 0,
antiparallel nuclear spin; I¼ 1, parallel nuclear spin). The first group with I¼ 0 is
called para-hydrogen and the second group with I¼ 1 is called ortho-hydrogen.
Normal hydrogen at room temperature contains 25%of the para form and 75%of the
ortho form. The ortho form cannot be prepared in the pure state. Since the two forms
differ in energy, the physical properties also differ. Themelting and boiling points of
p-hydrogen are about 0.1 K lower than those of normal hydrogen. At 0K, all the
molecules must be in a rotational ground state, that is, in the para form.

5.4.1
Liquefaction Process

When hydrogen is cooled from room temperature (RT) to the normal boiling point
(nbp¼ 21.2 K), the o-hydrogen converts from an equilibrium concentration of 75% at
RT to 50% at 77 K and 0.2% at nbp. The self-conversion rate is an activated process
and very slow; the half-life of the conversion is more than 1 year at 77 K (Figure 5.9).
The conversion reaction from o- to p-hydrogen is exothermic and the heat of

conversion is also temperature dependent. At 300K, the heat of conversion is
270 kJ kg�1 and increases as the temperature decreases, reaching 519 kJ kg�1 at
77 K. At temperatures lower than 77K, the enthalpy of conversion is 523 kJ kg�1 and
almost constant. The enthalpy of conversion is greater than the latent heat of
vaporization (HV¼ 451.9 kJ kg�1) of normal and p-hydrogen at the nbp. If the
unconverted normal hydrogen is placed in a storage vessel, the enthalpy of conver-
sion will be released in the vessel, which leads to evaporation of the liquid hydrogen.
The transformation from o- to p-hydrogen can be catalyzed by a number of surface-
active and paramagnetic species; for example, normal hydrogen can be adsorbed on
charcoal cooled with liquid hydrogen and desorbed in the equilibrium mixture. The
conversion may take only a few minutes if a highly active form of charcoal is used.
Other suitable ortho–para conversion catalysts are metals such as tungsten or nickel
or any paramagnetic oxides such as chromiumor gadoliniumoxide. Thenuclear spin
is reversed without breaking the H–H bond.
Thesimplest liquefactioncycleis theJoule–Thompsoncycle (Lindecycle).Thegasis

firstcompressedandthencooledinaheatexchanger,before itpasses throughathrottle
valve where it undergoes an isenthalpic Joule–Thomson expansion, producing some
liquid. The cooled gas is separated from the liquid and returned to the compressor via
theheat exchanger [10]. The Joule–Thompson cycleworks for gases, such asnitrogen,
with a inversion temperature above room temperature. Hydrogen, however, warms
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uponexpansionatroomtemperature.Inorderforhydrogentocooluponexpansion, its
temperaturemustbebelow its inversion temperatureof202K.Therefore,hydrogen is
usually precooled using liquid nitrogen (78K) before the first expansion step occurs.
The free enthalpy change between gaseous hydrogen at 300K and liquid hydrogen at
20 Kis11 640 kJ kg�1 [11].Thenecessary theoretical energy (work) to liquefyhydrogen
from RT isWth¼ 3.23 kWhkg�1; the technical work is about 15.2 kWh kg�1, almost
40% of the higher heating value of the hydrogen combustion [12].

5.4.2
Storage Vessel

Theboil-off rate of hydrogen froma liquid hydrogen storage vessel due to heat leaks is
a function of the size, the shape and the thermal insulation of the vessel. Theoreti-
cally, the best shape is a sphere since it has the least surface-to-volume ratio and
because stress and strain are distributed uniformly. However, large-sized spherical
containers are expensive because of their manufacturing difficulty. Since boil-off
losses due to heat leaks are proportional to the surface to volume ratio, the
evaporation rate diminishes drastically as the size of the storage tank increases. For
double-walled vacuum-insulated spherical dewars, boil-off losses are typically 0.4%
per day for tanks which have a storage volume of 50m3, 0.2% for 100m3 tanks and
0.06% for 20 000m3 tanks (Figure 5.10).

Figure 5.9 The Joule–Thompson cycle (Linde cycle). The gas is
first compressed and then cooled in a heat exchanger, before it
passes through a throttle valve where it undergoes an isenthalpic
Joule–Thomson expansion, producing some liquid. The cooled
gas is separated from the liquid and returned to the compressor
via the heat exchanger.
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Low-temperature p-hydrogen requires the use of materials that retain good
ductility at low temperatures. Austenitic stainless steel (e.g. AISI 316L and 304L)
or aluminum and aluminum alloys (Series 5000) are recommended. Polytetrafluor-
oethylene (PTFE, Teflon) and 2-chloro-1,1,2-trifluoroethylene (Kel-F) can also be
used.

5.4.3
Gravimetric and Volumetric Hydrogen Density

The gravimetric and volumetric hydrogen density depend strongly on the size of the
storage vessel since the surface-to-volume ratio decreases with increasing size.
Therefore, only the upper limit is defined (Figure 5.11).
The large amount of energy necessary for liquefaction, that is, 40% of the upper

heating value, makes liquid hydrogen not an energy-efficient storage medium.
Furthermore, the continuous boil-off of hydrogen limits the possible applications

Figure 5.10 Two types of liquid hydrogen storage systems.

Figure 5.11 Hydrogen density for compressed hydrogen, liquid and solid hydrogen.
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for liquid hydrogen storage systems to those where the hydrogen is consumed in a
rather short time, for example, air and space applications.

5.5
Physisorption

5.5.1
Van der Waals Interaction

The adsorption of a gas on a surface is a consequence of thefield force at the surface of
the solid, called the adsorbent, which attracts themolecules of the gas or vapor, called
the adsorbate. The origin of the physisorption of gas molecules on the surface of a
solid is resonant fluctuations of the charge distributions, which are therefore called
dispersive interactions or van der Waals interactions (Figure 5.12).
In the physisorption process, a gas molecule interacts with several atoms at the

surface of the solid. The interaction is composed of two terms: an attractive term
which diminishes with the distance between the molecule and the surface to the
power of �6 and a repulsive term which diminishes with the distance to the power
of �12.
Therefore, the potential energy of the molecule shows aminimum at a distance of

approximately onemolecular radius of the adsorbate. The energyminimum is of the
order of 0.01–0.1 eV (1–10 kJmol�1) [13]. Due to the weak interaction, a significant
physisorption is observed only at low temperatures (<273K).
If a surface with a finite number of sites is exposed to a gas, the number of

molecules hitting the surface is given by the Hertz–Knudsen equation:

Figure 5.12 Van der Waals interaction between two hydrogen
molecules and the resulting Lennard-Jones potential, V(r).
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F ¼ p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pmkT

p ð5:10Þ

The rate of adsorption depends on the fluxF, the number of unoccupied sites and a
parameter for the interaction between the gas molecules and the surface, Rabs¼ kaF
(1�Q). The rate of desorption depends on the number of occupied sites and a
parameter for the activation energy of the desorption, Rdes¼ kdQ.
Equilibrium is reachedwhen the absorption and the desorption rate are equal. The

maximum occupation is then given by the Langmuir isotherm:

QmaxðTÞ ¼ kaF
kaFþ kd

ð5:11Þ

with the equilibrium constant K¼ F(ka/kd), we find K¼Qmax/(1�Qmax).

5.5.2
Adsorption Isotherm

Once a monolayer of adsorbate molecules is formed, the gaseous molecules interact
with the surface of the liquid or solid adsorbate. Therefore, the binding energy of the
second layer of adsorbate molecules is similar to the latent heat of sublimation or
vaporization (DHV) of the adsorbate. Consequently, the adsorption of the adsorbate at
a temperature greater than the boiling point at a given pressure leads to the
adsorption of a single monolayer [14] (Figure 5.13).
The model of Brunauer, Emmett and Teller (BET) assumes that the enthalpy of

adsorption for the first monolayer of molecules is DHads and for all additional layers
DHV. Furthermore, it assumes that all layers are in equilibrium. With the following
definitions:

Figure 5.13 BET model for gas adsorption on surfaces [15].
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c ¼ e
DHads�DHV

kT ð5:12Þ
and

b ¼ F
k0a
k0d

e
DHV
kT ¼ p

p0
ð5:13Þ

the number of adsorbed molecules is given by
n
nm

¼ cb
1�bð Þ 1þ c�1ð Þb½ � ð5:14Þ

In order to estimate the quantity of adsorbate in the monolayer, the density of the
liquid adsorbate and the volume of the molecule must be used. If the liquid is
assumed to consist of a close-packed fcc structure, theminimum surface area Sml for
1mol of adsorbate in amonolayer on a substrate can be calculated from the density of
the liquid rliq and the molecular mass of the adsorbate Mads:

Sml ¼
ffiffiffi
3

p

2

ffiffiffiffiffiffiffiffiffi
2NA

p Mads

rliq

 !2
3

ð5:15Þ

where NA is Avogadro�s number (NA¼ 6.022� 1023mol�1). The monolayer surface
area for hydrogen is Sml(H2)¼ 85 917m2mol�1. The amount of adsorbate mads

on a substrate material with a specific surface area Sspec is then given by mads¼
MadsSspec/Sml. In the caseof carbonas the substrate andhydrogenas the adsorbate, the
maximum specific surface area of carbon is Sspec¼ 1315m2 g�1 (single-sided gra-
phene sheet) and the maximum amount of adsorbed hydrogen ismads¼ 3.0mass%.
From this theoretical approximation, we may conclude that the amount of adsorbed
hydrogen is proportional to the specific surface area of the adsorbent with mads/
Sspec¼ 2.27� 10�3mass%m�2 g and can only be observed at very low temperatures.

5.5.3
Hydrogen and Carbon Nanotubes

Themain difference between carbon nanotubes and high surface area graphite is the
curvature of the graphene sheets and the cavity inside the tube. Inmicroporous solids
with capillaries which have a width not exceeding a few molecular diameters, the
potential fields from opposite walls will overlap so that the attractive force which acts
upon adsorbate molecules will be increased in comparison with that on a flat carbon
surface [16]. This phenomenon is the main motivation for the investigation of the
interaction of hydrogen with carbon nanotubes (Figure 5.14).
Rzepka et al. used a grand canonical ensemble Monte Carlo program to calculate

the amount of absorbed hydrogen for a slit pore and a tubular geometry [17]. The
amount of absorbed hydrogen depends on the surface area of the sample; the
maximum is at 0.6mass% (p¼ 6MPa, T¼ 300K). The calculation was verified
experimentally, with excellent agreement. At a temperature of 77K the amount of
absorbed hydrogen is about one order of magnitude higher than at 300K
(Figure 5.15).
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Figure 5.14 Hydrogen molecule on the surface of a SWNT (5,5).
The van der Waals interaction between H2 and the curved surface
of the nanotube is weaker on the outer surface and stronger on the
inner surface. Furthermore, the specific surface area of the
adsorbate layer (Rads) is larger than that of the nanotube (RNT).

Figure 5.15 Comparison of the hydrogen adsorption in a slit and
cylindrical pore [18]. The amount of absorbed hydrogen correlates
with the specific surface area of the sample; the maximum is
at 0.6mass% (p¼ 6MPa, T¼ 300K). No significant difference
was found in the calculated amount of hydrogen between the
slit and cylindrical pores. The calculation was verified
experimentally with excellent agreement.
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Ma et al. performed amolecular dynamics simulation forH implantation [18]. The
hydrogen atoms (20 eV) were implanted through the side walls of a single-walled
carbon nanotube (SWNT) (5,5) consisting of 150 atoms and having a diameter of
0.683 nm. They found that the hydrogen atoms recombine to molecules inside the
tube and arrange themselves into a concentric tube. The hydrogen pressure inside
the SWNT increases as the number of injected atoms increases and reaches 35GPa
for 90 atoms (5mass%). This simulation does not exhibit condensation of hydrogen
inside the nanotube (Figure 5.16).
The measurement of the latent heat of condensation of nitrogen on carbon black

showed that the heat for the adsorption of one monolayer is between 11 and
12 kJmol�1 (0.11–0.12 eV) and decreases for subsequent layers to the latent heat
of condensation for nitrogen,which is 5.56 kJmol�1 (0.058 eV) [19]. Ifwe assume that
hydrogen behaves in a similar manner to nitrogen, then hydrogen would only form
one monolayer of liquid at the surface of carbon at temperatures above the boiling
point. Geometric considerations of the nanotubes lead to the specific surface area
and, therefore, to the maximum amount of condensed hydrogen in a surface
monolayer [20]. The maximum amount of adsorbed hydrogen is 2.0 mass% for
an SWNT with a specific surface area of 1315m2 g�1 at a temperature of 77 K
(Figure 5.17).
In addition to the carbon nanostructures, other nonporous materials have been

investigated for hydrogen absorption. The hydrogen absorption of zeolites of
different pore architecture and composition, for example A, X, Y, was analyzed in
the temperature range 293–573Kandpressure range 2.5–10MPa [22].Hydrogenwas
absorbed at the desired temperature and pressure. The sample was then cooled to RT
and evacuated. Subsequently, the hydrogen release upon heating of the sample to the

Figure 5.16 Molecular dynamics simulation for H implantation (20 eV) in an SWNT (5,5).
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Figure 5.17 Reversible amount of hydrogen
(electrochemical measurement at 298 K) versus
the BET surface area (circles) of a few carbon
nanotube samples including twomeasurements
on high surface area graphite (HSAG) samples

together with the fitted line [21]. Hydrogen gas
adsorptionmeasurements at 77 K fromNijkamp
et al. (squares) are included [21]. The dotted line
represents the calculated amount of hydrogen in
a monolayer at the surface of the substrate.

absorption temperature was detected. The amount of hydrogen absorbed increased
with increase in temperature and increase in absorption pressure. The maximum
amount of desorbed hydrogen was found to be 0.08mass% for a sample loaded at a
temperature of 573K and a pressure of 10MPa. The adsorption behavior indicates
that the absorption is due to a chemical reaction rather than physisorption. At liquid
nitrogen temperature (77 K), the zeolites physisorb hydrogen proportionally to the
specific surface area of thematerial. Amaximumof 1.8mass%of adsorbed hydrogen
was found for a zeolite (NaY) with a specific surface area of 725m2 g�1 [23]
(Figure 5.18).
The low-temperature physisorption (type I isotherm) of hydrogen in zeolites is in

good agreement with the adsorption model mentioned above for nanostructured
carbon. The desorption isotherm followed the same path as the adsorption, which
indicates that no pore condensation occurred. The hydrogen adsorption in zeolites
depends linearly on the specific surface areas of the materials and is in very good
agreement with the results on carbon nanostructures [24].
A microporous meta–organic framework of the composition Zn4O(1,4-benzene-

dicarboxylate)3 has been proposed as hydrogen storage material [25]. The material
absorbs hydrogen at a temperature of 298K proportional to the applied pressure. The
slope of the linear relationship between the gravimetric hydrogen density and the
hydrogen pressure was found to be 0.05mass%bar�1. No saturation of the hydrogen
absorption was found, which is very unlikely for any kind of a hydrogen absorption
process. At 77 K, the amount of adsorbed hydrogen was found to be 3.7mass%
already at very low hydrogen pressures, with a slight almost linear increase with
increase in pressure. This behavior is not a type I isothermas the authors claimed and
the results should be treated with caution (Figure 5.19).
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Figure 5.18 Hydrogen adsorption isotherms for zeolites (left) and
amount of adsorbed hydrogen versus the specific surface area of
the samples for zeolites and carbon nanostructures (right).

Figure 5.19 Hydrogen adsorption isotherm at room temperature
(left) and at liquid nitrogen temperature (right) on metal organic
frameworks (MOFs).
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The great advantages of physisorption for hydrogen storage are the low operating
pressure, the relatively low cost of thematerials involved and the simple design of the
storage system. The rather small amount of hydrogen adsorbed on carbon together
with the low temperatures necessary are significant drawbacks of hydrogen storage
based on physisorption.

5.6
Metal Hydrides

5.6.1
Interstitial Hydrides

Metals, intermetallic compounds and alloys generally react with hydrogen and form
mainly solid metal–hydrogen compounds. Hydrides exist as ionic, polymeric cova-
lent, volatile covalent and metallic hydrides.
Hydrogen reacts at elevated temperatures with many transition metals and their

alloys to form hydrides. The electropositive elements are the most reactive, that is,
scandium, yttrium, the lanthanides, the actinides and members of the titanium and
vanadium groups (Figure 5.20).

Figure 5.20 Table of the binary hydrides and the Allred–Rochow
electronegativity [26]. Most elements react with hydrogen to
form ionic, covalent or metallic binary hydrides.
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The binary hydrides of the transition metals are predominantly metallic in
character and are usually referred to as metallic hydrides. They are good conductors
of electricity and have a metallic or graphite-like appearance.
Many of these compounds (MHn) show large deviations from ideal stoichiometry

(n¼ 1, 2, 3) and can exist as multi-phase systems. The lattice structure is that of a
typical metal with atoms of hydrogen on the interstitial sites; for this reason, they are
also called interstitial hydrides. This type of structure has the limiting compositions
MH,MH2 andMH3; the hydrogen atomsfit into octahedral or tetrahedral holes in the
metal lattice or a combination of the two types (Figure 5.21).
The hydrogen carries a partial negative charge depending on the metal; an

exception is, for example, PdH0.7 [28]. Only a small number of the transition metals
arewithout known stable hydrides. A considerable �hydride gap� exists in the periodic
table, beginning at group 6 (Cr) up to group 11 (Cu), in which the only hydrides are
palladium hydride (PdH0.7), the very unstable nickel hydride (NiH<1) and the poorly
definedhydrides of chromium (CrH,CrH2) and copper (CuH). In palladiumhydride,
the hydrogen has high mobility and probably a very low charge density. In the finely
divided state, platinum and ruthenium are able to adsorb considerable quantities of
hydrogen, which thereby becomes activated. These two elements, together with
palladium and nickel, are extremely good hydrogenation catalysts, although they do
not form hydrides [29].
Especially interesting are themetallic hydrides of intermetallic compounds, in the

simplest case the ternary systemABxHn, because the variation of the elements allows
one to tailor the properties of the hydrides (Table 5.4).
The A element is usually a rare earth or an alkaline earth metal and tends to form

a stable hydride. The B element is often a transition metal and forms only

Figure 5.21 Tetrahedral (T) and octahedral (O) interstitial sites
occupied by hydrogen atoms [27]. The number of sites per host
metal atom and the size, that is, the diameter of the largest
possible sphere on the interstitial site, are given in the table.

5.6 Metal Hydrides j129



unstable hydrides. Some well-defined ratios of B to A in the intermetallic compound
x¼ 0.5, 1, 2, 5 have been found to form hydrides with a hydrogen to metal ratio of up
to two.

5.6.2
Hydrogen Absorption

The reaction of hydrogen gas with ametal is called the absorption process and can be
described in terms of a simplified one-dimensional potential energy curve (one-
dimensional Lennard-Jones potential) [30] (Figure 5.22).
Far from the metal surface, the potentials of a hydrogen molecule and of two

hydrogen atoms are separated by the dissociation energy (1=2H2 ! H, ED¼ 218 kJ
mol�1H). The first attractive interaction of the hydrogen molecule approaching the
metal surface is the van der Waals force leading to the physisorbed state (EPhys�
5 kJmol�1H) approximately one hydrogen molecule radius (�0.2 nm) from the
metal surface. Closer to the surface, the hydrogen has to overcome an activation
barrier for dissociation and formation of the hydrogenmetal bond. The height of the
activation barrier depends on the surface elements involved. Hydrogen atoms
sharing their electronwith themetal atoms at the surface are thus in the chemisorbed
state (EChem��50 kJmol�1H). The chemisorbed hydrogen atoms may have a high
surfacemobility, interact with each other and form surface phases at sufficiently high
coverage. In the next step, the chemisorbed hydrogen atom can jump in the
subsurface layer and finally diffuse on the interstitial sites through the host metal
lattice. The hydrogen atoms contribute with their electron to the band structure of the
metal (Figure 5.23).
The hydrogen is, at small hydrogen to metal ratios (H:M< 0.1), exothermically

dissolved (solid solution, a-phase) in the metal. The metal lattice expands propor-
tionally to the hydrogen concentration by approximately 2–3A

� 3 per hydrogen
atom [31]. At greater hydrogen concentrations in the host metal (H:M > 0.1), a strong

Table 5.4 The most important families of hydride forming
intermetallic compounds including the prototype and the
structure.

Intermetallic
compounda Prototype Hydrides Structure

AB5 LaNi5 LaNiH6 Haucke phases, hexagonal
AB2 ZrV2, ZrMn2,

TiMn2

ZrV2H5.5 Laves phase, hexagonal or cubic

AB3 CeNi3, YFe3 CeNi3H4 Hexagonal, PuNi3 type
A2B7 Y2Ni7, Th2Fe7 Y2Ni7H3 Hexagonal, Ce2Ni7 type
A6B23 Y6Fe23 Ho6Fe23H12 Cubic, Th6Mn23 type
AB TiFe, ZrNi TiFeH2 Cubic, CsCl or CrB type
A2B Mg2Ni, Ti2Ni Mg2NiH4 Cubic, MoSi2 or Ti2Ni type

aA is an element with a high affinity to hydrogen and B is an element with a low affinity to hydrogen.
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Figure 5.22 Lennard-Jones potential of
hydrogen approaching a metallic surface. Far
from the metal surface the potential of a
hydrogenmolecule andof twohydrogenatoms is
separated by the dissociation energy. The first
attractive interaction of the hydrogenmolecule is
the van der Waals force leading to the
physisorbed state. Closer to the surface the

hydrogen has to overcome an activation barrier
for dissociation and formation of the
hydrogen–metal bond. Hydrogen atoms sharing
their electronwith themetal atoms at the surface
are then in the chemisorbed state. In the next
step, the chemisorbed hydrogen atom can jump
in the subsurface layer and finally diffuse on the
interstitial sites through the host metal lattice.

Figure 5.23 Pressure composition isotherms for
hydrogen absorption in a typical metal (left). The
solid solution (a-phase), the hydride phase
(b-phase) and the regionof the coexistenceof the
two phases. The coexistence region is
characterized by the flat plateau and ends at the

critical temperature Tc. The construction of the
van�t Hoff plot is shownon the right. The slope of
the line is equal to the enthalpy of formation
dividedby the gas constant and the interceptwith
the axis is equal to the entropy of formation
divided by the gas constant.
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Figure 5.24 Formation of an interstitial hydride from an
intermetallic compound. The enthalpy of the hydride formation is
measured between the intermetallic compound and the metal
hydride.

H–H interaction due to the lattice expansion becomes important and the hydride
phase (b-phase) nucleates and grows. The hydrogen concentration in the hydride
phase is often found to be H:M¼ 1. The volume expansion between the coexisting
a- and b-phases corresponds inmany cases to 10–20%of themetal lattice. Therefore,
at the phase boundary high stress is built up and often leads to decrepitation of brittle
host metals such as intermetallic compounds. The final hydride is a powder with a
typical particle size of 10–100mm (Figure 5.24).
The thermodynamic aspects of hydride formation from gaseous hydrogen are

described by means of pressure–composition isotherms in equilibrium (DG¼ 0).
While the solid solution and hydride phase coexist, the isotherms show a flat plateau,
the length of which determines the amount of H2 stored. In the pure b-phase, theH2

pressure rises steeply with increase in concentration. The two-phase region ends in a
critical point Tc, above which the transition from the a- to the b-phase is continuous.
The equilibrium pressure peq as a function of temperature is related to the changes
DH� and DS� of enthalpy and entropy:

DG ¼ G�
MH�G�

H2
¼ 0 ¼ DG��RT ln

peq
p�eq

 !

¼ DH��TDS��RT ln
peq
p�eq

 !

ð5:16Þ
and we find (van�t Hoff equation)

ln
peq
p�eq

 !

¼ DH�

R
1
T
�DS�

R
ð5:17Þ
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As the entropy change correspondsmostly to the change frommolecular hydrogen
gas to dissolved solid hydrogen, it amounts approximately to the standard entropy of
hydrogen (S� ¼ 130 J K�1mol�1) and is therefore DSf��130 J K�1mol�1H2 for all
metal–hydrogen systems. The enthalpy term characterizes the stability of the metal
hydrogen bond. The decomposition temperature for P¼ p� ¼ 1 bar (usually) is

Tdec ¼ DH�

DS�
ð5:18Þ

To reach an equilibrium pressure of 1 bar at 300K, DH should amount to 39.2 kJ
mol�1H2. The entropy of formation term of metal hydrides (change of the hydrogen
gas to a solid) leads to a significant heat evolution DQ¼TDS� (exothermic reaction)
during the hydrogen absorption. The same heat has to be provided to the metal
hydride to desorb the hydrogen (endothermic reaction). If the hydrogen desorbs
below room temperature, this heat can be delivered by the environment. However, if
the desorption is carried out above room temperature, the heat has to be delivered at
the necessary temperature from an external source, whichmay be the combustion of
the hydrogen. The ratio of the hydriding heat (DQ) to the upper heating value (DHV) is
approximately constant:

DQ
DHV

¼ DS�

DHV
T ¼ 4:6� 10�4T ð5:19Þ

5.6.3
Empirical Models

Several empiricalmodels allow the estimation of the stability and the concentration of
hydrogen in an intermetallic hydride. The maximum amount of hydrogen in the
hydride phase is given by the number of interstitial sites in the intermetallic
compound, for which the following two criteria apply. The distance between two
hydrogen atoms on interstitial sites is at least 2.1 A

�
and the radius of the largest sphere

on an interstitial site touching all the neighboring metallic atoms is at least 0.37A
�

(Westlake criterion) [32, 33]. The theoretical maximum volumetric density of
hydrogen in a metal hydride, assuming close packing of the hydrogen, is therefore
254 kgm�3, which is 3.6 times the density of liquid hydrogen.
As a general rule, it can be stated that all elements with electronegativity in the

range 1.35–1.82 do not form stable hydrides [34]. Exemptions are vanadium (1.45)
and chromium (1.56),which formhydrides, andmolybdenum (1.30) and technetium
(1.36), where hydride formation would be expected. The adsorption enthalpy can be
estimated from the local environment of the hydrogen atom on the interstitial site.
According to the rule of imaginary binary hydrides, the stability of hydrogen on an

interstitial site is the weighted average of the stability of the corresponding binary
hydrides of the neighboring metallic atoms [35].

DH ABnH2mð Þ ¼ DH AHmð ÞþDH BnHmð Þ� 1�Fð ÞDH ABnð Þ Miedema model

ð5:20Þ
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More general is the rule of reversed stability (Miedemamodel): the more stable an
intermetallic compound, the less stable is the corresponding hydride, and the other
way around [36]. Thismodel is based on the fact that hydrogen can only participate on
a bond with a neighboring metal atom if the bonds between the metal atoms are at
least partially broken (Figures 5.25 and 5.26).
The binding energy of a hydrogen atom as a function of the electron density of the

environment can be calculated by means of the effective medium theory [38]. The
bindingenergyof thehydrogenatoms showsamaximumat lowelectrondensities and
decreaseswith increasing electrondensity.Whenahydrogenatomapproaches ametal
surface,anelectrondensitywithmaximumbindingenergy isalways found.Ontheway
through the metal lattice, the electron density is usually too high except on vacancies.
Hydrogen absorption is electronically an incorporation of electrons and protons

into the electronic structure of the host lattice. The electrons have tofill empty states at
the Fermi energy EF while the protons lead to the hydrogen-induced s-band
approximately 4 eV below EF. The heat of formation of binary hydrides MHx is
related linearly to the characteristic band energy parameter DE¼EF�Es, where EF is
the Fermi energy and Es the center of the host metal electronic band with a strong s
character at the interstitial sites occupied by hydrogen. For most metals Es can be
taken as the energy that corresponds to one electron per atom on the integrated
density-of-states curve [39].
The semiempirical models mentioned above allow an estimation of the stability of

binary hydrides provided that the rigid band theory can be applied. However, the
interaction of hydrogenwith the electronic structure of the hostmetal in some binary
hydrides and especially in the ternary hydrides is often more complicated. In many
cases, the crystal structure of the hostmetal and therefore also the electronic structure

Figure 5.25 Schematic representation of the Miedema model [37].
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changes upon the phase transition and the theoretical calculation of the stability of the
hydride becomes very complicated, if not impossible (Figures 5.27 and 5.28).
The stability of metal hydrides is presented in the form of van�t Hoff plots. The

most stable binary hydrides have enthalpies of formation of DHf¼�226 kJmol�1

H2, for example,HoH2. The least stable hydrides areFeH0.5,NiH0.5 andMoH0.5,with
enthalpies of formation ofDHf¼ þ 20, þ 20 and þ 92 kJmol�1H2, respectively [42].
Due to the phase transition upon hydrogen absorption, metal hydrides have the

very useful property of absorbing large amounts of hydrogen at a constant pressure,
that is, the pressure does not increase with the amount of hydrogen absorbed as long
as the phase transition takes place. The characteristics of the hydrogen absorption
and desorption can be tailored by partial substitution of the constituent elements in
the host lattice. Some metal hydrides absorb and desorb hydrogen at ambient
temperature and close to atmospheric pressure.
One of the most interesting features of the metallic hydrides is the extremely high

volumetric density of the hydrogen atoms present in the host lattice. The highest
volumetric hydrogen density know today is 150 kgm�3, found in Mg2FeH6 and
Al(BH4)3. Both hydrides belong to the complex hydrides and will be discussed in
section 5.7.Metallic hydrides reach a volumetric hydrogen density of 115 kgm�3, for
example LaNi5. Most metallic hydrides absorb hydrogen up to a hydrogen to metal
ratio of H:M= 2.

Figure 5.26 Hydrogen absorption in the effective medium theory.
(a)Hydrogen atomon a path to the surface of ametal and through
the lattice; (b) electron density along the path of the hydrogen
atom; (c) potential energy of the hydrogen atom along the path.
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Figure 5.27 The local band- structure model [40, 41].

Figure 5.28 Van�t Hoff plots for some selected hydrides. The
stabilization of the hydride of LaNi5 by the partial substitution of
nickelwithaluminuminLaNi5 isshown,andalsothesubstitutionof
lanthanumwithmischmetal (e.g.51%La,33%Ce,12%Nd,4%Pr).
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Greater ratios up to H:M¼ 4.5, for example in BaReH9, have been found [43];
however, all hydrides with a hydrogen to metal ratio of more than 2 are ionic or
covalent compounds and belong to the complex hydrides.

5.6.4
Lattice Gas Model

One of the simplest models for the description of an intercalation compound is the
solidmetal lattice withmobile hydrogen atoms on interstitial sites (mean field theory
of lattice gas) [44]. The hydrogen in ametal hydride is not a free gas, and therefore the
lattice gas model is applied [45]. It is assumed that an interstitial site is occupied by
only one hydrogen atom at a given time with a binding energy e0. Furthermore, the
hydrogen atoms in the lattice interact with an interaction energy e. The energy of the
hydrogen in the lattice is

E ¼ NHe0 þNHHe ð5:21Þ
where NH is the number of hydrogen atoms, e0 is the binding energy of a hydrogen
atom to the lattice, NHH is the number of nearest-neighbor H–H pairs and e is the
H–H pair interaction energy [46] (Figure 5.29).
In an open system, the most probable state [P¼ cexp(E/kT)] is the one with the

smallest value for the free energy F¼U�TS.
IfN is the number of interstitial sites thenNH <N in all cases. The free energy will

be calculated using the following relation (U¼ 0 and S¼ k ln P ):

F ¼ �kT ln
X

exp � E
kT

� �
¼ �kT ln

X
exp �NHe0 þNHHe

kT

� �
ð5:22Þ

Applying the Bragg–William approximation (assuming that theH–Hinteraction is
given by the �mean field� of the H-atoms) and with the concentration cH¼NH/N, the
free energy is

FH ¼ kTN cH ln cH þ 1�cHð Þln 1�cHð Þ½ � þN e0cH þ e
n
2
c2H

� �
ð5:23Þ

Figure 5.29 Potential for the hydrogen atom in the metal lattice
(left) and occupation of the interstitial sites of the metal lattice by
hydrogen atoms (right).
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The concentration cH is not necessarily equal to x for ametal hydrideMHx, because
in some structures the number of interstitial sites N of a certain type is not always
equal to the number of metal atoms.
The chemical potential mH of a hydrogen atom in a metal is (5.24)

mH cH;Tð Þ ¼ q F
qNH

����
T ;V

¼ 1
N

q F
q cH

����
T ;V

ð5:24Þ

and therefore

mH ¼ kT ln
cH

1�cH

� �
þ e0 þ encH ð5:25Þ

In equilibrium of the lattice with the gas phase

1
2
kT ln

p
p0 Tð Þ
� �

¼ e0 þ encH� 1
2
eb þ kT ln

cH
1�cH

� �
ð5:26Þ

This is the hydrogen solubility isotherm. For low concentrations cH this equation
approaches Sievert�s equation:

1
2
kT

p! 0

ln
p

p0 Tð Þ
� �

ffi kT ln cH
cH ! 0

ð5:27Þ

For low temperatures, that is, when the temperature is below the critical
temperature (T < Tc) of the MHx system, the equation loses its physical meaning
(Figure 5.30).

Figure 5.30 Chemical potential as a function of the hydrogen
concentration x and the temperature. The coexistence curve (Tc)
and the Maxwell construction between the two points where f
(cH)¼ 0.
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1
2

eb�enþ kT ln
p

p0ðTÞ
� �

�2e0
	 


¼ f ðcHÞ ð5:28Þ

with

f cHð Þ ¼ kT ln
cH

1�cH

� �
þ en cH� 1

2

� �
ð5:29Þ

The function y¼ f (cH) is asymmetric in view of cH¼ 0.5 and y¼ 0.

kT ln
ci

1�ci

� �
þ en ci� 1

2

� �
¼ 0 coexistence curve ð5:30Þ

and the dissociation pressure pdis is given by

kT ln
pdis
p0 Tð Þ
� �

¼ 2e0 þ en�eb ð5:31Þ

For PdHx, 2e0 þ en��4.9 eV. For most metal hydrides 2e0 þ en<�5 eVand the
value can reach approximately �6.4 eV for LaHx.
The values of e0 and en can be determined from the isotherm for single-phase

systems:

ln
p

p0 Tð Þ
1�cH
cH

� �2
" #

¼ 2e0�eb þ 2encH
kT

ð5:32Þ

The coexistence curve exhibits, for T¼ Tc, a maximum (cH¼ 1=2). Therefore, Tc is
calculated from the derivative of the coexistence curve:

k
dT
dc

����
T¼T c

ln
cc

1�cc

� �
þ kT c

1
cc 1�ccð Þ þ en ¼ 0 ð5:33Þ

Because of the symmetry of theT(c) curve, themaximumT¼ Tc corresponds to the
concentration cc¼ 1=2. Therefore,

T c ¼ � en
4k

ð5:34Þ

The physical interpretation is that the phase separation only exists up to the
temperature Tc, which corresponds to the H–H interaction.

PdHx :en ¼ �0:20 eV;T c ¼ 566 K

NbHx :en ¼ �0:16 eV;T c ¼ 443 K:

The H–H pair energy is, therefore,

n ¼ 12
fcc

octahedral sites

! e � �0:02 eV=pair PdHxð Þ

n ¼ 4
bcc

tetrahedral sites

! e � �0:09 eV=pair NbHxð Þ:
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The approximation of the coexistence curve for low concentrations cH ! 0 is
given by

kT ln ca� en
2

¼ 0 ! ca ¼ e
en
2kT ð5:35Þ

At low temperatures and for a system in equilibrium, the solubility of hydrogen is
very low.
The set of all points of concentrations which corresponds to the points B and C is

the spinodal line and is given by the following conditions:

q2GH

q c2H
¼ 0 ð5:36Þ

which corresponds to

qmH

qcH
¼ 0 ð5:37Þ

From the equation for the chemical potential of the lattice gas,

qmH

qcH
¼ kT sp

1
cH 1�cHð Þ þ en ¼ 0 ð5:38Þ

where Tsp is the spinodal temperature,

T sp ¼ � en
k
cH 1�cHð Þ spinodal curve ð5:39Þ

which is a parabola with a maximum at the critical temperature Tc (Figure 5.31).

Figure 5.31 Coexistence curve and spinodal line for the MH system.

140j 5 Materials for Hydrogen Storage



5.7
Complex Hydrides

All the elements of group 13 (boron group) form polymeric hydrides (MH3)x. The
monomers MH3 are strong Lewis acids and are unstable. Borane (BH3) achieves
electronic saturation by dimerization to form diborane (B2H6). All other hydrides in
this group attain closed electron shells by polymerization. Aluminum hydride, alane
(AlH3)x, has been extensively investigated [47], the hydrides of gallium, indium and
thallium much less so [48, 49] (Figure 5.32).
The hydrogen in the p-element complex hydrides is often located in the corners of a

tetrahedron with boron or aluminum in the center. The bonding character and the
properties of the complexesMþ [BH4]

� andMþ [AlH4]
� are largely determined by the

difference in electronegativity between the cation and the boron or aluminum atom,
respectively. IUPAC has recommended the names tetrahydroborate for [BH4]

� and
tetrahydroaluminate for [AlH4]

� (Figure 5.33).
The alkali metal tetrahydroborates are ionic, white, crystalline, high-melting solids

that are sensitive to moisture but not to oxygen. Group 3 and transition metal

Figure 5.32 Comparison of metal hydrides with
complex hydrides [50]. Metal hydrides consist of
an almost unchanged metal lattice with the
interstitial sites filled with hydrogen. The
additional electrons from hydrogen are added at
the Fermi level of the metallic electron density of
states and an additional hydrogen-induced band
several eV below the Fermi level accommodates

some electrons. The complex hydrides have
structures where the hydrogen builds a
negatively charged complex ion with one metal
and a secondmetal ion compensates the charge.
Complex hydrides exhibit a significant cap of
several eV between the valence band and the
conduction band.
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tetrahydroborates are covalently bonded and are either liquids or sublimable solids.
The alkaline earth tetrahydroborates are intermediate between ionic and covalent.
The tetrahydroaluminates are very much less stable than the tetrahydroborates and
therefore considerably more reactive. The difference between the stabilities of the
tetrahydroaluminate and the tetrahydroborates is due to the different Pauling
electronegativities of B and Al, which are 2.04 and 1.61, respectively. The properties
of the complex hydrides can be varied by partial substitution of the boron or
aluminum atom (Table 5.5).

Figure 5.33 Decomposition temperature (p¼ 1 bar H2) as a
function of the electronegativity of the cation [51].

Table 5.5 The group 1, 2 and 3 light elements, for example Li, Mg,
B and Al, form a large variety of metal–hydrogen complexes.

Complex CAS No.
M
(gmol�1)

Density
(g cm�3)

H
(mass%)

H
(kgm�3)

Tm
(�C)

DH�
f

(kJmol�1)

LiBH4 16949-15-8 21.78376 0.66 18.36 18.5 268 �194
NaBH4 16940-66-2 37.83253 1.07 10.57 10.6 505 �191
KBH4 13762-51-1 53.94106 1.17 7.42 7.4 585 �229
Be[BH4]2 17440-85-6 38.697702 0.702 20.67 123
Mg[BH4]2 16903-37-0 53.99052 14.82 320
Ca[BH4]2 17068-95-0 69.76352 11.47 260
Al[BH4]3 16962-07-5 71.509818 0.549 16.78 �64.5

44.5
LiAlH4 16853-85-3 37.954298 0.917 10.54 190d �119
NaAlH4 13770-96-2 54.003068 1.28 7.41 178 �113
KAlH4 70.111598 5.71
Be[AlH4]2 71.038778 11.26
Mg[AlH4]2 17300-62-8 86.331596 9.27
Ca[AlH4]2 16941-10-9 102.10460 7.84 >230
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In contrast to the interstitial hydrides, where the metal lattice hosts the hydrogen
atoms on interstitial sites, the desorption of the hydrogen from the complex hydride
leads to a complete decomposition of the complex hydride and a mixture of at least
two phases is formed. For alkali metal tetrahydroborates and tetrahydroaluminates,
the decomposition reaction is described according to the following equation:

A BH4ð Þ! �ABH2 þH2�?!AHþBþ 3
2
H2

and

A AlH4ð Þ! 1
3
A3AlH6 þH2 !AHþAlþ 3

2
H2 ð5:40Þ

For alkaline earth metal tetrahydroborates and tetrahydroaluminates, the decom-
position reaction is described according to the following equations:

E BH4ð Þ2 !EH2 þB ð5:41Þ
and

E AlH4ð Þ2 ! ?!EH2 þ 2Alþ 3H2 ð5:42Þ
The physical properties and the hydrogen sorption mechanism of the tetrahy-

droborates and the tetrahydroalanates are to a large part still not known (Figure 5.34).
Themost industrially important complex hydrides are sodium tetrahydridoborate,

NaBH4, and lithium tetrahydridoaluminate, LiAlH4. These are produced in tonnage
quantities and used mainly as reducing agents in organic chemistry. Many other
hydridoborates and hydridoaluminates are produced using these as starting
materials [52, 53].

5.7.1
Tetrahydroalanates

The NaAlH4 and Na3AlH6 mixed ionic–covalent complex hydrides have been
known for many years. NaAlH4 consists of an Naþ cation and a covalently bonded

Figure 5.34 Schematic enthalpy diagram for a classical metal
hydride (left) and a complex hydride (right).
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[AlH4]
� complex. In the case of Na3AlH6, there is a related [AlH6]

3� complex
(Figure 5.35).
These alanates have been synthesized by both indirect and direct methods and

used as chemical reagents (see [54] for a historical review of alanate synthesis).
However, the practical key to using the Na alanates for hydrogen storage is to be able
to accomplish easily the following reversible two-step dry-gas reaction:

3NaAlH4 !Na3AlH6 þ 2Alþ 3H2 ð3:7 wt% HÞ ð5:43Þ

Na3AlH6 ! 3NaHþAlþ 3
2
H2 ð3:0 wt% HÞ ð5:44Þ

Stoichiometrically, the first step consists of 3.7wt%H2 release and the second step
1.9wt%H2 release, for a theoretical net reaction of 5.6wt% reversible gravimetric H
storage.
AlthoughDymova et al. showed that the reversibility of Reaction 5.43 was possible,

the conditions required were impractical in their severity [55, 56]. For example, the
formation of NaAlH4 from the elements required temperatures of 200–400 �C
(i.e. above the 183 �C melting temperature of the tetrahydride) and H2 pressures
of 100–400 bar (Figure 5.36).
The thermodynamics of Reaction 5.43 are comparable to those of other metallic,

ionic and covalent hydrides. NaAlH4 exhibits typical low hysteresis and a two-plateau
absorption and desorption isotherm.
The enthalpy changes DH for the NaAlH4 and Na3AlH6 decompositions are

about 37 and 47 kJmol�1H2, respectively. Therefore, NaAlH4 is thermodynamically
comparable to those of classic low-temperature hydrides, in the range useful for a

Figure 5.35 Schematic mechanism for the hydrogen desorption
of NaAlH4. The catalyst permits the transfer of the two H� ions to
form the hexahydride.
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near-ambient temperature hydrogen store. Na3AlH6 requires about 110 �C for H2

liberation at atmospheric pressure (Figure 5.37).
The practical use of the desorption reaction requires a catalyst for the improvement

of the kinetics. The first work on catalyzed alanates at MPI – M€ulheim was derived
from studies that used transition-metal catalysts for the preparation of MgH2. The
NaAlH4 was doped with Ti by solution chemistry techniques whereby nonaqueous
liquid solutions or suspensions of NaAlH4 and either TiCl3 or the alkoxide Ti(OBu

n)4
[titanium(IV) n-butoxide] catalyst precursorswere decomposed to precipitate solid Ti-
doped NaAlH4 [57, 58].
An alternative approach was taken by Jensen and co-workers at the University of

Hawaii, whereby the liquid Ti(OBun)4 precursor was simply ball-milled with the
solid NaAlH4 [59, 60]. They also added Zr(OPri)4 (Pr

i¼ isopropyl) to help stimulate
the kinetics of the second step (Na3AlH6 decomposition) of Reaction 5.43. Zaluska
et al. also obtained positive results by ball-milling with carbon (i.e. not using a
transitionmetal catalyst) [61]. Ball-milling with alkoxide catalyst precursors results in
in situ decomposition during at least the first several hydriding/dehydriding cycles,

Figure 5.36 Pressure–composition isotherms for NaAlH4 and Na3AlH6.2.
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resulting in significant contamination of the H2 with hydrocarbons; using the
inorganic TiCl3 catalyst precursor is clearly better if one wishes to use the ball-
milling catalyst-doping approach [62]. More detailed reviews of the recent history of
catalyzed alanate work are available [63, 64] (Figure 5.38).

Figure 5.37 Energy diagram for NaAlH4.

Figure 5.38 H2 absorption curves starting from NaH+Al
(dehydrided NaAlH4), as a function of added TiCl3 (using the dry
TiCl3–NaAlH4 ball-milling/doping technique [65]) catalyst
precursor (expressed in mol%). Initial temperature Ti¼ 125 �C.
Applied hydrogen pressure pH2

¼ 81–90 bar [66].
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The kinetics are improved and the capacity decreased with increasing catalyst
level. Nearly identical catalyst effects are seen with desorption experiments,
although the two steps of Reaction 5.43 are more clearly sequential in desorp-
tion [67]. The catalysis affects both of the reaction directions of the reaction and also
both steps. The capacity is decreased with increasing catalyst level because the
catalyst precursor reacts with some of the Na as part of its process to produce the
catalyst itself:

ð1�xÞNaAlH4 þ xTiCl3 !ð1�4xÞNaAlH4 þ 3xNaClþ xTiþ 3xAlþ 6xH2

ð5:45Þ
Reaction 5.45 is at least partly hypothetical. Evidence that the Cl does react with the

Na component of the alanate to form NaCl was found by means of X-ray diffraction
(XRD), but the final form of the Ti catalyst is not clear [68]. Ti is probably metallic in
the form of an alloy or intermetallic compound (e.g. with Al) rather than elemental.
Another possibility is that the transitionmetal dopant (e.g. Ti) actually does not act as
a classic surface �catalyst� on NaAlH4, but rather enters the entire Na sublattice as a
variable valence species to produce vacancies and lattice distortions, thus aiding the
necessary short-range diffusion of Na and Al atoms [69]. Ti, derived from the
decomposition of TiCl4 during ball-milling, seems to also promote the decomposi-
tion of LiAlH4 and the release of H2 [70]. In order to understand the role of the
catalyst, Sandrock et al. performed detailed desorption kinetics studies (forward
reactions, both steps, of the reaction) as a function of temperature and catalyst
level [71] (Figure 5.39).

Figure 5.39 Arrhenius plots of the catalyzed (4% TiCl3) and pure NaAlH4 and Na3AlH6.
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Both the NaAlH4 and Na3AlH6 decomposition reactions obey thermally activated
behavior consistent with the Arrhenius equation. Undoped and 4mol% Ti-doped Na
alanate samples were investigated. It was found that catalysis results in multiple
order-of-magnitude increases in kinetics for both reactions. The rate increase is a
combined result of changes in both the activation energy and the pre-exponential
factor. The smallest Ti addition (0.9mol%) has marked effects on lowering the
activation energy for both steps of the reaction. However, further increases in Ti
addition have no further effects on the activation energy. Further increases in Ti level
lead to increases in desorption kinetics, but only through increases in the pre-
exponential factor of the rate constant.
The identity of the effective catalyst is not known yet. XRD and microscopic

analyses have not led to its identification, probably because it is amorphous, too fine
or is substantially located in the alanate lattice itself. Can we produce effective
catalysts only by thein situ decomposition of a precursor?
The history of intermetallic hydrides is deeply laced with thermodynamic tailoring

bymeans of partial substitution of secondary and higher order components. Li can be
partially substituted for Na in NaAlH4. Numerous M[AlH4]x species are known, but
their thermodynamic stabilities are largely unknown.
The alanates have numerous isostructural counterparts in the borohydrides (e.g.

NaBH4). The borohydrides tend to be more thermodynamically stable than the
alanates, yet less water reactive [72].

5.7.2
Tetrahydroborates

The first report of a pure alkali metal tetrahydroborate appeared in 1940 by Schle-
singer and Brown, who synthesized lithium tetrahydroborate (lithium borohydride)
(LiBH4) by the reaction of ethyllithiumwith diborane (B2H6) [73]. The direct reaction
of the corresponding metal with diborane in ethereal solvents under suitable
conditions produces high yields of the tetrahydroborates, 2MH þ B2H6 ! 2MBH4,
where M¼ Li, Na, K, and so on [74]. Direct synthesis from the metal, boron and
hydrogen at 550–700 �Cand 30–150 barH2 has been reported to yield the lithium salt
and it has been claimed that such amethod is generally applicable to group 1A and 2A
metals [75]. The reaction involving either the metal or the metal hydride or the metal
together with triethylborane in an inert hydrocarbon has formed the basis of a patent,
M þ B þ 2H2 ! MBH4, where M¼ Li, Na, K, and so on.
The stability of metal tetrahydroborates has been discussed in relation to their

percentage ionic character and those compounds with less ionic character than
diborane are expected to be highly unstable [76]. Steric effects have also been
suggested to be important in some compounds [77, 78]. The special feature exhibited
by the covalent metal hydroborides is that the hydroboride group is bonded to the
metal atom by bridging hydrogen atoms similar to the bonding in diborane, which
may be regarded as the simplest of the so-called �electron-deficient� molecules. Such
molecules possess fewer electrons than those apparently required to fill all the
bonding orbitals, based on the criterion that a normal bonding orbital involving two
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atoms contains two electrons. The molecular orbital bonding scheme for diborane
has been discussed extensively (Figure 5.40).
The compound with the highest gravimetric hydrogen density at room tempera-

ture known today is LiBH4 (18mass%). Therefore, this complex hydride could be the
ideal hydrogen storage material for mobile applications. The first report by Fedneva
of the thermal hydrogen desorption from LiBH4 appeared in 1964 [79]. Stasinevich
and Egorenko investigated thermal hydrogen desorption under various hydrogen
pressures [80]. LiBH4 desorbs three of the four hydrogens in the compound upon
melting at 280 �C and decomposes into LiH and boron.
Thermal desorption spectroscopy exhibits four endothermic peaks. The peaks are

attributed to a polymorphic transformation around 110 �C, melting at 280 �C, the
hydrogen desorption [50%of the hydrogenwas desorbed (LiBH2) around 490 �C] and
when three of the four hydrogens are desorbed at 680 �C. Only the third peak
(hydrogen desorption) is pressure dependent; all other peak positions (temperature)
do not vary with pressure. The calculated enthalpy DH¼�177.4 kJmol�1H2 and
entropy DS¼ 238.7 J K�1mol�1H2 of decomposition are not in agreement with the
values deduced from indirect measurements of the stability [81]. Especially the value
of the entropy is far too high and cannot be explained, because the standard entropy
for hydrogen is 130 J K�1mol�1H2. The thermal properties of LiBH4 between room
temperature and 300 �C were investigated by means of differential scanning calo-
rimetry (DSC) (Figures 5.41 and 5.42).
An endothermic (4.18 kJmol�1) structural transition is observed at 118 �C from

the orthorhombic low-temperature structure to the hexagonal high-temperature
structure. The high-temperature structure melts at 287 �C with a latent heat of
7.56 kJmol�1. Both transitions are reversible, although a small hysteresis in temper-
ature was observed.
Harris and Meibohm suggested the space group Pcmn for LiBH4 at room

temperature, which turned out to be wrong [82]. The low- and high-temperature
structures were investigated by means of synchrotron X-ray powder diffraction
[83, 84].

Figure 5.40 Thermal desorption spectroscopy and corresponding van�t Hoff plot [81].
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The thermal hydrogen desorption of a pure LiBH4 sample into vacuumstarts upon
the melting of the sample. The desorption process can be catalyzed by adding SiO2

and significant thermal desorption was observed starting at 200 �C [85, 86]
(Figure 5.43).
The thermal desorption spectrum at very low heating rates shows three distinct

desorption peaks. This is an indication that the desorptionmechanism involvesmore
than one intermediate step. This can be explained by the formation of polymeric
borohydrides (Figure 5.44).
Recently it has been shown that the hydrogen desorption reaction is reversible and

the end products lithiumhydride and boron absorb hydrogen at 690 �Cand 200 bar to

Figure 5.42 Low- andhigh-temperature structure of LiBH4determinedbymeansof X-ray diffraction.

Figure 5.41 Thermal power as a function of temperature for a
small LiBH4 sample measured at constant volume.
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Figure 5.43 Thermal desorption spectroscopy of pure and catalyzed LiBH4.

Figure 5.44 Hypothetical desorption mechanism for LiBH4.
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form LiBH4 [87]. A temperature >680 �C is necessary in order to melt LiH and
therefore improve the intermixing of LiH and boron. The understanding of the
mechanism of the thermal hydrogen desorption from LiBH4 and the absorption
remains a challenge and more research work is necessary (Figure 5.45).
The enthalpy diagram of LiBH4 shows the hydrogen desorption steps and also a

possible path for the reabsorption of hydrogen. It is essential that three hydrogen
atoms bind to boron and subsequently anH� is transferred from the LiH to the �BH3�
in order to form [BH4]

� and the charge is compensated by the remaining Liþ . The last
step of the reaction is energy driven (Figures 5.46 and 5.47).

Figure 5.45 Two possible mechanism for the hydrogen
absorption by lithium and boron to form LiBH4.

Figure 5.46 Schematic enthalpy diagram of LiBH4.
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The stability of the tetrahydroborates correlates with the desorption temperature
according to Td¼DH/DS for p¼ p0. Furthermore, the desorption temperature
correlates with the Pauling electronegativity of the atom forming the cation
(Figures 5.48 and 5.49).
Very little is known today about Al(BH4)3, a complex hydride with a very high

gravimetric hydrogen density of 17mass% and the highest known volumetric
hydrogen density of 150 kgm�3. Al(BH4)3 has a melting point of �65 �C and is
liquid at room temperature. Apart from the covalent hydrocarbons, this is the only
liquid hydride at room temperature.

Figure 5.47 (a) X-ray diffraction pattern (Cu Ka) of a commercial
LiBH4 sample; (b) X-ray diffraction patter after the thermal
desorption of hydrogen from the sample (a); (c) X-ray diffraction
pattern of the sample upon reabsorption of the hydrogen.

Figure 5.48 Decomposition temperature (p¼ 1 bar H2) as a
function of the electronegativity of the cation [88].
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5.8
Chemical Hydrides (Hydrolysis)

Hydrogen can be generated from metals and chemical compounds reacting with
water. The common experiment – shown in many chemistry classes – where a piece
of sodium floating on water produces hydrogen, demonstrates such a process. The
sodium is converted to sodiumhydroxide in this reaction. The reaction is not directly
reversible but the sodium hydroxide could later be removed and reduced in a solar
furnace back to metallic sodium. Two sodium atoms react with two water molecules
and produce one hydrogen molecule. The hydrogen molecule produces a water
molecule again in the combustion, which can be recycled to generatemore hydrogen
gas. However, the second water molecule necessary for the oxidation of the two
sodium atoms has to be added. Therefore, sodium has a gravimetric hydrogen
density of 4.4mass%. The same process carried out with lithium leads to a
gravimetric hydrogen density of 6.3mass%. The major challenge with this storage
method is the reversibility and the control of the thermal reduction process in order to
produce the metal in a solar furnace (Table 5.6).

5.8.1
Zinc Cycle

The process has been successfully demonstrated with zinc [89] (Figure 5.50).
The first, endothermic step is the thermal dissociation of ZnO(s) into Zn(g) and

O2 at 2300 K using concentrated solar energy as the source of process heat. The

Figure 5.49 Enthalpy diagramof the alkali and alkaline earthmetal
borates. The enthalpy for the desorption of H2 is indicated by the
red bar.
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second, non-solar, exothermic step is the hydrolysis of Zn(l) at 700 K to formH2 and
ZnO(s); the ZnO(s) separates naturally and is recycled to the first step. Hydrogen
and oxygen are derived in different steps, thereby eliminating the need for high-
temperature gas separation. A second-law analysis performed on the closed cyclic
process indicates a maximum energy conversion efficiency of 29% [ratio of DG
(H2 þ 0.5O2 ! H2O) for the H2 produced to the solar power input], when using a
solar cavity receiver operated at 2300 K and subjected to a solar flux concentration
ratio of 5000. The major sources of irreversibility are associated with the re-
radiation losses from the solar reactor and the quenching of Zn(g) and O2 to avoid
their recombination. An economic assessment for a large-scale chemical plant,
having a solar thermal power input into a solar reactor of 90MW and a hydrogen
production output from the hydrolyzer of 61GWh per year, indicates that the cost
of solar hydrogen ranges between 0.13 and $0.15 per kWh (based on its low heating
value and a heliostat feld cost of $100–150m�2) and, thus, might be competitive
with respect to other renewables-based routes such as electrolysis of water using
solar-generated electricity. The economic feasibility of the proposed solar process is
strongly dependent on the development of an effective Zn–O2 separation technique
(either by quenching or by in situ electrolytic separation) that eliminates the need
for an inert gas (Figure 5.51).

Table 5.6 Some reactions with metals and watera.

Reaction H (mass% including H2O) H (mass%)

LiþH2O! LiOHþ 1=2H2 4.0 6.3
NaþH2O!NaOHþ 1=2H2 2.4 4.4
Mgþ 2H2O!Mg(OH)2þH2 3.3 4.7
Alþ 3H2O!Al(OH)3þ 11=2H2 3.7 5.6
Znþ 2H2O!Zn(OH)2þH2 1.97 3.0

aThe hydrogen density is calculated based on themetal and water and based on themetal only (reuse
of the water from the combustion).

Figure 5.50 Schematic diagram of the Zn cycle.
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The small energy difference between Zn þ 2H2O and Zn(OH)2 þ H2 is respon-
sible for the energy efficiency of the process. However, the fact that two H2Os are
necessary to produce one H2 lowers the storage density significantly.

5.8.2
Borohydride

Complexhydrides reactwithwater to givehydrogen, ametal hydroxide andborax [90].
Very high hydrogen densities are reached if the water from the combustion of the
hydrogen is reused (Table 5.7).
Hydrolysis reactions involve the oxidation reaction of chemical hydrides with

water to produce hydrogen. The reaction of sodium borohydride has been the most
studied to date:

NaBH4 þ 2H2O!NaBO2 þ 4H2 ð5:46Þ

Figure 5.51 Energy diagram of the Zn cycle. The oxidation of Zn
with water releases only a small amount (71 kJmol�1 Zn) of
energy. Each Zn atom requires two watermolecules and produces
one H2 molecule.

Table 5.7 Some reactions with chemical hydrides.

Reaction H (mass%) H (mass%)a

NaAlH4þ 4H2O!NaOHþAl(OH)3þ 4H2 6.3 14.8
NaBH4þ 3H2O!NaOHþHBO2þ 4H2 8.7 21.3
NaBH4þ 4H2O!NaOHþHBO3þ 5H2 9.1 26.6
LiBH4þ 3H2O! LiOHþHBO2þ 4H2 10.6 37.0
LiBH4þ 4H2O! LiOHþHBO3þ 5H2 10.7 46.2

aThe hydrogen density is calculated based on the reuse of the water from the combustion.
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In the first embodiment, a slurry of an inert stabilizing liquid protects the hydride
from contact withmoisture andmakes the hydride pumpable. At the point of use, the
slurry is mixed with water and the consequent reaction produces high-purity
hydrogen.
The reaction can be controlled in an aqueous medium via pH and the use of a

catalyst [91]. While the material hydrogen capacity can be high and the hydrogen
release kinetics fast, the borohydride regeneration reactionmust take place off-board.
Regeneration energy requirements, cost and life-cycle impacts are key issues
currently being investigated.
Millennium Cell has reported that their NaBH4-based �hydrogen on demand�

system possesses a system gravimetric capacity of about 4wt%. Similarly to other
material approaches, issues include systemvolume,weight and complexity andwater
availability.
Another hydrolysis reaction that is currently being investigated by Safe Hydrogen

is the reaction ofMgH2with water to formMg(OH)2 andH2. In this case, particles of
MgH2 are contained in a non-aqueous slurry to inhibit premature water reactions
when hydrogen generation is not required. Material-based capacities for the MgH2

slurry reaction with water can be as high as 11mass%. However, similarly to the
sodiumborohydride approach, the slurry and theMg(OH)2must be carried on-board
the vehicle regenerated off-board (Figure 5.52).

5.9
New Hydrogen Storage Materials

Hydrogen will be stored in various ways depending on the application, for example,
mobile or stationary. Today we know of several efficient and safe ways to store

Figure 5.52 Energy diagram for the reaction of NaBH4 with water.
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hydrogen; however, there are many other new potential materials and methods
possible to increase the hydrogen density significantly (Figure 5.53).
The material science challenge is to understand better the electronic behavior of

the interaction of hydrogen with other elements, especially metals. Complex com-
pounds such as Al(BH4)3 have to be investigated and new compounds formed from
lightweight metals and hydrogen will be discovered.
New material systems have been investigated recently which are based on new

effects and interactions.

5.9.1
Amides and Imides (–NH2, ¼NH)

The thermal desorption of hydrogen from lithium nitride (LiNH2) was investigated
by Chen et al. [92, 93]. The thermal desorption of pure lithium amide mainly evolves
NH3 at elevated temperatures following the reaction (Figure 5.54)

2LiNH2 ! Li2NHþNH3 ð5:47Þ

Figure 5.53 Volumetric and gravimetric
hydrogen density of some selected hydrides.
Mg2FeH6 shows the highest known volumetric
hydrogen density of 150 kgm�3, which is more
than double that of liquid hydrogen. BaReH9 has
the largest H:M ratio of 4.5, that is, 4.5 hydrogen

atomspermetal atom. LiBH4 exhibits the highest
gravimetric hydrogen density of 18mass%.
Pressurized gas storage is shown for steel
(tensile strength sv¼ 460MPa, density
6500 kgm�3) and a hypothetical composite
material (sv¼ 1500MPa, density 3000 kgm�3).
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The reaction enthalpy DH is around 83.68 kJmol�1. The calculated weight loss
from the above reaction is about 37%. However, when LiNH2 is in contact with LiH,
the reaction path changes completely.When LiNH2 þ LiH is used,H2 is released at a
much lower temperature and imide is formed:

LiNH2 þ LiH! Li2NHþH2 ð5:48Þ

The reaction enthalpy DH is around 45 kJmol�1. In this case, the weight loss was
calculated to be 6.5%.WhenLiNH2 þ 2LiHwasused,H2 and an imide-like structure
formed at temperatures below 320 �C and H2 and Li3N formed at higher tempera-
tures:

LiNH2 þ 2LiH! LixNH3�x þðx�1ÞH2 þð3�xÞLiH! Li3Nþ 2H2 ð5:49Þ

The reaction heat of the first stage is estimated to be much less than 83 kJmol�1;
the overall reaction heat is around 161 kJmol�1. At temperatures below 320 �C,
6.5mass% H2 was released, which equals the theoretical value of 7.0mass%. Thus,
the intermediate structure LixNH3� x has the formula Li2.2NH0.8. It might be treated
as an Li-rich imide.
The H in LiNH2 is partially positively charged, but in LiH it is negatively charged.

The redox of Hdþ and Hd� to H2 and simultaneously combination of Nd� and Lidþ

(in LiH) are energetically favorable.
The combination of hydrides where the hydrogen is partially positive charged with

hydrides where the hydrogen is partially negative charged leads to destabilization of
the hydrides.

Figure 5.54 Thermal desorption of pure LiNH2, LiNH2 þ LiH and LiNH2 þ 2LiH.
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5.9.2
bcc Alloys

Hydrogen-absorbing alloys with body-centered cubic (bcc) structures, such as
Ti–V–Mn, Ti–V–Cr, Ti–V–Cr–Mn and Ti–Cr–(Mo, Ru), have been developed since
1993 [94]. These alloys offer more interstitial sites than fcc and hcp structures and
have a higher hydrogen capacity (about 3.0mass%) than conventional intermetallic
hydrogen-absorbing alloys. Generally, bcc metals and alloys exhibit two plateaus in
pressure–composition isotherms, but the lower plateau is far below atmospheric
pressure at room temperature. Many efforts have been made to increase the
hydrogen capacity and raise the equilibrium pressure of this lower plateau
(Figure 5.55).

5.9.3
AlH3

The potential for using aluminumhydride, AlH3, for vehicular hydrogen storage was
explored by Sandrock et al. [95]. It was shown that particle size control and doping of
AlH3 with small levels of alkali metal hydrides (e.g. LiH) result in accelerated
desorption rates. For AlH3�20 mol% LiH, 100 �C desorption kinetics are nearly
high enough to supply vehicles. It is highly likely that 2010 gravimetric and

Figure 5.55 Examples of bcc alloys and corresponding
pressure–composition isotherms. The bcc structure offers three
times more interstitial sites than the fcc and hcp structures.
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volumetric vehicular system targets (6 wt%H2 and 0.045 kg L
�1) can be met with on-

board AlH3. However, a new, low-cost method of off-board regeneration of spent Al
back to AlH3 is needed (Figure 5.56).

5.9.4
Metal Hydrides with Short H-H-Distance

First-principle studies on the total energy, electronic structure and bonding nature of
RNiIn (R5La, Ce and Nd) and their saturated hydrides (R3Ni3In3H4¼RNiInH1.333)
are performed using a full-potential linearmuffin-tin orbital approach. This series of
phases crystallizes in a ZrNiAl-type structural framework. When hydrogen is
introduced in the RNiIn matrix, anisotropic lattice expansion is observed along
[001] and lattice contraction along [100]. In order to establish the equilibrium
structural parameters for these compounds, we have performed force minimization
and also volume and c/a optimization. The optimized atomic positions, cell volume
and c/a ratio are in very good agreement with recent experimental findings. From the
electronic structure and charge density, charge difference and electron localization
function analyses, the microscopic origin of the anisotropic change in lattice
parameters on hydrogenation of RNiIn has been identified. The hydrides concerned,
with their theoretically calculated interatomic H–H distances of 1.57A

�
, violate the

�2 A
�
rule� for H–H separation in metal hydrides. The shortest internuclear Ni–H

separation is almost equal to the sum of the covalent radii. H is bonded to Ni in an
H–Ni–H dumb-bell-shaped linear array, with a character of NiH2 subunits. Density
of states, valence charge density, charge transfer plot and electron localization

Figure 5.56 Thermal hydrogen desorption from AlH3 stabilized by an oxide layer.
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function analyses clearly indicate significant ionic bonding between Ni and H and
weakmetallic bonding betweenH–H. The paired and localized electron distribution
at the H site is polarized towards La and In, which reduces the repulsive interaction
between negatively charged H atoms. This could explain the unusually short H–H
separation in thesematerials. The calculations show that all of thesematerials have a
metallic character [96] (Figure 5.57).

5.9.5
MgH2 with a New Structure

The comparison of the structure of TiO2 with that of MgH2 shows that the anatase-
type structure has not yet been observed for MgH2 [97]. However, theoretical
calculations of the assumed anatase structure exhibit a destabilized hydride com-
pared with a-MgH2 (Figure 5.58).

5.9.6
Destabilization of MgH2 by Alloy Formation

Alloying with Si destabilizes the strongly bound hydrides LiH andMgH2 [98]. For the
LiH–Si system, an Li2.35Si alloy forms upon dehydrogenation, causing the equilibri-
umhydrogen pressure at 490 �Cto increase fromapproximately 5� 10�5 to 1 bar. For
the MgH2–Si system, Mg2Si forms upon dehydrogenation, causing the equilibrium
pressure at 300 �C to increase from 1.8 to >7.5 bar.
Thermodynamic calculations indicate equilibrium pressures of 1 bar at approxi-

mately 20 �C and 100 bar at approximately 150 �C. These conditions indicate that the
MgH2–Si system, which has a hydrogen capacity of 5.0mass%, could be practical for

Figure 5.57 RNiInH1.333 structure and charge density distribution.
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hydrogen storage at reduced temperatures. The LiH–Si system is reversible and can
be cycled without degradation. Absorption–desorption isotherms, obtained at
400–500 �C, exhibited two distinct flat plateaus with little hysteresis. The plateaus
correspond to the formation and decomposition of various Li silicides. TheMgH2–Si
system was not readily reversible. Hydrogenation of Mg2Si appears to be kinetically
limited because of the relatively low temperature, <150 �C, required for hydrogena-
tion at 100 bar. These two alloy systems show how hydride destabilization through
alloy formation upondehydrogenation can be used to design and control equilibrium
pressures of strongly bound hydrides (Figure 5.59).

5.9.7
Ammonia Storage

Metal–ammine complexes represent a promising new solid form of storage. Using
Mg(NH3)6Cl2 as an example, it was shown by Christensen et al. that it can store up to
9.1wt% hydrogen in the form of ammonia [99]. The storage is completely reversible
and by combining it with ammonia decomposition catalysts, hydrogen can be
delivered at temperatures below 650K. The complexes can be handled easily and
safely in air (Figure 5.60).

5.9.8
Borazane

Chemical hydrides with empirical formula BH2NH2 and BxNxHy have been probed
as high-capacity hydrogen storage materials for a long time [100]. Earlier, H2 gas-

Figure 5.58 Comparison of the structures of TiO2 and MgH2 [98].
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Figure 5.59 Hydrogen desorption from LiH þ Si and MgH2 þ Si.

Figure 5.60 Thermal desorption of ammonia from Mg(NH3)6Cl2.
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generating formulations were prepared using amine boranes (or their derivatives),
mixed and ball-milled together with a reactive heat-generating compound, such as
LiAlH4, or a mixture, such as NaBH4 and Fe2O3, until a uniform mixture was
obtained. Upon ignition, the heat-generating compound in the mixture reacted and
the energy released pyrolyzed the amine borane(s) forming boron nitride (BN) and
H2 gas. ANichromeheatingwirewas used to initiate a self-sustaining reactionwithin
these gas-generating compounds. Ammoniaborane (H3BNH3), the simplest stable
AB, has beenused in these gas generators and,more recently, in fuel cell applications.
Another stable AB used in the gas generators was diborane diammoniate, H2B
(NH3)2BH4 [101].
Ammoniaborane has a very high hydrogen content (about 19.6 wt%) and a

volumetric energy density of about 4.94 kWhL�1, far surpassing that of liquid
hydrogen (2.36 kWhL�1). At room temperature and pressure, ammoniaborane is
a white crystalline solid, stable in water and ambient air. Although, over the years,
several synthetic procedures have been developed to prepare this compound, the
preparation costs are still high (�$10 g�1) and, unlike other AB complexes,
ammoniaborane is not made commercially in large quantities [102]. This is due
to difficulties involved in its preparation and especially in its purification
(Figure 5.61).

Figure 5.61 Thermal desorption of hydrogen from borazane.
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6
Catalyst Design for Reforming of Oxygenates�

Loredana De Rogatis and Paolo Fornasiero

6.1
Introduction

Global energy consumption in the last half century has increased very rapidly and is
expected to continue to grow dramatically in the coming years due to population
increase, urbanization and rising living standards. The development of new energy
strategies that could be economical and environmentally sustainable and be able to
meet the demands for a broad range of services (household, commerce, industry and
transportation needs) is a major challenge. There is no unique solution which is able
to solve all energy-related problems. Indeed, there must be a global strategy which
is based on local solutions: each option shows its own advantages, handicaps and
social–economic impact. Nowdays, it is generally accepted that diversification of
energy sources is essential [1]. Energy security, economic growth and protection
of the environment are the national energy policy drivers of any country in the
world [2].
The world�s current energy systems have been built around the many advantages

of fossil fuels. Every aspect of modern existence is made from, powered with or
affected by them. Fossil fuels such as oil, coal and natural gas are extremely attractive
as energy sources because they are highly concentrated, enabling large amounts of
energy to be stored in relatively small volumes, and they are relatively easy to
distribute. However, fossil energy sources are non-renewable, being an irreplaceable
endowment produced from millennia of biological and geological processes.
The inevitability of exhaustion of fossil fuel reserves is becoming increasingly
appreciated. Predictions based on extrapolations of energy consumption show that
demand will soon exceed supply. No matter how long the fossil fuels may last, their
amount is finite. The slowdown in oil productionmay already be beginning. In 1956,
a geophysicist named Marion King Hubbert developed a theory to predict future
oil production. He assumed that for any given oil field, production follows a bell-
shaped curve. After the discovery of the first well, production quickly ramps up as

�A List of Abbreviations can be found at the
end of this chapter.
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new wells are added, but eventually, as the oil is drained from the underground
reservoirs, the production rate hits a peak, after which it begins to decline, eventually
returning to zero. What is true of an individual oil field should, Hubbert reasoned,
also be true for the entire planet. This does not mean that oil will suddenly run out,
but the supply of cheap, conventional oil will drop and prices will rise, perhaps
dramatically. Some observers believe that because of the high dependence of most
modern industrial transport, agricultural and industrial systems on inexpensive oil,
the post-peak production decline and possible severe increases in the price of oil will
have negative implications for the global economy. Predictions as to what exactly
these negative effects will be vary greatly.More optimistic outlooks, delaying the peak
of production to the 2020s or 2030s, assuming that major investments in alternative
fuels occur before the crisis, show the price first escalating and then retreating as
other types of fuel sources are used as transport fuels and fuel substitution in general
occurs. More pessimistic predictions suggest that the peak will occur soon or has
already occurred, and predict a global depression and even the collapse of industrial
global civilization as the various feedback mechanisms of the global market cause
a disastrous chain reaction. However, there is another aspect which has to be taken
into account. Extraction energy costs would become higher than the actual energy
yield due to increased energy costs for research, deep drilling and lower quality and
accessibility of the still available oil storages. Consequently, the era of oil would
decline before it ends. At this point the oil would not be used for energetic purposes,
but for example as a source of building blocks for the chemical industry, if alternative
energy sources exist.
Added to this there is clearly a problemofworldwide energy dependence. Since the

fossil fuels were created in specific circumstances where the geological conditions
were favorable, the largest deposits of oil, gas and coal tend to be concentrated in
particular regions of the globe (e.g. two-thirds of the world�s proven oil reserves are
located in the Middle East and North Africa), often characterized by political
instability in their international relationships. Therefore, the price of oil is subjected
to important fluctuations due to economic and geopolitical reasons [3].
The potentially damaging environmental effect of continuous fossil fuel usage is

another factor which has to be considered. Although there is considerable disagree-
ment as to whether increased fossil fuel consumption is the primary cause of global
climate change (e.g. the Earth�s temperature increase and rises in sea levels), there is
general agreement that a strong correlation exists between localized and regional air
pollution and fossil fuel consumption. The exploitation of fossil fuel resources entails
significant health hazards in the course of their extraction, for example coal mining
accidents and fires on oil or gas drilling rigs. They can also occur during distribution,
for example oil spillages from tankers that pollute beaches and kill wildlife, or on
evaporation processs or on combustion, which generate atmospheric pollutants such
as sulfur dioxide, carbon monoxide, fine particulate matter, nitrogen oxides, hydro-
carbons and very large quantities of carbon dioxide, which contributes to the well-
known greenhouse effect.
Despite great efforts in the realization of sophisticated end-of-pipe strategies to

reduce air pollution such as three-way catalysts (TWCs) [4, 5], surely the solution to
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these environmental and also social–economic aspects is to wean ourselves quickly
off of fossil fuels.
An importantmeans ofmitigating the environmental impacts of current fuel use is

to improve the energy conversion efficiency of fuel-based energy supply systems,
so that less fuel is required to achieve a given level of energy output [6]. This entails
such technologies as the high-efficiency combined cycle gas turbine (CCGT) for
electricity generation, the use of combined heat and power (CHP) to enable the waste
heat from electricity generation to be usefully employed, and the use of high-
efficiency condensing boilers in buildings or high-efficiency engines in vehicles to
allow less fuel to be burned for a given level of useful output [1]. Furthermore,
significant and promising efficiency improvements can be achieved using an energy
conversion device, namely the fuel cell, for the generation of electric power for both
electric vehicles and distributed electric power plants [7]. The key advantage is that
electricity is produced directly from fuel (e.g. natural gas, ethanol, hydrogen).
Thismeans that its efficiency can be higher than in conventional engines.Depending
on the type of cell, from 40 to, in some cases, 80% of the energy content of the input
fuel is converted to electricity. It also means that there are no emissions of the
gaseous pollutants that are associatedwith combustion processes. If purehydrogen is
used, there are no CO2 emissions and the only emission, apart from heat, is water
vapor. Although still costly, in recent years there have been substantial falls in fuel
cell prices andmajor improvements in performance, trends that leadmany to believe
that they could soon become competitive with more traditional energy conversion
systems.
Although the improvements in the energy efficiency in buildings, appliances and

industrial processes offer impressive savings, no plan to reduce greenhouse gas
emissions substantially can succeed through increases in energy efficiency alone.
Because economic growth continues to boost the demand for energy (e.g. more coal
for powering new factories, more oil for fuelling new cars, more natural gas for
heating new homes), carbon emissions will continue to climb despite the introduc-
tion of more energy-efficient vehicles, buildings and appliances.
We can increase our use of nuclear power, which now supplies some 7% of world

primary energy. A major advantage of nuclear power plants, in contrast to fossil
fuelled plants, is that they do not emit greenhouse gases. Also, supplies of uranium,
the principal nuclear fuel, are sufficient for many decades of supply at current use
rates. However, the use of nuclear energy leads to problems arising from the routine
emissions of radioactive substances, difficulties with radioactive waste disposal and
danger from the proliferation of nuclear weapons material. To these must be added
the possibility of major nuclear accidents, which, slthough highly unlikely, could be
catastrophic in their effects. Although some of these problems may be amenable to
solution in the longer term, such solutions have not yet been fully developed [1].
Continuing concerns about the sustainability of both fossil and nuclear fuel use

have been a major catalyst of the renewed interest in renewable energy sources such
as biomass in recent decades [8].
Sustainable development within a society demands a sustainable supply of energy

resources (that, in the long term, are readily and sustainably available at reasonable

6.1 Introduction j175



cost and can be utilized for all required tasks without causing negative societal
impacts) and effective and efficient utilization of energy resources. In this regard, the
intimate connection between renewable energy sources and sustainable develop-
ment comes out. Renewable sources can be considered highly responsive to overall
energy policy guidelines and environmental, social and economic goals: they canhelp
to reduce dependence on energy imports or do not create a dependence on energy
imports, thereby ensuring a sustainable security of supply. Furthermore, renewable
energy sources can help to improve the competitiveness of industries, at least in the
long run, and can have a positive impact on regional development and employment.
Renewable energy technologies are suitable for off-grid services, serving those in
remote areas of the world without having to build or extend expensive and compli-
cated grid infrastructures. They can enhance diversity in energy supply markets,
secure long-term sustainable energy supplies and reduce local and global atmo-
spheric emissions. They can also provide commercially attractive options to meet
specific needs for energy services (particularly in developing countries and rural
areas), create new employment opportunities and offer possibilities for local
manufacturing of equipment [9].
A wide variety of technologies are available, or under development, to provide

inexpensive, reliable and sustainable energy services from renewables. The stage of
development and the competitiveness of those technologies differ greatly. Although
often commercially available, most are still at an early stage of development and not
technically mature, so they demand continuing research, development and demon-
stration efforts. Moreover, performance and competitiveness are determined by local
physical and socioeconomic conditions.
The interest in the use of biomass, the most versatile non-petroleum renewable

resource, has grown rapidly over the last few years [10–12]. Among other aspects,
such as the replacement of scarce fossil resources and the generation of alternative
markets for agricultural products, environmental considerations turned out to be the
key drivers for this development. On the other hand, options for using biomass to
produce energy, fuels and materials as substitutes for those currently manufactured
from petrochemicals, may be limited because cultivation, extraction and processing
of biomass are by no means environmentally neutral. It is often assumed that the
carbon dioxide originating from biomass is equivalent to the amount that was
previously withdrawn from the atmosphere during the growth period of crops and,
therefore, does not contribute to global warming.However, the consumption of fossil
fuels and the application of fertilizers and hazardous chemicals for transport and
processing of biomass must also be taken into account for a correct life cycle
assessment.
The list of plants, by-products and waste materials that can potentially be used as

feedstock is almost endless. Major resources in biomass include agricultural crops
and their waste by-products, lignocellulosic products such as wood and wood waste,
waste from food processing and aquatic plants and algae and effluents produced in
the human habitat. Moderately dried wastes such as wood residue, wood scrap and
urban garbage can be directly burned as fuel. Energy fromwater-containing biomass
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such as sewage sludge, agricultural and livestock effluents and animal excreta is
recovered mainly by microbial fermentation [13].
Large-scale biomass production requires agricultural land and might cause

adverse environmental effects such as degradation of soils, eutrophication of ground
and surface waters and fragmentation of ecosystems. Biomass cultivation for non-
food applications might be limited due to the demand for land for other purposes
such as infrastructure, housing and recreation.
A frequently expressed concern about shifting agriculture towards the energy

sector is the potential impact on food production. Securing a safe and inexpensive
food supply is the keystone of agricultural policy in several countries. Many people
oppose the use of agricultural land for the production of bioenergy and biobased
products on the grounds that, at best, domestic food prices will rise and, at worst,
starvation will increase in developing countries that are dependent on agricultural
imports. Agricultural production in excess of domestic use and export demands
exists in a growing number of countries. To minimize conflicts with global food
supply, however, agricultural and municipal waste should be the preferred biomass
for energy production. This is possible but more difficult compared with the
conversion of crops such as corn and sugarcane that are rich in starch and sugar [14].
Using waste as an energy source both reduces the CO2 emission and exploits an
otherwise unused product.
In this respect, hydrogen is emerging as the energy carrier of the future [15] that

can bridge the transition from fossil fuels to renewable energy like biomass. It has
been proposed as a convenient way of storing the energy originating from other
sources. However, before a hydrogen-fuelled future can become a reality, many
complex challengesmust be overcome. Before it can be used in, for instance, fuel cell
systems, hydrogen needs to be extracted in a clean and efficient way from the other
compounds within which it is normally bonded in Nature and this separation
requires energy [16, 17]. Moreover, there are problems related to storage technolo-
gy [18] (see alsoChapter 5) and the creation of a distribution and transport network for
this new energy carrier.
The production of hydrogen can be achieved by selective reforming of oxygenates

such as carbohydrates (e.g. sugars, starch, hemicelluloses and cellulose) and polyols
(e.g. methanol, ethanol, ethylene glycol, glycerol and sorbitol). They may be derived
from renewable biomass which consists principally of C6- and C5-sugars from
cellulose (40–50wt%) and hemicellulose (15–30wt%). There is a third component,
lignin (16–33wt%), which is a highly cross-linked polymer built of substituted
phenols and, together with cellulose and hemicellulose, gives strength to plants.
In addition to those components, plants are also able to elaborate energy storage
products such as lipids, sugars and starches and other products relatively rich in
hydrogen and carbon (terpenes) that are found in essential oils, which are compo-
nents of resins, steroids and rubber. They offer advantages such as low toxicity,
low reactivity and compatibility with the current infrastructure for transportation
and storage. Water-soluble biomass-derived oxygenates (including carbohydrates,
polysaccharides, furfural and lignin-derived compounds) can be produced from
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cellulosic biomass by, for instance, enzymatic decomposition, acid hydrolysis and
liquefaction processes [19–23]. Bio-oils, produced by fast pyrolysis or liquefaction
from biomass, are a mixture of more than 300 highly oxygenated compounds.
Glycerol also can be produced from biomass through fermentation of sugars and
transesterification of vegetable oils during biodiesel production.
Although technologies have been developed over past 50 years to process petro-

leum-based feedstock efficiently to generate hydrogen, its production from renew-
able biomass-derived resources remains a major challenge, because conversion
processes often suffer from low hydrogen production rates and/or complex proces-
sing requirements [24, 25].
Biomass can be used to produce hydrogen or hydrogen rich gas via different

technical pathways such as anaerobic digestion, fermentation, metabolic processing,
high-pressure supercritical conversion, gasification and pyrolysis [26]. Compared
with other pathways, gasification and pyrolysis appear techno-economically viable
at the current stage.
The use of lignocellulosic biomass as a feedstock for hydrogen production via

gasification followed by shift conversion has received considerable attention in the
past [27, 28]. However, a more interesting and promising approach to the production
of hydrogen from biomass involves fast pyrolysis of biomass to generate a liquid
product, bio-oil, and reforming of pyrolytic oils so as to produce a gaseous stream rich
in hydrogen [24, 29–34]. Bio-oil has a higher energy density than biomass, it can be
readily stored and transported and can be used either as a renewable liquid fuel or for
chemical production. Bio-oils are thermally unstable and must be egraded if they
have to be used as fuels.
Moreover, an integrated process, in which biomass is partially used to produce

more valuable materials or chemicals, while the residual fractions are utilized
for the generation of hydrogen, may be economically viable in today�s energy
market.
Although the molecular composition of pyrolysis oil varies significantly with the

type of biomass and pyrolysis conditions used (pyrolysis severity and media), its
major components are oxygenates belonging to the following groups: acids, alde-
hydes, alcohols, ketones and substituted furans derived from cellulose and hemicel-
lulose and phenolic and cyclic oxygenates derived from lignin [32, 35–38]. These
molecules are not thermally stable at typical reforming temperatures, and some of
them may not be stable even at much lower temperatures [36]. Hence there is
significant competition between catalytic reforming reactions and thermal decom-
position for most oxygenates [32].
Sugars and polyols can be efficiently converted over appropriate catalysts by

different reforming processes (e.g. catalytic steam reforming, catalytic partial oxida-
tion, autothermal reforming, aqueous phase reforming) which involve the rupture of
C–C, C–O, C–H and O–H bonds and the formation of H–H and new C–O and O–H
bonds. Each reaction offers unique opportunites, benefits and disadvantages. Local
availability of feedstock, maturity of technology, market applications and demand,
policy issues and costs will influence the choice and timing of the various options for
hydrogen production.
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6.2
Catalyst Design

Heterogeneous catalysts are highly complex materials with respect to both their
composition and structure. Most catalysts used in industry consist of one or several
catalytically active component(s) in the form of very small particles (typically in the
size range of a few nanometers) deposited on the surface of a support (e.g. oxide),
a highly porous and thermostable material with a high surface area and suitable
mechanical strength. The main purpose of using a support is to achieve optimal
dispersion of the catalytically active component(s) and to stabilize it (them) against
sintering andhence to increase the catalyst life. Furthermore, in several reactions, the
support is not inert and the overall process is actually a combination of two catalytic
functions: that of the active component(s) and that of the support.
The choice of a catalyst is based on different criteria such as activity, selectivity and

stability. In addition to these fundamental properties, industrial applications require
that the catalyst is mechanically and thermally stable, regenerable and inexpensive
and possesses suitable morphological characteristics [39].
A high activity will be reflected either in high productivity from relatively small

reactors and catalyst volumes or in mild operating conditions, particularly tempera-
ture. High selectivity produces high yields of a desired product while suppressing
undesirable reactions. The catalyst must be able to sustain the desired reaction at an
acceptable rate under conditions of temperature and pressure that are practicable and
over prolonged periods. A catalyst with good stability will modify only very slowly
under operating conditions. Indeed, it is only in theory that a catalyst remains
unaltered during reaction. All catalysts age. The chief causes of deterioration in
use are reversible poisoning due to impurities in the reactants (e.g. sulfur) or to the
formation of coke deposits, which reduces the number of active sites and hence the
reaction rates, and the irreversible physical changes including loss of surface area
(sintering) or mechanical failure. The external morphological characteristics of
a catalyst (e.g. its form, grain size) must be suited to the corresponding process.
For certain catalysts, thermal conductivity and specific heat require consideration.
High thermal conductivity of the catalytic mass leads to reduced temperature
gradients within the grain, and also in the catalytic bed, by improving heat transfer.
When the activity and/or selectivity of catalytic systems have become insufficient,
they must be regenerated through a treatment that will restore part or all of their
catalytic properties. The mechanical strength must be preserved during successive
regenerations. Reproducibility has been indicated as another criterion to be consid-
ered. It characterizes the catalyst preparation, which generally takes place in several
rather complex stages depending on a large number of variables that are difficult to
control simultaneously. The result is that it is essential to verify rapidly that the
reproducibility of the preparation is feasible, and also to keep in mind that the
formula developed in the laboratory should be extrapolated to the pilot scale and to
the industrial scale under acceptable economic conditions [40, 41].
Even when a catalyst possesses all the properties and characteristics discussed

above, there still remains another requirement: it must withstand comparison with
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competitive catalysts or processes with equivalent functions from the point of view of
cost; or at least its cost should not place too heavy a burden on the economics of the
process in which it will be used.
None of the above properties and characteristics act independently. When one

among them is changed with a view to improvement, the others are also modified
and not necessarily in the direction of an overall improvement. As a result, industrial
catalysts are never ideal. Fortunately, however, the ideal is not altogether indispens-
able. Certain properties, such as activity and reproducibility, are always necessary,
but selectivity, for example, has hardly any meaning in reactions such as ammonia
synthesis, and the same holds true for thermal conductivity in an isothermal
reaction. Stability is always of interest but becomes less important in processes
that include continuous catalyst regeneration. Regenerability must be optimized in
this case.
Catalyst selection for a commercial process is not based on one reaction or one

parameter, but rather on many, which are different for each catalyst and which need
to be assessed before a catalyst can be proposed as an attractive option for a new or
an existing commercial process [42].
The compositional and structural complexity of these systems is their principal

advantage. It is this feature which allows surface properties to be tuned in order to
optimize selectivity and activity with respect to a specific reaction. At the same time,
complexity is the reason of the fact that at a molecular level, an understanding of
reaction kinetics at heterogeneous and porous interfaces is difficult to achieve.
Consequently, the reaction kinetics on their surfaces depend sensitively on a number
of structural and chemical factors including the particle size and structure, the
support and the presence of poisons and promoters.
It is clear that the need to formulate new catalysts, which exhibit enhanced

performance with respect to those currently employed for specific reactions, repre-
sents a difficult undertaking. The goal, therefore, is not an ideal catalyst but the
optimum, which may be defined by economic feasibility studies concerning not
only the catalyst but also the rest of the process [41]. Depending on the use and the
economic competition, optimization studies establish a hierarchy among the prop-
erties and characteristics of a catalyst.
Considering this complexity, the approach to an optimum catalyst is mostly an

experimental procedure advancing step-by-step through trial and error. The discovery
and optimization of catalytic processes can be effectively approached using chemical
intuition and experience with related catalytic processes [39]. However, recent and
innovative steps forward in the design and working principles result from a detailed
atomic-scale understanding. Indeed, nowadays, researchers start to simulate ab initio
nanoscale materials to prediction the structural, morphological, compositional,
electronic and chemical aspects of a catalyst, with the final goal of identifying specific
guidelines for improved reactivity, selectivity and stability.
Once the potential catalytic materials have been selected and synthesized, they

must be tested in catalytic reactors and fully characterized by various physical,
chemical and spectroscopic techniques [43]. For the case of developing catalysts with
improved selectivity, an understanding of the factors controlling the selectivity
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is achieved by elucidating the reaction pathways that operate over the catalyst at
various reaction conditions. With the advent of surface science techniques in past
decades, the promise was perceived of turning an increased molecular level under-
standing of reaction mechanisms and surface sites into principles of catalyst design.
Surface science alone has not proven to be sufficient for this purpose. Over the past
decade, the rise of powerful, computationally efficient theoretical methods has
shownpromise, not just for identifying catalytic intermediates and reaction pathways
accessible to experiments, but of providing quantitative predictions of energetics for
elementary reaction processes not easily accessible experimentally.

6.2.1
Impregnated Catalysts: the Role of Metal, Support and Promoters

The severe working conditions often encountered in anH2 production process, such
as high temperature and high space velocity, combined with the necessity for a long
catalyst lifetime, impose the development of an appropriate synthetic procedure to
stabilize the catalyst. The reforming activity and product distribution over supported
metal catalysts depend on the choice of metal and its content, the presence of
promoters, the type of support and method of catalyst preparation.
Supported metal catalysts are usually prepared through impregnation of a porous

support with a solution of the metal (or metal oxide) precursor followed by suitable
chemical and thermal treatment. The most attractive feature of this route is its
simplicity in practical execution both in the laboratory and on an industrial scale.
Although the practical execution is seemingly simple, the fundamental phenomena
involved are extremely complex. The interaction between themetal precursor and the
support is often rather weak, thereby allowing redistribution of the active phase over
the support body during drying. Since evaporation of the solvent takes place at the
exterior of the support particles, capillary flow of solution to its exterior surface may
take place, thereby causing the production of so-called egg-shell catalysts, often with
poor dispersion of the active phase.
Reforming reactions should preferably be carried out at as low as possible

temperatures and at atmospheric pressure to reduce the operating costs. The catalyst
should provide high selectivity to H2 formation and inhibit the formation of
by-products which are different according to the type of reaction and the nature of
the reactants (e.g. ethanol, ethylene glycol, glycerol, sorbitol, glucose). Furthermore,
it should not be poisoned by impurities produced during biomass fermentation.
Transition metals are used extensively as reforming catalysts and the variation in

the catalytic activity can be determined by the differences in the strength of the
adsorbate–surface interaction with various metals. One of the fundamental proper-
ties of a metal surface is in fact its ability to bond or to interact with surrounding
atoms and molecules. The bonding ability determines the state of the metal surface
when exposed to a gas or liquid and it determines the ability of the surface to act as
a catalyst. During catalysis, the surface forms chemical bonds to the reactants and
it helps in this way the breaking of intramolecular bonds and the formation of
new bonds.
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Among the many catalysts available, Ni-based systems are universal and widely
used in the laboratory and industry in several reforming processes, mainly due to the
low cost ofNi. Although it shows high reforming activity, themain problemwithNi is
that the rate of C–C bond formation is high, promoting the rapid growth of a carbon
deposit, which leads to catalyst deactivation and reactor plugging. Catalyst coking
depends strongly on the reaction conditions (e.g. steam quantities in the steam
reforming reaction). Moreover, Ni-based catalysts easily deactivate to sintering the
metallic and support phase. To overcome this problem, high metal loadings are
commonly used: commercial Ni-based systems may contain up to 25wt% of metal.
It is clear that the same approach cannot be used for precious metals.
Among noble metals such as Pd, Pt, Ru and Rh, Rh is the most suitable choice to

break the C–C bonds involved in reforming processes [44]. Rh is known also
to activate the C–H bonds [45] and it shows good resistance towards deactivation
due to coke deposition [46]. The high catalytic activity on Rh permits a low metal
loading (0.1–1wt%), which is a significant economic advantage for the commerciali-
zation of such catalysts and low operating temperatures. However, it is rare and
prohibitively expensive. It has limited water gas shift (WGS) activity. In comparison,
Pt has a relatively higherWGS activity and also has good thermal stability. Among the
noble metals, Ru is the cheapest and hence a catalyst based on Ru is expected to be
far less expensive.
The physical and chemical properties required by reforming processes dictate also

the choice, design and manufacture of the support. Careful choice of materials,
synthesis and appropriate calcinations are necessary to achieve high catalytic
performance. The general criteria for a good support are as follows: (i) it needs to
bemechanically strongwith a high surface area; (ii) it should exhibit high impact and
abrasion/attrition resistance; and (iii) it should not deactivate. Moreover, in many
applications the surface properties, for example acidity and chemical composition,
are important. Thenature of the support plays a key role in determining the selectivity
to H2 formation. A bifunctional mechanism for some reforming reactions such as
steam reforming has been proposed: oxygenates to be reformed would be activated
on the metal particle while the water would be activated on the support as hydroxyl
groups (see Section 6.4).
Alumina is one the best known catalyst supportmaterials and is frequently used in

both research and industrial applications not only for its relatively high surface area
on which active metal atoms/crystallites can spread out as reaction sites, but also for
its enhancement of productivity and/or selectivity throughmetal–support interaction
and spillover phenomena.
The use of promoters in formulating a catalyst is often critical to the performance.

Promoters can provide an extra edge to the performance of a catalyst by improving
its operation. Promoters can be many and varied. They can be additives to stabilize a
particular oxidation state of the catalyst, to optimize a particular phase or structure of
the active ingredient(s), to provide additional pathways for facilitating reactions, to
alter the concentration of a particular oxidation state in the active phase of the catalyst,
to increase the activity or selectivity (chemical), to preserve mechanical strength and
limit sintering (structural), to increase the surface area of the catalyst or to alter the

182j 6 Catalyst Design for Reforming of Oxygenates



texture of a catalyst. Structural promoters may be added to control the porosity of the
final catalyst, to maximize the exposure of the active sites within a catalyst and/or to
control crystallite size. For example, promoters such as La, Ca, K and their combina-
tions were reported to show a positive effect on the activity and stability of nickel
catalysts either by decreasing the metal sintering and/or coke deposition or by
increasing the metal dispersion, resulting in intimate contact between the reacting
gases and the catalyst [47–51]. Acidic oxides might be added to neutralize basic oxide
components within a catalyst. Some oxides can exert electronic control on the active
sites, modifying impacting adsorption of reactants. Low levels of poisons (such as
sulfur) can be added deliberately to lower the effectiveness of very active sites, which
might lead to undesired secondary reactions.
Ahighly interesting class of catalysts is represented by bimetallic systems,which in

many important catalytic processes show improved activity or selectivity compared
with catalysts involving only one metal. Understanding their better performance
is still a challenge. One metal can tune and/or modify the catalytic properties of the
other metal as the result of both electronic or/and structural effects. Several
mechanisms for synergism can be proposed, but it is difficult to assess their relative
importance. It is clear that each metal can play a very important role in proper
circumstances [41].

6.2.2
Emerging Strategies: Embedded Catalysts

Recently, great attention has been dedicated to the development of novel synthetic
procedures for the preparation of nanostructured catalysts with superior activity and
thermal stability to those currently available.
The solid-phase crystallization (SPC) technique is one of these proposed

approaches. The SPC strategy is based on the preparation of a crystalline oxide
precursor (generally perovskite and hydrotalcite compounds) by a sol–gel or copre-
cipitation method in the presence of ions of the active metal. After calcination, the
material will homogeneously contain species of the active metal dispersed inside
the bulk. Reduction at high temperature leads to the migration of the metal atoms to
the surface to form small metallic particles which are homogeneously dispersed. It is
expected that the metal–support interaction is stronger than that obtainable by the
usual impregnation or deposition methods. Using SPC, active and thermally stable
catalysts have been produced for reforming reactions involvingmethane [52–63] and
methanol [64].
Another synthetic route is represented by the microemulsion technique, which

shows interesting advantages related to the possibility of controlling properties such
as particle size, morphology and size distribution. Nanosized particles with a narrow
sizedistribution canoftenbe achievedwith consequent benefits for catalytic reactions
and also for support materials where a high surface area and thermal stability are
required. Although this synthetic strategy is fairly successful in producing active and
stable catalysts, it usually requires expensive reagents and large quantities of them,
which have subsequently to be removed during post-synthesis treatments.
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An innovative and elegant approach, recently adopted for instance by Budroni and
Corma [65], is based on the incorporation of the metal nanoparticles into an open
shell of support (oxide) in order to limit the sintering of the particles at high
temperatures, as depicted in Figure 6.1.
The porous nature of the inorganic matrix prevents the total occlusion of the

particles, favoring accessibility of the catalytic sites to the reactants. Adopting
a modified sol–gel procedure, Au nanoparticles embedded in silica have been
prepared [65]. In particular, the synthesis involves the formation of a three-compo-
nent metal–organic structure composed of Au nanoparticles that are capped with
alkanethiols and partially functionalized groups and polymerized with tetraethyl
orthosilicate. Alkanethiols reduce the tendency of Au particles to aggregate [66].
Moreover, the particles reveal a narrow size distribution centered at approximately
2 nm.The reduceddimensions ofAuparticles togetherwith interaction strengthwith
the support is a important factor to convert the inert gold into highly active
catalyst [67–70]. Thematerial obtained in this way shows high activity in the oxidation
of CO and in the WGSR [65].
Using the same catalyst design, our group has developed a simple and low-cost

strategy for the synthesis of efficient and stable embedded Rh-based catalysts for the
catalytic partial oxidation of methane and steam reforming of ethanol [71–74]. The
method offers the possibility of modulating the nature of the support and its texture,
and the inclusion of extra components (e.g. ceria-basedmixed oxides as promoters) in
the catalyst formulation, thereby leading a strong flexibility to the approach.
The catalysts can be obtained by a coprecipitation method consisting of two steps

(Figure 6.2). In the first step, a stable suspension of protected metal nanoparticles is
obtained according to the method reported by Schulz and co-workers [75–77]. The
metal particles are prepared in the presence of a highly water-soluble ionic surfactant
which is able, due to its nature, to modulate the particle size and to prevent their
aggregation. Modifying parameters such as pH, temperature and surfactant concen-
tration, it is possible to tune the metal particle size [71]. Moreover, the role of the

Figure 6.1 Ideal structure of an embedded catalyst.
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surfactant is also to control the encapsulation of preformed metal particles in the
second part of the synthesis. During this step, growth of the porous oxide layers
around metal nanoparticles also takes place. In order to remove organic materials,
post-synthesis treatments are required, leading to the final catalyst.
The embedded catalyst synthesized in this way shows higher thermal stability than

the traditional catalyst obtained by incipient wetness impregnation.

6.3
Reforming Reactions: Process Principles

Catalytic conversion of biomass-derived feedstocks, such as ethanol, sugars, sugar
alcohols, polyols and less refined hemicellulose or cellulose, is becoming more and
more important with a view to sustainable hydrogen production through the use of
renewable sources. Because of the relatively high cost of current technologies for
utilizing biomass feedstocks compared with fossil fuels, however, biomass to
hydrogen conversion processes must be highly efficient in terms of high hydrogen
productivity and selectivity.
Concerning the reforming technology, there are four main processes to consider:

catalytic steam reforming (CSR), catalytic partial oxidation (CPO), autothermal
reforming (ATR) and aqueous phase reforming (APR). Despite their advantages,
each of these processes has barriers such as design, fuel and operating temperature.
The choice of reforming processes depends on several factors such as the operating
characteristics of the application, the nature of the fuel and thermal management.
A brief survey of these technologies is presented in the following.

6.3.1
Catalytic Steam Reforming

CSR has been applied mainly to hydrocarbons, especially methane. It is the most
mature and the best established technology for hydrogen production. The process is
endothermic and therefore a significant fuel penalty must be paid to provide the
needed heat.

Figure 6.2 Embedded catalyst design developed by our group.
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Steam reforming for an oxygenated compound with a generic chemical formula
CnHmOk proceeds according to the following equation:

CnHmOk þ n�kð ÞH2O> nCOþ nþ m
2
�k

� �
H2 ð6:1Þ

The water gas shift reaction (WGSR) (Equation 6.2), which occurs simultaneously,
constitutes an integral part of the reforming process:

nCOþ nH2O> nCO2 þ nH2 ð6:2Þ
If both reactions (Equations 6.1 and 6.2) go to completion, the overall process can

be expressed by Equation 6.3:

CnHmOk þ 2n�kð ÞH2O! nCO2 þ 2nþ m
2
�k

� �
H2 ð6:3Þ

According to the stoichiometry of Equation 6.3, the maximum yield of hydrogen
that can be obtained by reforming/WGS (corresponding to the complete conversion
of organic carbon to CO2) equals 2þ m

2n� k
n moles per mole of carbon in the feed

material. In reality, this yield is always lower because both the steam reforming and
WGS reactions are reversible. Furthermore, in some cases, undesirable by-products
can be formed in appreciable quantities due to the low selectivity of the catalyst.
This is the case, for instance, with methane. High steam-to carbon ratios shift
these two equilibrium reactions towards hydrogen production. In addition, at the
typical operating temperatures of a steam reformer, oxygenate molecules undergo
homogeneous (gas-phase) thermal decomposition, and also cracking reactions
(Equation 6.4) on the acidic sites of the support of the catalyst:

CnHmOk !CxHyOz þ H2; CO; CO2; CH4;. . .ð Þþ coke ð6:4Þ
These reactions, which occur in parallel with reforming, produce carbonaceous

deposits resulting in catalyst deactivation and in lower yields of hydrogen.
Few of the primary products of biomass pyrolysis are thermally stable at the typical

temperatures of the hydrocarbon reformer. Hence there is significant competition
between catalytic reforming reactions (Equation 6.3) and thermally induced cracking
decomposition (Equation 6.4).
Steam reforming is catalyzed by metal-based catalysts. The mechanism of steam

reforming of oxygenates has not been sufficiently elucidated to date [78, 79], ham-
pering the development of efficient and stable catalysts. Several studies on simple
model compounds (see Section 6.4) suggest that, during the process, organic
molecules adsorb dissociatively on metal sites, whereas water molecules are
adsorbed on the support surface. Hydrogen can be produced through two chemical
routes: the dehydrogenation of adsorbed organic molecules and the reaction of
adsorbed organic fragments with hydroxyl groups which are able to move from the
support to the metal/support interfaces, leading to carbon oxides production.
Carbon deposit formation on the catalyst surface also takes place. With respect to
hydrocarbons, the latter unwanted effect is enhanced in the case of oxygenated
organic molecules due to their higher unsaturation, molecular weight and aroma-
ticity. Biomass-derived liquids show generally greater reactivity than hydrocarbons
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due to the presence of C–O bonds in the molecules. At elevated temperatures,
however, they also show a greater tendency to form carbonaceous residues due to the
large size and thermal instability of the constitutive molecules. For this reason, the
reforming of biomass-derived compounds requires suitable conditions that allow
for good contact of the organic molecules with the catalyst and that minimize the
formation of, or alternatively facilitate the removal, by steam gasification, of coke
deposits from the catalyst surface.
Employing process conditions similar to those used for steam reforming of natural

gas (e.g. fixed-bed reactors, temperatures in the 800–900 �C range) has been
demonstrated to be inadequate for processing thermally unstable biomass
liquids [29]. The most important problem is represented by coke formation,
especially in the upper layer of the catalyst bed and in the reactor freeboard, that
limits the operation time (e.g. 3–4 h on commercial Ni-based catalysts) and requires a
long regeneration process for the catalyst (e.g. 6–8 h on commercial Ni-based
catalysts).
In this respect, some improvements have been achieved in replacing a fixed-bed

reactor with a fluidized-bed reformer. An advantage of a fluidized-bed system is that,
in a well-mixed regime, the feedstock is in contact with all of the catalyst particles, not
just with its upper layer, as is the case in the fixed-bed mode. Furthermore, carbon
deposits on the particles are better exposed to steam and, therefore, can be gasified
more quickly. Consequently, afluidized-bed reactor should extend the duration of the
reforming activity of the catalyst and shorten the regeneration cycle. In addition,
if needed, the catalyst regeneration can be carried out continuously in a two-reactor
system. However, it should be noted that commercial catalysts commonly used in
the reforming of bio-oil are often designed for use in a fixed-bed configuration.
An attrition problem has been observed when they have been employed in fluidized-
bed reactors [29]. Consequently, significant improvements in catalyst activity and
mechanical strength are needed.
Other important parameters in the steam reforming process are temperature,

which depends on the type of oxygenate, the steam-to-carbon ratio and the catalyst-
to-feed ratio. For instance, methanol and acetic acid, which are simple oxygenated
organic compounds, can be reformed at temperatures lower than 800 �C. On the
other hand, more complex biomass-derived liquids may need higher temperatures
and a large amount of steam to gasify efficiently the carbonaceous deposits formed
by thermal decomposition.
Table 6.1 lists the stoichiometric yields of hydrogen and percentage yields by

weight from steam reforming of some representative model compounds present in
biomass pyrolysis oils, and also several biomass and relatedmaterials. The table also
shows the equilibrium yield of H2, as a percentage of the stoichiometric yield,
predicted by thermodynamic calculations at 750 �C and with a steam-to-carbon (S/C)
ratio of 5 [32].
In general, compounds derived from the lignin portion of the biomass yield more

hydrogen than those from the carbohydrates (cellulose andhemicellulose) in termsof
bothweight andmole(s).Oxygenated aromatics suchas furans andphenolicsproduce
higher yields of hydrogen than do anhydrosugars and other carbohydrate-derived
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products, such as acetic acid and hydroxyacetaldehyde (C4H4O2). In reality, as
mentioned above, the yield of hydrogen is lower than the stoichiometric maximum
becauseundesiredproducts are also formedduring theprocess. For instance, 4molof
hydrogen are lost for each mole of methane formed. High S/C ratios are usually
employed topromotehydrogenproduction.Moreover, the formationof carbonaceous
deposits can contribute to other missing hydrogen.
For some oxygenates, such as glucose, the application of steam reforming

is complicated by the formation of large quantities of char at the high operating
temperatures, causing the reactor to plug.

6.3.2
Catalytic Partial Oxidation

CPO has been suggested as an attractive alternative to steam reforming. In CPO, the
fuel reacts with a quantity of oxidizer (O2) which is less than the stoichiometric
amount required for complete combustion. Compared with the conventional CSR,
this technology offersmany advantageswhich rest on the small size of the reactor, the
rapid response to changes and in the possible mitigation of coking problem.
The reforming reaction is less exothermic than CSR and it avoids the need for

Table 6.1 Stoichiometric yields of hydrogen from complete steam
reforming reactions (adapted from Ref. [34]).

Compound

Stoichiometric H2 yield
Equilibrium H2 yield (predicted

at 750 �C, S/C¼ 5)

Molesa % (by wt)b % (of st.)c % (þWGSR)d

Methanol 3.00 18.9 87.1 96.8
Ethanol 3.00 26.3 85.9 96.2
Acetone 2.67 27.8 85.2 96.2
Furan 2.25 23.5 84.5 96.5
Methylfuran 2.40 29.5 84.5 96.3
Dimethylfuran 2.50 31.5 84.5 96.2
Anisole, cresol 2.43 31.7 84.3 96.2
Phenol 2.33 30.0 84.3 96.3
Lignin 2.21 22.1 84.9 96.7
Furfural 2.00 21.0 84.6 96.9
Xylan 2.00 15.3 85.8 97.3
Cellulose 2.00 14.9 85.8 97.3
Cellobiose 2.00 13.4 86.3 97.5
Glucose 2.00 13.4 86.3 97.5
Acetic acid 2.00 13.4 86.3 97.5
Formic acid 1.00 4.4 87.7 98.9

aMoles of H2 produced per mole of carbon.
bAmount of H2 divided by the sample molecular weight.
cThe equilibriummoles ofH2 predicted at 750 �CandS/C¼ 5divided by the stoichiometric (st.) yield.
dWith the additional H2 arising from the contribution of the WGSR at 750 �C and S/C¼ 5.
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large amounts of expensive superheated steam, so it requires lower energy costs.
The disadvantages are that fuel and oxygen must be premixed. The proportions are
such that the mixture may be flammable or even explosive, particularly if small
variations (e.g. as a result of pumping and vaporizing liquid fuels) are possible.
Hydrogen production from light alcohols (e.g. methanol and ethanol) via CPO has

been the subject of several recent studies. Many catalysts were proposed which
showed sufficient activity and stability to be considered further for practical applica-
tions (see Sections 6.4.1 and 6.4.2). Information on the CPO of more complex
oxygenated molecules is scarce in the literature.

6.3.3
Autothermal Reforming

Analternative approach toCPOandCSR isATR,which results froma combination of
these two techniques.
Typically, ATR reactions are considered to be thermally self-sustaining and

therefore do not produce or consume external thermal energy. In fact, since ATR
consists of the combination of an exothermic reaction (CPO) which produces heat,
with an endothermic reaction (CSR) where heat must be externally generated to the
reformer, the balance of the specific heat for each reaction becomes a very distinctive
characteristic of this process. This makes the whole process relatively more energy
efficient since the heat produced from CPO can transfer directly to be used by CSR.
However, other exothermic reactions may simultaneously occur, such as WGS and
methanation reactions.
The composition of the gas produced is determined by the thermodynamic

equilibrium of these reactions at the exit temperature, which is given by the adiabatic
heat balance based on the composition and flow of the feed, steam and oxygen added
to the reactor.
A typical ATR reactor consists of a burner, a combustion chamber and a refractory-

lined pressure vessel where the catalyst or catalysts are placed. The key elements in
the reactor are the burner and the catalyst. Different geometries forATR reactors have
been proposed, considering, for instance, fixed beds or fluidized beds.
The severe operating conditions inATRnecessitate catalysts with goodmechanical

properties andwhich are stable at the high temperatures of the reaction (650–900 �C)
and at the high steam partial pressure applied.
Under ideal operating conditions with the precise amount of air, fuel and steam,

the reaction�s theoretical efficiency can even be higher than in the conventional CSR
process. Potentially, ATR installations show superior performance to conventional
CSR plants in terms of reduced size and weight, lower costs, faster starting time and
improved transient time.
Optimization of an ATR reactor for maximum H2 yield is not a trivial matter and

requires complex and iterative calculations.
The design of novel autothermal reactors and catalysts holds promises for efficient

reforming of oxygenates such as methanol and ethanol. However, up to now, only
limited studies have appeared in the literature.
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6.3.4
Aqueous Phase Reforming

APR is a remarkably flexible process which allows the production of hydrogen from
biomass-derived oxygenated compounds such as sugars, glycerol and alcohols using
a variety of heterogeneous catalysts based on supported metals or metal alloys.
The APR process is a unique method that generates hydrogen from aqueous
solutions of these oxygenated compounds in a single-step reactor process compared
with more reaction steps required for hydrogen generation via conventional pro-
cesses that utilize non-renewable fossil fuels. The key breakthrough of the APR
process is that the reforming is done in the liquid phase. Moreover, hydrogen is
produced without volatilizing water, which represents major energy savings. The
APR process occurs at temperatures (typically from 150 to 270 �C) and pressures
(typically from 15 to 50 bar) where the WGSR is favorable, making it possible to
generate hydrogen with low amounts of CO in a single chemical reactor. The latter
aspect makes it particularly suited for fuel cell applications and also for chemical
process applications. The hydrogen-rich effluent can be effectively purified using
pressure-swing adsorption or membrane technologies and the carbon dioxide can
also be effectively separated for either sequestration or use as a chemical. By taking
place at low temperatures, APR alsominimizes undesirable decomposition reactions
typically encountered when carbohydrates are heated to elevated temperatures.
Various competing reaction pathways are also involved in the reforming process.
Good reviews dealing with different aspects of this process can be found in the

literature [80, 81].
Various competing pathways are involved in the reforming process. Figure 6.3

depicts the possible reaction pathways involved in the formation of H2 and alkanes
from oxygenated molecules over a metal-based catalyst.
The oxygenatedmolecules (e.g.methanol, ethylene glycol, glycerol, xylose, glucose

and sorbitol) can undergo reforming via C–C cleavage onmetal active sites leading to
the production of H2 and CO. In the presence of water, the adsorbed CO can be
removed further by theWGSR to give CO2 and additionalH2. In fact, at temperatures
near 230 �Cand total pressures near 30 atm, theWGS equilibrium is favorable for the
production of H2 and CO2, hence the effluent gas typically contains low levels of CO.
Undesired parallel reactions catalyzed by metals can also occur. Indeed, CO2

can undergo a series of methanation/Fischer–Tropsch reactions to form alkanes.
Alternatively, C–O bond scission followed by hydrogenation leads to alcohols or even
acids, which can then further react on themetal surface to form alkanes. In addition,
undesired reaction pathways such as dehydrogenation–hydrogenation leading to
alcohols and dehydrogenation–rearrangement to form acids (mainly during aqueous
phase processing of highly oxygenatedmolecules) can take place in solution or on the
support aided bymetal catalysis. These intermediates can then react in solution or on
the catalyst to make more alkanes. Hence good catalysts for the production of H2 by
APR reactions must be highly active for C–C bond cleavage and also capable of
removing adsorbed COby theWGSR, but theymust not facilitate C–Obond cleavage
and hydrogenation of COx. Moreover, in order to achieve high selectivity towards
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hydrogen, the choice of the source of oxygenated feedstock is important. As a general
trend, H2 selectivity decreases with increase in the size of the feed molecules.
Notably, once the oxygenated hydrocarbons have been converted into synthesis

gas, it is then possible to carry out the subsequent conversion of synthesis gas into a
variety of liquid products by well-established catalytic processes, such as the produc-
tion of long-chain alkanes by Fischer–Tropsch synthesis and/or the production of
methanol.
For some oxygenates extracted from biomass such as carbohydrates, the produc-

tion of H2 and CO2 requires APR conditions because of their low volatility.
The advantage of the APR process is that it can be used to produce H2 and CO2

from oxygenated compounds, such as glucose, that have low vapor pressures at the
temperatures that can be achieved without leading to excessive decomposition of the
feed. However, the need to maintain water in the liquid state requires that the APR
process be operated at pressures that are higher than the vapor pressure of water.
Hence the practical range of temperatures that can be employed is limited by the
pressures that can be tolerated safely in the reactor system. Although the need to
operate at elevated pressures can be a disadvantage for system design, it is an
advantage for the subsequent separation of H2 from CO2. In particular, because the
H2–CO2 gasmixture is produced at elevated pressure, the H2 and CO2 can be readily
separated using a membrane or by pressure-swing adsorption.
The leaching of catalyst components into the aqueous phase during the reaction

represents a possible disadvantage of the process. Therefore, the choice of catalyst
support materials has to be limited to those that exhibit long-term hydrothermal
stability (e.g. carbon, titania, zirconia).

Figure 6.3 Reaction pathways involved in APR of oxygenates (adapted from Ref. [83]).
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Feed concentration is another important parameter which has to be taken into
account. It has been observed that using solutions more concentrated than 1wt%
leads to a decrease in both conversions and selectivities for H2 production [82].
However, this dependency changes with the nature of the oxygenated molecules.
Processing such dilute solutions is not economically practical, even though reason-
ably high hydrogen yields could be obtained. In this respect, more improvements are
needed in terms of catalysts and reactor configurations.
It is also interesting that if the goal is to produceH2–CO gasmixtures, for instance

in the Fischer–Tropsch synthesis, one needs to suppress the WGSR operating in the
vapor phase or to operate at higher concentrations of the oxygenated reactant inwater
or to use a catalyst on which the rate of the WGSR is slow.
The selectivity of the reforming process depends on various factors such as the

nature of the catalytically active metal, support, solution pH, feed and reaction
conditions, as shown in Figure 6.4. By manipulating the process conditions, it is
possible to control the product distribution.
Metals such as Pt, Pd and Ni–Sn alloys show high selectivity for hydrogen

production and a very low tendency for alkane formation. On the other hand, metals
such as Ru and Rh are more active towards alkane formation. Acidic supports have
high selectivity for this reaction, whereas the more basic/neutral supports favor
hydrogen generation. Moreover, oxide supports play a key role in the activation of
watermolecules, resulting in inhibition or promotion of theWGSR. The acidity of the
solution also affects the performance of the aqueous phase reformer. Depending on
the nature of the by-product/intermediate compounds formed during the process,
the aqueous solution in contact with the catalyst can be acidic, neutral or basic.
Acidic solutions (pH¼ 2–4) promote alkane formation, due to acid-catalyzed dehy-
dration reactions that occur in solution (followed by hydrogenation on the metal).
In contrast, neutral and basic solutions lead to high hydrogen selectivity and low
alkane selectivity.

Figure 6.4 Reactors controlling the selectivity of the APR process (adapted from Ref. [85]).
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Some energy companies are currently commercializing the APR process. Virent
Energy Systems has recently developed APR systems for two applications: on-
demand hydrogen generation for PEM and SOFC fuel cells and on-demand genera-
tion of hydrogen-rich fuel gas from biomass-derived glycerol and sorbitol to fuel
a stationary internal combustion engine-driven generator [84].

6.4
Key Examples of Oxygenate Reforming Reactions

Bio-oils obtained by biomass pyrolysis are a complex mixture of a large number of
organic compounds. Although themolecular composition can vary significantly with
the type of biomass and the pyrolysis conditions, its major components are oxygen-
ated, including aldehydes, alcohols, ketones and acids, in addition to more-complex
carbohydrate- and lignin-derived oligomeric materials emulsified with water.
In addition to the extremely heterogeneous composition of the bio-oils, the thermal
instability of the oxygenated compounds at typical temperatures of the reformer has
to be carefully taken into account.
In order to design efficient and stable reforming catalysts and to select the best

operating conditions for hydrogen production, several experimental and theoretical
studies have been performed using model compounds which are representative of
the major classes of components present in bio-oils.

6.4.1
Methanol

Methanol as a hydrogen carrier has received great attention in the literature due to its
high hydrogen-to-carbon ratio and its molecular simplicity (absence of C–C bond),
resulting in a relatively low reforming temperature (250–350 �C). It has been
demonstrated that hydrogen production from methanol is possible through several
alternative processes.
Catalytic production of hydrogen from methanol has been studied for the last

30–40 years and decomposition of methanol to CO and H2 (Equation 6.5) has been
utilized commercially in the steel industry for decades as a method for providing
carbon monoxide for the carbonization of steel.

CH3OH! 2H2 þCO ð6:5Þ

Catalytic hydrogen generation by decomposition of methanol received much
attention during the 1980s, when a significant number of investigations were
performed. The goal was the use of the methanol decomposition reaction for
improving the efficiency and decreasing emissions of internal combustion engines,
in addition to improving the cold start of alcohol engines [85]. The decomposition
process is unsuitable, however, for fuel cell applications as CO is one of the main
products, which has detrimental effects on the fuel cells.
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The processes that aremost feasible for the on-board production of hydrogen from
methanol for fuel cell applications are: catalytic steam reforming of methanol
(CSRM), catalytic partial oxidation of methanol (CPOM) and combined reforming.
Although not described in this chapter, photocatalytic production of hydrogen
from water–methanol solution is becoming an interesting and promising topic.
Since direct splitting of water intoH2 andO2 has a very low efficiency due to the rapid
reverse reaction, a much higher hydrogen production rate can be obtained by
addition of so-called sacrificial reagents [86] such as alcohols, which are oxidized
to products that are less reactive towards hydrogen [87–90].
Recently, a laser based method for photocatalytic reforming/transformation of

methanol at ambient temperature using WO3–TiO2 semiconductor-based catalysts
was investigated. A mixture containing hydrogen, CO and CH4 with a high concen-
trationofhydrogenwasproduced.Theprocessappears tobehighlypromising [91,92],
although further improvements are necessary for industrial-scale applications.
CSRM(Equation 6.6) is a highly developed and thoroughly studiedprocess [93–99]:

CH3OHþH2O! 3H2 þCO2 ð6:6Þ
The reaction can yield a gas containing up to 75% hydrogen while maintaining

high selectivity towards carbon dioxide. The main drawback of the steam reforming
process is that it is slow and endothermic. The high energy requirement for the
reaction is a major obstacle for the implementation of a reformer based on this
process in automotive applications. There are, however, several commercial solutions
available based on steam reforming [100].
The CSRM is often operated using a 30% excess steam in the feed stream in order

to lower the CO concentrations [93, 96].
A wide variety of catalysts have been reported to be active for CSRM. The kinetics

and reaction paths depend on the catalytic materials used. The majority of these
systems have been copper based.
Twomajor pathways for CSRM have been suggested using copper-based catalysts:

(i) a decomposition–WGSRsequence and (ii) dehydrogenation ofmethanol tomethyl
formate (Equation 6.7).
In the decomposition–WGSR pathway, methanol decomposes initially to CO and

H2 and then the CO reacts further with water to form CO2 and H2. This mechanism
was proposed by several groups [96, 101–104] and was thoroughly studied over both
commercial and novel catalysts.
The methyl formate reaction route was shown to be dependent on the nature

of the support. CO does not form and methyl formate and formic acid are the
only intermediates [93]. The suggested reaction path over g-alumina is as fol-
lows [101, 105, 106]:

2CH3OH!CH3OCHOþ 2H2 ð6:7Þ

CH3OCHOþH2O!HCOOHþCH3OH ð6:8Þ

HCOOH!CO2 þH2 ð6:9Þ
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The formation of by-products in the steam reforming reaction over copper-based
catalysts is generally low. The formation of products such as CO, formic acid and
methyl formate, which was reported by some researchers [103, 105–107], is signifi-
cant as it poses a threat to the performance of the fuel cells. It is possible tominimize
the formation of CO by operating the CSRM in an excess of steam, thereby
integrating the WGSR into the reformer.
Commercial Cu/ZnO catalysts for the WGSR and methanol synthesis [106–108]

were found to be active for the steam reforming reaction. Shimokawabe et al. [109]
reported that a highly active Cu/ZrO2 can be prepared by impregnation of a ZrO2

substratewith aqueous solutions of the complex [Cu(NH3)4][(NO3)2], which proved to
be more active than the corresponding Cu/SiO2 catalysts. The good performance
of ZrO2 as a substrate for the copper-based phases led to the preparation of highly
active Cu/ZrO2 catalysts based on the screening of the best preparation methods,
including impregnation of copper salts on the ZrO2 support [110, 111], precipitation
of copper [110–114], formation of amorphous aerogels [115, 116], a microemulsion
technique [117] and CuZr alloys [111, 118]. The central idea in all of these approaches
is to maintain the zirconia support in the amorphous state under the calcination and
reaction conditions in order to retain a high level of activity. The major drawback of
zirconia crystallization is the drop in both the copper surface area and the support
specific surface area. Additionally, a high copper/zirconia interfacial area must be
maintained to prevent catalyst deactivation. Tetragonal zirconia can be stabilized by
incorporation of aluminum, yttrium and lanthanumoxides [119], thus preventing, or
at leastminimizing, its crystallization. Breen andRoss [93] found that Cu/ZnO/ZrO2

catalysts are active at temperatures as low as 170 �C but that they become severely
deactivated above 320 �C. However, deactivation is inhibited upon incorporation of
Al2O3. The improvement of catalyst stability brought about by Al2O3 incorporation
comes from the increase in the temperature of crystallization ofZrO2,which remains
amorphous at the reaction temperature. Furthermore, the incorporation of alumina
increases both the copper and support surface areas, also increasing the catalyst�s
activity.
The catalytic properties of copper catalysts for CSRM are significantly different

from those of other transitionmetals. Several investigations have been performed on
the behavior of group 9–10 transitionmetals in the conversion of alcohols [120–122].
The major difference between copper and other transition metals is the CO2

selectivity. Several investigations [120, 123, 124] showed that CO concentrations up
to 25% could be achieved during CSRM, a result comparable to the decomposition
route. The influence of the support was demonstrated to be significant. The high CO
concentrations obtained for these transitionmetals make them highly unsuitable for
fuel cell applications.
Catalytic partial oxidation of methanol can be expressed by the following equation:

CH3OHþ 1
2
O2 ! 2H2 þCO2 ð6:10Þ

Although there are advantages related to the possibility of highly dynamic and
fast reforming systems [97, 125–127], the formation of hot-spots is one of the main
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drawbacks from using the partial oxidation process, as the formation of these hot-
zones in the catalyst can result in its sintering, thus lowering the catalyst activity.
The partial oxidation process can theoretically, at complete conversion, generate

a gaseous product containing up to 67% hydrogen. However, for automobile
applications, the oxygen will, most likely, be supplied using compressed air, which
results in dilution of the product with nitrogen and lowering of the maximum
hydrogen concentration to 41%. The performance of the fuel cells is dependent on
the hydrogen concentration and therefore partial oxidation itself may not be suitable.
Two types of catalysts have been proposed for the CPOM reaction: copper and

palladium. The catalytic properties of these materials show significant discrepancies
with respect to by-product formation and the effect of oxygen partial pressure.
TheCu-based catalysts display high selectivity for theCPOMreactionwhereas for the
Pd-based catalysts CO formation is significant.
The reaction path for CPOM over Cu-based catalysts is complex. Several reactions

were observed which are catalyzed by copper, for example, steam reforming, partial
oxidation, decomposition of methanol, WGSR and total oxidation [125–131]. The
selectivity for H2 formation over Cu-based catalysts was shown to have a strong
dependence on the methanol conversion, suggesting that the oxidation and reform-
ing take place in two consecutive reactions. Formaldehyde was proved to be an
intermediate in the CPOM reaction over Cu-based catalysts by studying its formation
and subsequent decomposition into CO and H2. Investigations also indicated that
on operating CPOM under fuel-rich conditions, a product mixture containing
formaldehyde, CO and H2 is produced. There are several studies that suggest that
the CPOM reaction involves SRM and decomposition of methanol.
Based on these results, one can conclude that steam reforming is part of the partial

oxidation scheme.
Reaction temperature also strongly influences the activity and selectivity of the

CPOM. It has been often observed that the conversion of methanol increases with
temperature, whereas the CO2 selectivity decreases.
Copper–zinc-based catalysts were found to be very active for the CPOM [129]. The

partial oxidation reaction starts at temperatures as low as 215 �C and the rate of
methanol and oxygen conversion increases strongly with temperature to produce
selectively H2 and CO2. As a general rule, methanol conversion to H2 and CO2

increases with copper content, reaching a maximum with Cu40Zn60 catalysts (40:60
atomic percent) and decreasing with higher copper loadings. The Cu40Zn60 catalyst
with the highest copper metal surface area was found to be the most active and
selective for the CPOM. Unreduced copper–zinc oxide catalysts display very low
activity, mainly producing CO2 andH2O and only traces of H2, although the catalysts
could be eventually reduced under reaction conditions at high temperatures. For
Cu–Zn catalysts, with Cu concentrations in the 40–60wt% range, the copper metal
surface area seems to be the main factor in determining the reaction rate [132].
However, these systems tend to deactivate quickly during operation. The use of
alumina as support will stabilize the material at the cost of lower activity, indicating
that aluminum has an inhibiting effect on the reaction. It was also observed that the
O2:CH3OH molar ratio in the feed has a strong influence on catalyst performance.
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This effect is related to the active species (Cuþ andCu0) present on the catalyst, which
change according to the reaction environment. Cuþ sites appear to be responsible for
the partial oxidation reaction of methanol, whereas Cu0 has low reactivity towards
methanol and so the activity is optimizedat intermediate surface coveragesby oxygen.
Morphological characteristics of the Cu-based catalyst surface play a central role in

the evolution of the oxidation state and structural morphology during the reaction,
because the dynamic behavior of the catalyst surface is determined by the conditions
of the gaseous atmosphere during the reaction.
The group 10metals, such as palladiumandplatinum, are active for the conversion

of methanol. However, they are much less selective than the copper-based catalysts,
yielding primarily the decomposition products [123, 124, 133]. This catalytic property
makes them less feasible for fuel cell applications. The only exception found is for
Pd/ZnO, which showed selectivity close to that of a copper catalyst [105, 121].
The idea of combining steam reforming with partial oxidation was first initiated in

1986 by Huang and Wang [134], who proposed a new reaction route for producing
H2 from methanol. The combined reforming reaction (Equation 6.11) provides a
method for producing hydrogen with relatively high selectivity and low CO con-
centrations while maintaining a dynamic system.

CH3OHþ xH2Oþ 1
2
yO2 ! 3xþ 2yð ÞH2 þCO2 ð6:11Þ

When operating the combined process under stoichiometric conditions, the sum
of the coefficients of water (x) and oxygen (y) equals themolar coefficient ofmethanol
(x þ y¼ 1).
The combined reforming reaction canbeoperatedunder endothermic, exothermic

or thermally neutral conditions, depending on the chosen oxygen-to-methanol ratio.
The number of research groups focusing on combined reforming has increased
rapidly during recent years, and also the number of publications [97, 131, 134–138].
Themain by-product for the combined reforming reaction has been shown to be CO;
however, the formationofmethyl formateandformicacidwasalso reported [131,134].
The oxidative steam reforming of methanol has been studied using various catalysts
such as CuO/ZnO/Al2O3 [139–141], Cu/Zn/Zr/Al oxide [136], CuO/CeO2 [142–144],
Pd/ZnO [145], Pd–Zn/Cu–Zn–Al [146] and ZnO–Cr2O3/CeO2–ZrO2 [147]. Turco
et al. [139, 140] observed 100% methanol conversion over CuO/ZnO/Al2O3 at
temperatures higher than 350 �C, with a low yield of hydrogen. The product also
containedmethane and oxygenates in addition to H2, CO2 and CO. For the preferen-
tial oxidation (PROX) of carbon monoxide, copper–ceria-based catalysts were widely
used [148, 149]. Ceria is also known to improve the stability of catalysts [150].

6.4.2
Ethanol

Ethanol has been indicated as one of the most important first-generation bio-
fuels [151, 152]. Since it can be easily produced in fermentation processes, and is
safe to handle, transport and store, it is extensively used in Brazil in direct
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combustion engines [153]. Ethanol is also used as a gasoline additive to increase the
octane number [154]. Furthermore, the absence of sulfur and metals and the high
oxygen content lead to exhaust emissions from the combustion engine that are
cleaner than those from the gasoline engine.
In addition to the direct use of ethanol as a fuel, its use as a source of H2 to be used

with high efficiency in fuel cells has been thoroughly investigated. H2 production
from ethanol has advantages compared with other H2 production techniques,
including steam reforming of hydrocarbons and methanol. Unlike hydrocarbons,
ethanol is easier to reform and is also free of sulfur, which is a well-known catalyst
poison. Furthermore, unlike methanol, ethanol is completely renewable and has
lower toxicity.
Despite the advantages mentioned above, there are important limitations. In fact,

agricultural cultivation devoted to ethanol production requires large areas and
consumes significant water resources, as in the case of sugar cane. It has been
indicated that overcropping of the soil can be a problem in some cases. For other
cultivations, such as maize, a possible competition between food and energy was
indicated.
Ethanol can be converted directly to hydrogen through twomain processes, steam

reforming of ethanol (SRE) and partial oxidation of ethanol (POE). These two
reforming techniques are described by the following equations:

C2H5OHþ 3H2O! 6H2 þ 2CO2 ð6:12Þ

C2H5OHþ 3
2
O2 ! 3H2 þ 2CO2 ð6:13Þ

Whereas POE offers exothermicity and a rapid response (Equation 6.13), SRE is an
endothermic process and produces greater amounts of hydrogen, resulting in higher
efficiency. There is also a third option, which combines the advantages of the first
two approaches by co-feeding oxygen, steam and ethanol simultaneously through
an oxidative reforming process (Equation 6.14):

C2H5OHþ xO2 þ 3�2xð ÞH2O! 6�2xð ÞH2 þ 2CO2

0< x < 0:5 ð6:14Þ
Compared with partial oxidation, steam reforming has received more attention

due to its relatively higher conversion efficiency [155].
The reaction network involved in SRE is very complex. Many pathways are

possible, as shown in Figure 6.5 [156–165].
The process includes several steps that require catalytic sites able to dehydrogenate

ethanol, to break theC–Cbonds of surface intermediates producingCOandCH4 and
to promote the steam reforming of CH4. Moreover, the WGSR is also involved,
contributing to reducing the CO concentration and increasing the H2 production.
Some of these steps can be favored depending on the catalyst used [157, 166–171].
However, other secondary reactions can be involved. A dehydration reaction leads
to the formation of ethylene, especially when acid supports are used (such as
Al2O3 [171]). Ethylene is easily transformed into carbon that is deposited on the
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active phase, leading to deactivation of the catalyst. Also ethane, formed by methane
coupling, acts as a very strong promoter for carbon formation. Acetone could be
produced from acetaldehyde through a series of reactions involving aldol condensa-
tion, oxidation and decarboxylation. Significant formation of this product is observed
when the support may provide structural oxygen for the oxidation step (such as
CeO2 [162, 164] orCexZr1�xO2 [172]). The formation of by-products such asmethane,
ethane, acetaldehyde, acetic acid and acetone is undesirable because they decrease
the hydrogen production efficiency and they can reduce the operational lifetime of
the catalyst.
Catalysts play a crucial role in the reactivity towards complete conversionof ethanol.

Each catalyst, however, induces different pathways and, therefore, the selection of
a suitable catalyst is difficult. Most of the catalysts used are Al2O3-supported
metals [71, 161, 163, 167, 173–182], noble metals [72, 156, 161, 176, 182–187] or
alloys [188, 189].
Extensive experimental and theoretical studies on hydrogen production from SRE

have been reported. In the thermodynamic studies carried out by Vasudeva
et al. [190], it was reported that in all ranges of conditions considered, there is nearly
complete conversion of ethanol and only traces of acetaldehyde and ethylene are
present in the reaction equilibriummixture. Methane formation is inhibited at high
water-to-ethanol ratios or at high temperatures [191].
Garcia and Laborde [192] reported that it is possible to obtain hydrogen by SRE at

temperatures greater than 280 �C with methane being an unwanted product.
Hydrogen production is favored, however, by high temperature, low pressure and
high water-to-ethanol feed ratio.
The thermodynamic analysis of Ioannides [193] on SRE in a solid polymer fuel cell

indicated that the ethanol steam reforming reaction needs to be carried out in two
steps: a high-temperature endothermic step (steam reforming), in which ethanol is
converted to a gaseous mixtures of H2, CO, CO2, CH4 and unreacted H2O, and a
subsequent, low-temperature step (WGSR) in which CO reacts with water to form
H2 and CO2.

Figure 6.5 Reaction pathways for steam reforming of ethanol.
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Cavallaro and Freni [181] investigated SRE over many catalytic systems such as
CuO/ZnO/Al2O3, NiO/CuO/SiO2, Cu/Zn/Cr/Al2O3, Pt/Al2O3, Pt/La2O3/Al2O3,
Pt/TiO2, Pt/MgO/Al2O3, Rh/SiO2, Rh/Al2O3 and Rh/MgO/Al2O3. Intermediate
products such as acetic acid, acetaldehyde and ethyl acetate were observed only at
low temperature. The selectivity with respect to hydrogen, carbon dioxide and carbon
monoxide increases with increasing temperature.
Haga et al. [194] investigated the effects of crystallite size on different alumina-

supported cobalt catalysts in SRE. It was reported that SRE over cobalt catalysts
proceeds via the formation of acetaldehyde at temperatures below 400 �C. The
production of acetaldehyde gradually increases with temperature, reaching a maxi-
mum at around 330 �C. Above this temperature, acetaldehyde is converted into
carbon dioxide and hydrogen. The ethanol conversion reaches 100% at 400 �C.
The activity was found to be independent of the nature of the Co starting material
(cobalt acetate, cobalt carbonyl and cobalt chloride). Carbon monoxide evolution
increases with temperature, leading to a maximum at about 380 �C, after which it
decreases sharply due to the occurrence of the WGSR. Methane selectivity reaches
amaximumof 20% at 400 �C, after which it decreases gradually to 10%at 450 �C. The
activity of g-alumina-supported copper–nickel catalysts for hydrogen production
from SRE was studied by Marino et al. [174]. The catalysts exhibit acceptable activity,
stability and hydrogen selectivity when the reaction occurs at 300 �C. It has been
reported that copper is the active agent; nickel promotes C–C bond rupture and
increases hydrogen selectivity and potassium neutralizes the acidic sites of the
g-alumina and improves the general performance of the catalyst. The results of
catalyst activity and selectivity measurements together with studies on catalyst
structure indicate that the catalyst must have a high dispersion of the active phase
in order tomaximize ethanol conversion per copper unitmass. Fatsikostas et al. [195]
investigated the ESR reaction over Ni-based catalyst supported on yttria-stabilized-
zirconia (YSZ), La2O3,MgOandAl2O3. It was reported thatNi/La2O3 catalyst exhibits
high activity and selectivity towards hydrogen production and also has long-term
stability. The long-term stability of Ni/La2O3 was attributed to the scavenging ability
of coke deposition on the Ni surface by lanthanum oxycarbonate species. Results
obtained from time-on-stream over an Ni/Al2O3 catalyst are comparable to those for
Ni/La2O3, but the H2 selectivity of the latter is higher. In the case of Ni/YSZ catalyst,
the selectivity towards hydrogen production is constant during operation; however,
the selectivity towards CO2 and CO decreases with time, reaching a steady-state
value after 20 h on-stream. Ni/MgO catalysts are very stable under the prevailing
conditions, but have poor selectivity compared with the above-mentioned catalysts.
Velu et al. [196] studied the SRE over a Cu–Ni–Zn–Al mixed oxide catalyst in the
presence or absence of oxygen. The ethanol conversion increases with increase in
oxygen-to-ethanol ratio and reaches 100% at a ratio of 0.6. Also, the selectivity of both
CO and CO2 increases until an oxygen-to-ethanol ratio of 0.4 is reached; CO
selectivity, however, drops at a ratio of 0.6. The hydrogen yield decreases from 3 to
2molsmol�1 of reacted ethanol in the absence of oxygen. They concluded that
addition of oxygen improves the ethanol conversion and also the oxidation of
CH3CHO to CH4 and CO2. It has also been observed that a Cu-rich catalyst favors
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the dehydrogenation of ethanol to acetaldehyde, whereas the addition of nickel to the
Cu/Al2O3 system favors the rupture of C–C bonds, enhances the ethanol gasification
and reduces the selectivity in acetaldehyde and acetic acid.
Cavallaro et al. [156] reported that rhodium impregnated on g-alumina is highly

suitable for SRE. The catalyst stability was investigated with and without oxygen.
It was observed that the catalyst deactivates very rapidly in the absence of oxygen.
The presence of oxygen enhances the catalyst stability. Breen et al. [187] investigated
SRE over a range of oxide-supportedmetal catalysts. They concluded that the support
plays an important role in the reaction. In fact, they observed that alumina-supported
catalysts are very active at low temperatures for dehydration of ethanol to ethylene,
which at higher temperatures (550 �C) is converted into H2, CO and CO2 as major
products andCH4 as aminor product. The activities of themetal decrease in the order
of Rh >Pd >Ni�Pt. Ceria/zirconia-supported catalysts are more active and exhibit
100% conversion of ethanol at high space velocity and high temperature (650 �C).
The order of activity at higher temperatures is Pt�Rh>Pd. By using a combination
of a ceria/zirconia-supportedmetal catalyst with the alumina support, it was observed
that the formation of ethene does not inhibit the steam reforming reaction at higher
temperatures.
Freni [159] examined ESR reactions over Rh/Al2O3 catalyst. The results indicated

that the catalytic activity of alumina (Al2O3) is not negligible; ethylene and water are
produced at 347 �Cand their production increases and reaches equilibriumat 600 �C.
It was observed that the water content does not influence ethylene formation. When
5% Rh is added to alumina, the main steam reforming reaction occurs above 460 �C
and the products include hydrogen, carbon dioxide, carbon monoxide and methane.
Freni et al. [197] also examined the SRE for hydrogen production on Ni/MgO.
They reported that the catalyst exhibits very high selectivity to hydrogen and
carbon dioxide. The CO methanation and ethanol decomposition are considerably
reduced. In addition, coke formation is strongly depressed because of the benefits
induced by the use of the basic support, which modify positively the electronic
properties of Ni.
Llorca et al. [198] examined the hydrogen production process by SRE over several

cobalt-supported catalysts. It was observed that negligible SRE occurred over
Co/Al2O3 catalyst. The dehydration of ethanol to ethylene takes place to a large
extent, which was attributed to the acidic behavior of Al2O3 under similar conditions.
Co/MgO catalyst shows a low conversion of ethanol (30%) and themain reaction was
dehydrogenation of ethanol to acetaldehyde. Co/SiO2 shows dehydrogenation of
ethanol to acetaldehyde as the main reaction. At low temperature, 100% ethanol
conversion has been obtained on Co/V2O5. Co/ZnO exhibits promising catalytic
performance. It was reported that 100% ethanol conversion was achieved and the
highest selectivity of hydrogen and carbon dioxide per mole of ethanol reacted was
obtained without catalyst deactivation [198].
Aupretre et al. [182] also studied the effects of different metals (Rh, Pt, Ni, Cu, Zn

and Fe) and role of the support (g-Al2O3, 12%CeO2-Al2O3, CeO2 and Ce0.63Z0.37O2)
on SRE.At 700 �C, g -Al2O3-supportedRh andNi catalysts appear to be themost active
and selective catalysts. Ni/Al2O3 gives a higher yield but lower selectivity to CO2
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compared with Rh/Al2O3. There is a significant effect of the support on the reactivity.
The results at 600 �C show that the catalyst activity decreases in the order
Rh/Ce0.63Z0.37O2 >Rh/CeO2–Al2O3 >Rh/CeO2 >Rh/g-Al2O3. A similar trend was
obtained for Ni: Ni/Ce0.63Z0.37O2 >Ni/CeO2 >Ni/CeO2–Al2O3 >Ni/g -Al2O3. Comas
et al. [165] studied the ESR over Ni/Al2O3 catalyst. They concluded that temperatures
above 500 �C and a high water-to-ethanol molar ratio (6:1) are necessary to obtain
a high hydrogen yield and selectivity. The excess of water in the feed enhances
methane steam reforming and depresses carbon deposition. In the comprehensive
study carried out by Llorca et al. [198], various metallic oxides such as MgO, g -Al2O3,
TiO2, V2O5, CeO2, ZnO, Sm2O3, La2O3 and SiO2 were used as catalysts for SRE at
temperatures between 300 and 450 �C. The ethanol conversion increases with
increase in temperature in all cases. However, significant differences were observed
in terms of activity, stability and selectivity of the catalysts. It was observed that
g-Al2O3 and V2O5, although showing high conversion of ethanol at lower tempera-
tures, are not suitable for H2 production as both are highly selective for ethylene
production by dehydration of ethanol (being acidic in nature). It was also shown that
MgO and SiO2 give conversions less than 10% and are also selective for dehydroge-
nation of ethanol to form acetaldehyde, and La2O3 and CeO2 give a conversion of
approximately 20%. Other oxides such as TiO2 and Sm2O3 show strong deactivation
processes. This was attributed to carbon deposition during the reaction, which could
be responsible for the drop in activity of the catalysts. ZnO enhances the SRE and
shows high selectivity for H2 and CO2.
Galvita et al. [199] investigated the SRE for syngas production in a two-layer fixed-

bed catalytic reactor. In the first bed, the ethanol was converted to a mixture of
methane, carbon oxides and hydrogen on a Pd/C catalyst and then this mixture was
converted to syngas over an Ni-based catalyst for methane steam reforming. It was
observed that ethanol conversion increased with increase in temperature. They
concluded that the use of a two-layer fixed-bed reactor prevents coke formation and
gives a yield close to equilibrium. Good results were also obtained on combining the
catalytic activity of Cu-based catalysts with the activity of Ni-based catalysts [200].
In particular, ethanol passes through the first layer containing Cu catalyst at low
temperatures (300–400 �C) to perform dehydrogenation to acetaldehyde and
hydrogen, followed by acetaldehyde steam reforming or decomposition. The inter-
mediate species are then passed through the second layer containing an Ni-based
catalyst, to enhance hydrogen production [201]. This novel concept of a double-bed
reactor offers an economical method to enhance hydrogen production and catalyst
stability.
In this respect, an improvement in the catalyst lifetime was obtained by our group,

using the novel synthetic approach described in Section 6.2.2. In this way, active and
stable catalysts were obtained, combining the high reactivity of nanosized noble
metal particles with the excellent high-temperature stability of Al2O3-based nano-
composites [71, 72]. In particular, stable Rh–ceria–zirconia–alumina nanocompo-
sites for ethanol steam reforming were prepared by embedding preformed Rh
nanoparticles in a ceria–zirconia–aluminamatrix. In the absence of rare earthdoping,
ethanol is converted at low temperaturemainly to ethylene via a dehydration process.

202j 6 Catalyst Design for Reforming of Oxygenates



At higher temperatures, ESR to H2 and CO/CO2 is operative. The introduction of
ceria–zirconia favors the dehydrogenation of ethanol to acetaldehyde, oxidation of
which leads to some acetone formation. This is consistent with a significant coverage
of the alumina by CexZr1�xO2 mixed oxides and the subsequent reduction of the
alumina acid sites responsible for the dehydration reaction in the low-temperature
region. All catalysts show stable catalytic activity at high temperatures for at least
160 h, indicating excellent thermal stability. The ceria-based oxides play a key role
both in preventing coke deactivation and in favoring its removal.
The partial oxidation of ethanol was investigated, but with less intensity than in the

case of steam reforming. The reason is that the use of the pure partial oxidation
process is not advised for bioethanol reforming because bioethanol is an ethanol–
water mixture in which removal of all the water entails a significant cost. Therefore,
for bioethanol partial oxidation, the process is combined with steam reforming in
autothermal schemes with the stoichiometry shown in Equation 6.18.
The generation of hydrogen from ethanol via catalytic autothermal partial oxida-

tion (Equation 6.18) has been performed at temperatures of 430–730 �C using
catalytic systems based on noble metals [202, 203]. Ethanol oxidation follows a very
complex pathway, including several reaction intermediates formed and decomposed
on both the supports and active metals that integrate the catalytic systems [204, 205].
In the light of the above studies, it has been claimed that the ethoxy species generated
on themetal and on the support can be decomposed on themetal sites, formingCH4,
H2 and CO, whereas part of the ethoxy species generated on the supports is further
oxidized to acetate species, which decomposes to CH4 and/or oxidizes to CO2 via
carbonate species [202]. Hence supports with redox properties that help the oxidation
of ethoxy species and metals with a high capacity to break C–C bonds and to activate
C–Hbonds are suitable for use in catalysts applied to the partial oxidation of ethanol.
Salge et al. [203] studied the effect of the nature of the metal (Rh, Pd, Pt) on the
performance of catalysts supported on Al2O3 and CeO2. The order of effectiveness in
hydrogen production for catalysts supported on Al2O3 was Rh–Ru >Rh>Pd >Pt.
Rh supported onCeO2was themost stable and gave greater hydrogen selectivity than
noble metals supported on Al2O3. The better activity and stability associated with the
presence of CeO2 can be related to the capacity of CeO2 to store oxygen and make it
available for reaction via a redox reaction.

6.4.3
Dimethyl Ether

As a general statement, direct-fed liquid fuel cells are ideal for portable applications
due to high energy density fuel storage and the absence of humidification, reforming
and cooling subsystems. Although direct liquid methanol fuel cells (DMFCs) are
becomingmore developed and are indeed promising for portable applications,major
drawbacks include the use of parasitic fluid pumps, methanol crossover oxidation
reaction at the cathode and mild toxicity of methanol vapor [7]. Several alternative
fuels have been proposed to alleviate various drawbacks associated with either
methanol or hydrogen. In this context, dimethyl ether (DME) has been suggested
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as a suitable and attractive alternative fuel to methanol for both portable power and
transportation applications. Independently of fuel cell development, however, the
introduction of DME in the energy sector can address energy security and environ-
mental concerns immediately in a cost-effective manner with current commercial-
ized technology without relying on future technologies where the timeframe of
market penetration is uncertain [206]. The use of DME as a residential fuel for
household heating and cooking is also being considered.
The flexibility of DME, considering both source and application, makes it a strong

case in a long-term scenario.
DME, H3C–O–CH3, is a colorless, non-corrosive gaseous ether at room tempera-

ture and atmospheric pressure. It has a high hydrogen-to-carbon ratio. It is biologi-
cally degradable and, in low amount, non-hazardous from a health point of view
(non-carcinogenic, non-teratogenic, non-mutagenic, non-toxic). It burns with a very
low tendency to produce soot, which makes it very interesting as a diesel substitute.
In addition, the high cetane number (around 68) makes DME an interesting option
for use in compression ignition engines. DME has physical properties similar to
those of liquid petroleum gas (LPG) fuels (e.g. propane and butane), resulting in
similar handling, storage and transport considerations [207].
One major advantage of DME use is that it can be stored as a high-density liquid

phase at modest pressures (around 5 atm) and delivered as a gas-phase fuel in a
pumpless operation. Therefore, the use of DME can potentially combine the
advantages of easy fuel delivery of pressurized hydrogen and the high energy density
storage of liquid fuel. In addition, DME is less toxic than methanol.
Currently, themajor application of DME is as an aerosol propellant, for example in

hairsprays andpaintsprays, where it has replaced the formerly used ozone-destroying
chlorofluorocarbons (CFCs).
DME can be produced from any carbonaceous material, such as natural gas, coal,

crude oil and regenerable resources such as biomass [208–212].
Before the 1990s, most DME was synthesized by an expensive process in which

syngas (typically generated from the steam reforming ofmethane)wasfirst converted
to methanol, followed by methanol dehydration to DME over solid acid catalysts
(e.g. ZrO2 [213], g -Al2O3 [214–217] and zeolites [215, 218–220]) and it was therefore
not considered as a potential fuel. The use of DME as a fuel gained renewed interest
only recently, due to the development of a low-cost production process as demon-
strated in several papers [221–230] and patents [231–234]. DME can now be produced
directly in a single step from synthesis gas via autothermal reactors and slurry-phase
reactors [206]. In the direct DME synthesis process, CO and H2 react according to
Equation 6.15 or 6.16 to form methanol that subsequently forms DME in the same
reactor [206, 235].

3COþ 3H2 !CH3OCH3 þCO2 ð6:15Þ

2COþ 4H2 !CH3OCH3 þH2O ð6:16Þ
Fundamental research on DME synthesis from renewable sources is ongoing.

In Sweden, for example, Chemrec developed a process for producing DME through
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the gasification of black liquor, a by-product from the pulp and paper industry [236].
The V€axj€o V€arnamo Biomass Gasification Centre is part of the EU-funded project
CHRISGAS (Clean Hydrogen-Rich Synthesis GAS) with the aim of demonstrating
the possibility of the production of clean synthesis gas from biomass gasification
which can be processed into �renewable� fuels such as DME [237].
However, until efficient production methods based on renewables can be estab-

lished, fossil-based DME could bridge the gap.
There are two major technology options for producing hydrogen-rich fuel cell

feeds from DME: steam reforming and partial oxidation. Another option could be
ATR, but only a few studies are available [238].
DME can be reformed by the processes mentioned above at lower temperatures

(200–450 �C) than hydrocarbons due to the absence of C–C bonds.
The steam reforming of DME has been demonstrated to occur through a pair of

reactions in series, where the first reaction is DME hydration followed by methanol
steam reforming to produce a hydrogen-rich stream, as expressed in Equations 6.17
and 6.18, respectively:

CH3OCH3 þH2O! 2CH3OH ð6:17Þ

CH3OHþH2O!CO2 þ 3H2 ð6:18Þ
The overall reaction is

CH3OCH3 þ 3H2O! 2CO2 þ 6H2 ð6:19Þ
DME hydration occurs over acid catalysts, whereas themethanol steam reforming

reaction proceeds over metal catalysts. Consequently, DME steam reforming
requires a multi-component catalyst. Two approaches have been proposed in the
literature: (a) physical mixtures of a DME hydrolysis catalyst and a methanol steam
reforming catalyst; (b) supported catalysts that combine the DME hydrolysis and
methanol steam reforming components into a single catalyst.
DME hydrolysis is an equilibrium-limited reaction and is considered as the rate-

limiting step of overall DME steam reforming. The equilibrium conversion of
hydration of DME is low at low temperatures (e.g. about 20% at 275 �C). However,
when methanol formed in the first step is rapidly converted into H2 and CO2 by
methanol steam reforming catalysts, high DME conversion is expected. Therefore,
enhancement of DME hydrolysis is an important factor to obtain high reforming
conversion.
In addition to DME steam reforming, the reverse water gas shift reaction

(r-WGSR), Equation 6.20, generally takes place over such metal catalysts during the
reforming process:

CO2 þH2 >H2OþCO ð6:20Þ

Notably, since high-temperature steam reforming enhances the r-WGSR, which
would produce CO, the undesirable poison of fuel cells, low-temperature reforming
is preferable. Low temperatures can be achieved over strong acid catalysts, although
the strong acid at the same time tends to cause deactivation by coke formation.
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Notably, a strongly acidic catalyst or high reforming temperatures favor methane
formation via DMEdecomposition (Equation 6.21). DMEdecomposition is generally
suppressed in the presence of water.

CH3OCH3 !CH4 þCOþH2 ð6:21Þ
Several catalytic systems are described in the literature.
The most commonly used catalyst for hydrolysis of DME is g-Al2O3. Acid site

density, strength of the acid sites and hydrophobicity have been suggested to
influence the activity of the hydrolysis catalyst [225, 239]. Different zeolites have
also been employed but they show a tendency to generate long-chain hydrocarbons at
temperatures above 300 �C through the methanol-to-gasoline reaction [239, 240].
ZrO2 has also been proposed but it does not reach the predicted equilibrium
conversions of DME during experiments on DME hydrolysis. Many studies concern
the solid super acid WO3/ZrO2 system [241–249]. Tungsten oxide on a ZrO2 surface
is present as dispersed clusters, the size of which changes according to the surface
amount of W, with influence on the catalytic performance [250]. The valence state of
surface W has not yet been clarified. WO3/ZrO2 combined with CuO/CeO2 was
presented as a valid alternative in terms of durability and amounts of CO pro-
duced [251] to the combination of a zeolite such asH-mordenite andCuO/CeO2 [223],
which shows higher efficiency but a shorter lifetime. Durability of the DME
reforming catalyst is one of the key factors for practical use. Carbon formation and
metal sintering are the main reasons for deactivation. Operating the reforming
reaction at appropriate conditions can suppress such deactivation. Furthermore,
catalyst durability is also related to the amount ofWO3 loading onZrO2. The observed
deactivation is due principally to the formation of carbondeposits, which can easily be
removed by treatment with oxygen at 300 �C, leading to catalyst regeneration. The
deactivation occurs on the CuO/CeO2 side. Notably, carbonaceous precursors are
formed on WO3/ZrO2, then transferred to CuO/CeO2 and deposited as coke [251].
Concerning the methanol steam reforming component, copper is the metal

predominately used. Copper catalysts are widely known to have high activity for
steam reforming of methanol. This reaction occurs at temperatures of 200–300 �C
but the hydrolysis of DME to methanol occurs in the temperature range
300–400 �C [225] and therefore the durability of the copper catalyst will be a concern.
Copper catalysts are prone to sintering at temperatures above approximately
300–350 �C [252], leading to loss of activity. Therefore, they must be made thermally
stable for use in reforming of DME. Cu–Mn, Cu–Fe or Cu–Cr interactions in spinel
oxides have been reported to suppress sintering of copper at temperatures up to
400 �C during steam reforming of DME. Moreover, the selectivity towards
hydrogen and CO2 can be easily controlled by optimizing the ratio of the two
metals [228, 252]. Palladium catalysts have also been shown to exhibit high activity
for DME steam reforming, but associated with the formation of large amounts of
CO [223, 227]. This is not a surprise since Pd is known to be selective for methanol
decomposition [253, 254].
A high DME steam reforming activity in terms of conversion and H2 yield is also

reported for the Ga2O3/TiO2 system at 400 �C. Its good activity is attributed to
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an electronic interaction between Ga and Ti which favors, with a synergetic effect,
simultaneous performance of DME hydrolysis and methanol steam reforming.
Moreover, this interaction is also helpful for suppressing the direct decomposition
of DME, avoiding methane formation [255].
Partial oxidation of DME (Equation 6.22) has been studied over various metal

catalysts supported on Al2O3 and over nickel on different supports [229, 256].

CH3OCH3 þ 1
2
O2 ! 2COþ 3H2 ð6:22Þ

The most active and selective catalysts are Ni supported on LaGaO3 and Rh
supported on Al2O3. The reaction was suggested to proceed through the oxidation of
methyl (–CH3) or decomposition ofmethoxy species (–OCH3) formed by dissociative
adsorption of DME [229].
Although most research groups have investigated the reforming of DME at low

temperatures, it should be noted that it can match the wide range of operating
temperatures of fuel cells. An indirect internal reforming operation has recently
been developed that can reform DME efficiently at SOFC working temperatures,
�900 �C [257]. The successful development of this operation is to eliminate the
requirement for an external reformer installation, making SOFC fueled by DME
more efficient and attractive. DME can be decomposed homogeneously without the
requirement for a catalyst at high temperature, producing methane and methanol
with small amounts of carbon monoxide, carbon dioxide and hydrogen. The use of
CeO2–ZrO2 as the pre-reforming catalyst along with Ni/Al2O3 is an efficient way to
catalyze the steam reforming of DME, producing high contents of hydrogen and
carbon monoxide with low selectivity in by-products (i.e. methane). The role of
CeO2–ZrO2 in the steam reforming of DME is to decompose methanol and some
methane (generated by the homogeneous decomposition of DME), while the role
of Ni/Al2O3 is to decompose methane left from the reforming over CeO2–ZrO2 to
hydrogen and carbon monoxide.

6.4.4
Acetic Acid

Acetic acid (CH3COOH) is one of the major components of bio-oils (up to 12wt%).
Furthermore, being non-flammable, it is a safe hydrogen carrier. Nevertheless, only
a few studies have dealt with the production of hydrogen from acetic acid.
The steam reforming of acetic acid is highly endothermic (DH� 135 kJmol�1

at 25 �C) and it can be expressed by the following equation:

CH3COOHþ 2H2O! 2CO2 þ 4H2 ð6:23Þ
The network of reactions which may be take place during the process is fairly

complex. Several reactions can occur simultaneously, such as thermal decomposition
(Equations 6.24–6.26) and ketonization (Equation 6.27) of acetic acid:

CH3COOH! 2COþ 2H2 ð6:24Þ
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CH3COOH!CH4 þCO2 ð6:25Þ

CH3COOH!C2H4;C2H6;C3H4; coke;. . . ð6:26Þ

2CH3COOH! CH3ð Þ2COþH2OþCO2 ð6:27Þ
Steam reforming of CH4 (Equation 6.28), methanation of CO (Equation 6.29) and

CO2 (Equation 6.30), the Boudourd reaction (Equation 6.31) and the WGSR are also
involved:

CH4 þH2O!COþ 3H2 ð6:28Þ

COþ 3H2 >CH4 þH2O ð6:29Þ

CO2 þ 4H2 >CH4 þ 2H2O ð6:30Þ

2CO>CþCO2 ð6:31Þ
The complete steam reforming of acetic acid can be achieved over commercial

Ni-based catalysts [79]. The operating temperature of these systems is always higher
than 650 �C. The robustness of the catalysts based on Ni guarantees operation over
thousands of hours, but this metal leads to extensive coke formation. In order to
improve the stability, La2O3 was introduced in the catalyst formulation [258].
Although noble metal-based catalysts are typically more expensive than traditional

Ni-based formulations, their employment has been proposed due to their higher
catalytic activity per unit volume. In this respect, the steam reforming of acetic acid
has been investigated over Pt and Rh supported on Al2O3 or ceria–zirconia mixed
oxides in the temperature range 650–950 �C [30]. Alumina-supported catalysts are
less active than those supported on ceria–zirconia, in terms both of COx yield and
hydrogen production, suggesting the key role of the support type in the catalytic
performance. Moreover, the use of ceria–zirconia mixed oxides leads to higher H2

yields than with alumina-supported catalysts. The increased activity observed over
ceria–zirconia can be associated with the redox properties of this material, which
would open up an additional reaction pathway as compared with the set of reactions
occurring on the alumina-basedmaterials. Takanabe et al. proposed the involvement
of the support in the activation of steam [31]. On noble metals supported on
CeO2–ZrO2, it has been supposed that the metal can activate the oxygenated
molecules, the fragments of which can then react with lattice oxygen at the interface
between the metal and the support. This bifunctional mechanism was recently
demonstrated over Pt/ZrO2 catalyst by the same group [31, 259, 260]. This system
shows high activity at 600 �C, completely converting acetic acid, and it gives a
hydrogen yield close to the thermodynamic equilibrium [261]. Pt and ZrO2 also
play an important role in the activation of reactants [259]. The active sites for the
steam reforming process are suggested to be located at the Pt–ZrO2 boundary.
Acetic acid activation occurs on Pt particles, leading to the formation of acetate or acyl
species which then may decompose to give CO2, CO and CHx. The CHx species
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can be hydrogenated with adsorbed hydrogen to form CH4 or it can also undergo
graphitization and/or oligomerization, causing deactivation due to blockage of the
Pt-related active sites by the deposits. On the support, the activation of H2O leads to
the formation of surface hydroxyl groups, which are able to react with CHx species on
the Pt through the Pt–ZrO2 boundary (Figure 6.6). Subsequently, the WGS reaction
occurs.
In the deactivation mechanism, a key role is also played by acetone formed on

the ZrO2 through dehydration reactions (e.g. aldol-type condensation reactions)
(Equation 6.32):

2CH3COOH!CH3COCH3 þCO2 þH2O ð6:32Þ
It is well known that the acid–base properties of the support are very important in

catalyzing such transformations [262]. In order to improve the catalyst lifetime, two
aspects have to be considered in modifying the support: enhancing the ability to
steam activation and minimizing the activity towards oligomer formation.
Novel and promising Ni–Co unsupported catalysts have been reported recently

[263]. These systems exhibit high activity in a relatively low temperature range
(350–550 �C), high selectivity to hydrogen and, most importantly, satisfactory long-
term stability. For the steam reforming of acetic acid, single-metal Ni and Co
catalysts are also active, but they are inferior to bimetallic Ni–Co catalyst, in terms of
both conversion of acetic acid and selectivity to the products. It is important to note
that an effective catalyst for reforming of oxygenate compounds should be active not
only for cleavage of C–C bonds, but also for the WGSR to remove CO formed on the
metal surface. Sinfelt and Yates [264] reported that C–C bond cleavage is faster over
Ni than other group 8 metals. However, Ni had limited activity for the
WGSR [165, 182], whereas Co had relatively higher activity for the reactions [265].
Hence the combination of Ni and Co in the catalysts can effectively enhance the
activity for acetic acid reforming. The best performance is obtained with a Co:Ni
molar ratio of 4 [263]. Acetic acid, converted with high selectivity at low temperature
over this system, could be used as a fuel in the proton exchange membrane fuel cell
(PEMFC).

Figure 6.6 Proposed pathway for the steam reforming of acetic
acid over Pt/ZrO2 (adapted from Ref. [263]).
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Other bimetallic systems have been investigated. An Fe–Co-based catalyst [266]
exhibits high activity (achieving complete acetic acid conversion at 400 �C), high H2

selectivity and good stability.

6.4.5
Sugars

Biomass carbohydrates, which represent the most abundant renewable sources
available, are currently viewed as a feedstock for the �green chemistry� of the
future [267–269].
Concerning the problems related to global energy supply, carbohydrates, such as

sugars, starch, hemicelluloses and cellulose, can contribute to creating new and
promising options, as depicted in Figure 6.7. Carbohydrates can be converted by
fermentation to alcohols, which can then be used as an energy carrier for the future
hydrogen society, as discussed in Sections 6.4.1 and 6.4.2. Although steam reforming
of renewable alcohols has been studied widely in recent times (see Sections 6.4.1
and 6.4.2), there are several processing steps before biomass is converted to them
whichmake the process energy intensive and costly. An alternative route is the direct
conversion to hydrogen by reaction with water in the liquid phase (APR process).
Furthermore, it is possible to convert them into hydrocarbons that are of interest for
use as fuels.
Dumesic and co-workers, using Pt-based catalysts, have demonstrated that the

catalytic aqueous phase reforming process is a suitable way to produce hydrogen
from sugars at low temperature [270, 271]. Hydrogen, CO2, CO and light alkanes
can be obtained by APR of aqueous sugar feeds. Despite some limitations related to
the feed concentration used, this technology, as discussed in Section 6.3.4, has been
commercialized by Virent Energy Systems.
Two types of sugars are present in biomass: hexoses (C6-sugars), of which glucose

is themost common, and pentoses (C5-sugars), of which xylose is themost common.
Glucose is of particular interest since it constitutes the major energy reserves in
plants and animals. Furthermore, it is attractive as a fuel since it can be produced in

Figure 6.7 Scheme of process routes for conversion of carbohydrates to fuels.
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large quantities fromagricultural wastes.Unlikemethanol, glucose is safe and can be
easily transported, making it a suitable fuel for portable micro fuel cells. In this
respect, it is interesting to mention the development of a catalytic system for direct
conversion of glucose to methanol for use in a direct methanol fuel cell [272]. Pt- and
Ni-based catalysts on microporous, mesoporous and macroporous supports have
been studied. Platinum supported on macroporous silica shows the highest conver-
sion with good selectivity for methanol. Addition of nickel catalyst suppresses coke
formation during the reaction. Further selectivity improvement is necessary to limit
the production of higher alcohols (i.e. mainly ethanol and diols) [272].
Reforming of glucose and sorbitol toH2 andCO2 can be described according to the

following stoichiometric reactions:

C6H12O6 þ 6H2O! 12H2 þ 6CO2 ð6:33Þ

C6H14O6 þ 6H2O! 13H2 þ 6CO2 ð6:34Þ
Although the conversion is highly thermodynamically favorable, the selectivity

towards hydrogen through this route canbe lowdue to consecutive reactions between
the products (CO2 and H2) which lead to the formation of alkanes (CnH2nþ 2) and
water.
The possible reaction pathways which take place during APR of glucose and

sorbitol are depicted in Figure 6.8. H2 and CO2 are formed through cleavage of C–C
bonds catalyzed by metal, followed by the WGSR. C–O bond scission on metal
catalysts and dehydration reactions which can be promoted by the support also take
place, leading to the formation of undesired products such as alkanes. Furthermore,
undesirable homogeneous side-reactions can be involved, resulting in a decrease in
hydrogen selectivity [270].

Figure 6.8 Reaction pathways involved in glucose and sorbitol reforming (adapted from Ref. [274]).
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Several catalysts have been reported in the literature that are based onnoblemetals,
especially Pt and Pd, and transition metals such as Ni.
Dumesic and co-workers observed that glucose is significantly less reactive than

sorbitol on Pt/Al2O3. Aqueous phase reforming of glucose leads to hydrogen
selectivity (�10–13%) that is significantly lower than that of sorbitol (�60%) under
similar conditions. Higher alkane selectivity has also been detected [270]. Further-
more, the rate of H2 formation by glucose reforming depends considerably on the
metal supported on the Al2O3. In particular, the order of activity is Pt >Pd >Ni [273].
It is interesting that whereas the selectivity for hydrogen production is insensitive

to the liquid-phase concentration of sorbitol, the selectivity of hydrogen formation
from reforming of glucose decreases as the liquid concentration increases from 1 to
10wt%because of undesired hydrogen-consuming side-reactions. In this case, it has
been observed that the formation of organic acids, aldehydes and carbonaceous
deposits [274] (Figure 6.8) is first order in glucose concentration, whereas the
desirable reforming reactions on the catalyst surface are of fractional order [275].
This is the main reason for the poor hydrogen selectivity at high glucose concentra-
tions. An important reaction which can occur during APR is the hydrogenation of
glucose to sorbitol (Figure 6.9), which occurs onmetal catalystswith high selectivity at
low temperatures and high pressures [276]. This decrease in selectivity is a serious
limitation, because the processing of dilute aqueous solutions requires handling of
large quantities of water. Higher selectivity for hydrogen by APR of glucose can be
achieved by improvements in reactor design. It was reported by Davda and Dumesic

Figure 6.9 Schematic representation of the dual reactor system
proposed for hydrogen generation by glucose APR (adapted
from Ref. [281]).
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that high hydrogen selectivity can be achieved fromhigh liquid-phase concentrations
of glucose employing a systemwhich combines a hydrogenation reactor with anAPR
reformer [277]. This dual reactor system is illustrated in Figure 6.9. According to this
novel approach, glucose isfirst completely hydrogenated to sorbitol before being sent
to the reformer. The first reactor operates at relatively low temperature (�120 �C),
in order to minimize the glucose decomposition reaction in the liquid phase, and at
relatively high H2 pressure (�50 bar) to favor the conversion of glucose to sorbitol.
The aqueous solution of sorbitol and gaseous H2 are then fed to the reforming
reactor, which is operated at higher temperature (�265 �C), necessary to convert
sorbitol with high selectivity to H2 and CO2. Finally, the liquid and gaseous effluents
from the reformer are cooled and sent to a separator situated downstream of the
reformer, which is maintained at a low temperature (e.g. 25 �C) [277]. A fraction
of the purified H2 at high pressure can then be recycled to the hydrogenation reactor
and the remaining hydrogen may be directed to a fuel cell for conversion to electric
power.
An alternative approach for the utilization of biomass resources for energy

applications is the production of clean-burning liquid fuels. In this respect, current
technologies to produce liquid fuels from biomass are typically multi-step and
energy-intensive processes. Aqueous phase reforming of sorbitol can be tailored to
produce selectively a clean stream of heavier alkanes consisting primarily of butane,
pentane and hexane. The conversion of sorbitol to alkanes plus CO2 and water is
an exothermic process that retains approximately 95% of the heating value and only
30% of the mass of the biomass-derived reactant [278].
Production of alkanes by aqueous phase reforming of sorbitol takes place by a

bifunctional reaction pathway involving first the formation of hydrogen and CO2 on
the appropriatemetal catalyst (e.g. Pt or Pd) and the dehydration of sorbitol on a solid
acid catalyst (e.g. silica–alumina). These initial steps are followed by hydrogenation
of the dehydrated reaction intermediates on the metal catalyst. When these steps are
balanced properly, the hydrogen produced in the first step is fully consumed by
hydrogenation of dehydrated reaction intermediates, leading to the overall conver-
sion of sorbitol to alkanes plus CO2 and water. The selectivities for the production of
alkanes can be varied by changing the catalyst composition and the reaction
conditions and by modifying the reactor design. In addition, these selectivities can
be modified by co-feeding hydrogen with the aqueous sorbitol feed, leading to a
process in which sorbitol can be converted to alkanes and water without CO2.
As another variation, the production of alkanes can be accomplished by modifying
the support with a mineral acid (such as HCl) that is co-fed with the aqueous sorbitol
reactant. In general, the selectivities to heavier alkanes increase asmore acid sites are
added to a non-acidic Pt/alumina catalyst bymaking physicalmixtures of Pt/alumina
and silica–alumina. The alkane selectivities are similar for an acidic Pt/silica–
alumina catalyst and a physical mixture of Pt/alumina and silica–alumina compo-
nents, both having the same ratio of Pt to acid sites, indicating that the acid andmetal
sites need not be mixed at the atomic level. The alkane distribution also shifts to
heavier alkanes for the non-acidic Pt/alumina catalyst when the pH of the aqueous
sorbitol feed is lowered by addition of HCl. The advantages of using a solid acid are
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that the liquid products do not need to be neutralized and the reactor does not need
to be constructed fromspecial corrosion-resistantmaterials. On the other hand, acids
may already be present in liquid streams following hydrolysis of biomass feeds,
thereby promoting the formation of heavier alkanes during aqueous phase
reforming [81, 151, 278].
Alkane production from sugars by aqueous phase dehydration/hydrogenation

reactions has the advantage that most of the alkane fraction is spontaneously
separated from the aqueous phase. Unfortunately, the major compound produced
by this process is hexane, which has a low value as a gasoline additive due to its
relatively high volatility. This limitation has been partially overcome by promoting
a base-catalyzed aldol condensation step which links carbohydrate-derived units via
formation C–C bonds to form heavier alkanes ranging from C7 to C15 [151].
Since the APR process often requires long reaction times and high pressures,

several studies have also been focused on catalytic steam reforming of sugar to
produce hydrogen. In this respect, platinum group catalysts such as Rh/Al2O3,
Pt/Al2O3, Pd/Al2O3 and Ir/Al2O3 were investigated. The development of a steam or
autothermal reforming catalyst optimized for hydrogen production from fermenta-
tion products represents an opportunity for on-site hydrogen production that can be
incorporated into a local fuel cell system for energy generation in small-scale
operations. Autothermal reforming of glucose, using a palladium/nickel/copper-
based catalyst, at different steam-to-carbon ratios and oxygen-to-carbon ratios gives
hydrogen yields as high as 60% at 750 �C [279]. High rates of char formation have
been observed, causing reactor plugging after 6–8 h of operation. Indeed, one of the
major challenges for reforming of glucose is the formation of large amounts of char.
Although it has beenwidely reported that themain reaction leading to char formation
isC–Hbond cleavage, it has been observed that the addition ofH2 to the feed does not
significantly reduce the formation of char [279]. On the other hand, increasing the
oxygen or steam concentration in the feed decreases the rate of char formation due to
the promoted combustion and WGSR. As already discussed, this problem is
minimized in aqueous phase reforming. However, the amount of hydrogen pro-
duced in APR is very small relative to that in autothermal reforming [279].

6.4.6
Ethylene Glycol

Ethylene glycol (EG), HOCH2–CH2OH, which is readily available from renewable
biomass [280, 281], is an interesting feed molecule for the generation of hydrogen
due to its low volatility, which makes it convenient for transport and storage.
Aqueous phase reforming of EG has been the subject of several reported stud-

ies [275, 282–288]. This great interest is due to the fact that this molecule can be
considered as a model of larger and more complex polyols, because it contains the
same functionalities, including C–C, C–O, C–H and O–H bonds, and also OH
groups on adjacent carbon atoms. Reforming of EG therefore serves as model
reactions that may occur during the direct production of hydrogen from biomass-
derived sugars (e.g. glucose) and sugar-alcohols (e.g. sorbitol).
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Aqueous phase reforming of EG takes place according to the following reaction:

HOCH2CH2OHþ 2H2O! 5H2 þ 2CO2 ð6:35Þ
It has been reported [288] that the reaction starts, as illustrated in Figure 6.10,

with the reversible dehydrogenation of EG to form adsorbed C2H6�xO2 species
(Equation 6.36) on the catalyst surface. These adsorbed intermediates can be formed
on the metal surface by the formation of either metal–carbon bonds and/or
metal–oxygen bonds. The dehydrogenation step must be followed by rapid and
irreversible cleavage of the C–C bond (Equation 6.37) to avoid parallel undesired
reactions which lower the selectivity towards H2.

C2H6O2 >C2H6�xO2 þ x
2
H2 ð6:36Þ

C2H6�xO2 > 2CHyO ð6:37Þ
The adsorbed CHyO species, such as formyl or methoxy, can undergo further

dehydrogenation to form adsorbed CO, which can subsequently be converted by the
WGSR into CO2 and H2. CO2 can also be formed via reaction of water or hydroxyl
groups with more hydrogenated surface intermediates formed during the process.
Undesirable alkanes, such asmethane and ethane, can formon the catalyst surface

by C–O bond scission, followed by hydrogenation of the resulting adsorbed species
(Equations 6.38 and 6.39) [81]:

C2H6O2 þ 3H2 ! 2CH4 þ 2H2O ð6:38Þ

C2H6O2 þ 2H2 ! 2C2H6 þ 2H2O ð6:39Þ

Figure 6.10 Reaction pathways for APR of EG (adapted from Ref. [288]).
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Moreover, alkanes can also be produced from the reaction of reforming products,
H2 and CO/CO2, via methanation and Fischer–Tropsch processes.
Another undesired pathway is the cleavage of C–O bonds through dehydration

reactions, which is typically favored on acidic catalyst supports, to form aldehydes,
followed in some cases by hydrogenation over metals to produce alcohols.
The reforming of EG can be accompanied by significant production of acetic acid

through bifunctional dehydrogenation/isomerization and dehydration/hydrogena-
tion routes over the metal and the support.
These dehydrogenation/isomerization reactions are typically undesirable because

the product acids are generally low in value, highly stable in aqueous solution and
corrosive towards catalysts and equipment.
By altering the nature of catalytically activemetal and by choice of a suitable catalyst

support, it is possible to control hydrogen selectivity in the process.
Several experimental and theoretical studies have identified Pt as one of the most

promising metals for the reforming of EG, showing good selectivity for H2 produc-
tion [81, 275, 282, 287]. Among the noble metals, Pt shows the highest catalytic
activity. Pd is also selective towards H2, whereas metals such as Ni and Ru exhibit
good catalytic performance but favor the formation of alkanes. Rh, Ir, Co, Cu, Ag,
Au and Fe have low catalytic activity for aqueous phase reforming reactions. In this
respect, over SiO2-supported group 8 metal catalysts, it has been found that, around
230 �C, the selectivity for H2 production decreases in the following order [289]:
Pd >Pt >Ni >Ru >Rh (Figure 6.11) The opposite trend has been observed for the

Figure 6.11 Hydrogen and alkane selectivity for reforming of
10wt% aqueous EG at 225 �C and 22 bar (adapted from
Ref. [289]).
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alkane selectivity. Whereas Pt, Ni and Ru exhibit relatively high activities for the
reforming reaction, only Pt and Pd also show relatively high selectivity for hydrogen
generation. Moreover, Pt and Pd catalysts show low activity for C–O cleavage
reactions and the series methanation and Fischer–Tropsch reactions between the
reforming products, CO/CO2 and H2. Catalysts based on Pt/Pd can be used
effectively for hydrogen production over a wider range of operating conditions,
since they suffer less from selectivity issues.
The support can also influence the selectivity for H2 production by catalyzing

parallel dehydration pathways leading to the formation of alkanes. For example, the
H2 selectivity observed over silica-supported Pt is significantly lower than that with
alumina-supported Pt [270]. This can be explained considering the acid–base
properties of the support: the higher acidity of silica compared with alumina can
facilitate acid-catalyzed dehydration reactions of EG, followed by hydrogenation on
the metal surface to form an alcohol. The alcohol can subsequently undergo surface
reactions to form alkanes (CH4, C2H6), CO2, H2 and H2O. This bifunctional
dehydration/hydrogenation pathway consumes H2, leading to decreased hydrogen
selectivity and increased alkane selectivity.
In order to stabilize the effect of the support on the activity and selectivity for

hydrogen production, several supported platinum catalysts have been prepared and
tested [282]. At 225 �C, Pt supported on TiO2 is the most active catalyst. In addition,
Pt on alumina and activated carbon also show high activity, whereas Pt supported on
SiO2–Al2O3 and ZrO2 show moderate catalytic activity for H2 production. Lower
activity has been observed for Pt supported on CeO2 and ZnO, mainly due to the
deactivation caused by hydrothermal degradation of the supports.
In addition to H2 selectivity, there is an important aspect to be considered in the

design of the support, namely its physical stability in the reaction environment.
For example, supports such as ZrO2, CeO2 and TiO2 are known to degrade or to
dissolve in the aqueous reforming solution over a long period through sintering and
phase transformation from metastable high to low surface area phases [290].
Therefore, they are unsuitable for long-term use. Addition of dopants such as
Y [291] (for TiO2 and ZrO2) was shown to inhibit phase transition and sintering
processes, but the effects on the chemistry of reforming reactions are still unknown.
Among the supports mentioned above, Al2O3 shows better hydrothermal stability.
Although Pt-based catalysts showed the best catalytic performance for EG reform-

ing, Ni-based catalysts have also been investigated owing to their low cost. One of the
main problems with nickel-based catalysts is their tendency to produce alkanes.
However, it was reported by Dumesic and co-workers that it is possible to control the
selectivity of Ni-based systems through the introduction of modifiers in the catalyst
formulation. In this way, it is possible to select the reaction conditions under which
catalysts perform as well as or better than Pt catalysts for aqueous phase reforming
reactions. The addition of Sn, Au or Zn to Ni, for example, improves the hydrogen
selectivity of the catalyst, with Ni–Sn/Al2O3 being themost active and selective [292].
However, these materials are not stable with respect to time on-stream during
aqueous phase reforming, exhibiting severe deactivation phenomena. Sn-modified
Raney Ni catalysts have been developed due to the relatively stable performance of
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RaneyNi-based systemsunder reactionconditions [293]. In this case, the introduction
of Sn significantly decreases the rate ofmethane formation fromC–Obond cleavage,
whilemaintaining sufficiently high rates of C–Cbond scission required for hydrogen
formation. The alkane selectivity is also reduced [294]. For example, for aqueous
reforming of 2wt% ethylene glycol solutions, the addition of only 0.5wt% Sn (Ni:Sn
atomic ratio 400:1) reduces the rate ofmethane production by about half, whereas the
rate of hydrogen production increases slightly. Methane production is nearly elimi-
nated by the addition ofmore than 10wt%Sn (Ni:Sn atomic ratio 18:1), while the rate
of hydrogen production is decreased only slightly [292]. The beneficial effect of Sn on
the selectivity forH2 productionmay be caused by the presence of Sn atNi-defect sites
and by the formation of anNi–Sn alloy surface through Snmigration intoNi particles
after reduction in hydrogen and exposure to reaction conditions. The decoration of
defect sites by Snmay thereby suppressmethanation reactions. It is also possible that
methanation reactions are suppressed by geometric effects caused by the presence of
Sn on Ni–Sn alloy surfaces, for example by decreasing the number of surface
ensembles composed of multiple nickel atoms necessary for CO or H2 dissociation.
Cleavage of C–Obondsmay also be slowed on Sn-promotedNi surfaces by electronic
effects, because Sn has been reported to weaken the adsorption of carbide fragments
(coke) that are known to be intermediates in the production of methane [294].
The addition of Sn to Raney Ni catalysts also improves the stability and corrosion

resistance of the catalyst under aqueous phase reforming conditions.
Although addition of Sn to Raney Ni catalysts greatly reduces the rate of methane

formation, to achieve the highest selectivities for production of H2 it is also essential
to minimize the partial pressures of the gases produced and their residence time in
the reactor. In contrast, over unpromoted Raney Ni catalysts it is impossible to
achieve this high selectivity under any conditions [292].
Several new bimetallic catalysts, such as PtNi, PtCo, PtFe and PdFe, have recently

been identified for aqueous phase reforming of EG by testing over 130 metal
combinations [285]. These new bimetallic catalysts are significantly more active
than monometallic Pt and Pd catalysts. Density functional theory (DFT) calculations
show an electronic modification of Pt upon alloying with Ni, Co or Fe and these
calculations predict that Pt should segregate to the surface in these systems [295].
Experimental studies of PtNi, PtCo and PtFe supported on carbon have shown that
the surfaces of these alloys are covered with Pt, leading to surface properties that are
different than those of pure Pt [296, 297]. Alloying Pt with Ni, Co or Fe improves the
activity for H2 production by lowering the d-band center [283, 287], which causes
a decrease in the adsorption energy of CO and hydrogen, thereby increasing the
fraction of the surface available for reaction with EG. On Pd-based catalysts, the rate-
limiting step for APR of EG is the WGSR and addition of a WGS promoter such as
Fe2O3 to Pd can improve the catalytic activity for APR.
EG can be reformed to synthesis gas under autothermal conditions over noble

metal catalysts:

C2H6O2 þH2Oþ 1
2
O2 ! 2CO2 þ 7

4
H2 ð6:40Þ
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Rhodium catalysts with the addition of ceria on a g -Al2O3 washcoat layer exhibit
the best combination of high fuel conversion and high selectivity to H2 near
equilibrium. High selectivity to H2 is achieved by adjusting the fuel-to-air and
fuel-to-steam feed ratios, and also the catalyst. The addition of steam significantly
suppresses CO selectivity while increasing selectivity to H2 to as high as 92% near
equilibrium. Minor products observed in the reactor effluent include methane,
acetaldehyde and trace amounts of ethane and ethylene [298].

6.4.7
Glycerol

Glycerol, HOCH2–CH(OH)–CH2OH, also known as glycerin, is an important
biomass-derived product. It can be produced by fermentation of sugars such as
glucose. Furthermore, it is themajor by-product of biodiesel production, which, over
the last decade, has emerged as an important fuel for blending petroleumdiesel [299].
Biodiesel and glycerol are produced from the catalytic transesterification of vegetable
oils and fats with alcohol [300]. About 10wt% of vegetable oil is converted into
glycerol during the transesterification process. For about 4 L of biodiesel formed,
approximately 0.3 kg of crude glycerol is produced. Such crude glycerol is of very low
value due its high content of impurities [301]. The purification of crude glycerol from
the biodiesel plants is a major issue. As the demand for and production of biodiesel
grow, the quantity of crude glycerol generated is becoming considerable [302, 303].
Currently, glycerol is used in many applications but mainly in personal care, food,
oral care, tobacco and polyurethane production and so on (Figure 6.12). Alternative
applications need to be found [304].

Figure 6.12 The market for glycerol [320].
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An increase in biodiesel production not only will reduce the world market price of
glycerol but also will generate environmental concerns associated with contaminated
glycerol disposal. Although blending glycerol with gasoline is a possibility, the
immiscibility of glycerol in gasoline hinders this option. Several attempts have been
made to convert glycerol into a product that could be blended with gasoline. Glycerol
can be catalytically converted into a mixture of lower alcohols with catalysts such as
sulfated ZrO2 or with microorganism such as Klebsiella pneumoniae, Clostridium
pasteurianum,Citrobacter freundii andEnterobacter agglomerans [305–308]. Converting
glycerol to a mixture of alcohols with specific concentrations would enable glycerol
to be blended with gasoline [309]. Glycerol can also be processed into more valuable
compoundswhich at themoment do not have a developedmarket due to their still too
high production costs.
An attractive option is the use of glycerol as a hydrogen source. Theoretically,

from 1mol of glycerol it is possible to produce up to 4mol of hydrogen. When
glycerol is cracked at high temperature, syngas can be obtained and used as a
feedstock in the Fischer–Tropsch synthesis to produce long-chain hydrocarbons
(–CH2–; green diesel) [310, 311]. Gases which are produced from thermal cracking
of glycerol would have medium heating value and can be used as a fuel gas.
Therefore, it has been proposed to produce value-added products, such as hydrogen
or syngas, and medium heating value gases from glycerol using a fixed-bed
reactor without a catalyst. Non-catalytic processes such as pyrolysis and steam
gasification are technologies that can be used for this purpose. Pyrolysis is the high-
temperature thermal cracking process of organic liquids or solids in the absence of
oxygen [312]. Steam gasification produces a gaseous fuel with a higher hydrogen
content than the pyrolytic process in the presence of oxygen and it reduces the
diluting effect of nitrogen, used as a carrier gas in the pyrolysis, in the gas
produced [313].
To date, only a few studies have been conducted on catalytic reforming of glycerol

for hydrogen production. Dumesic and co-workers [81, 270, 314] produced hydrogen
from glycerol by an aqueous phase reforming process. Czernik et al. [29] produced
hydrogen via steam reforming of crude glycerol using a commercial nickel-based
naphtha-reforming catalyst. Recently, other studies [298, 315, 316] reported the
performance of noble metal-based catalysts for glycerol reforming.
The overall reaction of hydrogen production via steam reforming of glycerol is

C3H8O3 þ 3H2O! 3CO2 þ 7H2 ð6:41Þ

which takes into account the contribution of the WGSR.
Steam reforming of glycerol for hydrogen production involves complex reactions.

As a result, several intermediate by-products are formed and end up in the product
stream, affecting the final purity of the hydrogen produced. Furthermore, the yield
of hydrogen depends on several process variables, such as the system pressure,
temperature and water-to-glycerol feed ratio.
Detailed thermodynamic analyses of the process were carried out recently

[317, 318]. These studies reveal that the best conditions for producing hydrogen
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are a working temperature greater than 650 �C, atmospheric pressure and a molar
ratio of water to glycerol of 9:1. Under these conditions, methane production is
minimized and carbon formation is thermodynamically inhibited.
Hydrogen generation via steam reforming of glycerol has been studied at 500 and

600 �Covernickel catalysts supported on aluminamodifiedwithMgO,ZrO2, CeO2 or
La2O3. The feed composition was varied from 1 to 10wt% of glycerol in water, which
is close to that obtained in the first phase of glycerol separation from biodiesel.
The results indicate that all catalysts are able to convert the glycerol completely.
The addition of promoters allows the hydrogen selectivity to be improved signifi-
cantly, avoiding the formation of undesirable by-products. This improvement
achieved its maximum for a 5wt% La2O3-promoted catalyst [315]. Group 8–10
metals were loaded on the optimized La2O3-doped system and showed the following
order of catalytic activity: Ru�Rh >Ni> Ir>Co>Pt >Pd >Fe. Among the investi-
gated catalysts there is little difference in the selectivity of the gaseous products.
In fact, the support promotes the WGSR leading to high CO2 selectivity. Among all
metals, however, Ru exhibits the highest H2 yield. For this metal, the influence of the
support on the glycerol conversion was further examined. Al2O3, Y2O3, ZrO2 and
MgO were selected as support. The results indicate that Ru supported on Y2O3 gives
the best performance in terms of high glycerol conversion, high H2 yield and high
resistance against carbon deposition [315].
A catalyst containing Cu, Ni and Pd has also been found to be effective under

atmospheric pressure within the temperature range 500–600 �C towards both steam
and autothermal reforming of glycerol [279].
As shown in Figure 6.13, the hydrogen yield for both reactions increases with

temperature (in the range 550–850 �C), and for temperatures of 600 �C or higher
the H2 yield in autothermal reforming is greater than that in steam reforming.

Figure 6.13 Comparison of H2 yield obtained during CSR
(S/C¼ 3) and ATR (S/C¼ 3, O/C¼ 0.3) of glycerol over Pd/Ni/
Cu/K catalyst, as a functionof reaction temperature (adapted from
Ref. [279]).
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The addition of oxygen as air leads to an increase in the H2 yield through an increase
in the conversion of glycerol to gaseous products. Moreover, it inhibits the formation
of coke precursor.
The ATR of glycerol has also been examined over Pt- and Rh-based catalysts

supported on alumina foams [298]. High selectivity to H2 can be achieved by
adjusting the fuel-to-air and fuel-to-steam feed ratios, and also the catalyst formula-
tion. The addition of ceria to Al2O3 provides a catalyst which shows high fuel
conversion and high selectivity to H2.
Aqueous phase reforming of glycerol in several studies byDumesic and co-workers

has been reported [270, 275, 277, 282, 289, 292, 294, 319]. The first catalysts that they
reported were platinum-based materials which operate at relatively moderate tem-
peratures (220–280 �C) and pressures that prevent steam formation. Catalyst perfor-
mances are stable for a longperiod.Thegas streamcontains low levels ofCO,while the
major reaction intermediates detected in the liquid phase include ethanol, 1,2-pro-
panediol, methanol, 1-propanol, propionic acid, acetone, propionaldehyde and lactic
acid. Novel tin-promoted Raney nickel catalysts were subsequently developed. The
catalytic performance of these non-precious metal catalysts is comparable to that of
more costly platinum-based systems for the production of hydrogen from glycerol.

6.5
Conclusions

The Kyoto protocol, together with the desire and need to reduce society�s dependence
on fossil fuels, has directed researchers� attention to the use of renewable resources.
An alternative fuel should have superior environmental benefits over a fossil fuel,
should be economically competitive, producible in such quantities as to make a
meaningful impact on energy demands and to provide a net energy gain over the
energy sources used to produce it. Biomass has been suggested as a potential
candidate that can meet the challenges of sustainable and green energy systems.
The idea of creating �biorefineries�, plants similar in principle to petroleum

refineries, has been proposed to produce both useful chemicals and fuels from
biomass. The biorefinery can provide ameans of transition to amore energy-efficient
and environmentally sustainable chemical and energy economy through a highly
integrated system of new chemical, biological and mechanical technologies that are
optimized for energy efficiency and resource utilization. A biorefinery can produce
fuels (low-value products) inhigh volumes, andhigh-value chemicals in low volumes,
while generating electricity and process heat for its own use, and also it can produce
surplus electricity for sale to the power grid.
The major components of biomass are organic oxygenates belonging to the

following groups: acids, aldehydes, alcohols, ketones and phenols. Notably, the
extent of matter did not allow a comprehensive discussion and we focused our
attention here on some key oxygenated compounds.
A survey of the main routes to convert biomass-derived oxygenates selectively to

hydrogen or alkanes over a variety of heterogeneous catalysts has been presented.
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It was shown how strongly the efficiency of each process depends on the nature of
the oxygenated compound. Furthermore, we stressed the concept that the suc-
cessful development of one process lies largely in the design of a suitable catalytic
material in conjunction with the optimization of the working conditions. In our
opinion, the development of an efficient catalyst able to cope with the complex
chemical nature of the oxygenated reactant is the real challenge. Moreover,
improvements are needed to control and direct the reaction pathway to the desired
products.

6.6
List of Abbreviations

APR aqueous phase reforming
ATR autothermal reforming
CCGT combined cycle gas turbine
CFC chlorofluorocarbon
CHP combined heat and power
CPO catalytic partial oxidation
CPOM catalytic partial oxidation of methanol
CSR catalytic steam reforming
CSRM catalytic steam reforming of methanol
DFT density functional theory
DME dimethyl ether
DMFC direct liquid methanol fuel cell
EG ethylene glycol
LPG liquid petroleum gas
SPC solid-phase crystallization
PEM(FC) proton exchange membrane (fuel cell)
PROX preferential oxidation
r-WGSR reverse water gas shift reaction
SOFC solid oxide fuel cell
TWC three-way catalyst
WGS(R) water gas shift (reaction)
YSZ yttria-stabilized-zirconia
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7
Electrocatalysis in Water Electrolysis
Edoardo Guerrini and Sergio Trasatti

7.1
Introduction

Electrolytic water splitting was the first electrochemical process to be performed.
Historically, the first experiment on water electrolysis was attributed to Nicholson
and Carlisle, who in 1800, using the newly invented Volta�s pile, observed the
formation of gaseous products in the laboratory [1]. In reality, there are documents
proving that Volta himself noted the phenomenon a few years earlier, although he
never reported the observation in a publication [2].
Despite such an early observation, the production of hydrogen bywater electrolysis

on an industrial scale dates back only to the beginning of the 1900s, with the
increasing need for large amounts of hydrogen for ammonia synthesis. At that time,
water electrolysis was the most economic among the chemical processes able to
produce hydrogen with purity close to that necessary for the catalytic synthesis
of ammonia. Reasons were the low cost of hydroelectric power and the flexibility
of the process itself that allowed the use of seasonal peaks of electric power.
It is clear from the above that the cost of electricity is an additional factor

that contributes to determining the economic convenience of electrochemical
processes. The successive development of water electrolysis depended essentially
on the oscillatory behavior of such a variable, which is in turn linked to political
and environmental factors. Actually, the electrolytic method was largely applied
until the mid-1900s, when the rising costs of electric power and the abundant
availability of hydrogen from natural hydrocarbons confined the use of electrolytic
hydrogen to cases where the purity of hydrogen is a necessary requirement, such as
in the pharmaceutical industry, hydrogenation in the food industry and so on.
In the 1970s, a first serious energy crisis related to a sharp increase in the cost

of fossil fuels led to a revival of interest in water electrolysis. This time the interest
was focused on hydrogen as an energy vector that could possibly replace fossil
fuels in the world economy. The aim was twofold: to become relatively independent
of the influence of the oil market and to reduce the environmental impact of the
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use of fossil fuels whose combustion is responsible for the production of
�greenhouse� gases, such as CO2 and NOx, and of polluting compounds such as
SO2 (acid rain).
In that scenario, the idea of a �hydrogen economy� was put forward, where

hydrogen is the engine of the world producing electric power in fuel cells and
replacing oil as a fuel in internal combustion engines [3]. In this context, it should
not be forgotten that a technology cannot be cleaner than the energy source
used to drive it. In other words, the use of electric cars and of electrolytic hydrogen
entails the consumption of large amounts of electricity to recharge batteries
and to feed electrolyzers. The solution of this circle necessarily lies in the use of
clean, renewable energy sources that also avoid the risk of exhaustion implicit in the
use of fossil fuels.
In 1974, the International Association for Hydrogen Energy was founded,

whose official journal is the International Journal of Hydrogen Energy. At the same
time, funding agencies promoted research projects along the same lines. In the
electrochemical field, investigations were pushed to improve the technology of
hydrogen electrolysis, reducing at the same time the investment and operational
costs of the electrolytic process. In particular, R&D programs were financed by
the European Community in two sections in the period 1975–85. The advances
achieved during these programs have been reviewed in two articles and a
book [4–6].
In the meantime, the sharp decrease in the cost of fossil fuels to the levels

before the 1970s led to a weakening (again!) of interest in a hydrogen economy
and to a slowdown of research on improving water electrolysis.
Nowadays, the concerns about pollution and the recent dramatic increase

in the price of oil have definitely boosted interest in hydrogen as an energy
vector and a clean fuel, although the problem of a clean energy source is still far
from being solved.
The splitting of water into gaseous H2 and O2 by the action of electricity:

H2Oþ 2F!H2 þ 1
2
O2 ð7:1Þ

where F is the Faraday constantmeasuring 1mol of electricity (96 485C), is definitely
an extremely clean process since no polluting by-products are formed.. Equation (7.1)
explicitly shows that the cost of electricity is an additional economic burden,
even though the product yield is 100%, that is, no electrical energy is wasted.
Moreover, Equation (7.1) implicitly shows that environmental drawbacks involved
in the production of electricity bear negatively on the general economy of the process.
A definite advantage of electrochemical technology is its reversibility. The reverse

of reaction (7.1):

H2 þ 1
2
O2 !H2Oþ 2F ð7:2Þ

occurs in an H2–O2 fuel cell. In fact, the same technology can be used for
both processes, that is, the same cell can work as an electrolyzer or as a fuel cell,

236j 7 Electrocatalysis in Water Electrolysis



depending on the operating conditions. This is not the case with other competing
reactions for the production of H2.
The term �water electrolysis� implicitly means that the electrochemical reactor

does not contain pure water only. Conventional electrolysis requires that the
solution should be electrically conducting for the process to proceed. This implies
that an electrolyte should be dissolved in water. Whereas in other cases, for example
electrochemical organic or inorganic processes, the presence of an inert electrolyte
may constitute a problem for the separation of products, this is not the case for
water electrolysis since gaseous products are obtained. Nevertheless, the electrolyte
can give other kinds of problems, such as corrosion phenomena, poisoning of
electrodes and so on.
The conventional technology of water electrolysis makes use of alkaline

solutions [7]. In particular, about 30% KOH is used at about 80 �C. The use of KOH,
although more expensive than NaOH, is dictated by two reasons: (1) KOH is more
conductive (about 1.3 times) than NaOH and (2) KOH is chemically less aggressive
than NaOH. A 30% concentration is used because the conductivity exhibits a
maximum there.
Traditionally, the electrode materials for the conventional technology have been

iron or mild steel for cathodes and nickel or nickel-covered iron for anodes.
Among metallic elements, these materials show excellent chemical resistance
to KOH and satisfactory electrochemical activity. During the past three decades
several advances have been achieved in the technology, which have lead to an
appreciable decrease in the cost of the electrical energy consumed in the
electrolytic processes. In synthesis, advances have involved (1) activation of electro-
des, (2) cell design, (3) solid polymer electrolyte (SPE) technology and (4) steam
electrolysis. These items will be discussed separately in the following.

7.2
Thermodynamic Considerations

An electrochemical system differs from a chemical system in the presence of
an additional variable. In a chemical system, the variables are temperature (T),
pressure (p) and composition (mi, the chemical potential of component i). In an
electrochemical system, in addition to T, p and mi, its electrical state is an additional
variable. Since an electrochemical system consists of two electron conductors
in contact with an ionic conductor (electrolyte), the electrical state is measured by
the �electrode potential�.
A chemical system in equilibrium is expressed by the condition

DG ¼ 0 ð7:3Þ
A chemical system is therefore unable to perform work. The equilibrium

condition for an electrochemical system is expressed by

DG ¼ �nFDE ð7:4Þ
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where n is the number of moles of electricity involved in the transformation of
1mol of product and DE is the potential difference measured between the
two electrodes. It is clear from Equation (7.4) that an electrochemical system has
energy stored in it and can perform or absorb work each time the equilibrium
conditions are perturbed.
Let us consider the reaction

H2O>H2 þ 1
2
O2 ð7:5Þ

which proceeds to the right in electrolyzers and to the left in fuel cells. The
minimum potential difference that can be applied between the electrodes of a water
electrolyzer without producing electrolysis is

DE ¼ D
!
G
nF

ðn ¼ 2Þ ð7:6Þ

where D
!
G ¼ �DG in Equation (7.4), that is, it is a positive quantity. Since

D
!
G ¼ mH2

þ 1
2
mO2

�mH2O ð7:7Þ

from Equations (7.6) and (7.7) it follows that

DE ¼ D
!
G �

2F
þ RT

2F
ln

pH2
p

1
2

O2

aH2O

0

@

1

A ð7:8Þ

where pi is the partial pressure of component i and aH2O is the activity of water.
DE measures the difference between the reversible potentials of the anode (the O2

electrode) and the cathode (the H2 electrode). Formally, it is possible to write

DE ¼ Ea�Ec ð7:9Þ
where Ea and Ec are measured with respect to the same reference electrode, formally
a standard hydrogen electrode (SHE), practically a saturated calomel electrode (SCE)
whose observed potential is 0.241V (SHE).
Under standard conditions at 25 �C with D

!
G ¼ 237.178 kJmol�1 [8]:

DE
� ¼ 237:178

2 � 96:485 ¼ 1:229V ð7:10Þ

Considering Equation (7.8), it is evident that DE is affected by p, T and composi-
tion. In particular,DE increases as p is increasedwhereas it decreases asT is increased
mainly through the temperature dependence of D

!
G �. Thermodynamic considera-

tions therefore suggest that the best conditions for energy saving would be met at
high temperatures and low pressures. However, due to solvent evaporation, these
conditions would be impractical, so that temperature can be substantially increased
only by working at enhanced pressure.
The limitation of solvent evaporation could be avoided by working at high

temperature with water vapor in the presence of a solid electrolyte (steam electroly-
sis). Nominally, at about 4000 �C, at which D

!
G ¼ 0, electroless thermal water

splitting would be realized. In practice, problems of material stability, necessary
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heat sources, separation of products and so onmake this thermodynamic possibility
very difficult to realize.
Whereas D

!
G represents the reference value for kinetic considerations and

for calculating the minimum electrical energy required, the energy balance is
referred to D

!
H :

D
!
G ¼ D

!
H�TD

!
S ð7:11Þ

The energy required to break and to form molecular bonds and to bring reactants
and products to their reference states is in fact measured by the enthalpyD

!
H; which

thus defines the so-called thermoneutral potential (DE is used only for equilibrium
quantities, while DV are potential differences away from equilibrium conditions):

DV tn ¼ D
!
H
nF

ð7:12Þ

Under standard conditions at 25 �C, DVtn¼ 1.481V. From thermodynamic
considerations, electrolysis at DV<DEtn proceeds with heat absorption from the
environment, whereas the opposite is the case at DV>DEtn. At DV¼DEtn, no net
exchange takes place between the cell and the environment and the term
�thermoneutral� has been coined to emphasize such a situation.
The efficiency with respect to the electrical energy used is thermodynamically

defined by

e ¼ D
!
H

D !
G

¼ DV tn

DE
ð7:13Þ

which can therefore potentially be >1.

7.3
Kinetic Considerations

DE, as defined by Equation (7.6), has no practical meaning. In order to drive water
electrolysis at a practical rate, aDV>DEmust be applied. This implies that part of the
electrical energy is spent to overcome reaction resistances:

DV ¼ D
!
G
nF

þ dissipation ð7:14Þ

The consumption of electrical energy in a cell where electrolysis is carried out
at a current I with a potential difference DV is given by:

DVIt ¼ DVQ=kW h ð7:15Þ

The economic target of an electrochemical process is to keep the electrical consump-
tion to a minimum. On the basis of Equation (7.15), this implies that a process
should be performed at the maximum I with the minimum DV. In industrial
processes, it is the current to be fixed rather than the electrode potential difference,
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for two reasons: (i) it is technically easier and (ii) the current fixes the desired
production rate.
The applied potential difference, according to Equation (7.14), includes a thermo-

dynamic contribution and a kinetic contribution (dissipation). The latter is deter-
mined by the factors that govern the reaction resistances. To a first approximation,
dissipation can be ascribed to three main factors (Figure 7.1):

DV ¼ DEþ
X

hþ IRþDVt ð7:16Þ

7.3.1
Equilibrium Term (DE)

DE is the thermodynamic value that depends on the nature of the electrode reactions.
It cannot be modified as long as the electrode reactions remain the same. Therefore,
in principle, to reduce DE it would be necessary to build up a cell with a couple
of electrode reactions with lower DE. Since the electrode reaction producing H2

cannot be changed in that it is the target process of water electrolysis, it would in
principle be possible to replace the anodic reaction of O2 evolution with another
oxidation reaction taking place at a more favorable potential (i.e. < EO2 ). On the
other hand, the reaction of water electrolysis is not energetically symmetric, in the
sense that O2 evolution is much more demanding than H2 evolution, so that energy
dissipation is much more important at the anode than at the cathode. Therefore,
getting rid of the reaction of O2 evolution would open up interesting possibilities
for energy saving.
In electrochemical terms, the replacement of an electrode reaction with another

taking place at a more favorable electrode potential is called depolarization.

7.3.2
Ohmic Dissipation Term (IR)

In Equation (7.16), IR represents the energy dissipation related to ohmic drops
in the electrolytic cell. These include a number of contributions: electrolyte, electro-
des and electrical connections. The total resistance between the anode and

Figure 7.1 Variation of the voltage (DV) applied to an electrolysis
cell with current flowing through the cell.
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the cathode of an electrolytic cell depends first on the conductivity of the electrolyte
and is governed by the distance between the two electrodes. For this reason,
conventional water electrolysis has traditionally been carried out in alkaline solutions
under conditions of maximum conductivity (30% KOH, 80 �C).
The resistance between the two electrodes also includes other contributions.

Conventional water electrolysis calls for a divided cell to keep the gaseous
products separate. This entails the presence of a diaphragm, which is just a physical
separation allowing electrical contact through pores (Figure 7.2a). The resistance
of a diaphragm is certainly higher than that of a same volume of electrolyte.
Therefore, diaphragms have to be kept as thin as possible, compatible with mechan-
ical stability. Earlier diaphragmsmade of asbestos were later replaced by less noxious
and mechanically more stable materials, such as ceramics, cermets and organic
materials [9–11].
The problem of gas bubbles is to be added to the resistive effect of mechanical

separators [12–14]. H2 and O2 are formed at the surface of the electrodes facing
the separator. Hence the solution between electrode and diaphragm becomes
saturated with gas bubbles that reduce the volume occupied by the electrolyte,
thus incrementing the electrical resistance of the solution. In the conventional
cell configuration, IR can be minimized, once the electrolyte and the separator
are fixed, only byminimizing the distance between the anode and cathode. However,
a certain distance between the electrode and separator must be necessarily
maintained.
Electrode materials in principle should not bear on ohmic drop problems. In

practice, they can do, if the conductivity is poor and the thickness of the active film
is sizable. Thus, although in principle IR should not depend on electrode materials
but only on cell design, in practice catalytically active materials with poor electrical
performance cannot be used industrially since they would unacceptably increase
the energy consumption for the product unit.

7.3.2.1 Cell Design
The problem of ohmic drops has recently been tackled by modifying the cell design.
This is amatter of engineering, not of chemistry. The conventional design of divided
cell has been replaced with a so-called zero-gap configuration [15], where the

Figure 7.2 Cell designs. (a) Conventional alkaline electrolysis; (b)
advanced alkaline electrolysis (zero gap); (c) SPE configuration
(acid electrolysis).
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electrodes are directly pressed against the separator so that the interelectrode dist-
ance is minimized to the thickness of the separator (Figure 7.2b). Clearly, the
interelectrode gap is zero only nominally, whereas the gap between the electrode
and separator is effectively zero.
The new configuration calls for a modification also of the design of electrodes.

These cannot be solid plates otherwise there would be no surface for electrical
contact between anodic and cathodic electrolytes. Electrodes consist of perforated
or stretched plates or meshes leaving free areas of separator available for electrical
contacts.
Separators (diaphragms) never ensure complete mechanical separation between

the two compartments of an electrolyzer. In particular, the possibility of free
transport of a gas through the voids to the other compartment can create safety
problems in the case of H2 and O2. For this reason, the zero-gap configuration
has evolved to a completely new technology: the solid polymer electrolyte (SPE)
technology (Figure 7.2c). Here the physical separator is replaced by a membrane
permeable in particular only to the ions of water. Since an alkaline environment
poses problems of chemical stability and correct functioning of an alkaline mem-
brane, the SPE technology has been developed with a proton conductor as
a membrane [16–19].
With the SPE configuration, electrodes are pressed against the membrane so that

the thickness of the latter fixes the interelectrode gap. A membrane can be thinner
than a physical separator, thus reducing such a kind of contribution to IR. The
ensemble of electrode andmembrane is usually referred to as amembrane–electrode
assembly (MEA). This term is used irrespective of the operation of the cell, that is,
for both electrolyzers and fuel cells.
More importantly, in the SPE technology gaseous H2 and O2 are liberated on the

electrode surface on the side of the solution, thus solving the problem of the solution
resistance due to the presence of bubbles. The membrane acts as an electrolyte.
At the anode H2O is oxidized to O2 with liberation of Hþ , which migrates through
themembrane to the cathode, where it is reduced toH2. In practice, aflow of solution
is needed only at the anode to replace water molecules oxidized to O2. However,
the solution no longer needs to be conductive since no current passes through it.
Actually, SPE electrolyzers are fed with plain water [20].
The SPE technology solves some problems but it poses others. In particular, the

strong acid environment developed on the membrane calls for a complete change
of electrode materials from those used in the conventional alkaline electrolysis.
More specifically, especially the requirements for electrodematerials forO2 evolution
are stringent since the anodic conditions are especially aggressive for corrosion
problems.

7.3.3
Stability Term (DVt)

The term DVt in Equation (7.16) expresses a phenomenological observation:
the potential difference applied to an electrolyzer tends to increase with time.
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In other words, DVt measures the drift of DV with time as a consequence
of performance degradation. The latter can be due to various reasons: loss of activity
of electrode materials, increase in ohmic drops, that is, the various contributions
to DV with the exception of DE, the magnitude of which is fixed by thermodynamics.
As a concise term, DVt can be called instability.
The most general case is that of instability of electrode materials that can

deteriorate for various reasons (see later). A practical example of instability of a
water electrolyzer is given inFigure 7.3 [21]. The applied voltageDV is seen to increase
with time, which entails a higher consumption of electrical energy. Since energy
consumption is the critical factor discriminating between electrochemical and
non-electrochemical technology for a given process, the importance of DVt can
hardly be overemphasized.
Unfortunately, activity and stability for a given material as a rule do not proceed

in parallel. Rather, they vary in opposite directions. Hence the search for more
and more active materials must find a compromise with an acceptable stability.
Academic research as a rule overemphasizes activity, whereas industry does so
for stability. For this reason, it can happen that academic research reports very
interesting activity properties but without any industrial interest. On the other hand,
industrial breakthroughsmay be emphasized that have in fact no scientific relevance.
This is just to stress that a single point of view never offers an exhaustive picture
of a problem.

7.3.4
Overpotential Dissipation Term (Sh)

The term Sh in Equation (7.16) is the sum of anodic and cathodic overpotentials
and expresses the way in which the fourth variable in electrochemistry, the electrical
variable, operates to govern the rate of electrode reactions. Overpotentials
are essentially determined by the activation energy of the electrode reaction. Over-
potentials are the applied potential difference, in excess of the thermodynamic
value, that is spent to overcome the activation energy.
The relationship between h and I, the reaction rate of an electrode reaction,

is expressed by the Butler–Volmer equation, whose model describes a linear
variation of the activation energy with the applied overpotential [22]. Hence,

Figure 7.3 Performance of a conventional electrolyzer as a function of time. Data from [21].
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in electrochemistry, reaction rates can be controlled and varied by simply turning
the knob of an appropriate instrument (galvanostat) without any need to operate on
the other variables of chemical systems. That is the reason why in principle
electrochemical processes can proceed at room temperature and atmospheric
pressure, that is, under mild experimental conditions. As already discussed above,
operating on p and especially on T helps to improve and optimize the performance
of an electrolytic cell, but it is not an absolute experimental necessity.
According to the Butler–Volmer equation, the dependence of h on I is linear

in a range of few millivolts around the reversible electrode potential, whereas
it becomes logarithmic at h> 50–100mV away from equilibrium conditions,
depending on the degree of reversibility of the specific electrode reaction:

h ¼ aþ blnI ð7:17Þ
Equation (7.17) is the Tafel equation and expresses the way in which the applied
potential difference operates to enhance the reaction rate [22]. Since the unit of h
is volts, the units of a and b are also volts; a is called the Tafel intercept, that is,
the overpotential at I¼ 1 (which depends on the units of I, A ormAormA); b is known
as the Tafel slope, that is, the variation of h per decade of current.
The current I is an extensive quantity, in that it depends on the size of the electrode.

For this reason, the reaction rate is conveniently referred to the unit surface area
(I/S¼ j, current density). Even so, the current density continues to be an extensive
quantity if referred to the geometric (projected) surface area since electrodes are as
a rule rough and the real surface does not coincide with the geometric surface [23].
Conversely, b is an intensive quantity, in that it depends only on the reaction
mechanism and not on the size of the electrode. The term b is the most important
kinetic parameter in electrochemistry also because of the easy and straightforward
procedure for its experimental determination. Most electrode mechanisms can be
resolved on the basis of Tafel lines only.

7.3.5
Electrocatalysis

Activation energies depend on the strength of chemical bonds formed and/or broken
during a given reaction. In particular, electrode reactions are heterogeneous reactions
since they occur at the boundary between two immiscible phases. This implies
that bonds are formed between the electrode surface and reactants, products or,
most often, intermediates. It is thus self-evident that if the material of the electrode
is modified, the activation energy and/or the reaction mechanism will also be
modified. This scenario is typical of heterogeneous catalysis and in fact it is referred
to as heterogeneous catalysis at electrodes, which in a single word has become the
well-known term electrocatalysis [24]. Incidentally, it is convenient to use this occasion
to warn that in many cases the term electrocatalysis is meant to indicate that a given
reaction is catalyzed electrochemically, that is, by electrons formed electrochemically
to be transferred from the electrode to the reactant. This is a completely wrong
concept, definitely to be rejected.
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According to Equation (7.17) (Tafel line), an electrode reaction can be accelerated
by simply increasing the overpotential (i.e. either making Emore positive for anodic
reactions or more negative for cathodic reactions). Nevertheless, the basic over-
potential (a) cannot be changed, unless the electrode surface area is modified
(geometric factors). However, if at constant I (or, better, j) the electrode material
is changed, the overpotentials will become different because the activation
energies are different (electronic factors). This is the very target of electrocatalysis:
a search for new materials and/or new operating conditions in order to: (i) improve
activity, efficiency and selectivity, (ii) reduce investment and/or operational costs,
(iii) increase lifetime (stability) and (iv) avoid pollution.
The targets of electrocatalysis are at the basis of recent developments in the field

of water electrolysis. First, it is necessary to distinguish between materials
evaluation andmaterials selection. The former is the search for materials with better
and better properties for the wanted electrode process. The latter implies global
considerations of applicability. This is probably whatmakes academic research differ
from R&D. The former is favored by scientifically exciting performance, in the latter
it is necessary to find a compromise between, for instance, activity and stability
or between efficiency and economic convenience.
Point (i) above implies the search for new procedures to prepare a given

electrode material or new composite materials to look for possible synergetic effects.
The latter usually are electronic factors, whereas the former often result in geometric
effects. It is therefore necessary to be able to distinguish between the two effects
to establish with certainty some predictive basis for the design and optimization
of electrocatalysts.
Point (ii) above leads in general to the replacement of expensive with cheaper

materials. This explain the great efforts in looking for less noble compounds that
are usually less active and must therefore be improved with specific approaches.
Also, expensive materials can be retained but employed in much lower amounts.
This concept has led to the development of the so-called activated electrodes. These
consist in an inert (and inexpensive) support on which the expensive (and active)
material is deposited as a film of a few micrometers thickness. This minimizes
the cost of the valuable component without losing its high activity. The configuration
of activated electrodes is nowadays very general. It entails problems of reproducibility
of preparation, especially of adhesion of the overlayer to the support. Hence, in this
respect, point (ii) converges with point (iii) above to find a compromise between
activity and stability.
Finally, point (iv) has become a more rigid discriminant than other criteria.

Materials with even a small probability of pollution are no longer tolerated. For this
reason, some of the most common electrode materials during the last century have
been definitely banned from applications, for example, lead and mercury.

7.3.5.1 Theory of Electrocatalysis
Electrocatalytic activity is always assessed on a relative basis by comparing the
current density at constant potential or the potential at constant current density.
If current density is normalized to the apparent (geometric) surface area, apparent
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electrocatalytic effects will also include geometric effects. If current density is
referred to the real surface area, true electronic effects will emerge. The determina-
tion of the real surface area is not at all an obvious operation and only in a very
few cases have reliable approaches been developed [23]. In practice, fairly sound
methods are available only for a few pure metal electrodes (Pt, Au, Ag, Hg) that have
no practical impact in water electrolyzers. For materials of industrial interest,
only approximate approaches are still available.
Comparison of Tafel lines for different materials is the most straightforward

way to assess the relative activity. Since the slope of a Tafel line is determined by the
mechanism of the electrode reaction, it follows that the Tafel lines of two materials
can intersect, so that one of the materials turns out more active at low current
density, and the other at high current density (Figure 7.4). Whereas the relative
position of two Tafel lines can be modified by modifying both geometric and
electronic factors, the Tafel slope changes only if the mechanism changes. In this
respect, the search for new materials or the optimization of existing materials is
oriented to obtain as low Tafel slopes as possible. Since the latter expresses the
rate of increase in overpotential with increasing current, lower Tafel slopes
allow lower energy consumption for the same production rate.
The theory of electrocatalysis is still in its infancy. It was developed first for

the hydrogen evolution reaction in the second half of the 1900s. The grounds can
be traced back in a seminal paper by Horiuti and Polanyi [25]. Accordingly, for
a simple one-electron electrode reaction:

Aþ e!Bads ð7:18Þ
producing an adsorbed intermediate, the activation energy will be a function of the
strength of interaction of the intermediate with the electrode material. The stronger
the adsorption bond, the lower is the activation energy. Simple kinetic considerations
show that if reaction (7.18) is the rate-determining step, the reaction rate will be an
exponential function ofD(M–B), whereD is the bond strength andM is an electrode
surface site. Therefore, it turns out that

log j / DðM�BÞ ð7:19Þ
that is, the reaction is facilitated by materials adsorbing B more strongly.

Figure 7.4 Sketch of Tafel lines for two different materials.
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The situation is more complex, however, than it appears at first sight. As D(M–B)
increases, the surface of M will be more and more occupied by adsorbed B, which in
turn will subtract part of the electrode surface to further discharge of A. In other
words, Bads acts as a sort of inhibitor for the electrode reaction. Since the amount of
Bads (WB¼ coverage) is governed by an adsorption isotherm, that is, WB is a function of
D(M–H), log j turns out also to be a linear function of –D(M–B), that is, it is depressed
by an increase in coverage with the intermediate [24].
Since log j increases linearly with D(M–B) for energetic reasons, but decreases

linearly with D(M–B) for reasons of steric inhibition, at low D(M–B) the former will
prevail over the latter, whereas at highD(M–B) the latter will prevail over the former.
The outcome (Figure 7.5) is a so-called volcano curve, where poor catalysts are
located on the extreme left-hand side, strong catalysts are located in the extreme
right-hand side and moderate catalysts are placed around the apex of the curve.
The curve is a graphical representation of the Sabatier principle according to which
the best catalysts are those adsorbing relevant species neither too weakly nor too
strongly. Volcano curves are known also for catalytic reactions (on the other hand
the principles are precisely the same), the only difference being that they are called
Balandin curves.
Volcano curves lay down the grounds for a predictive tool in electrocatalysis.

One definite problem in establishing a volcano curve is the actual values of the
quantity D(M–B), which is seldom known for conditions resembling those relevant
to an electrode reaction. As illustrated later, this issue is approached case by case,
depending on the nature of the electrode reaction.
A complete theory of electrocatalysis leading to volcano curves has been

developed only for the process of hydrogen evolution and can be found in a seminal
paper by Parsons in 1958 [26]. The approach has shown that a volcano curve
results irrespective of the nature of the rate-determining step, although the
slope of the branches of the volcano may depend on the details of the reaction
mechanism.

Figure 7.5 Sketch of the dependence of the electrocatalytic
activity on the intermediate adsorption bond strength
(volcano curve).
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7.4
The Hydrogen Evolution Reaction

The discharging particles producing H2 evolution at a cathode are H2O molecules
in alkaline solutions and protons in acidic solutions [27]. Thus, at intermediate
pH there may be a transition from Hþ to H2O with increasing current density,
which manifests itself as a maximum in overpotential. Usually H2 evolution is
carried out in strongly alkaline or strongly acidic environments. Since H2 evolution
produces alkalinization of the catholyte:

H2Oþ e! 1
2
H2 þOH� ð7:20Þ

a strongly alkaline medium always develops close to the cathode surface, which
would make the pH control of solutions of weak acidity or alkalinity very difficult.

7.4.1
Reaction Mechanisms

The first step in the mechanism of H2 evolution is always the formation of an
adsorbed H intermediate, in both acids and alkalis:

H2Oþ e!Hads þOH� ð7:21aÞ
or

Hþ þ e!Hads ð7:21bÞ
followed by either electrochemical desorption:

Hads þH2Oþ e!H2 þOH� ð7:22aÞ
or

Hads þHþ þ e!H2 ð7:22bÞ
or by chemical desorption:

Hads þHads !H2 ð7:23Þ
The choice of the route (7.21) ! (7.22) or (7.21) ! (7.23) depends on the

electrocatalytic properties of the material. As a rule, electrode materials with weak
D(M–H) develop H2 via (7.21) ! (7.22) with step (7.21) being rate determining,
whereas materials with strong D(M–H) liberate H2 via (7.21) ! (7.22) with
step (7.22) being rate determining. Accordingly, H2 is evolved via (7.21) ! (7.23)
with step (7.23) being rate determining bymaterials withD(M–H) values close to the
apex of the volcano curve.
The above mechanism can be indicated synthetically by a sequence of letters

(E� electrochemical step, C� chemical step). Thus, (7.21) ! (7.22) is EE
whereas (7.21) ! (7.23) is EEC – two Had need be formed in step (7.21) to produce
one H2 in step (7.23). In general, in the sequence of letters the last step is rate
determining. Since the Tafel slope is determined by the reaction mechanism, it can
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be shown that if reaction (7.21) is rate determining (E), the Tafel slope (at 25 �C) is
120mV per decade of current (density). In the case of the EE mechanism, the
Tafel slope is predicted to be 40mV, and for the EEC mechanism only 30mV [22].
These values of b are valid for low WH. For high WH the value of bmay depend on WH.

7.4.2
Electrocatalysis

According to the fundamental theory of electrocatalysis, adsorption of atomic
hydrogen on the electrode surface enhances proton discharge while slowing H
adsorption. Hence for metals, activity is predicted to vary with heat of adsorption
as a volcano-shaped curve. The predictions of the theory have been confirmed
experimentally [28], although collecting data under perfectly comparable conditions
is difficult. Nevertheless, as Figure 7.6 shows, a plot of ln j (activity) at constant
potential (viz. overpotential) against the M–H bond strength reproduces a fairly
symmetric volcano-shaped curve as expected. A problem is the assessment of the
value of D(M–H) under operating conditions, especially because D(M–H) depends
on the coverage WH. It has been reported, however, thatD(M–H) can be approached,
to a first approximation, by the quantity determined experimentally in gas-phase
adsorption, neglecting solvent displacement effects in solution.
In Figure 7.6, the sp-metals are located on the left-hand branch of the volcano

curve that also includes the metals of group 1B (Cu, Ag, Au). These metals adsorb H
rather weakly and they evolve H2 via a primary discharge as a rate-determining
step (b¼ 120mV). Cu, Ag and Au show higher activity since they, particularly
Cu, adsorb H more strongly than sp-metals. The equilibrium coverage is always
small and the value of D(M–H) is thus the governing factor. Nevertheless, D(M–H)
is <1/2D(H–H), which implies a positive DH(H2)ads.
Most transition metals (for Fe, Co and Ni see the following paragraphs) are

located on the descending branch of the volcano curve. For these metals, the
adsorption of H is strong and WH close to saturation, making H2 desorption from
the surface difficult. For these metals, the inhibiting effect of WH prevails over the

Figure 7.6 Experimental volcano curve for H2 evolution on
metals. M–H bond strength from overpotential data. Adapted
from Ref. [28].
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enhancing effect of D(M–H). The electrochemical desorption with step (7.22) being
rate determining governs the mechanism of H2 evolution. Since WH is close to
saturation, a Tafel slope b between 40 and 120mV is as a rule observed, depending on
D(M–H). For transitionmetals,D(M–H) is generally so strong as to be>1/2D(M–H),
which entails a high negative DH(H2)ads.
It is intriguing that analysis of the volcano curve predicts that the apex of the

curve occurs at DH(H2)ads¼ 0 (formally, DG¼ 0) [26]. This value corresponds to
the condition D(M–H)¼ 1/2D(H–H), that is, forming an M–H bond has the same
energetic probability as forming an H2 molecule. This condition is that expressed
qualitatively by the Sabatier principle of catalysis and corresponds to the situation
of maximum electrocatalytic activity. Interestingly, the experimental picture
shows that the group of precious transition metals lies close to the apex of the
curve, with Pt in a dominant position. It is a fact that Pt is the best catalyst for
electrochemical H2 evolution; however, its use ismade impractical by its cost. On the
other hand, Pt is the best electrocatalyst on the basis of electronic factors only,
other conditions being the same.
The position of Fe, Co and Ni in Figure 7.6 is intriguing. As transition metals,

they should appear on the descending branch of the curve and this is the case if values
of D(M–H) derived from gas-phase experiments are used. If, however, D(M–H) is
obtained under operational conditions (during H2 evolution), the group appears
on the ascending branch as shown in the figure [28]. This apparent contradiction can
be reconciled if the phenomenon of H absorption is considered [27]. In some metals,
H adsorbed on the surface shows a trend to penetrate into the lattice depending
on the particular conditions. H penetration is tantamount to the formation of ametal
hydride. H absorption affects the properties of the metal surface. In particular,
subsurface H decreases the M–H bond strength of the metal surface since it
saturates part of the bonding capacity of the atoms on the external surface.
The apparently contradictory behavior of Fe, Co and Ni is in fact explained by

their ability to absorb atomic hydrogen, which reduces the strength of H adsorption.
The shift of Fe, Co and Ni from the descending to the ascending branch of the
volcano curve indicates thatD(M–H)> 1/2D(H–H) in the gas phase but<1/2D(H–H)
in solution under H2 evolution. These phenomena of H absorption are presumably
responsible for the time-dependent properties of some electrodes during H2

discharge.
While Figure 7.6 shows pure metals only, a volcano curve suggests that

modulation of D(M–H) would lead to tailoring of the activity of electrodes. It has
therefore been argued that combination of a metal on the descending branch with
a metal on the ascending branch should result in a compound with an intermediate
value of D(M–H), and hence higher activity. This argument has later been standard-
ized as combination of hyper-d-electron metals with hypo-d-electron metals,
in other words, a metal at the end with a metal at the beginning of a transition
period [29–31].
Experiments have confirmed the soundness of such an argument and this has

led to the search for and development of H2 cathodes based on alloys and interme-
tallic compounds. Thus, for instance, combination of Ni with Mo shows activity
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improvement [32]. The same is the case for PtMox [33–35]. Since in these cases
the d-electron rule is not so obvious, the activity enhancement is generally defined
as synergetic effects. These might also result from geometric factors, that is,
a morphology depending on composition.

7.4.3
Materials for Cathodes [27, 36–38]

As discussed above, Pt is the reference electrode material for H2 evolution since
it is the most active elemental cathode. H2 is formed on Pt with a Tafel slope of
30–40mV, the lowest ever observed for this reaction. Its cost makes this metal
unsuitable for routine applications. In fact, cathode materials traditionally used in
technology have long been iron or mild steel in acidic solution and Ni in (strongly)
alkaline solution. Steel can also be used in moderately basic solution.
In alkaline electrolyzers, Ni is the only elemental cathode that can be used.

It is generally considered as a fairly good electrocatalyst, but in facts it exhibits two
shortcomings: (i) its activity decreases with time [cf. the DVt term in Equation (7.16)]
especially under conditions of intermittent electrolysis and (ii) shutdown of indus-
trial cells (formaintenance) leads to Ni dissolution at the cathode since this electrode
is driven to more positive potentials by short-circuit with the anode. These short-
comings can be alleviated if Ni cathodes are activated, that is, if they are coated with
a thin layer of more active and more stable materials. Activation has been attempted
with a variety of materials from sulfides to oxides, from alloys to intermetallic
compounds.
It has been mentioned above that intermetallics are compounds in which the

electronic structure of one of the component is sizably modified by the combination
with the other. Several intermetallic compounds where Ni is the main component
have been investigated, such as LaNi5, CeNi3 and Ni3Ti. If the activity of compounds
of Ni with, for example, Ta, Ti, Nb, Hf and Zr is plotted against the calculated
enthalpy for the formation of the related hydride – proportional to D(M–H) – a sort
of volcano-shaped curve is again obtained, as shown in Figure 7.7 [39, 40]. Carbides
also belong to this category of cathode materials.
Among the metals, precious metals have been shown to be among the most

active. Nevertheless, their use is impeded by their cost. In the 1960s, it was discovered
that the oxides of precious metals, besides being more resistant to anodic corrosion,
were also much more active for Cl2 evolution than the metals themselves [41].
That was the beginning of the dimensionally stable anode (DSA) era, a breakthrough
from the industrial point of view [42]. Later, it was discovered that these oxides
are in fact most versatile electrocatalysts, being active not only for anodic reactions
but even for cathodic processes, including H2 evolution [43].
In principle, precious metal oxides such as RuO2, IrO2 and Rh2O3 are thermody-

namically unstable under the conditions of H2 evolution since they should be
reduced to the metals. In fact, this is not the case, with the exception of Rh2O3,
whose stability depends on the details of the preparation [44, 45]. The reason for
this apparent thermodynamic contradiction lies in the electronic conductivity of
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(especially) RuO2 and IrO2. These oxides are indeed metallic conductors. Actually,
as H2 is evolved on the oxides, the surface sites adsorb H atoms so that the
molecular entities lying at the surface are formally reduced. However, bulk reduction
would be possible only by penetration of Hþ into the lattice, which does not occur
since no electric field can be built up towards the interior of the solid due to the
presence of metallic conduction.

7.4.4
Factors of Electrocatalysis

Two are the main factors governing the activity of materials: (i) electronic factors,
related to chemical composition and structure of materials influencing primarily
the M–H bond strength and the reaction mechanism, and (ii) geometric factors,
related to the extension of the real surface area influencing primarily the reaction
rate at constant electronic factors. Only the former result in true electrocatalytic
effects, whereas the latter give rise to apparent electrocatalysis.
The two factors are seldom completely independent; most times they are interde-

pendent. A typical example is the effect of particle size. A decrease in particle
size produces an increase in surface area at constant amount of material. At the
same time, as the particle size decreases the surface-to-volume ratio increases,
which may lead to modifications of the electronic properties of surface atoms.
From a practical point of view, which effect is responsible for the performance

of an electrode material is in principle uninteresting in that both converge to
improve the electrode behavior. However, from a fundamental point of view,
such a distinction is essential to be able to improve and optimize the experimental
situation. In terms of reaction rate (current density), only knowledge of the real
surface area can allow one to separate experimentally the two factors. If a plot of j
against S (real surface area) at constant potential gives a straight line, the effects are
more likely to be geometric only. On the other hand, if the correlation deviates from
linearity, electronic factors aremost likely to operate. This approach assumes that the

Figure 7.7 Experimental volcano curve for H2 evolution on Ni
intermetallics. M–H bond strength assumed proportional to the
heat of formation of intermetallics. Adapted from [27].
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methods of surface area measurement are significantly reliable, which is seldom
the case. Therefore, in most cases specific approaches have to be derived.
If we consider Ni2þ as an active site for Ni-based materials, changing the

environment in which the ion is immersed is expected to influence its electronic
properties. This is in principle the reason for testing a series of alloys or intermetallic
compounds of Ni. On the other hand, on changing the environment, bond lengths
will also be modified and this will modify the actual concentration of active sites,
in turn determining the active surface area. A few examples can better illustrate
these concepts.
Figure 7.8 shows the current density of H2 evolution on Pt microcrystals [46].

It is intriguing that the activity increases as the particle size decreases, although
the current is referred to unit real surface area. The excess increase in activity
is definitely to be attributed to especially active surface atoms emerging in very
small particles.
Figure 7.9 shows the activity for H2 evolution of three samples of Ni [27].

Smooth and sandblasted Ni exhibit the same reactionmechanism (same Tafel slope,
b), but a higher current for the latter. This is clearly due to the rougher surface
of sandblasted Ni, that is, to purely geometric effects. The third sample is Raney Ni.
This is obtained from an alloy of Ni with Zn or Al that are then leached away
in alkaline solution [47–49]. This leaves a very porous solid with intrinsically very
small particle size. The figure shows that Raney Ni, in addition to a much lower
overpotential for H2 evolution, also exhibits a lower Tafel slope. This is clear evidence
for the occurrence of electronic effects (different mechanism) together presumably
with important geometric effects.
A coating of NiS appears to activate smooth Ni considerably. This has led to

intense investigations of sulfides as possible electrocatalysts for H2 evolution.
In principle, Ni2þ in the presence of S2– can possess different electronic properties.
However, specific studies have revealed that in fact NiS is hydrogenated:

NiSþH2 !NiþH2S ð7:24Þ
with liberation of H2S. The Ni surface becomes covered with a very fine powder
of Ni that is responsible for the apparent activation of the underlying metal.

Figure 7.8 Electrocatalytic activity of Pt for H2 evolution as a
function of Pt particle size. Adapted from [46].
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Hence the final effect is close to that of Raney Ni, although the stability is
unsatisfactory since the resulting powder is not stabilized mechanically [27].
A similar situation is that of oxides. Metal ions in an oxide are definitely in a

different environment, which can be regarded as the origin of electronic effects.
However, deposition of a thin film of Ru [50] or of RuO2 [51] on Ni activates the
electrode surface dramatically. It is difficult to separate the two factors but they are
certainly both operating, especially with RuO2 that, because of the method of
preparation, as a rule is formed with a very high roughness factor. In these cases
the reference surface could be that of a single crystal whose surface is usually
regarded as ideally smooth. These examples introduce a discussion of the effect of the
topography of electrode surfaces which joins electronic and geometric effects
together but with some possibility of disentangling their effects since single-crystal
faces are well-defined surfaces.
Another factor that has been claimed to influence the electrocatalytic properties

of materials is the degree of crystallinity [52]. In particular, metals and metal
alloys in an amorphous state have attracted interest as electrocatalysts for H2

evolution. In practice, amorphization is promoted by adding a non-metal such as
B or P. However, evident effects are minor and there is no definitive proof that
such an approach is worth practical consideration. Moreover, recrystallization of
materials may take place under operating conditions [27].
The widespread use of supported materials in catalysis and also in fuel cells

has recently suggested a new line of research for H2 evolution materials [53, 54].
The well-known concept of strong metal–support interaction (SMSI) in catalysis
is being tentatively transposed to the field of electrocatalysis. This implies that very
thin films of active electrocatalysts are deposited (supported) on materials whose
interaction with the electrocatalysts is expected to generate synergetic effects. At the
basis of this approach there is still the idea of combination of hyper- with hypo-
d-electron metals. Thus, metals could be supported, for example, on TiO2 powder
giving high surface area electrodes with operating SMSI. In practice, this would
be a change in the experimental configuration of electrodes rather than a really
new conceptual approach. The convenience of this idea is still to be demonstrated
convincingly, especially in relation to long-term performance.

Figure 7.9 Electrocatalytic activity of Ni for H2 evolution
depending on the procedure of surface treatment.
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7.5
The Oxygen Evolution Reaction

The reaction at the anode of water electrolyzers is a demanding reaction. This is
because the mechanism involves three or more steps and the intermediates
are species of high energy, thus involving high activation energies. For these reasons,
O2 evolution absorbs most of the overpotential to drive water electrolysis, thus
bearing negatively on the economy of the process more than H2 evolution.
As a demanding reaction, it is very sensitive to the structural and compositional

details of the anode materials. For this reason, research on anodes for O2 evolution
calls for close characterization of electrocatalysts, especially from the point of view
of materials chemistry and physics.
The species that are oxidized in the first step of O2 formation are H2O molecules

in acidic solution:

H2O!OHads þHþ þ e ð7:25aÞ
and hydroxyl ions in alkaline solution:

OH� !OHads þ e ð7:25bÞ
The intermediate energy depends on the interaction with the electrode surface.
Materials binding OHads weakly as a rule show high overpotentials for O2 evolution.
Their mechanism is dominated by step (7.25) as the rate-determining step and the
Tafel slope is close to 120mV.
If OHads is adsorbed strongly, its formation is fast and successive steps of

OHads desorption become rate determining. Under similar conditions, the Tafel
slope is lower and electrode materials are electrocatalytically more active. Along
the same conceptual lines of volcano curves, if the adsorption of OHads is too strong,
its removal becomes very difficult and the overpotential increases again. Thus,
in principle, a volcano curve should be expected as in the case of H2 evolution.

7.5.1
Reaction Mechanisms

What makes the approach to electrocatalysis much more complex is the fact that
after step (7.25) there is never just one more step, but at least two more. As a
consequence of the complexity of the surface chemistry of OH species, several
mechanisms have been proposed for O2 evolution, differing in small and sometimes
speculative details. However, most of the experimental observations can be inter-
preted on the basis of three simplified schemes.
Chemical oxide path (only the scheme for acidic solution is shown):

H2O!OHads þHþ þ e ð7:25aÞ

OHads þOHads !Oads þH2O ð7:26Þ

Oads þOads !O2 ð7:27Þ
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The name of the mechanism comes from the chemical formation of a surface
oxide. Thus step (7.26) is a chemical step and the mechanism can be written as
EEC if step (7.26) is rate determining, thus predicting a Tafel slope of 30mV
for low OHads coverage (i.e. on the ascending branch of the volcano curve).
Should step (7.27) be rate determining, the mechanism would be EEEEC with
a predicted Tafel slope of 15mV. Unfortunately, an electrode exhibiting such a low
Tafel slope has never been observed, so that so an active material still remains
a dream.
Electrochemical oxide path:

H2O!OHads þHþ þ e ð7:25aÞ

OHads !Oads þHþ þ e ð7:28Þ

Oads þOads !O2 ð7:27Þ
In this case, the formation of a surface oxide (Oads) occurs electrochemically

with two successive electron transfers. Therefore, if step (7.28) is rate determining,
the mechanism is EE with a predicted Tafel slope of 40mV at low OHads coverage.
Although the most active O2 evolution electrocatalysts exhibit Tafel slopes

in the range 30–40mV, in some cases slopes close to 60mV have been reported.
For these cases, a third mechanism has been proposed in which the formation of
Oads is preceded by the acid–base dissociation of OHads. This mechanism is known
for the name of its proposer, but it could be defined as follows.
Chemical acid–base equilibrium path:

H2O!OHads þHþ þ e ð7:25aÞ

OHads !O�
ads þHþ ð7:29Þ

O�
ad !Oad þ e ð7:30Þ

Oads þOads !O2 ð7:27Þ
The observed slope of 60mV can only be explained with step (7.29) as rate

determining. In this case, the mechanism is EC and the predicted Tafel slope 60mV.
However, if the rate-determining step shifts to step (7.30), the mechanism becomes
ECE, which is kinetically equivalent to EE, and the Tafel slope turns again to 40mV.

7.5.2
Anodic Oxides

As implied in the schemes of the mechanisms above, a surface oxide is formed
during O2 evolution. Since M–O is a much stronger bond than M–H, absorption
of O is much more probable than that of H. Thus, whereas H2 evolution can be
treated as occurring on bare metal surfaces, O2 evolution cannot. In the end,
after O2 evolution, a metal surface turns out coated by an oxide layer electrolytically
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grown during the anodic process. Often this leads to the observation of time-
dependent performances of anodes and a way to allow for that is to keep the electrode
under intenseO2 evolution for some time and then to carry outmeasurements on the
stabilized oxide surface [55].
Electrolytic oxides are responsible for the passivity of corroding metals,

for example TiO2 andNiO.However, this is not generally the case underO2 evolution
conditions. If an oxide passivates a surface, it is not a good electrocatalyst
for O2 evolution. On the other hand, oxides that are good catalysts for O2 evolution
very often are unstable under O2 evolution and dissolve. For instance, NiO passivates
Ni in alkali and is also a good electrocatalyst for O2 evolution. However, it dissolves
in acids and the metal cannot be used for water electrolysis at low pH. Similarly,
Ru is easily oxidized anodically but the oxide is not stable and dissolution occurs
under O2 evolution both in acid and in base [43, 56]. Nevertheless, if Ru oxide is
electrodeposited during anodic polarization of aqueous solutions of RuCl3, the
electrodeposited Ru oxide is catalytically active for O2 evolution, as shown by the
decrease in anodic overpotential. However, such a configuration is impractical
for water electrolysis since the liquid phase should contain RuCl3, which would
be deposited everywhere in the cell circuit.
Anodic oxides are often referred to as hydrous oxides in that they are naturally

hydrated, that is, they are more similar to hydroxides. In these phases, metal ions
are surrounded by an environment which resembles that of metal ions in solution.
For this reason, the dissolution of hydrous oxides does not require a high energy
of activation. If hydrous oxides are dehydrated, they become dry oxides, which
therefore acquire higher resistance to anodic dissolution. The most straightforward
way to obtain dry oxides is to subject hydrous oxides to thermal treatments or better
to prepare them as thin surface films by a non-electrochemical technique (thermal
decomposition, chemical vapor deposition, reactive sputtering, etc.).

7.5.3
Thermal Oxides (DSA)

For a long time, conventional alkaline electrolyzers used Ni as an anode. This metal
is relatively inexpensive and a satisfactory electrocatalyst for O2 evolution. With
the advent of DSA (a Trade Name for dimensionally stable anodes) in the chlor-alkali
industry [41, 42], it became clear that thermal oxides deposited on Ni were
much better electrocatalysts than Ni itself with reduction in overpotential and
increased stability. This led to the development of activated anodes. In general, Ni
is a support for alkaline solutions and Ti for acidic solutions. The latter, however,
poses problems of passivation at the Ti/overlayer interface that can reduce the
stability of these anodes [43]. On the other hand, in acid electrolysis, the catalyst is
directly pressed against the membrane, which eliminates the problem of
support passivation. In addition to improving stability and activity, the way in
which dry oxides are prepared (particularly thermal decomposition) develops
especially large surface areas that contribute to the optimization of their
performance.
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Oxide surfaces are high-energy surfaces that interact with watermolecules becom-
ing covered by a carpet of OH groups. The latter, in contact with aqueous solutions,
behave as weak acids or weak bases, giving rise to dissociation that is themain origin
of surface charging:

M�OHþHþ !M�OHþ
2 ð7:31Þ

M�OHþOH� !M�O� þH2O ð7:32Þ
Accordingly, the magnitude and sign of the surface charge will be a function

of solution pH. The value of pH at which the surface is chemically and electrically
neutral identifies the point of zero charge (pzc) [57, 58]. Since the acidity or the
basicity depends on the nature of the M–OH surface interaction, Figure 7.10
shows that a linear correlation exists between the pzc and the electronegativity
of the oxide surface, empirically defined as the geometric mean of the elemental
components of the oxide, for example,

x MnO2ð Þ ¼ x Mnð Þx2 Oð Þ� �1
3 ð7:33Þ

Figure 7.10 shows that oxides with strong M–OH interaction possesses low
values of pzc (very acidic surfaces), whereas oxides with weak M–OH interaction
possess high values of pzc (basic surfaces). A corollary is that Figure 7.10 also predicts
the anodic stability of oxides used as electrodes. Concepts of surface chemistry
indicate that the pzc coincides with the pH of minimum solubility [57]. Therefore,
acid oxides are expected to be stable in strongly acidic media, whereas basic oxides
are stable in alkaline environments, as is in fact the case. IrO2 (pzc< 2) is the most
stable oxide electrode ever known in strongly acidic solution under O2 evolution,
whereas NiO (pzc> 9) is among the most stable oxide electrodes in strongly alkaline
solution. Other (thermal) oxides are also stable but as a rule below a certain critical
potential (e.g. RuO2), whichmakes thesematerials interesting formany applications
but not for extreme conditions [42, 43].

Figure 7.10 Dependence of the pzc of thermally prepared oxides
on the oxide electronegativity calculated by means of
Equation (7.33) [58].

258j 7 Electrocatalysis in Water Electrolysis



Whereas Pt in an acidic solution saturated with H2 acquires the reversible
potential of the hydrogen electrode, this is not the case for the same Pt electrode
in an acidic solution saturated with O2. This is related to the high activation
energies involved in breaking and forming chemical bonds. Thus the O2 reaction
is known to be highly irreversible. In particular, a Pt electrode in O2-saturated
solution acquires a potential E� 0.9 V (SHE) rather than 1.23V. Hence an over-
potential of >0.3 V can already be expected from an analysis of the equilibrium
conditions.

7.5.4
Electrocatalysis

Pt is, of course, not a good electrocatalyst for the O2 evolution reaction, although
it is the best for the O2 reduction reaction. However, also with especially active
oxides of extended surface area, the theoretical value of E� has never been observed.
For this reason, the search for new or optimized materials is a scientific challenge
but also an industrial need. A theoretical approach to O2 electrocatalysis can only
be more empirical than in the case of hydrogen in view of the complexity of the
mechanisms. However, a chemical concept that can be derived from scrutiny of the
mechanisms mentioned above is that oxygen evolution on an oxide can be schema-
tized as follows [59]:

MOþ xH2O!MO1þ x þ 2xHþ þ 2xe ð7:34Þ

MO1þ x !MOþ x
2
O2 ð7:35Þ

As an oxide is polarized anodically, it is first oxidized to an unstable higher
oxide whose rapid decomposition gives back the original oxide with liberation
of O2. This is a chemical view of a cycle whose feasibility is governed by the DH�

t

of transition from the lower to the higher oxide. Such a DH plays the role of
DHads(OH) [the analogous of DHads(H) for the H2 reaction].
Aplot of overpotential (at constant apparent current density) againstDH�

t generates
a sort of volcano-shaped curve, as Figure 7.11 shows [59]. As in the case of the H2

reaction, oxides on the ascending branch are weak electrocatalysts (e.g. PbO2 is
good for O3 generation but not for O2 evolution), whereas those on the descending
branch are too easily oxidized to higher compounds that do not decompose easily.
As usual, the best electrocatalysts are found at intermediate values of DH�

t . Here
lie RuO2 and IrO2, the prototype of DSA. It is also interesting that in acids or in
alkalis the rank of electrocatalytic properties does not change appreciably. What
changes is the stability, as mentioned above in terms of pzc.
The performance of oxide electrodes depends on both factors, electronic

and geometric. The latter is especially important since the preparation of oxide
layers as a rule produces very high surface areas. Away to disentangle the two factors
is to scrutinize the behavior of an intensive property. In electrochemical kinetics,
the Tafel slope is the most appropriate, since it depends closely on the reaction
mechanism and not on the extension of the surface area.

7.5 The Oxygen Evolution Reaction j259



7.5.5
Factors of Electrocatalysis

Figure 7.12 shows how the mechanism (Tafel slope) of O2 evolution on RuO2 varies
with particle size [60]. The latter is represented by the surface charge at constant
potential as measured by cyclic voltammetry. A high surface charge is associated
with a high surface area. Hence the particle size increases as the surface area
decreases. The figure shows that provided that the particle size is small, the
mechanism does not vary. This does not rule out electronic effects from operating,
but this cannot emerge from such a plot. However, as the particle size increases,
there appears a progressive change in mechanism that for particle size ! ¥
coincides with the mechanism observed with the (110) face of a single crystal [61].
These data indicate that on small particles, edge effects presumably operate, which
makes the material become particularly active (lower Tafel slope).
Another typical example is given in Figure 7.13. In this case, Ru þ Ir oxides

are prepared using three different procedures [62]. It is readily evident that the
mechanism of O2 evolution varies with composition differently depending on
the preparation method. Scrutiny of the data reveals that thermal decomposition

Figure 7.12 Dependence of the mechanism (Tafel slope) of O2

evolution on the electrode surface area (/ 1/particle size) [60].

Figure 7.11 Electrocatalytic activity of thermal oxides for O2

evolution as a function of heat of oxide formation [59].
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of precursors dissolved in aqueous solution results in the formation of mixed
phases (RuO2 and IrO2 behave independently) whereas reactive sputtering
produces solid solutions where mixing is at the atomic level.
Composite materials allow modulation of the electrocatalytic properties

and possibly synergetic effects. However, the possibility of surface segregation is
often overlooked in dealing with mixed oxides. More seriously, it is often not
realized that surface segregation depends on the preparation procedure. Figure 7.14
shows data for O2 evolution on SnO2 þ IrO2 mixed oxides [63]. The activity is seen
to reach amaximumfor about 20% IrO2. This is not, however, a synergetic effect but a
consequence of surface segregation of IrO2. Such an effect is not rare but rather a
constant. Figure 7.15 shows the surface concentration of RuO2 against the nominal
concentration in RuO2 þ Co3O4 mixed oxides [64]. Table 7.1 summarizes the case
of several mixed oxides prepared by thermal decomposition.

Figure 7.13 Dependence of the mechanism (Tafel slope) of O2

evolution on the composition of IrO2 þ RuO2 mixtures
depending on the procedure of mixture preparation. (1) Thermal
decomposition, precursors dissolved in water; (2) thermal
decomposition, precursors dissolved in nonaqueous solvents;
(3) reactive sputtering [62].

Figure 7.14 Electrocatalytic activity of SnO2 þ IrO2 mixtures for
O2 evolution as a function of nominal composition [63].
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Mixing two oxides produces several effects. In addition to surface segregation,
the surface area is usually not monotonically related to composition. As a rule,
it passes through a maximum at some intermediate compositions, which can be
interpreted as being related to decreasing particle size. Also, stability is affected
by mixing. Thus, active components (e.g. RuO2) are mixed with inactive but
chemically inert components (e.g. TiO2) both to �dilute� the precious metal compo-
nent (for instance, in Figure 9.14 only 20% of IrO2 is sufficient to obtain the same
behavior of pure IrO2), and to increase its chemical and electrochemical stability.
It has been exhaustively proven experimentally, that TiO2 stabilizes RuO2 but also
that IrO2 stabilizes RuO2 [56]. A suitable combination of components can thus
result in the optimization of both the activity and the stability.
The two factors governing the activity of electrode materials, the surface

area and the electronic structure, inspired the present trends in research for
more efficient electrocatalysts. Thus, in order to maximize the surface area,
materials are more and more dispersed so as to increase the surface-to-volume

Table 7.1 Surface enrichment in mixed thermal oxides.

Mixed oxides Surface-enriched component

RuO2þ IrO2 Ir
Co3O4þRuO2 Ru
IrO2þ SnO2 Ir
RuO2þZrO2 Zr
IrO2þTa2O5 Ta
RuO2þTiO2 Ti
RuO2þPtOx Pt
NiOxþ FeOx Ni
Co3O4þNiOx Ni
RuO2þRhOx Rh

Figure 7.15 Surface enrichment with RuO2 of RuO2 þ Co3O4

mixtures as determined by XPS ( ) and electrochemical
techniques [64].
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ratio. On the other hand, new and more specific technologies of preparation are
being tested in the search for conditions resulting in more and more enhanced
surface area. Since the improvement of the activity of single-compound materials
is doomed to reach a limit, the target is the exploitation of possible synergetic
effects. This results in the testing of myriads of combinations (sometimes using
combinatorial approaches) in the search for yet untested compositematerials or in an
attempt to achieve better mixing of already tested electrocatalysts. Figure 7.13
shows how much the degree of mixing in composite materials can affect the
performance of mixed electrocatalysts.

7.5.6
Intermittent Electrolysis

Water electrolysis is usually carried out at constant current so that the performance
of electrocatalysts should be constantly stable. Nevertheless, it has been shown
that shutdown of cells in alkaline electrolysis results in the temporary dissolution of
Ni cathodes. This implies that any variation of the electrolysis regime results in
weakening of the resistance of materials to aggressive conditions. In other words,
perturbations in the conditions of electrolysis are responsible for the appearance
and the growth of the instability [cf. DVt in Equation (7.16)].
The above problems arise in particular under the conditions of intermittent

electrolysis [65–67]. If fossil fuels are to be replaced to avoid pollution, electrolysis
cells should be driven by electric power generated by an alternative renewable
energy source. In addition to nuclear energy that is already available, technologies
that are closer to implementation are solar and eolic energy conversion.
However, both are naturally discontinuous, wind because it does not flow constantly
and not everywhere and sun because of the unavoidable alternation of day and
night. For these reasons, both energy sources need energy vectors to be
transmitted and, more importantly, both need storage to be accumulated.
Storage can only be electrochemical since there exists no other way to store electrical
energy.
As an electrolytic cell is powered by voltaic cells, the current reaches a

maximum in the middle of the day and drops to practically short-circuit in the
middle of the night [65]. These conditions are known as intermittent electrolysis.
The point is that under intermittent electrolysis, electrode materials are subjected
to much more severe conditions that reduce their stability. Materials good for
constant electrolysis may therefore give poor performance in intermittent electrol-
ysis. This is particularly the case for Ni as both anode and cathode, whose
overpotential is seen to increase as the intermittent regime starts. This is
illustrated in Figure 7.16, where the behavior of Ni and NiO is shown in
comparison with activated Ni, covered with a thin layer of thermal oxides. Co3O4

is seen to be more stable, whereas Fe-doped NiO exhibits a surprising improve-
ment under conditions of intermittent electrolysis. A conclusion drawn from these
results is that the search for good materials for intermittent electrolysis should
follow different and more specific criteria of choice.
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7.6
Electrocatalysts: State-of-the-Art

Myriads of electrocatalysts of the most varied composition have been tested thus
far [36–38, 67]. It would be impractical to mention all of them and almost impossible
to attempt to establish a rank of activity. Most of them exhibit electrocatalytic
properties sufficiently close to each other. Under similar circumstances, it is only
possible to summarize the situation briefly.
It is a definite fact that conventional electrolysis (alkaline cells) can be systemati-

cally improved by using activated electrodes for both anodes and cathodes. In the case
of anodes, it appears that Fe-doped Ni-based oxides exhibit the best performance, for
example NiOx þ FeOx and especially NiCo2O4 þ FeOx. For cathodes, Raney Ni is
still a good choice, but it can be activated with coatings of different metal alloy or
intermetallics, for example Ni þ Ru, Co þ Mo, Pt þ Mo and Ni þ Fe. It has also
been found that Re shows good properties for H2 evolution and partial oxidation
ofmetal surfaces appears to improve their electrocatalytic activity. On the other hand,
as anticipated above, some metallic oxides such as RuO2 and IrO2 are excellent
electrocatalysts for H2 evolution, [68] with IrO2 slightly better than RuO2 (but IrO2 is
much more expensive).
In the case of SPE cells (acid electrolysis), a much younger technology, the

extreme anodic conditions restrict the choice to mixtures of IrO2 with Ta2O5 or
SnO2, although IrO2 þ RuO2 have been found to be more active [69–71]. This is
not surprising in view of the activity of RuO2 whereas Ta2O5 and SnO2 are inactive,
but the stability of such a composition can give more problems. The situation
with cathodes is even more serious since most materials do not withstand
the contact with the acidic membrane. However, since the MEA allows the
use of gas diffusion conditions, powdered materials can easily be used. Under
similar circumstances, a dispersion of Pt on a support of carbon material will
perform excellently from the electrocatalytic point of view without severe invest-
ment costs.

Figure 7.16 Variation of activity for O2 evolution as a function of
electrolysis time for continuous and intermittent electrolysis [65].
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7.7
Water Electrolysis: State-of-the-Art

Figure 7.17 shows a summary of the available conditions of water electrolysis [72].
For each configuration there exists a range of performance. Conventional electro-
lyzers, which nevertheless are still the most common in the current production
of H2 on the intermediate and small scale, show high overpotential and a relatively
small production rate. Membrane (SPE) and advanced alkaline electrolyzers
show very similar performance, with somewhat lower overpotential but a much
higher production rate. Definite improvements in energy consumption would come
from high temperature (steam) electrolysis, which is, however, still far from optimi-
zation because of a low production rate and problems of material stability.
The average conditions extracted from Figure 7.17 are summarized in Table 7.2.

Overall, actual alkaline electrolysis requires an energy consumption of 4.0–4.9 kW
hm�3 of H2. Consumption somewhat lower than 4.0 kWhm�3 has recently been
claimed for SPE cells [73]. The current yield andH2 purity are seen to be close to 100%
in alkaline electrolysis.

7.8
Beyond Oxygen Evolution

The high overpotential forO2 evolution could be avoided if the reactionwere replaced
with a different anodic reaction. This replacement could in turn reduce DE, the
minimum cell potential difference, which depends on the nature of the electrode
reactions. Such a strategy has already been applied with success in the chlor-alkali
industry, where the Cl2–H2 couple (DE¼ 1.35V) has been replaced with Cl2–O2

(DE� 0.90 V) (O2 is reduced at the so-called air cathode).
A few attempts to apply the same strategy have been made recently. In one

case, anodic O2 evolution was replaced with oxidation of carbonaceous materials

Figure 7.17 Ranges of performance of the various types of water
electrolysis. Redrawn from Ref. [72], with permission of Springer-
Verlag.
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dispersed in the solution (slurry) [74]. This would correspond to an average
practical DV¼ 0.5 V. However, in a scenario of H2 economy to reduce the production
of greenhouse gases, an anode where C is oxidized to CO2would constitute a striking
contradiction.
In another case, the electrolysis of an aqueous solution of NH3 was proposed

[75–77]. The net reaction would be

2NH3 !N2 þ 3H2 ð7:36Þ
with oxidation of NH3 at the anode. The theoretical DE would be 0.06V with a

decrease of almost 1.2 V with respect to conventional electrolysis. The experimental
conditions are summarized in Table 7.3. The amount of energy consumption is
impressively small, only about 30% of the conventional. However, the production
rate is also strikingly small (about 1% of the conventional). This is certainly related to
the fact that NH3 is a solute and as such its oxidation at the phase boundary is subject
to mass transfer limitations. Moreover, NH3 oxidation calls for very sophisticated
electrocatalysts (precious metals) that are subject to poisoning phenomena. In the
end, such a proposed change in technology of H2 production does not appear very
close to implementation.
Further examples of recent attempts to reduce the consumption of electrical

energy are the electrolysis of aqueous solutions of methanol (but CO2 is still
produced at the anode) [78, 79] and water electrolysis using ionic liquids as
electrolytes [80]. In the latter case, the authors claimed the possibility of obtaining
high hydrogen production efficiencies using an inexpensive material such as low-
carbon steel.

Table 7.3 Electrolysis of aqueous solutions of ammonia: experimental parameters.a

2NH3!N2þ 3H2

Electrolyte: 1M NH3 in 5M KOH
DV¼ 0.55V, j¼ 25Am�2

Anode: RhþPt
Cathode: Ni/C
Energy consumption: 1.3 kWhm�3

aData from Ref. [77].

Table 7.2 Alkaline water electrolysis: summary of ranges of experimental parameters.a

H2O!H2þ 1/2O2

Electrolyte: 25–30% KOH
DV¼ 1.65–2.00V, j¼ 1–10 kAm�2

Energy consumption: 4.0–4.9 kWhm�3

Current yield: 98–99.9%
H2 purity: >99.8%

aData from Ref. [72].
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8
Energy from Organic Waste: Influence of the Process
Parameters on the Production of Methane and Hydrogen
Michele Aresta and Angela Dibenedetto

8.1
Introduction

The utilization of organic waste [both fresh vegetables (FVGs) not rich in cellulose
and residual organic compounds] for the generation of energy products such as
methane and dihydrogen or other biofuels (alcohol, oil, biodiesel) is practiced more
and more worldwide. The conversion of waste contributes to avoiding landfilling
(which is under strict limitation inmany countries), reduces water and soil pollution
and produces usable energy that would otherwise be lost. Commonly, FVGs, and also
industrial organic residual compounds and sludges, are treated by aerobic or
anaerobic digestion. In the former process, the cost of which depends on the aeration
frequency [1], the degradable fraction is usually converted without energy recovery.
Conversely, the latter converts organic carbon into methane and CO2 (biogas) with
energy production, even if with moderate efficiency (30–50%) due to the low
biodegradability of part of the solid fraction and long retention times (20–30 days) [2].
Biogas production still needs optimization of the process, also by integration in better
engineered waste treatment plants. Various technological solutions (depending on
temperature, solid content, type of reactor) are used, which in some cases are
advantageously integrated with other waste treatments [3]. Energy is recovered as
methane that can be separated fromCO2 andotherminority gaseous compounds and
used for thermal or electric energy production. The FVGbiomass undergoes several
steps, such as depolymerization, acidogenesis, acetate formation, methanogenesis
and methanation of CO2, which require different bacterial communities and a
complex metabolic food chain [4–6]. In the whole process, H2 and organic carboxylic
acids, such as acetic acid, are key intermediates: it is important to maintain a low H2

partial pressure as key biological reactions may occur that for thermodynamic
reasons do not take place at higher H2 pressures [4].
The anaerobic digestion of fatty acids, alcohols and organic compounds is accom-

plished by a syntrophy between H2-producing and H2-consuming methanogenic
archaea [6] that favors the better use of the energy content of primary substrates [7].
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The aim of this work was to investigate the role of iron, nickel and cobalt in the
production of biogas during the anaerobic digestion of a sludge. These metals were
chosen considering their role in anaerobic metabolism during methanogenic
fermentation. In fact, they constitute the active center in several enzymes which
play a key role in the complexmethanation process (Table 8.1). In particular, nickel is
the active center of the methyl-coenzyme M reductase (known as F430) and several
H2-consuming hydrogenases [8, 9] and acetate-forming enzymes [10–13]. Iron is
present in several hydrogenases (H2 uptake or evolution) and, as Fe4S4 protein, in
carbon monoxide dehydrogenase (CODH), which has a key role in the anaerobic
formation of acetic acid [10, 13, 14]. Cobalt is part of cobalamin, a catalyst of the
transfer of methyl groups [15a]. All the above enzymes work together for the
production of methane and carbon dioxide during the anaerobic digestion of
sludges [15b] (Scheme 8.1).
Another interesting issue is the utilization of organic compounds present in

process effluents for the recovery of carbon and energy. An example is the use of
bioglycerol for the synthesis of added value products. In particular, bioglycerol has
been used for the synthesis of 1,3-propanediol [16] that may find use in the
polymer industry, or 2,3-butanediol [17] using selected microorganisms. Dihy-
drogen can also be obtained from the same organic source [18] using selected
bacterial strains.
In this chapter, we present part of our work on the conversion of bioglycerol into

1,3-propanediol, 2,3-butanediol and H2 using different microorganisms and
discuss the use of a single bacterial strain isolated from anaerobic fermentation
media, which is able to produce either diols or H2 according to the conditions in
which it is grown.

Table 8.1 Metal enzymes involved in the conversion of CO2 or H2.

Enzyme/coenzyme Metal in the active site Reaction catalyzed

Conversion of CO2

Formate dehydrogenase W CO2!HCOO�

Tetrahydrofolate (THF) Ni (in F-430 factor
of CH3–S–CoM)

CO2!�CH3/CH4

Methanofuran (MFR)
Tetrahydromethanopterin (H4-MPT)
CH3–S–CoM methyl reductase
Methyl transferase (cobalamin) Co Methyl transfer
Carbon monoxide dehydrogenase
(CODH)

Ni, Fe CO2!CO or CH3COOH

Dihydrogen formation/consumption
Hydrogenases Fe Hþ!H2 (and H2!Hþ)
Hydrogenases Ni, Fe H2!Hþ, mainly Ni
Hydrogenases Ni, Fe, Se
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8.2
Experimental

8.2.1
Methanation of Residual Biomass

The anaerobic digestion of FVG organics was carried out under anaerobic conditions
by using two spherical base Pyrex batch reactors, each of 2 L capacity, one being used
as a control. Each reactor was double-walled (for thermostatic liquid circulation). The
suspension was stirred at 250–500 rpm at 310K. The gas produced in each of the
reactors was collected in a separate gas -meter, from which samples were withdrawn
under controlled conditions for gas chromatography (GC) analysis [Chromosorb SII
column, 3m� 2.1mm i.d., thermal conductivity detection (TCD)]. The digestion of
the fermentable biomass (3% by weight of a homogenized mixture whose composi-
tion was analogous to that of a domestic FVGwaste) was initiated by using a sludge
(3.5% solidmaterial) taken from an anaerobic water treatment plant of a beer factory.
The influence of metals was studied by adding 1mL of either a 1M NiCl2�6H2O,
CoCl2�6H2O or FeCl2�6H2O to the reactor in independent tests, unless specified
otherwise. The total amount of metals in the reactor never reached the toxic
concentration. The metal concentration in the liquid or solid phase was measured
on a sample withdrawn at fixed times under controlled conditions from the reactor
and treated according to the IRSA analytical method [19] using atomic absorption
spectrometry (Shimadzu AA 6200). The solid was separated from the liquid phase
and the metal distribution between the two phases was estimated on the basis of
the results of the metal analysis on the liquid and solid, respectively. The metals
were shown to accumulate slowly in the solid phase as they are adsorbed by
extracellular polysaccharides or other solids. The addition of Ni and Fe was done
1week after the anaerobic fermentation was started; cobalt was added to the sludge

Scheme 8.1 Acetic acid formation from CO2: the role of CODH and tetrahydrofolate (THF).
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after 18 days. During the first 10 days of biogas production, the acidogenesis phase
was prevalent over methanogenesis, so it was possible to monitor the H2 produc-
tion. The effect of each metal was monitored at two different time intervals during
8 h (the analysis of biogaswas done every 30min during 8 h) and 5 days (the analysis
was made every 24 h during 5 days). The first test was useful for monitoring the
effect of each addition (of metal or feed) during the acidogenesis phase of the
fermentation and, thus, the production of H2. The second test gave information
about the effect of each metal addition on CH4 and CO2 production. All data in the
figures are the average of threemeasurements with standard deviation represented
as error bars.

8.2.2
Bioconversion of Glycerol

8.2.2.1 Characterization of Strains K1–K4
Bacterial strains were isolated from anaerobic sludge via membrane filtration and
selective growth on culture media such as ADA for Aeromonas, Pseudomonas
medium for Pseudomonas, TBCS for Vibrio and MacConkey for Klebsiella. Six strains
were isolated from the MacConkey medium and supposed to be Klebsiella and four
strains were isolated from the Pseudomonas medium and considered to be Pseudo-
monas. All the isolated strains were tested for their ability to grow on glycerol. Three
strains were isolated showing the best performances among the six supposed
Klebsiella (strains K1, K2 and K3) and one among the four supposed Pseudomonas.
(strain P4). StrainsK1, K2 andK3were characterized asKlebsiella. Strain P4 (renamed
K4), although isolated using a Pseudomonas medium from a waste anaerobic
fermentation sludge, was characterized as aKlebsiella pneumoniae subsp. pneumoniae
by the NCCB Institute in Utrecht. K4 is a Gram-negative bacterium able to growth
aerobically and anaerobically.

8.2.2.2 Use of Strains K1, K2 and K3
Strains K1, K2 and K3 were pretreated aerobically for 24 h at 310K in 100mL sterile
flasks using a preculture medium [glycerol, 20; KHPO4, 3.4; KH2PO4, 1.3;
(NH4)2SO4, 2.0; MgSO4�7H2O 0.2; yeast extract, 1.0; CaCO3, 2; FeSO4�7H2O,
0.005; CaCl2, 0.002 g L�1; 2mL L�1 of a trace element solution (ZnCl2 0.07;
MnCl2�4H2O, 0.1; H3BO3, 0.06; CoCl2�6H2O, 0.2; CuCl2�2H2O, 0.02; NiCl2�6H2O,
0.025; NaMoO4� 2H2O, 0.035 g L

�1). All subsequent experiments were carried out in
a 250mL bottle using 200mL of culture medium (glycerol, 30; KCl, 1.6; NH4Cl, 6.7;
CaCl2, 0.28; yeast extract, 2.8 g L

�1).

8.2.2.3 Use of Strain K4
Strain K4 was incubated for 24 h at 310K in a 250mL bottle containing 100mL of
sterile preculture medium (peptone 16.0; hydrolyzed casein 10; K2SO4 10; MgCl2
1.4 g L�1). All experiments were carried in a 200mL bottle filed with 100mL of
medium with a culture medium with the following composition: glycerol, 20;
peptone, 3.0; KH2PO4, 1.5; MgSO4�7H2O, 1.5 g L

�1).
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8.2.2.4 Tests Under Aerobic Conditions
The K1, K2 and K3 bacterial growth was followed spectrophotometrically, monitoring
theabsorbanceat578nm.Glycerol,1,3-propanedioland2,3-butanediolwerequantified
by GC (Agilent 6850). The organic carboxylic acids formed were determined by high-
performance liquid chromatography using a Perkin-Elmer Series 4 liquid chromato-
graphconnectedwithanLC290UV/Visspectrophotometricdetector.StrainK4wasalso
tested in the same conditions and produced 1,3-propanediol and 2,3-butanediol.

8.2.2.5 Tests Under Microaerobic or Anaerobic Conditions
Strain K4 was tested in the absence of oxygen at various concentrations of glycerol
(10, 20, 30, 40 g L�1).TwoserumbottleswereusedwithamodifiedHungate technique:
oneof thebottles contained resazurinand a reducingagent, namely cysteine–HCl, and
the other did not contain resazurin. The gas was analyzed by GC with TCD.
In a separate experiment, various concentrations of glycerol were used in the

modified Hungate technique (see above). The bacterial strain K4 was also used in a
reactor attached to a gas meter in order to evaluate the maximum amount of
dihydrogenproduced. The same strainwasused in a reactorwith periodicwithdrawal
of gas in order to evaluate the effect of pressure. The same strain was also used in a
high-pressure autoclave equipped with a pressure gauge and themaximumpressure
of dihydrogen produced was monitored.

8.3
Results and Discussion

8.3.1
Biogas from Waste

The production of biogas (CH4 andCO2) from residual vegetables or organics such as
proteins or polysaccharides usually follows three phases, depolymerization, acid-
ogenesis and methanogenesis [4–6]. In the first phase, the depolymerization of
complex structures takes place under the action of hydrolytic bacteria or fungi.
Monomers are formed, such as sugars, amino acids, peptides and acids. Such
monomers are converted by fermentative bacteria into the so-called volatile fatty
acids (VFAs), that is, acetic, propionic and butyric acid, and H2. Ammonia and CO2

are also formed. In a subsequent step, VFAs are converted into CO2 and H2. In the
last step, acetic acid,CO2 andH2 are converted bymethanogens intoCH4 andCO2. In
such a complex process, metal enzymes play a key role as they drive important
reactions such as H2 formation and conversion, CO2 reduction to CO and the
formation of acetic acid from CO, among others. Table 8.1 lists the enzymes and the
relevant active centers involved in H2 formation.
Iron-only hydrogenases have been isolated from several microorganisms [20, 21]

and shown to be able both to produce and to consume dihydrogen.
The active site in Clostridium pasteurianum (Figure 8.1) contains a large unit

characterized by an unusual arrangement of two moieties, an Fe4S4 iron protein
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linked through a cysteine-S to an Fe2 cluster in which two octahedral irons bear five
C–X groups (CO or CN), one water molecule and three bridging S. Such a �large
domain� is accompanied by four �small domains� containing either the Fe4S4 protein
or the Fe2 non-proteic cluster.
Nickel–iron hydrogenases [NiFe] (Figure 8.2) are present in several bacteria. Their

structure is known [22, 23] to be a heterodimeric protein formed by four subunits,
three of which are small [Fe] and one contains the bimetallic active center consisting
of a dimeric cluster formed by a six coordinated Fe linked to a pentacoordinated Ni
(III) through two cysteine-S and a third ligand whose nature changes with the
oxidation state of the metals: in the reduced state it is a hydride, H�, whereas in the
oxidized state it may be either an oxo, O2�, or a sulfide, S2�.
It has also been shown that in some microorganisms, such as Desulfomicrobium

baculatum, a cycteine-S has been replaced by a cysteine-SE [24], giving rise to a
trinuclear [FeNiSe] hydrogenase.
The mechanism of action has been studied by several authors [20, 25] and the

involvement of an Ni(III)–Ni(II)–Ni(0) system has been proposed. Ni and Fe
enzymes apparently have a different role in H2 production and consumption. In

Figure 8.1 The active center of Clostridium pasteurianum hydrogenase.

Figure 8.2 Two different subunits present in FeNi-hydrogenases.
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fact, Ni enzymes are more specifically involved in H2 consumption, whereas Fe
enzymes are more involved in H2 production.
Ni andFe are equally involved in the synthesis of the acetylmoiety fromCO2 [26–28],

whereas Co (as cobalamin) is well known to act as a carrier of methyl groups.
We tested the influence of the Fe, Ni and Co concentration on the composition of

biogas by monitoring the H2, CO2 and CH4 production during 8 h after the addition
of feed and over 5 days. Each metal produced a different effect, as expected, on the
basis of the role of the enzymes inwhich they are present.Nickel, iron and cobalt were
added to the sludge either separately or in combination, always at a sub-toxic
concentration. In a typical case, the starting concentration of metal ions in the
sludgewas 6, 13.6 and 4.46 ppm forNi(II), Fe(II) andCo(II), respectively, in the liquid
phase. Their levels in the solid phase were 14.6, 54.12 and 13.43 ppmunder the same
conditions. The addition of 0.5mL of 1M NiCl2 to the reactor filled with 1.7 L of
sludge produced an instantaneous increase in the metal concentration in the liquid
phase from an initial 6 ppmup to 22.4 ppm. The concentration in the solid phase rose
from 14.6 to 16.08 ppm. The metal concentration in solution decreased very slowly,
remaining at the level of 90% of the value read soon after the addition after 5 days and
decreasing to 70% after 2weeks. Therefore, during the test during 8 h (which starts
soon after the addition ofmetal and feeding) the bacteria really feel the increase in the
concentration of the metal available in solution. The response to such an increase in
metal concentration is, therefore, a real cause–effect process. An increase in the
concentration of Ni in solution caused a decrease in dihydrogen in the gas phase
(Figure 8.3a).
This observation agrees well with the role of nickel as part of the active site in

H2-consuming hydrogenases [11]. Therefore, the addition of Ni(II) promotes the
activity of suchH2-consuming hydrogenases. Conversely, when Fe(II) was added, the
increase inH2 production in the batch reactor was observedwithin 2.5 h after feeding
(Figure 8.3b), in comparison with the control, which had a lower H2 production.
These data also agree with the role of iron in H2-evolving hydrogenases, which
promote the formation of H2 [14]. Noteworthily, the addition of cobalt did not cause
any variation in H2 production at any time after the start of the fermentation. Such
metal-dependent effects were evident onlywhen fresh feedwas added and the system
had not reached the optimum performance. Conversely, once a sludge was aged, the

Figure 8.3 Influence of Ni and Fe on dihydrogen production
during the acidogenesis phase in the anaerobic fermentation of
FVG. The broken line represents the control.
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evolution and accumulation of dihydrogen was not so evident when Ni or Fe was
added.
Nevertheless, the added metal ions under these conditions showed a positive

influence onmethane formation, increasing the rate of formation and the amount of
methane. Figure 8.4 shows the composition of biogas produced after the addition of
(a) iron, (b) nickel and (c) cobalt: in all cases, an increase in the percentage ofmethane
in the gas phase was observed.
All the results show that before the addition of the metals, both the reactor

and control have the same or very close CH4:CO2 ratio, which varies with the

Figure 8.4 Effect of the addition of Fe, Ni and Co on the
production of biogas: variation of the CH4:CO2 ratio. The broken
line is the control.
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addition of feed. The increase in the ratio after the addition of feed can be
explained by considering the enhanced production of dihydrogen that is made
available also for direct CO2 methanation. After the metal had been added, a net
increase in the CH4:CO2 ratio was observed in the reactor with respect to the
control. Typically, the amplification started within 2 days after the addition of
the metal and reached a maximum around the fifth or sixth day. The difference
remained evident for 7–10 days also during the phase of decrease in methanation.
If more feed was added, the amplification was again evident. After 20–30 days, the
added metal seemed still able to affect the CH4:CO2 ratio. It is important to note
that during such a period the concentration of the metal in the liquid phase in the
reactor was always higher than that in the control. The increase in the CH4:CO2

ratio is produced by a more effective conversion of CO2 to methane: Ni(II)
increases the ratio to 4.5 compared with 3 found in the biogas in the control
(Figure 8.4).
The observed effect of the increased concentration of themetalsmatches the role of

metals in enzymes. Among the three metal ions, nickel has the greatest effect
(compare Figure 8.4a–c). These results suggest that the controlled addition of Fe, Ni
and Co could be beneficial for improving the methanation process of waste.

8.3.2
Dihydrogen from Bioglycerol

Bioglycerol is predicted to become a large-volume organic waste subsequent to the
increased production of biodiesel. Therefore, in recent years, there has been
increasing interest in its use as a raw material for the production of chemicals and
energy products. The key point with the use of glycerol is that it is produced in the
biodiesel industry as an aqueous solution containing salts and themost desirable use
would be the direct utilization of such a process liquid stream. In this context,
biotechnologies and chemical processes may find different applications, as the latter
may require water-free samples for most conversions. We used aqueous glycerol as a
starting material for the production of 1,3-propanediol and 2,3-butanediol or dihy-
drogen. The bacterial strains used were isolated from the sludge of the anaerobic
fermentation of organics obtained when the maximum production of dihydrogen
was observed (see above) Three strains, putatively assigned to the Klebsiella strain,
were used as reported above, the Klebsiella K1, K2 and K3 and the Klebsiella
pneumoniae subsp. pneumoniae K4 [29].
Klebsiella is known to be able to use glycerol under either aerobic [30] or anaerobic

conditions. In particular, Klebsiella pneumoniae has been shown to produce
1,3-propanediol anaerobically [31–35], but there have been no reports about its use
for the production of dihydrogen.
Strains K1, K2 and K3 were used for the production of 1,3-propanediol under

aerobic conditions. The conditions described in the Experimental section were used:
the starting concentration of glycerol was 30% by mass. Table 8.2 summarizes the
results obtained. Strain K2 is the most active, showing a 47% conversion of glycerol
after 144 h and the best selectivity towards 1,3-propanediol.
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The other products formed in a significant amounts are 2,3-butanediol, acetic acid
and lactic acid. Ethanol, formic acid, succinic acid and butyric acid were detected in
trace amounts. K2 affords a 33% molar conversion of glycerol into 1,3-propanediol
with 9.6% molar conversion into 2,3-butanediol. Figure 8.5 shows that K2 has fast
kinetics during the first 48 h. 2,3-Butanediol is formed mainly in the first 24 h,
whereas 1,3-propanediol accumulates for up to 48 h, by which time the formation of
both 1,3-propanediol and 2,3-butanediol has ceased. This may be due to the
accumulation of acids that may inhibit this metabolic path. A UV/Vis analysis of
the solution for bacterial growth shows that the optical density continues to increase
after 48 h and until 144 h. In the meantime, the concentration of glycerol in the
interval 48–144 h decreases only slightly compared with the consumption observed
during the first 24 h. Under the best conditions, the glycerol concentration is
decreased to 60% of the original concentration after 24 h and to 53% after 144 h.
Compared with other Klebsiella strains reported in the literature, K2 shows an
interesting performance that needs to be optimized for application.
An interesting result was obtained with strain K4. It has been reported

that Klebsiella pneumoniae is able to convert glycerol into 1,3-propanediol [34]. In
fact, when the K4 strain was grown aerobically on the same culture medium as
K1–K3, 1,3-propanediol was produced. Conversely, when it was grown anaerobically
as reported in the Experimental section in presence of peptone and hydrolyzed
casein, a new behavior was observed: strain K4 produced dihydrogen as the main
metabolite of glycerol rather than 1,3-propanediol. This finding is new as H2 has
never been reported to be the main metabolite of glycerol with other Klebsiella
pneumoniae strains. Table 8.3 shows the dependence of the formation of dihydrogen
on the conditions.
The data show that there is an effect of the initial glycerol concentration on the

conversion into dihydrogen. A concentration of 0.1mol L�1 of glycerol seems to
represent the best condition for its conversion.
An interesting result was obtained when strain K4 was grown in a high-pressure

vessel that allowed the accumulation of dihydrogen. A pressure gauge allowed the
pressure generated by dihydrogen to be measured (Figure 8.6).

Figure 8.5 Kinetics of formation of 2,3-butanediol and 1,3-propanediol.
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Figure 8.6 Production of dihydrogen by strain K4 grown on glycerol in a high-pressure vessel.

Table 8.3 Production of dihydrogen from glycerol using strain K4 under anaerobic conditionsa.

Concentration
of glycerol,
(mmol L�1)

Consumed
glycerol
(%)

H2

produced
(mmol)

Molar
Ratio H2/
glycerol

Purity
of H2

(%)

Formic
acid
(mol)

Lactic
acid
(mol)

Acetic
acid
(mol)

110 95 8.1 0.76 97 0.0013 ndb 0.0035
220 91 8.2 0.41
330 79 6.96 0.27
440 63 6.0 0.24
330 with
resazurin

68 4.50 0.20

aIn all cases 100mL of solution were used. All systems were monitored for 120 h.
bnd, Not detected.
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Table 8.4 reports the analytical data and main features relevant to such a system.
Interestingly, dihydrogen was collected at a pressure of 0.53MPa, which allows its
distribution in external utilization circuits.
This is the first report to describe the collection of gas under pressure in a

biosystem. This finding is of great interest as it would permit the distribution ofH2 to
some utilities without any use of pumping systems. For example, H2 could be
conveniently distributed to fuel cells. This bacterial strain is still under investigation
with a view to better exploitation of its properties.
The complete conversion of glycerol with formation of dihydrogen and volatile

organic carboxylic acids is an interesting feature of the system. The carboxylic acids
could be isolated, if present in a significant amount, or further converted intoH2 and
CO2 by using an ad hoc bacterial strain. The photosynthetic bacteriumRhodospirillum
rubrum seems to be themost appropriate for such an application. ApHadjustment to
�6 helps to improve the acid conversion with a very low residual organic acid
content [36].
An interesting comparison can be made with chemical techniques for glycerol

treatment and dihydrogen production. Table 8.5 compares the performance of the
above strain K4 with that of a catalytic conversion of aqueous glycerol [37].
Catalytic dihydrogen production form biomass is known as aqueous phase

reforming (APR) [38]. It is interesting to note the absence of CO in the dihydrogen
produced by the biosystem, whichmakes it immediately suitable for use in fuel-cells

Table 8.4 Production of high-pressure dihydrogen via glycerol metabolism by strain K4.

Concentration of
glycerol at t¼ 0
(mol L�1) Buffer

Glycerol
consumed

(%)

Gas produced
(molmol�1

glycerol)

Dihydrogen
production rate,
(mol L�1 h�1)

Max. H2

pressure
(MPa)

0.22 No 88 0.58 0.014 0.32
0.22 Yes 100 1.0 0.016 0.53
0.44a Yes 74 0.44a 0.013 0.32
0.71a Yes 64 0.34 0.014 0.36

aDihydrogen was withdrawn at fixed times from the high-pressure reactor.

Table 8.5 Comparison of the biological versus catalytic production of dihydrogen from glycerol.

Parameter Biological: 2–6% glycerol Catalytic: 1–20% glycerol

Conversion of glycerol (%) 100 at 2% feed 100 at 1% feed
Purity of H2 (%) >99 90
Presence of CO Absent Present
Presence of CO2 Traces Present
Temperature (K) Ambient 500–600
Pressure (MPa) 0.6MPa 2.0–3.0
Lifetime of the catalyst >7 days 2weeks
Co-products Organic acids, ethanol Organic acids and others
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without preliminary treatment for cleaning. The bioconversion of glycerol also has
the advantage of low-temperature operation. For full exploitation, improvements are
necessary, such as:

. optimizing the H2 production;

. increasing the pressure;

. developing a new buffer system for better control of the reaction system;

. increasing the lifetime of bacteria;

. working at higher concentration of the substrate (direct use of industrial waters);

. converting the organic acid co-products using photosynthetic bacteria in one pot;

. maximizing the use of carbon;

. scaling-up for checking the exploitation potential.
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9
Natural Gas Autothermal Reforming: an Effective Option
for a Sustainable Distributed Production of Hydrogen
Paolo Ciambelli, Vincenzo Palma, Emma Palo, and Gaetano Iaquaniello

9.1
Introduction

This chapter deals with the catalytic autothermal reforming ofmethane for hydrogen
production. The goal of producing hydrogen in small-scale plants is attracting
increasing attention with the continued interest in the potential widespread applica-
tion of fuel cells, on-site hydrogen generators and the establishment of distributed
hydrogen infrastructures.
After a short overview of the technologies available today for hydrogen production

from fossil fuels, attention is focused on the autothermal reforming process,
which represents an effective technological option for a distributed energy system
owing to greater reactor simplicity and compactness and lower construction costs
compared with steam reforming.
In the first part of the chapter, a state-of-the-art review and also a thermodynamic

analysis of the autothermal reforming reaction are reported. The former, relevant
to both chemical and engineering aspects, refers to the reaction system and the
relevant catalysts investigated. The latter discusses the effect of the operating
conditions on methane conversion and hydrogen yield.
In the second part of the chapter, attention is focused on research activities at the

University of Salerno on the autothermal reforming of methane. In particular,
the design, assembly, setup and optimization of the performance of a compact
reactor are reported. It is demonstrated that such an autothermal reforming reactor
can assure very fast start-up, high flexibility and stable operation over a wide range
of conditions. Moreover, when coupled with innovative catalytic formulations and
geometries, it may represent an effective solution for the main component of
a distributed hydrogen production. Finally, this option is also investigated from the
economic point of view.
To realize the concept of sustainable development, it is important to consider both

pollution and energy issues, because environmental degradation is already threat-
ening human health and a reduction in energy resources will hinder development
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for future generations. It seems worthwhile to consider how we can preserve
such resources and to construct anewenergy system inorder to solve this problem [1].
The pursuit of sustainable development requires the improvement and modifi-
cation of each country�s political, economic and social systems, and, in addition,
novel technological solutions [1].
A distributed energy system is an efficient, reliable and environmentally friendly

alternative to traditional energy systems. In a distributed power generation system,
the units for energy conversion are situated close to energy consumers and large
units are replaced by smaller ones, thus making it possible for single buildings to be
completely self-supporting in terms of electricity, heat and cooling energy [2].
In particular, hydrogen-based energy systems offer several advantages over tradi-
tional energy systems and would contribute to partially or wholly resolving the
concerns regarding national security, emissions of greenhouse gases, finite
sources of fossil fuels and environmental quality [3]. Indeed, hydrogen-based
distributed power generation could combine the greatest potential benefits of
hydrogen in terms of reduced emissions of pollutants and greenhouse gases
with safety and security requirements, the high production capacity, storage and
far-and-wide transportation being inherently more dangerous in terms of security
and safety hazards. End-use technologies that employ hydrogen, such as fuel cells
and combustion engines, have a safety record that advances protection of the
environment and public health [3].
The versatility of hydrogen as a fuel is represented by the multiple process

technologies and feedstocks from which it can be derived, including fossil fuels,
biomass and water [4]. Each technology, in a different stage of development, offers
different opportunities, benefits and challenges. The choice and timing of the
various options for hydrogen production are closely linked to the local availability
of feedstock, maturity of the technology, market applications and demand, policy
issues and costs. When hydrogen is produced from fossil fuels, CO2 capture and
sequestration, allowing the decoupling of fossil fuels from CO2 emissions, make
this feedstock comparable, from an environmental point of view, with renewable
energy sources [5].
Despite these benefits, there are substantial obstacles that need to be overcome in

order to realize a hydrogeneconomy. In fact, althoughawide choice of technologies for
hydrogen production, storage and distribution is available, they need to be adapted for
use in each specific energy system. Building a new hydrogen energy infrastructure
would require considerable financial investment over multiple decades and it would
involve logistical problems in matching supply and demand during the transition
period [3, 6].
Distributed production of hydrogen from natural gas is based on small-scale

steam reforming technology. The production unit can be located at the consumer
refueling site and the unit capacity can be tailored to the site�s fuelling requirements,
thus eliminating the need for an extensive hydrogen delivery infrastructure.
This process may be the most viable for introducing hydrogen as an energy carrier
since it requires less capital investment for the smaller hydrogen volumes needed
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initially in the transition phase to the hydrogen economy. Small-scale reformers
will permit the use of existing natural gas pipelines for the production of hydrogen
at the site of the consumer, thus representing an important technology for the
transition to a larger hydrogen supply.
Given the intrinsic advantages of fossil fuels, such as their availability, relatively

low cost and existing infrastructures for delivery and distribution, they are likely to
play a major role in energy and hydrogen production in the near- to medium-term
future [7]. Considering availability and economic performance, energy consumption
and reforming efficiency are important factors in hydrogen production [1].
In particular, among the potential hydrogen sources, natural gas offers many
advantages: it is relatively abundant around the world and can be transported in
large pipeline systems in many of the developed countries, resulting in the most
readily available primary fuel [8].
The general term usually applied to the process of converting liquid or gaseous

light hydrocarbon fuels to hydrogen and carbon monoxide is reforming.
A typical fuel processor for hydrogen production involves a series of steps.

Generally, the reforming step is followed by CO abatement stages through water
gas shift (WGS) and preferential oxidation (PROX) reactions and further final
product purification [pressure swing adsorption (PSA) or membrane separation]
to obtain a pure hydrogen stream (Figure 9.1).
Natural gas feedstock is very dependent of the source location: in some cases it has

high levels of H2S, CO2 and hydrocarbons. Organic sulfur compounds must be
removed because they will irreversibly deactivate both reforming andWGS catalysts.
Hence a preliminary feed desulfurization step is necessary. This process consists
in a medium-pressure hydrogenation (usually on a cobalt–molybdenum catalyst
at 290–370 �C), which reduces sulfur compounds toH2S, followed byH2S separation
through ZnO adsorption (at 340–390 �C) or amine absorption [9].
The CO abatement stage is generally carried out through the WGS reaction,

which allows the conversion of CO to CO2 and H2. This step is essential when the
stream is fed to the Pt anode of a polymer electrolytemembrane (PEM) fuel cell, since
even a small amount of carbon monoxide (>10 ppm) leads to poisoning of
the electrocatalyst. Generally, the process consists of a high-temperature WGS step
on an Fe–Cr oxides catalyst (350–400 �C) followed by a low-temperature WGS step
on a Cu–Zn–Al catalyst (�200 �C), where a higher CO conversion is realized [10].

Figure 9.1 Schematic of a typical fuel processor.

9.1 Introduction j289



A further purification step is carried out through the CO preferential
oxidation reaction, generally employing precious metal-based catalysts, mostly
Pt [10–13].
Finally, it is possible to obtain a pure hydrogen stream through several techni-

ques, such as PSA, cryogenic distillation or membrane separation. PSA and
cryogenic distillation processes are commercially available separation techniques
[14].
In the PSA process, the reformer product gas is passed through an adsorption

column,where impurities are preferentially adsorbed. After a set time, the feed gas to
the reactor column is diverted to a parallel column. At this stage, the first column is
depressurized, allowing the bed regeneration. It is a cyclic process, the two columns
being alternately pressurized and depressurized [15].
On the other hand, membranes, because of their physical nature, allow only

selected materials to permeate across them. An advantage deriving from the
integration of the membrane inside a reformer is the possibility of overcoming
the thermodynamic limitations of the reforming reaction, giving the possibility
of attaining a high methane conversion at lower temperature with respect to
a traditional reactor [16]. The membrane reactor can become a novel reforming
technology [17] and promises economic small-scale hydrogen production combined
with inexpensive CO2 capture because of the high concentration and pressure
of the exiting gas stream [18, 19]. This could avoid a dedicated hydrogen infrastruc-
ture, facilitate CO2 capture at small scale and thus contribute to a more rapid cutting
of greenhouse gas emissions.
With regard to the reforming step, there are several ways to convert the fuel:

. steam reforming (SR)

. partial oxidation (POX)

. autothermal reforming (ATR).

SR provides the highest concentration of hydrogen and gives a high fuel proces-
sing conversion efficiency. POX is a very fast process, characterized by a small
reactor size with a rapid response to the load changes. Non-catalytic POX operates
at temperatures of approximately 1400 �C, but on adding a catalyst [catalytic partial
oxidation (CPOX)] this temperature is lowered to about 700 �C. The combination of
SR with CPOX is termed ATR.
SR is the established process for converting natural gas and other hydrocarbons

into syngas. The SR process has been practiced since 1930. The first plant using
light alkanes as feed began operation in 1930 at Standard Oil in the USA and 6 years
later at ICI at Billingham, UK [19, 20].
The SR process involves two reactions, the conversion of hydrocarbon with

steam to form hydrogen and carbon oxides [reaction (9.1)] and the WGS reaction
for the conversion of carbon monoxide into carbon dioxide [reaction (9.2)]:

CH4þH2O! COþ 3H2 DH�298K ¼ þ 206 kJ mol�1 ð9:1Þ

COþH2O! CO2þH2 DH0
298K ¼ �41 kJ mol�1 ð9:2Þ
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The higher hydrocarbons in natural gas also react with steam in a similar way
according to the reaction

CnHm þ nH2O! nCOþ nþm=2ð ÞH2 ð9:3Þ

Natural gas is reacted with steam on an Ni-based catalyst in a primary reformer
to produce syngas at a residence time of several seconds, with an H2:CO ratio of
3 according to reaction (9.1). Reformed gas is obtained at about 930 �C and pressures
of 15–30 bar. The CH4 conversion is typically 90–92% and the composition of the
primary reformer outlet stream approaches that predicted by thermodynamic
equilibrium for a CH4:H2O¼ 1:3 feed. A secondary autothermal reformer is placed
just at the exit of the primary reformer in which the unconverted CH4 is reacted with
O2 at the top of a refractory lined tube. The mixture is then equilibrated
on an Ni catalyst located below the oxidation zone [21]. The main limit of the SR
reaction is thermodynamics, which determines very high conversions only
at temperatures above 900 �C. The catalyst activity is important but not decisive,
with the heat transfer coefficient of the internal tube wall being the rate-limiting
parameter [19, 20].
The SR reactors are well suited for long periods of steady-state operation. The high

endothermicity of the primary SR reaction results in reactor performances limited
by heat transfer more than by reaction kinetics. Consequently, the reactors are
designed to promote heat exchange and tend to be large and heavy [22].
The catalyst typically employed in this process is a high Ni content catalyst

(�12–20%Ni as NiO) supported on a refractory material such as a-alumina contain-
ing a variety of promoters. Key additives are potassium and/or calcium ions, which
mainly serve to suppress excessive carbon deposition on the catalyst [9].
Although the stoichiometry for reaction (9.1) suggests that one only needs 1mol

of water per mole of methane, excess steam must be used to favor the
chemical equilibrium and reduce the formation of coke. Steam-to-carbon ratios
of 2.5–3 are typical for natural gas feed. Carbon and soot formation in the comb-
ustion zone is an undesired reaction which leads to coke deposition on down-
stream tubes, causing equipment damage, pressure losses and heat transfer
problems [21].
Carbon formation can occur by thermal cracking of hydrocarbons according

to the reaction

CnH2nþ 2! nCþ nþ 1ð ÞH2 ð9:4Þ
Since higher hydrocarbons tend to decompose more easily than methane, there-

fore the risk of carbon formation is higherwith vaporized liquid petroleum fuels than
with natural gas.
Other sources of carbon formation are the Boudouard reaction (9.5) and the

reverse of steam gasification, reaction (9.6):

2CO! CþCO2 ð9:5Þ

COþH2! CþH2O ð9:6Þ
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Higher hydrocarbons are much more reactive than methane and, over the usual
SR nickel catalysts, they readily lead to the generation of coke, which can rapidly
deactivate the catalyst. The problem of carbon formation may be solved effectively
by the insertion of a low-temperature, fixed-bed adiabatic prereformer prior to the
primary steam reformer [23]. In the adiabatic prereformer, the higher hydro-
carbons are completely converted into C1 fragments (CH4, CO and CO2). This is
similar to the process taking place in conventional reforming, but the relatively
low temperatures (350–550 �C) eliminate the potential for carbon formation. More-
over, the prereformer allows for higher inlet temperatures in the primary reformer,
thereby reducing its size [24, 25].
As SR is a very intensive energy process, extensive work has been done over

the years in order to develop more attractive alternative options.
As the name implies, partial oxidation is the partial or incomplete combu-

stion of a fuel according to the reaction

CH4þ 1
2
O2!COþ 2H2 ð9:7Þ

A substoichiometric amount of air or oxygen is used. The reaction can be carried
out in the presence or the absence of a catalyst. In the non-catalytic process,
a mixture of oxygen and natural gas is preheated, mixed and ignited in a burner;
the reactor temperature must be high enough to reach complete CH4 conversion
(typically 1200–1500 �C). Combustion products such as CO2 and H2O are also
formed to a certain extent.
The advantage over catalytic processes is that fuel components such as sulfur

compounds do not need to be removed. High-temperature POX can also handle
much heavier petroleum fractions than catalytic processes and is therefore
attractive for processing diesel, logistic fuels and residual fractions cuts. Some
carbon is formed by the thermal cracking of methane and has to be removed
by washing. Texaco and Shell have commercialized this conversion process.
The use of a catalyst can substantially reduce the operating temperature, allowing
the use of less expensive materials for the reactor such as steel. Generally, Ni and
noble metals such as Rh, Pt and Pd are used in the POX reaction [26]. It should be
noted that the POX reaction produces less hydrogen per mole of methane than the
SR reaction. This means that POX (either non-catalytic or catalyzed) is usually less
efficient than SR for fuel cell applications.
ATR is a stand-alone process which combines POX and SR in a single reactor.

The ATR process was first developed in the late 1950s by Topsøe, mainly for
industrial synthesis gas production in ammonia and methanol plants [27].
The hydrocarbon feedstock is reacted with a mixture of oxygen or air and steam

in a sub-stoichiometric flame. In the fixed catalyst bed the synthesis gas is
further equilibrated. The composition of the product gas will be determined by
the thermodynamic equilibrium at the exit pressure and temperature, which is
determined through the adiabatic heat balance based on the composition and
flows of the feed, steam and oxygen added to the reactor. The synthesis gas produced
is completely soot-free [28].
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A schematic representation of an ATR reactor is shown in Figure 9.2.
The autothermal reformer consists of a thermal and a catalytic zone. The feed is

injected into a burner and mixed intensively with steam and a substoichiometric
amount of oxygen or air. In the combustion or thermal zone part of the feed
reacts essentially according to the reaction

CH4þ 3
2
O2!COþ 2H2O DH�298K ¼ �519 kJ mol�1 ð9:8Þ

By proper adjustment of the oxygen-to-carbon and steam-to-carbon ratios, the
partial combustion in the thermal zone [reaction (9.8)] supplies the heat for
the subsequent endothermic SR reaction (9.1) [24]. The CO shift reaction (9.2) also
takes place in the catalytic zone.
Unlike the methane steam reformer, the autothermal reformer requires no

external heat source and no indirect heat exchangers. This makes autothermal
reformers simpler and more compact than steam reformers, resulting in lower
capital cost. In an autothermal reformer, the heat generated by the POX reaction is
fully utilized to drive the SR reaction. Thus, autothermal reformers typically
offer higher system efficiency than POX systems, where excess heat is not easily
recovered.
The ATR is carried out in the presence of a catalyst, which controls the reaction

pathways and thereby determines the relative extents of the oxidation and SR
reactions. The SR reaction absorbs part of the heat generated by the oxidation
reaction, limiting the maximum temperature in the reactor. The net result is
a slightly exothermic process. However, in order to achieve the desired conversion
and product selectivity, an appropriate catalyst is essential. The lower temperature
provides many benefits such as less thermal integration, less fuel consumed
during the start-up phase, wider choice of materials, which reduces the manu-
facturing costs, and reduced reactor size and cost due to a minor need for
insulation [22].
For small-scale units providing hydrogen for fuel cells, the choice of the

optimal technology may be dictated by parameters such as simplicity and fast

Figure 9.2 Schematic representation of an ATR reactor.
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transients response, in particular for automotive applications. For these reasons,
even if the SR process may be the most energy efficient in industrial processing,
CPOX or ATR using air may be the preferred choice for small-scale or distributed
hydrogen production [29].

9.2
Autothermal Reforming: from Chemistry to Engineering

The industrial processes for hydrogen production are well established [9, 30, 31],
but may not be appropriate for small-scale stationary applications such as residential
fuel cells or for unattended operation such as on-site hydrogen generation. These
new applications allow for new process designs based on catalyst and engineering
improvements [10, 32]. Hence a study of the ATR process has to involve both
chemical and engineering aspects.

9.2.1
The Catalyst

Catalyst formulations for ATR fuel processors mainly depend on the fuel and the
operating temperature. ATR catalysts are required to be active simultaneously
for hydrocarbon oxidation and SR reactions, be robust at high temperatures
for extended periods and be resistant to sulfur poisoning and carbon deposition,
especially in the catalytic zone that runs oxygen limited [33]. Moreover, they must
be resistant to intermittent operation and cycles, especially in start-up and shut-down
steps.
As ATR is a combination of POX and SR reactions, the active species to be

employed for the preparation of a good ATR catalyst are the same as those for
these two processes, especially Ni, Pt, Pd, Rh, Ru and Ir.
Ni-based catalysts have been widely employed in reforming reactions and they

are used extensively in industry because they offer appreciable catalyst activity,
good stability and low cost. The commercial catalysts contain NiO supported on
ceramic materials such as a-Al2O3, MgO and MgAl2O4 spinel. The average content
of NiO is around 15wt% [34]. The magnesium aluminate-supported catalyst has
a higher melting point and in general a higher thermal strength and stability than
the alumina-based catalyst [19].
Small amounts of other compounds can be added to Ni-based catalysts to

improve the functional characteristics of the final catalyst. Typically, they are: calcium
aluminate to enhance the mechanical resistance of the catalyst pellets, potassium
oxide to improve the resistance to coke formation and silica to form a stable
silicate with potassium oxide [34]. Promotion with rare earth oxides such as La2O3

also results in enhanced resistance to coking.
A series of nickel/(rare earth phosphate) catalysts were investigated by Nagaoka

et al. [35] for methane ATR. Among them, Ni/(Gd, Ce or Er phosphate) showed
good activity, maintaining a stable CH4 conversion during time on-stream tests
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and exhibiting an extremely high resistance against coking. Therefore, they could be
considered as novel candidate catalytic systems for ATR applications.
In order to improve the resistance of Ni/Al2O3-based catalysts to sintering and

coke formation, some workers have proposed the use of cerium compounds [36].
Ceria, a stable fluorite-type oxide, has been studied for various reactions due to
its redox properties [37]. Zhu and Flytzani-Stephanopoulos [38] studied Ni/ceria
catalysts for the POX of methane, finding that the presence of ceria, coupled
with a high nickel dispersion, allows more stability and resistance to coke
deposition. The synergistic effect of the highly dispersed nickel/ceria system is
attributed to the facile transfer of oxygen from ceria to the nickel interface with
oxidation of any carbon species produced from methane dissociation on nickel.
The effect of adding zirconia to Ni/ceria-based catalysts in reforming and POX
reactions has also been widely investigated [39–44]. Monoclinic zirconia has high
thermal stability at high temperature in addition to a considerable surface area.
Furthermore, because it has both basic and weakly acidic sites, zirconia could be
resistant to coke formation. The remarkable catalytic performance of Ni/CeO2–ZrO2

is attributed to the combination of several effects, namely the high oxygen
storage capacity of ceria in ceria–zirconia solid solutions [45–48], the strong interac-
tion between Ni and ceria–zirconia and the fairly high capability for H2 uptake.
Dong and co-workers studied the effect of adding a transitionmetal (Cu,Co andFe)

to Ni/Ce0.2Zr0.1Al0.65Od catalyst on the activity in the ATR of methane [49, 50]. It was
observed that the presence of Cu and Co allows a significant improvement of the
catalytic activity at lower temperature, whereas the addition of Fe leads to a remark-
able decrease in CH4 conversion. Results of catalyst characterization showed
that the improvement in the catalytic activity when Cu is added as a promoter is
due to the improvement of NiO dispersion, with inhibition of NiAl2O4 formation.
The noblemetals seem to bemore active thanNi for the ATR reaction, as proposed

by Ashcroft and co-workers [51, 52], but they are more expensive [34].
Ayabe et al. [53] studied the catalytic ATR of methane and propane over Al2O3-

supported metal catalysts. In the case of methane they found the following scale
of activity: Rh >Pd >Ni>Pt >Co, and limited carbon deposition, whereas in the
case of propane a large amount of carbon deposition was observed even under
steam-rich conditions.
Souza and Schmal [54] reported the activity of a 1wt% Pt/ZrO2–Al2O3 catalyst

for the ATR of methane. Higher activity and stability were found in time on-stream
testing at 800 �C compared with Pt/Al2O3 and Pt/ZrO2 catalysts. The higher stability
was related to a higher coking resistance due to Pt–Zrnþ interactions at the
metal–support interface.
Villegas et al. [55] studied the ATR of isooctane over a 2wt% Pt/Ce0.67Zr0.33O2

catalyst. The catalyst performed well at high space velocities, showing a stable
activity during time on-stream testing under the experimental conditions
suggested as optimum by thermodynamic evaluation. The catalyst did not show
any apparent poisoning by carbon deposition, suggesting that the ceria–zirconia
support would play an active role in the gasification of the carbonaceous species
originating from isooctane decomposition.
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A 1% Pt/CeO2 catalyst was investigated for the ATR of synthetic diesel by
Cheekatamarla and Lane [56] with specific attention to the effect of sulfur poisoning
on the catalytic activity. The catalyst exhibited good stability in spite of its tendency
for poisoning by sulfur-containing fuels. A further study by the same authors [57]
elucidated the overall deactivation mechanism for this catalyst. Temperature
programmed reduction (TPR) experiments suggested that sulfur poisoning pre-
vents ceria from transferring oxygen to the metal, and temperature programmed
desorption (TPD) andX-ray photoelectron spectroscopy (XPS) analysis revealed the
formation of chemisorbed sulfur entities.
A similar Pt/CeO2 catalyst, studied by Recupero et al. [58] in the ATR of propane,

was found to give high H2 and CO selectivity values in the temperature range
600–700 �C. The catalyst did not show any carbon deposition after time on-stream
testing carried out with sequential start-up and shut-down cycles.
Alternative catalyst formulations for methane ATR based on bimetallic catalysts

have been studied, aiming at increasing the activity of nickel catalysts by the
addition of low contents of noble metals.
Nickel–platinum bimetallic catalysts showed higher activity during ATR than

nickel and platinum catalysts blended in the same bed. It was hypothesized that
nickel catalyzes SR, whereas platinum catalyzes POX and, when they are added to
the same support, the heat transfer between the two sites is enhanced [59, 60].
Advanced explanations were reported by Dias and Assaf [60] in a study on ATR of
methane catalyzed by Ni/g -Al2O3 with the addition of small amounts of Pd, Pt or Ir.
An increase inmethane conversionwas observed, ascribed to the increase in exposed
Ni surface area favored by the noble metal under the reaction conditions.
In addition to the activity, other important requirements for the catalyst are the

capability to start the reaction rapidly without the necessity for previous reduction
with hydrogen and to perform effectively with intermittent operation; these are
essential properties for the catalyst in reformers, especially for portable and small-
scale stationary fuel cell applications. In this respect, Dias and Assaf [61] focused on
the potential of Pd, Pt and Ir to promote fast and intermittent ignition of methane
ATR in Ni/g -Al2O3. They concluded that the three metals are very good promoters of
the reduction of the nickel catalyst with methane, but the lower cost of palladium
makes this metal more suitable than Pt and Ir for small fuel cells.
Cheekatamarla and Lane [62, 63] studied the effect of the presence of Ni or Pd in

addition to Pt in the formulation of catalysts for the ATR of synthetic diesel. For both
metals, a promotional effect with respect to catalytic activity and sulfur poisoning
resistance was found when either alumina or ceria was used as the support. Surface
analysis of these formulations suggests that the enhanced stability is due to strong
metal–metal and metal–support interactions in the catalyst.
In recent years, research on catalysts for the ATR of hydrocarbons has paid

considerable attention to perovskite systems of general formula ABO3. In the
perovskite structure, both A and B ions can be partially substituted, leading
to a wide variety of mixed oxides, characterized by structural and electronic defects.
The oxidation activity of perovskites has been ascribed to ionic conductivity, oxygen
mobility within the lattice [64], reducibility and oxygen sorption properties [65, 66].
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High activity of perovskite-type metal oxides with B sites partially exchanged
with ruthenium was reported by Liu and Krumpelt [67] for hydrogen production
by ATR of diesel fuel. The catalysts exhibited excellent reforming efficiency and
COx selectivity in addition to sulfur tolerance during an aging test with diesel
surrogate fuel. The ruthenium was found to be highly dispersed in the perovskite
lattice.
A series of cerium- and nickel-substituted LaFeO3 perovskites were investigated

by Erri et al. [68] in the ATR of JP-8 fuel surrogate. The catalytic activity tests
carried out at high space velocity showed that partial substitution with cerium
leads to a slight decrease in activity but improves hydrogen selectivity for the
nickel-rich catalysts. Moreover, Ce doping had a beneficial effect on coking inhibi-
tion. However, a phase segregation was detected after reaction.
The optimization of the catalyst formulation is relevant not only to the active

species but also to the structure of the support. Indeed, structured catalysts in the
form of monolith or foam offer great advantages over pellet catalysts, the most
important one being the lowpressure drop associatedwith the highflow rates that are
common in environmental applications.
Since structured catalysts can operate at significantly higher space velocities

than pellet bed reactors, the consequent reduction in reactor size saves on both
cost and weight. A secondary benefit of having a smaller reactor to be heated is
that a rapid thermal response to transient behavior can be achieved. Whether the
application is a load-following stationary fuel cell or an on-site hydrogen generator
stepping up from standby mode to full operation, the reactors need to be able
to respond quickly to changes in temperatures and flow rates [32].
Due to the severe operating conditions (high temperature and high flow rates),

typical of short contact time reactions, heat and mass transfer properties are
expected to play a decisive role in the behavior of the reactor. Thus, in principle,
the choice of catalyst support can greatly affect the reactor performance [69].
A structured ruthenium catalyst (metal monolith supported) was investigated

by Rabe et al. [70] in the ATR of methane using pure oxygen as oxidant. The catalytic
activity tests were carried out at low temperature (<800 �C) and high steam-to-carbon
ratios (between 1.3 and 4). It was found that the lower operating temperature
reduced the overall methane conversion and thus the reforming efficiency. However,
the catalyst was stable during time on-stream tests without apparent carbon
formation.
Structured catalysts were also employed at Argonne National Laboratory in the

ATR of methane and heavy hydrocarbons [71, 72].
Qi et al. studied perovskite systems obtained by partially replacing La with Ce at

the A-site of LaNiO3 for ATR of gasoline and its subrogate n-octane with or without
thiophene additive. They found similar activities and mechanical and thermal
stabilities with both pellet and monolith La0.8Ce0.2NiO3 [73].
Generally, the preparation of washcoated structured catalysts is governed

by several parameters, such as the nature and particle size of the precursor powder,
loading of powder, nature and concentration of dispersants, temperature of the
slurry, use of binders in the slurry and deposition of a primer layer on the monolith.
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An extensive review by Avila et al. takes into account the influence of these
variables [74].
With regard to the ATR of isooctane, Villegas et al. reported a study dealing with

the influence of the drying procedure on the Ni distribution on alumina-washcoated
cordierite monoliths [75]. The wet impregnated monoliths were dried by three
different methods: in a ventilated oven, at room temperature and in a microwave
oven. Themicrowave drying allows amore homogeneous deposition of Ni, although
irrespective of the drying method, at the microscopic scale, a surface enrichment
of Ni in the alumina top layer was evidenced.

9.2.2
Kilowatt-scale ATR Fuel Processors

Experimental results concerning the development of a small-scale 1 kW auto-
thermal reformer of propane were reported by Rampe et al. [76]. In the proposed
reactor, two reactions occur on a metal honeycomb structure coated with plati-
num. Air and water are mixed before they are fed to the reactor in counterflow to
the product gas outside the reactor wall, where the water is vaporized and the
steam and air are heated up. Then, they are mixed with propane at the bottom of
the reactor. It was verified that the preheating operation mode led to about a 4%
higher efficiency, since the higher inlet air temperature causes a higher tempera-
ture level in the reaction zone, resulting in improved kinetics of the reforming
reaction.
Heinzel et al. [77] compared the performance of a natural gas autothermal

reformer with that of a steam reformer. The ATR reactor was loaded with a Pt
catalyst on a metallic substrate followed by a fixed bed of Pt catalyst. In the start-up
phase, the metallic substrate was electrically heated until the catalytic combustion
of a stoichiometric methane–air mixture occurred. The reactor temperature
was increased by the heat of the combustion reaction and later water was
added to limit the temperature rise in the catalyst, while the air flow was reduced
to sub-stoichiometric settings.With respect to the steam reformer, the behavior of the
ATR reactor was more flexible regarding the start-up time and the load change, thus
being more suitable for small-scale stationary applications.
Liu et al. [71] reported the experimental results obtained with a kilowatt-scale

adiabatic reformer fed with diesel surrogates, developed at the Argonne National
Laboratory. An electric heater coil was used as igniter, and the reactor catalytic bed
was constituted of four monolith catalysts packed in series at the core of the reactor.
The ATR reactor achieved stable performance with a smooth radial temperature
distribution. The reforming efficiency, evaluated by changing the gas hourly
space velocity (GHSV) up to 100 000 h�1, was influenced to a major extent by the
oxygen-to-carbon ratio and to a minor extent by the steam-to-carbon ratio.
Lenz and Aicher reported the experimental results obtained with an autothermal

reformer fed with desulfurized kerosene employing a metallic monolith coated
with alumina washcoat supporting precious metal catalysts (Pt and Rh) [78].
The experiments were performed at steam-to-carbon ratios S/C¼ 1.5–2.5 and
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air-to-fuel ratios l¼ 0.24–0.32. The GHSV was varied between 50 000 and
300 000 h�1. The best efficiency was achieved at S/C¼ 1.5 and l¼ 0.28 at a GHSV
of 50 000 h�1.
We reported on the design, development and optimization of a compact self-

sustainedATRreactor for theproductionof about 5m3 (STP) h�1 of hydrogen [79, 80].
The reactor was thermally integrated by two heat exchangers for the preheating of the
air and liquid water fed to the reactor at the expense of the hot reactor outlet stream.
The reactor operated in a stable manner over a wide range of operating conditions
with both pellets and structured catalysts.
A conceptual design and selection of an ATR biodiesel processor for a vehicle fuel

cell auxiliary power unit were reported by Specchia et al. [81]. Three processor options
were compared for H2 production with respect to efficiency, complexity, compact-
ness, safety, controllability and emissions. The ATRwith both high-temperature shift
(HTS) and low-temperature shift (LTS) reactors showed the most promising results.
Other simulation studies reported on the differences between ATR and SR

fuel processors for liquid hydrocarbons [82]. The results showed that a fuel processor
based on the SR technology gives a higher power than an ATR-based fuel processor.
However, this higher performance is counterbalanced by a much higher plant
complexity, resulting in increased cost and an impact on system controllability
and start-up time.
An experimental study by Lee et al. [72] reported the development and testing

of a natural gas fuel processor, which incorporates a catalytic autothermal reformer,
a sulfur trap and aWGS reactor. The fuel processor was successfully run over 2300 h
of continuous operation. The ATR reactor gave over 40% H2 (dry basis) in the
ATR reformate and 96–99.9% methane conversion over the entire test duration.
A compact design for a gasoline fuel processor for auxiliary power unit (APU)

applications, including an autothermal reformer followed by WGS and selective
oxidation stages, was reported by Severin et al. [83]. The overall fuel processor
efficiency was about 77% with a start-up time of 30min.
A 2 kW hydrogen generation unit, developed and tested by Cipitì et al. [84],

included an ATR unit followed by intermediate WGS and preferential oxidation
stages. Preliminary experimental results showed that propane was completely
converted and that the CO content in the outlet stream was 0.2% (dry basis).
However, a start-up time of about 50min was observed.
A stand-alone 1 kW integrated fuel processor for gasoline, incorporating

an autothermal reformer followed by high- and low-temperature WGS reactors,
was reported by Qi et al. [85]. The start-up of the ATR reformer lasted less than 5min
and stabilized in around 50min for the whole system.

9.3
Thermodynamic Analysis

Thermodynamic analysis allows one to predict the influence of the operating para-
meters (preheating of reactants and O2:CH4 and H2O:CH4 molar feed ratios) on the
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equilibrium chemical composition. The aim of this section is to identify the most
favorable thermodynamic operating conditions at which methane is converted to
hydrogen in the ATR process. Moreover, the results also provide a valuable indication
for programming the catalytic experiments.
The chemical equilibrium can be determined by two approaches, one based

on the equilibrium constants and the other on the minimization of the free energy
of reaction. One of the disadvantages of using the former approach is that it is
difficult to take into account the solid carbon which can be generated during the
reforming process. Therefore, the method of minimizing the Gibbs free energy
is normally preferred in fuel reforming analysis [86, 87]. We chose this method
and carried out the thermodynamic calculations by assuming the gas mixture to be
a perfect gas.
The general reaction of methane conversion for the thermodynamic analysis

of the ATR reactor can be written as follows:

CH4þ xO2þ yH2Oþ 3:76xð ÞN2! products ð9:9Þ
where the main products are CH4, CO, CO2, C(s), O2, N2, H2 and H2O. The O2:CH4

molar ratio was varied from 0.1 to 0.9. For each value of this ratio, the H2O:CH4

molar ratio was varied from 0 to 1.2. The evaluations were carried out by assuming
a constant reactor pressure (1 atm) and adiabatic conditions for the ATR reactor,
that is, no heat transfer to or from the reactor.

9.3.1
Effect of Preheating the Reactants

In Figure 9.3, the effect of preheating the reactants on (a) the H2 yield (calculated
as moles of H2 formed/moles of CH4 fed) and (b) the CH4 conversion is reported
as a function of the O2:CH4 and H2O:CH4 molar feed ratios. The preheating
temperature was varied from 25 to 400 �C.
It was observed that at any H2O:CH4 molar ratio investigated, the increase in

the preheating temperature of reactants leads to an increase inH2 yield. In particular,
this effect is more pronounced at higher H2O:CH4 values and at O2:CH4 molar
ratios ranging from 0 to 0.7. Similar results were reported for CH4 conversion,
for which the preheating effect, resulting in increased conversion, is more
pronounced at higher H2O:CH4 values and at O2:CH4 molar ratios ranging from
0 to 0.8.

9.3.2
Effect of O2:CH4 and H2O:CH4 Molar Feed Ratios

The results of thermodynamic analysis are reported in Figure 9.4 in terms
of adiabatic temperature, CH4 conversion (a) andC(s)moles produced (b) as function
of O2:CH4 and H2O:CH4 molar ratios. The calculations were carried out for a
preheating temperature of reactants of 400 �C. The same results are also reported
by Seo et al. [86].
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Both CH4 conversion and adiabatic temperature are significantly affected by the
O2:CH4 and H2O:CH4 feed ratios. The CH4 conversion increases with the O2:CH4

ratio up to the value 0.6, at which total conversion is reached. For values
greater than 0.6, the adiabatic temperature continues to increase although the CH4

conversion remains at 100%. This is due to the oxidation reaction of H2 and CO
to H2O and CO2 favored by the excess O2 supply. On the other hand, on increasing
the H2O:CH4 ratio at a fixed O2:CH4 value, the adiabatic temperature decreases,

Figure 9.3 Effect of the reactant preheating temperature on H2 yield (a) and CH4 conversion (b).

Figure 9.4 Effect of O2:CH4 and H2O:CH4 molar ratios on
adiabatic temperature and CH4 conversion (a) and on C(s)
formation (b).
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due to the strongly endothermic SR reaction. As a result of the lower reactor
temperature, the CH4 conversion is also reduced. By increasing the H2O:CH4

ratio, coke formation is predicted at lower O2:CH4 ratios. Moreover, fixing the O2:
CH4 feed ratio, higher H2O:CH4 ratios allow the reduction of coke formation.
For an H2O:CH4 ratio of 1.2, no coke is generated at any value of the O2:CH4

ratio. Moreover, at fixed H2O:CH4 values, coke formation is depressed by increasing
the O2:CH4 ratio.
The effect of O2:CH4 and H2O:CH4 ratios on the equilibrium composition

has also been evaluated (Figure 9.5). The H2 and CO yields reach a maximum at
an O2:CH4 molar ratio of 0.5 and 0.6, respectively. As the H2O:CH4 ratio increases,
theH2 yield also increases, but conversely, theCO yield decreases, leading to increase
in the H2:CO ratio. On the other hand, if the O2:CH4 ratio is increased above 0.5,
the H2 yield drops more steeply compared with the decrease in the CO yield, due to
the more favored oxidation of H2 than CO at high O2:CH4 ratios.
In conclusion, thermodynamic analysis can provide the optimal operating

conditions to achieve the best ATR performance. It has been found that preheating
the reactants promotes H2 production. This effect is more pronounced at higher
H2O:CH4 ratios and at O2:CH4 molar ratios ranging from 0.1 to 0.7. Employing

Figure 9.5 Effect of O2:CH4 and H2O:CH4 molar ratios on H2, CO, CO2, H2O yields.

302j 9 Natural Gas Autothermal Reforming



a preheating temperature of 400 �C, thermodynamic evaluation showed that an
O2:CH4 molar ratio of 0.6 maximizes the CH4 conversion, limits the effect of
H2O:CH4 molar ratio on the adiabatic temperature and avoids coke formation.
Moreover, with an O2:H4 feed ratio of 0.6, the H2O:CH4 molar ratio which allows
the maximum H2 production is 1.2.

9.4
A Case Study

This section focuses on a case study analyzing all the operations to be carried
out during the setting-up of a kilowatt-scale ATR reactor, such as the optimization
of the start-up phase and of thermal integration. The ATR reactor described here
was developed at the University of Salerno [79, 80] in the frame of the Italian
FISR Project �Idrogeno puro da gas naturale mediante reforming a conversione
totale ottenuta integrando reazione chimica e separazione a membrana�.
The aim of this section is to demonstrate that the feasibility of a distributed

hydrogen system based on methane ATR is the result of a combination between
optimized engineering (design and operation) and catalyst (formulation and support
structures and geometry).
A fast-start capability is a key requirement for a compact fuel processor, especially

crucial for specific cases such as on-board automotive application. A possible means
for the fast start-up of an ATR reactor is starting by feeding to the reactor a mixture
with anO2:Cmolar ratio typical of a rich combustion. The goal of thismode is to raise
the reactor temperature quickly and simultaneously avoid catalyst oxidation.
Then the reactor will move to the ATR mode through the addition of steam and
by decreasing the O2:C feed ratio to the desired value.

9.4.1
Laboratory Apparatus and ATR Reactor

The main features of the experimental apparatus are reported below.
Mass flow controllers (Brooks) are used for each cylinder gas (99.999% purity,

SOL SpA).
A pressurized tank (10 bar) is used for the storage of distilled water fed to the

reactor. To feed liquid water, a specific mass flow controller (Quantim, Brooks)
is used.
A stainless-steel reactor (36mmi.d.), specificallydesignedand realized, is employed

to test the ATR reaction. At the reactor outlet, a fixed fraction of the exhaust stream is
sent to the analysis section after removing water in a cold trap.
In the analysis section, CH4, CO and CO2 concentrations are monitored

with an online NDIR multiple analyzer (Advance Optima, Uras 14). For the analysis
of O2 a continuous paramagnetic analyzer (Advance Optima, Magnos 106) is
employed; H2 is analyzed with a thermal conductivity detector (Advance Optima,
Caldos 17). An analog–digital board (National Instruments, AT-M IO 64E) allows
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for the computer acquisition of concentration data from the analyzers. Software
for data acquisition and products composition was specifically developed in the
LabView environment.
The ATR reactor is shown in Figure 9.6, (a) as realized and (b) as a schematic

drawing.
It consists of two main parts: (i) a lower section where only during the start-up

phase does methane react with air at a fixed O2:CH4 ratio and (ii) an upper section
where the reforming reactions occur in the presence of the catalyst. During the
reactor start-up, due to the high O2:CH4 ratio and the related exothermicity
of the hydrocarbon oxidation, heat is generated in the lower section and transferred
to the reforming section to heat the catalytic bed until the catalyst threshold
temperature is reached. Methane and air are fed at the bottom of the reactor and
premixed in a mixing chamber; a commercially available SiC foam (Figure 9.7a)
is placed at the exit of the mixing chamber in order to obtain a well-distributed
and homogeneous flame during the start-up phase and a very well-mixed gas flow
in the stationary conditions.
In the start-up phase, the ignition of a methane–air mixture is induced by

a voltaic arc between two spark plugs placed on the surface of the SiC foam
(Figure 9.7b).
The catalytic bed (70 cm3), supported by a metallic gauze, is located in the refor-

ming section. Water is fed to the reactor at the bottom of the metallic gauze.
The temperature inside the reactor is monitored by four thermocouples: one
(Tcomb) is located on the SiC foam and the other three (T ref L, T ref M, T ref H)
are located at 25, 50 and 75%, respectively, of the catalytic bed height to provide the
reactor temperature axial profile. Moreover, additional thermocouples monitor

Figure 9.6 ATR reactor as realized (a) and as a schematic drawing (b).
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the temperature of (i) the preheated water and air, (ii) the exhaust stream before and
after thermal exchange and (iii) the stream in the premixing chamber.
A differential pressure sensor monitors the pressure drop across the reactor,

giving also an indication of the coke formation. The outside shell of the reactor is
thermally insulated to limit heat loss.
The ATR reactor is integrated with two heat exchangers to preheat the air

(Figure 9.8a) and the water (Figure 9.8b) fed to the reactor by using the sensible
heat of the reactor outlet stream.
As shown in Figure 9.8a, cold air inflowing at the top of the reactor is heated by the

hot reaction products exiting the reactor and then enters at the bottom of the reactor.
After preheating the air, the reactor outlet stream passes through the second

heat exchanger, where cold liquid water is heated and vaporized before being fed
to the reactor (Figure 9.8b).

Figure 9.8 Heat exchangers for air (a) and water (b) preheating.

Figure 9.7 SiC foam (a) and spark plugs (b).
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9.4.2
ATR Reactor Setup: Operating Conditions

In order to set up the ATR reactor, a commercial pelletized catalyst, 0.3%Pt/Al2O3

(Engelhard), was used.
The catalytic activity tests were carried out under different operating conditions,

by changing the GHSV and the feed ratios O2:CH4 and H2O:CH4 over the ranges
of values 0.59�O2:CH4� 1.36, 0�H2O:CH4� 1.33 and 10 000 h�1�GHSV�
24 400 h�1.
In the following, the O2:CH4 and H2O:CH4 feed ratios will be denoted x and y,

respectively. The value of GHSV is calculated as the ratio between the total gas
volume flow rate (STP) and the catalyst bed volume, and the percentage conversion
of methane is calculated as

methane conversion ð%Þ ¼ CCOþCCO2Þ=ðCCH4 þCCOþCCO2ð Þ � 100

where C is the dry basis concentration of each gas in the exhaust stream [88].
The amount of coke deposited during the reaction was so small that it could be
neglected in all the results presented below.

9.4.3
ATR Reactor Setup: Start-up Phase

The results relevant to the optimized conditions for the start-up phase, as defined
for specific experiments, are reported in Figure 9.9 in terms of H2, CO and CO2

Figure 9.9 ATR reactor start-up phase.
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concentrations (vol.%, dry basis) and of CH4 conversion (%) as a function of time
(lower part of the plot).Moreover, temperature valuesmeasured inside the reactor are
reported against the reaction time (upper part of the plot). O2:CH4 (x) and H2O:CH4

(y) ratios and GHSV values are also reported.
The reactor start-up was performed by feeding a water-free mixture of methane

and air with an O2/CH4 molar ratio of 1.36 and by inducing for few seconds
the voltaic arc between the spark plugs.When themixture is ignited, the temperature
on the SiC foam suddenly (1min) reaches around 1000 �C. Furthermore, due to
the heat transfer, the temperature in the catalytic zone reaches in about 2min
the light-off value with full reactants conversion. The whole start-up phase is no
longer than 3min.
After the ignition phase, water is fed to the reactor and the O2:CH4 and H2O:CH4

ratios are varied until the desired operating conditions are reached. It must be
noted that after the ignition phase, due to the lower values of the O2:CH4 ratio,
the homogeneous combustion of methane is inhibited and consequently POX, SR
andWGS reactions occur simultaneously in the catalytic bed, while the temperature
on the SiC foam decreases to values lower than 400 �C.

9.4.4
ATR Reactor Setup: Influence of Preheating the Reactants

In order to establish the influence of preheating of the reactants on the ATR
reactor performance, catalytic activity tests were carried out with and without
preheating the reactants. For the tests performed with air and water preheating,
two heat exchangers were integrated in the previous version of ATR reactor.
The results of catalytic activity tests carried out without preheating are shown in

Figure 9.10.
Thefirst step is relevant to the start-up phase, which in this particular casewe chose

to extend for up to 1 h in order to verify the reactor stability also in these conditions,
where water is not present and while there is a higher oxygen concentration in the
feed gas with respect to the ATR conditions. By lowering the O2:CH4 ratio, the H2

concentration at the reactor outlet increases, approaching the value expected by
thermodynamic evaluation and CH4 conversion is still complete. A further decrease
in the O2:CH4 feed ratio to values lower than 1.16 corresponds to an abrupt
decrease in temperature in the lower section and a simultaneous temperature
increase in the catalytic reforming section.
These results can be explained by considering that at this O2:CH4 ratio the

homogeneous combustion reaction is not favored and consequently the feedmixture
reacts in the catalytic section where the heat developed by the exothermic reactions is
responsible for the remarkable temperature increase.
By lowering the x value at 0.84, the average temperature in the catalytic section is

lowered by about 100 �Cwhereas theH2 concentration increases up to about 30 vol.%.
In the next step, by lowering the x value to 0.71, a dramatic effect onCH4 conversion is
observed. In fact, the new value is lower than 90%. The observed temperature profile
along the catalytic bed (a higher value at the catalyst inlet and a decrease along the
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catalytic bed) is the typical profile of an ATR reactor, in agreement with both
experimental [71, 72, 78] andmodeling studies [89]. This temperature profile is likely
a result of a reaction sequence involving the initial exothermic oxidation of methane
followed by the strongly endothermic SR reactions and the mildly exothermic WGS
reaction [90, 91].
It must be evidenced that the reactor performance is stable under all investigated

operating conditions.
In order to compare the different preheating operations, and thus evaluating

this effect on the reactor performance, temperature values measured in the reactor
are reported in Table 9.1 for the following operating conditions: O2:CH4¼ 0.71,
H2O:CH4¼ 0.69, GHSV¼ 13 000 h�1.
It was observed that higher temperatures were reached in the reactor on changing

the preheating method, the effect being more pronounced at O2:CH4 feed ratios
lower than 0.7, due to the minor extent of the oxidation reaction. However, the trend
of the temperature profile along the reactor was unchanged irrespective of themeans
of reactant preheating.

Table 9.1 Reactor temperature profiles as a function of preheating method.

Preheating method T comb (�C) T ref L (�C) T refM (�C) T refH (�C)

Without preheating 60 798 678 668
Air preheating 260 915 797 716
Air and water preheating 389 922 814 740

Figure 9.10 Results of CH4 ATR catalytic activity test on a Pt/Al2O3

catalyst without preheating of reactants.
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The H2 concentration and CH4 conversion at the reactor outlet are reported in
Figure 9.11 for different preheating operations.
The influence of preheating on H2 concentration is more pronounced at lower

O2:CH4 ratios. Up to an O2:CH4 value of 0.84 (not reported), H2 concentrations
were almost the same, and very high CH4 conversions were reached due to the
oxidation reaction, which proceeds to amajor extent.When the O2:CH4 ratio reaches
0.7, preheating of the reactants generally leads to an enhancement of ATR reactor
performance with respect to both CH4 conversion and reactor outlet H2

concentration.
This result is in good agreement with the thermodynamic analysis previously

reported, according to which the influence of preheating of reactants is more
pronounced for O2:CH4 values in the range 0–0.7. Moreover, the preheating of the
reactants by heat exchange with the hot outlet products improves the reformer
performance, because less fuel needs to be consumed to reach the necessary reactor
temperature, resulting in more fuel being left for reforming [72, 92].

9.4.5
Catalytic Activity Test Results

For a sustainable production of H2, the role of the reforming catalyst is very
significant. Even though there are several commercially developed reforming
catalysts, their use is still limited to typical operating conditions such as high

Figure 9.11 H2 outlet concentration and overall CH4 conversion in different preheating methods.
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temperature (above 800 �C for CH4) low space velocity (GHSV¼ 3000–8000 h�1)
owing to slow kinetics [31] and high steam-to-carbon ratio (>3). However, a distri-
buted hydrogen production system requires improvements in catalyst durability,
processor size reduction and inexpensive catalysts. Furthermore, as the systemhas to
be installed in space-restricted areas, it needs to operate with a small quantity
of catalyst. For the purpose of wide-range installation of the system, not only
reductions in catalyst volume but also cheaper catalysts are necessary. These
requirements drive researchers to develop more active and stable innovative
catalysts [93]. Moreover, it must be taken into account that a very high steam-
to-carbon ratio, although preventing coke formation, may represent a kinetic
limitation to the SR reaction and also an additional heat supply for steam generation.
Therefore, we decided to investigate the catalytic activity of both commercial and
non-commercial catalysts under more severe operating conditions with respect
to the traditional conditions employed for this kind of reaction. In particular, the
catalytic activity tests described here were carried out at higher space velocities and
lower steam- to-carbon ratios.
The catalysts investigated were the following:

. Pt/Al2O3 pellets (Engelhard)

. Ni/Al2O3 spheres (our laboratory, Figure 9.12a)

. Ni/Al2O3–aluminate spheres

. noble metal-based ceramic monolith (ATR7B, Engelhard) (Figure 9.12b).

Nickel-based catalysts supported on Al2O3 spheres (12wt% as NiO) were
prepared through wet impregnation of support with aqueous solutions of nickel
acetate tetrahydrate, Ni(CH3COO)2�4H2O (Carlo Erba). The resulting compound
was dried at 120 �C for 12 h and then calcined in air at 950 �C for 1 h.
With regard to the operating conditions, catalytic activity tests were carried out

at fixed O2:CH4 and H2O:CH4 feed ratios of 0.56 and 0.49, respectively, while the
space velocity was varied from GHSV¼ 45 000–90 000 h�1.
The results of catalytic activity tests are reported in Figure 9.13a in terms of the

temperature profile as a function of the catalyst bed length and in Figure 9.13b in

Figure 9.12 Ni/Al2O3 (a) and noble metal-based monolith (b) catalysts.

310j 9 Natural Gas Autothermal Reforming



terms of CH4 conversion, H2 concentration and H2 throughput per unit catalyst
volume as a function of the space velocity.
The results show the typical ATR reaction temperature profile for all the

catalysts at any space velocity investigated. The only exception is represented by the
temperature profile obtained with Ni/Al2O3 spheres, for which a change occurs at
68 000 h�1. In particular, the temperature profile is characterized by a higher
temperature in the medium zone of the catalyst bed. The temperature profile seems
to follow the order of activity; however, looking at the catalyst performance in terms
of product distribution, it can be observed that the best performance was shown
by the ATR7B monolith catalyst, which gives a CH4 conversion very close to the
equilibrium value and higher with respect to the other catalysts. Moreover, its
activity is not affected by the increase in space velocity since the CH4 conversion
and H2 concentration are unchanged [94].
The lower catalytic activity shown by the Pt/Al2O3 catalyst is probably due to

the greater tendency of this catalyst to promote the hydrocarbon oxidation
reaction [59, 95].

Figure 9.13 Temperature profile along the catalytic bed (a) and
CH4 conversion, H2 concentration and H2 throughput per
unit catalyst volume (b) in CH4 ATR catalytic activity tests carried
out at high space velocity.
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The enhanced activity of the Ni/Al2O3–aluminate catalyst with respect to the
Ni/Al2O3 catalyst could be due to the higher Ni content and presence of CaAl2O4.
Indeed, it has been reported that Ni supported on spinel compounds such asCaAl2O4

leads to improved activity and stability of these catalysts with respect to Ni
supported on Al2O3 catalysts [96]. These structures, also employed for the
carbon dioxide reforming of methane [97], allow carbon formation to be limited.
The best performance in terms of H2 throughput per unit catalytic bed volume
[about 40m3 (STP) h�1 dm�3] was obtained with the ATR7B catalyst at the highest
space velocity employed in the catalytic tests.
In order to investigate the performance of the ATR7B monolith at lower tempera-

tures, other catalytic activity tests were carried out [98], the results of which are
reported in Figure 9.14. The experimental conditions were changed in order to
achieve stable low-temperature reactor behavior.
The typical ATR reactor temperature profile was obtained for all the tests except

for that carried out at O2:CH4¼ 0.25. It can be observed that a decrease in GHSV
and an increase in the y value (with x¼ 0.6) allows a lower temperature to be attained

Figure 9.14 Results of CH4 ATR catalytic activity tests on noble
metal-based monolith at lower temperature.
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in the catalytic bed and a more uniform temperature profile. Therefore, the activity
of this catalyst is high enough to reach CH4 conversion and H2 concentration
very close to the equilibrium values.

9.5
Economic Aspects

An economic evaluation was carried out for a traditional ATR þ PSA scheme for H2

production (Figure 9.15).
The overall plant could be supplied in three skids: the process skid of 2� 3� 5.0m

(Figure 9.16), the PSAunit and the combustor unit where PSApurge gas is disposed
and which acts also as a flare.
The variable operating costs, the investment costs and the rate of depreciationwere

taken into account. The cost analysis was kept simple because the main target was
simply to evaluate the overall production costs.
In Table 9.2, the basic economic assumptions and parameters are reported.
The variable operating costs include the consumption of feed þ fuel,

cooling water and electricity. For their evaluation, it was taken into account that in
the actual economic scenario the costs of such a scheme are mainly related to those
of the natural gas and of the plant thermal efficiency. The evaluation is reported
in Table 9.3.
The investments are estimated on the basis of long-term experience in building

hydrogen production plants and on the assumption of building 10 identical units
in order to optimize the construction costs. Table 9.4 gives the plant cost estimate
as a percentage of the delivered equipment costs [99]. Such an estimate does not

Figure 9.15 Process flow scheme for ATR þ PSA H2 manufacturing unit.
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include the costs of the hydrogen storage vessel and the high-pressure hydrogen
compressor.
Finally, in Table 9.5 the various components (variable operating costs, operating

and maintenance costs and depreciation) and the overall results expressed in
terms of euros per cubic meter (STP) of hydrogen produced through ATR and
SR are given.
Although the costs are almost the same, the advantage of the ATR technology

with respect to the SR approach is represented by the higher reactor compactness
and flexibility, thus being more suitable for small-scale applications.

Table 9.2 Basic economic assumptions and parameters.

Parameter Basic assumption

Natural gas price D0.18m�3 (STP) [LHV¼ 8700 kcalm�3 (STP)]
Electricity price D0.085 (kWh)�1

Cooling water price D0.07m�3

Capacity factor 80% at design capacity
H2 plant capacity 50m3 h�1 (STP)
Depreciation 10% per year of investment
Maintenance materials and labor (H2 section) 2.5% of the investment

Table 9.3 Variable costs estimation.

Feed þ fuel Water Electricity Overall cost

Specific consumption 4850 kcalm�3 (STP) 0.03 0.35 kWhm�3 (STP)
Specific costs 0.10 0.002 0.03 0.132

Table 9.4 Investment costs estimation.

103D %

Equipment cost (delivered including PLCa)) 450 100
Bulk materials (piping, instrumentation, electrical, etc.) 150 33
Equipment and bulk materials outside battery limit 200 44
Total direct costs 800 177
Engineering 50 11b)

Construction 300 67
Total direct þ indirect costs 590 255
Contractor profit and project contingency 100 22
Total investment cost 1250 277

aPLC= programmable logic controllers
bEngineering costs have been shared on 10 identical units.
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9.6
Conclusions and Perspectives

The feasibility of a hydrogen-based distributed power generation has been examined
from both technological and economic points of view. The natural gas catalytic ATR
technology was chosen for H2 production. The reason of this choice was due to the
particular attributes of theATRreactor,which is a very compact and integrated system
and thus suitable for decentralized small-scale units. The state of the art reported
in the first part of this chapter was aimed to demonstrate that an effective hydrogen
production system through the ATR reaction is a compromise between innovative
catalyst formulations with regard to active species and support geometries and
innovative engineering devices.
The experimental data provided in the last section are a contribution to support the

feesibility of developing a compact and stand-alone kilowatt-scale stable ATR reactor
capable to work in a stable manner over a wide range of operating conditions.
Moreover, in order to improve its performance and increase its compactness, it has
been integrated with two heat exchangers for the preheating of the air and liquid
water fed to the reactor by the hot exhaust stream.
The high performance of this ATR reactor was also investigated under very severe

operating conditions (low S/C ratio and high GHSV values). Using an innovative
structured noble metals based catalyst allows both high CH4 conversion and H2

throughput per unit catalyst bed volume of about 40m3 (STP) h�1 dm�3 to be
achieved.
From an economic point of view, the cost comparison between SR and ATR

technologies for a plant with a capacity of 50m3 (STP) h�1 of H2, show that in spite
of the fairly similar costs of the two technologies, the greater reactor compactness,
flexibility and ease of operation of the ATR reactor mean that the natural gas
ATR could be an effective option for distributed small-scale hydrogen production.
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Table 9.5 Hydrogen production costs [D m�3 (STP)].
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Variable
operating costs
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maintenance costs Depreciation rate Total

ATR technology 0.13 0.04 0.36 0.53
SR technology 0.11 0.05 0.36 0.52
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10
The Use of Catalysis in the Production of High-quality Biodiesel
Nicoletta Ravasio, Federica Zaccheria, and Rinaldo Psaro

10.1
Introduction

Biodiesel may be chemically represented as a mixture of fatty acid methyl esters
(FAMEs). It is a naturally derived liquid fuel, produced from renewable sources
which, in compliance with appropriate specification parameters, may be used in
place of diesel fuel both for internal combustion engines and for producing heat in
boilers.
Plant oils were already used as a fuel by Rudolf Diesel in 1912, but more recent

testing revealed that pure oils, even of fully refined quality, do not fit themodern fast-
running diesel engines with their high efficiency and with low emission profile.
Methyl esters are the derivatives of choice, simple to produce and come very close to
diesel in their fuel properties (Table 10.1).
There are slight but acceptable differences in density and viscosity; the higher flash

point is a beneficial safety feature and the absence of sulfur in plant oils is the reason
for the excellent SOx emission profile of biodiesel.
Moreover, European regulations in 2005 restricted the sulfur content in diesel fuel

to 50mgkg�1. Sulfur organic compounds are known to provide diesel fuel with a
lubricity that will disappear as the regulations take effect. Addition of biodiesel at a
level of 1–2% to diesel blends has the effect of restoring lubricity through an antiwear
action on engine injection systems, which is specific for polar molecules.
An important characteristic of diesel fuels is their ability to autoignite, quantified

by the cetane value. Generally the cetane value is higher for biodiesel, resulting in
smoother running of the engine with less noise.
Blends of biodiesel and petroleum diesel are designated B followed by the volume

percentage of biodiesel present. B5 and B20, the most common blends, can be used
in unmodified diesel engines. Biodiesel is by nature an oxygenated fuel with an
oxygen content of about 10%. This improves combustion and reduces CO, soot and
unburnt hydrocarbon emissions (Table 10.2, Figure 10.1) while slightly increasing
the NOx emissions and causing a 7% lower calorific value.
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The advantages, especially of environmental nature, which can potentially result
from the widespread use of biodiesel are manifold:

. First, being anaturally derivedmaterial and thus produced fromphotosynthesis, its
combustion does not contribute towards increasing the net atmospheric carbon
dioxide concentration, one of the major factors responsible for the greenhouse
effect. For this reason, biodiesel is one of the fuels whose use should allow the
objectives envisaged in the Kyoto Agreement to be achieved. Greenhouse gas
emissions of B20 and B100 are compared with those of other alternative fuels in
Figure 10.2.

. Biodiesel (FAMEs) is the only alternative fuel currently available that have an
overall positive life cycle energy balance. Thus, it yields asmuch as 3.2 units of fuel
product energy for every unit of fossil energy consumed in its life cycle, compared
with only 0.83 units for petroleum diesel, while considerably more energy (about
29%), including high-grade fossil fuel, is required to produce ethanol from corn
than is available in the energy ethanol output [1].

. Considering that the triglyceride oils used for the production of biodiesel are sulfur
free and that sulfur is not added to the end product in any way, the use of biodiesel
does not contribute towards the phenomenon of acid rain.

Table 10.2 Average biodiesel emissions (%) compared with conventional diesel.

Emission type B20 B100

Total unburned hydrocarbons �20 �67
CO �12 �48
CO2 �16 �79
Particulate matter �12 �47
NOx þ2 þ10
SOx �20 �100
Polycyclic aromatic hydrocarbons (PAHs) �13 �80
Nitrated PAHs �50 �90

Table 10.1 Physical–chemical properties of diesel compared with biodiesel.

Standardized properties Unit Diesel EN 590
Biodiesel (FAME)
EN 14214

Density at 15 �C kgm�3 820–845 860–900
Viscosity at 40 �C mm2 s�1 2.00–4.50 3.5–5.0
Flash point �C >55 >120
Sulfur % (m/m) <0.20 <0.01
Cetane No. >49 >51
Oxygen content % (m/m) 0.0 10.9
Caloric value MJ dm�3 35.6 32.9
Efficiency degree % 38.2 40.7
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. Due to its particular composition, biodiesel is biodegradable.

. For economies such as the European economy, which has to sustain the demand for
energy with massive imports of fossil fuels, this is an excellent opportunity to have
available an autonomous and also renewable energy source. The European Com-
munity strongly encourages this initiative, which allows the use of marginal land,
not dedicated to food production, with undoubted advantages for safeguarding and
increasing the work force and protecting and safeguarding the environment.

Figure 10.1 Relative emissions: diesel versus biodiesel.

Figure 10.2 Relative greenhouse gas emissions.
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The first biodiesel initiatives were reported in 1981 in South Africa and in 1982 in
Austria, Germany and New Zealand. Since then, the production of this alternative
fuel has seen enormous developments, particularly in Europe, where it reached 5.7
millions tons in 2007. It is expected to increase further to fulfill the recent decision of
the European Parliament to substitute 10% of transport fuels with biofuels by 2020.
According to assessments of the European Community, to reach this target, the
production of bioethanol, biodiesel and second-generation biofuels should reach
36Mtep (tep¼ tonnes equivalents petrol) in 2020.
Most biodiesel is produced today through transesterification of triglycerides of

refined edible oils (Scheme 10.1).
Both acid and base catalysts can be used, but base catalysts are 4000 times more

active and cause fewer corrosion problems than acid catalysts. Methanol, due to its
low cost, is the alcohol most commonly used up to now, with the exception of Brazil,
where ethanol is preferred. Homogeneous alkaline catalysts, such as NaOH, KOH
and sodiummethoxide (NaOMe), are generally used.NaOMe is themost active,most

Scheme 10.1 Transesterification reactions of glycerides with methanol.
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expensive andmost widely used compound, with over 60% of industrial plants using
alkaline catalysts.
Sodium is recovered after the transesterification reaction as sodium glycerate,

sodium methylate and sodium soaps in the glycerol phase. An acidic neutralization
step (e.g. with aqueous hydrochloric, acetic or sulfuric acid) is required to neutralize
these catalysts. In that case glycerol is obtained as an aqueous solution containing
sodium chloride, acetate or sulfate. Depending on the process, the final glycerol
purity is about 80–95%. When NaOH is used as catalyst, side-reactions forming
sodium soaps generally occur. This type of reaction is also observed when NaOMe is
employed and traces of water are present. Sodium soaps are soluble in the glycerol
phase andmust be isolated after neutralization by decantation as fatty acids. The loss
of esters converted to fatty acids can be as high as 1%.
Strict feedstock and reagent specifications are therefore the main issue with this

process. In particular, the total free fatty acid (FFA) content associated with the lipid
feedstock must not exceed 0.5wt%, otherwise soap formation will seriously hinder
the production of fuel-grade biodiesel. Soap production gives rise to the formation of
gels, increased viscosity and greatly increases product separation costs [2]. The
alcohol and catalyst must also comply with rigorous specifications. They have to be
essentially anhydrous since the presence of water in the feedstock promotes
hydrolysis of the alkyl ester to FFAs, which in turn give soaps. To conform to such
demanding feedstock specifications, only highly refined vegetable oils can be used.
Production costs are rather high. However, it is extremely important to note that

the main factor affecting the cost of biodiesel is not the process but the cost of raw
material, accounting for up to 85% of the final product cost. It is therefore not
surprising that the skyrocketing price of vegetable oils during 2007–08 has caused
half of the biodiesel plants in Europe to stop production.
Moreover, the use of edible oils such as rapeseed, soybean and palm oils is the

subject of continuous attack from both the media and some political parties, while
concerns have been raised also by the Food and Agriculture Organization of the
United Nations [3]. From the environmental point of view, an increasing demand for
palm oil is spurring the destruction of Asia�s forests, and rapeseed, widely grown in
Europe, is said to lower biodiversity.
For these reasons, research all over the world, and in our group, is focused on the

use of alternative feedstocks, including waste oils, rendering fats, oils from plants
growing in marginal areas and polyunsaturated oils of both vegetable and animal
origin. These alternative feedstocks belong to twomain families, namely highly acidic
oils and polyunsaturated oils. The use of these fats and oils gives excellent oppor-
tunities to those involved in catalytic process development.
Acomprehensive reviewonheterogeneous catalysts for theproduction of biodiesel

has been recently published by Santacesaria and co-workers [4].
In this chapter, we report just a few selected examples of heterogeneous catalytic

systems for the esterification of fatty acids and for the simultaneous esterification and
transesterification of acidic oils and fats, and we discuss the use of selective
hydrogenation as a tool for the production of high-quality biodiesel from non-edible
raw materials.
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10.2
Heterogeneous Transesterification and Esterification Catalysts

10.2.1
Heterogeneous Basic Catalysts

The use of heterogeneous basic catalysts for the transesterification of triglycerides
has long been considered the main tool to reduce processing costs in the production
of biodiesel, as it would lead to simplified operations and eliminate waste streams.
The patent and academic literature lists a number of basic heterogeneous catalysts.

They are not as active as homogeneous catalysts, requiring higher reaction tem-
peratures (200–250 �C) and pressures.
The only commercial plant exploiting a heterogeneous catalyst is the Diester

Industrie 160 000 t yr�1 plant at S�ete, France, based on the Esterfip-H technology
developed by the Institut Français du P�etrole [5]. This continuous plant operates at
230 �C and 50 atm with a catalyst consisting of mixed Zn and Al oxides. The desired
chemical conversion required to produce biodiesel according to the European
specifications is reached with two successive stages of reaction and glycerol separa-
tion in order to shift the equilibrium of methanolysis (Table 10.3).
The catalyst section includes two fixed-bed reactors, fed with vegetable oil and

methanol at a given ratio. Excess of methanol is removed after each reactor by
partial evaporation. Then, esters and glycerol are separated in a settler. The glycerol
outputs are collected and the residual methanol removed by evaporation. In order
to obtain biodiesel according to the European specifications, the last traces of
methanol and glycerol have to be removed. The purification section for methyl
esters coming from decanter 2 consists of a finishingmethanol vaporization under
vacuum followed by a final purification step in an adsorber to remove the soluble
glycerol (Figure 10.3).

Table 10.3 Main features of biodiesel obtained with the Esterfip-H
technology (starting material rapeseed oil) (Reproduced with
permission of Elsevier from ref. [56]).

Biodiesel
from reactor 1

Biodiesel
from reactor 2

European
specification

Methyl esters (wt%) 94.1 98.3 >96.5
Monoglycerides (wt%) 2.0 0.5 <0.8
Diglycerides (wt%) 1.1 0.1 <0.2
Triglycerides (wt%) 1.6 0.1 <0.02
Free glycerol (wt%) — — <0.02
Metal content (mg kg�1) <2 <2 <5
Group I (NaþK) (mg kg�1) <2 <2 <5
Group II (CaþMg) (mgkg�1) <2 <2 <5
Zn (mgkg�1) <1 <1 —

Phosphorus content (mgkg�1) <10 <10 <10
Acid number (mgKOHkg�1) <0.3 <0.3 <0.5
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Themain advantage of this process is the high purity of glycerol co-produced. It is
limpid and colorless. The glycerol content is at least >98%. Neither ash nor inorganic
compounds are detected, the main impurities being water, methanol and MONG
(�matter organic non-glycerol�), such asmethyl esters. The high quality of the glycerol
by-product is a very important economic parameter.
As already mentioned, when simple alkaline derivatives, such as sodium alcoho-

lates, soda or potash, are used as catalysts, one arrives at a pure product usable as fuel
and a glycerol at the required standard only after many stages.
Thus, these alkaline compounds are found in both glycerol and esters. They should

beeliminatedbywashingand/orneutralizationof theester fraction, followedbydrying
of the latter. In theglycerol phase, it is necessary toneutralize the soaps and alcoholates
present, and sometimes to eliminate any salts formed. The glycerol thus obtained
containswater, generally between5 and40mass%. It also contains salts resulting from
theneutralization of alkaline catalyst, for example sodiumchloridewhen the catalyst is
soda or sodium methylate and when neutralization is carried out with hydrochloric
acid. The salt concentration in glycerol resulting from these processes is generally
3–6mass%. Obtaining glycerol of high purity starting from crude glycerol resulting
from these processes thus imposes stages of purification such as distillation under
reduced pressure, sometimes associated with treatments on ion-exchange resins. All
these treatments have a great influence on the price of the final glycerol. In every case,
the semi-purifiedglycerol coming from theheterogeneous catalytic process alsoneeds
tobepurified further to fulfill the international specificationforpure/FU/USPglycerol.
It is therefore apparent that the main advantage of this process is the possibility of

obtaining high-purity glycerol, with important savings in glycerol refining, whereas
the low activity of the catalytic system requires a two-step process and high invest-
ment costs, mainly based on the necessity to carry out the reaction at high pressure.

Figure 10.3 Simplified flow sheet of the heterogeneous
Esterfip-H based process (Reproduced with permission of
Elsevier from ref. [56]).
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It is also worth noting that although the IFP group reported on different mixed
oxide catalytic systems, namely Ti and Al mixed oxides [6], Bi, Ti and Al mixed
oxides [7], Sb and Al [8] and Zn, Ti and Al [9], none of them is able to convert the FFAs
eventually present in the oil. Feedstock specifications are therefore demanding also
for these basic catalytic systems.

10.2.2
Heterogeneous Acid Catalysts

Methodologies based on acid-catalyzed reactions have the potential to lower
production costs since acid catalysts do not show a measurable susceptibility to
FFAs.
The homogeneous acid-catalyzed transesterification process does not enjoy the

same popularity in commercial application as its counterpart, the base-catalyzed
process, one of the main reasons being that it is about 4000 times slower, due to the
different mechanism [10]. Thus, in the reaction sequence triglyceride is converted
stepwise to diglyceride, monoglyceride and finally glycerol with formation of one
molecule of methyl ester at each step (Scheme 10.1).
The transesterification pathway for an acid-catalyzed reaction is shown in

Scheme 10.2. The key step is the protonation of the carbonyl oxygen that increases
the electrophilicity of the adjoining carbon atom, making it more susceptible to
nucleophilic attack. The formation of a more electrophilic species also occurs with
homogeneous and heterogeneous Lewis acid catalysts through coordination of the
carbonyl oxygen atom to the Lewis acid center. In this case, the rate-determining step
depends on the acid site strength, strong acid sites inhibiting desorption of the
product [11].
In contrast, base catalysis takes a more direct route, creating first an alkoxide ion,

which directly acts as a strong nucleophile (Scheme 10.3).
This crucial difference, that is, the formation of amore electrophilic species versus

that of a strong nucleophile, is ultimately responsible for the observed difference in
activity.
From the kinetic point of view, three regimes can categorize the overall reaction

process of soybean oil transesterification using sulfuric acid as the catalyst [12].
Initially the reaction is characterized by a mass transfer-controlled regime resulting
from the low miscibility of the catalyst and reagents, nonpolar oil phase and polar
methanol–acid phase. As the reaction proceeds, the partial glycerol ester product acts
as an emulsifier and a kinetically controlled regime emerges, characterized by a
sudden surge in product formation. Finally, the last regime is reached once
equilibrium is approached, near reaction completion. In this case, a very large
30:1 molar ratio of alcohol to oil is needed to have acceptable reaction rates. In this
way, the forward reactions follow pseudo-first-order kinetics, whereas the reverse
reactions exhibit second-order kinetics (see Scheme 10.1).
Such a large excess ofmethanol increases both the alcohol recovery and separation

costs. However, ester formation increases sharply, going from 3:1 (77%) to 6:1
(87.8%), and ultimately reaches a plateau value of 30:1 (98.4%) [13].
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Increasing temperature has also an important role. Near complete conversion of
soybean triglycerides requires only 3 h at 117 �C, whereas comparable conversions at
77 �C require 20 h. On the other hand, high temperatures and high methanol-to-oil
ratios also imply high pressures and consequently plant construction costs are high.
Drastic conditions, 240 �C and 70 bar, using 1.7wt%H2SO4, give 90% conversion

in only 15min. Under such conditions, highly acidic feedstocks (44%FFAs) could be
easily transformedwith continuouswater removal, but side-reactions such as alcohol
etherification can also take place [10].
However, acids can simultaneously catalyze both esterification and transesterifica-

tion, therefore they can directly produce biodiesel from low-cost lipid feedstocks.
Such feedstocks include non-refined virgin oils, used cooking oils that commonly

have an FFA level of >6% and tallow (6%), yellow grease obtained from rendered
animal fat (up to 15% inFFAs) andbrowngrease obtainedmainly from traps installed
in commercial, municipal or industrial sewage facilities (>15%). The production of

Scheme 10.2 Homogeneous acid-catalyzed reaction mechanism
for the transesterification of triglycerides: (1) protonation of the
carbonyl group by the acid catalyst; (2) nucleophilic attack of the
alcohol, forming a tetrahedral intermediate; (3) proton migration
and breakdown of the intermediate. The sequence is repeated
twice.
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rendered fats in the USA is estimated as 5Mt yr�1, and 0.7–1Mt yr�1 of used frying
oils are produced in Europe.
Several types of tree producing non-edible oils, with an estimated annual production

potential of more than 20Mt, are being considering in India for biodiesel produc-
tion [13–18]: karanja (Pongamia pinnata), nahar (Mesua ferrua), jatropha (Jatropha
curcas), pinnai (Calophyllum L.), neem (Azadirachta indica), mahua (Madhuca indica)
and rubber (Hevea brasiliensis). All of them have an FFA content of 3–20%.
Tobacco seed oil, a by-product of tobacco leaf production with an estimated

potential production of 1Mt yr�1 (it is grown in 109 countries and the oil content
of the seed is about 38%), has been shown to be an appropriate substitute for diesel
fuel as either triglycerides [19] ormethyl esters [20]. Unfortunately, this oilmay have a
FFA content as high as 17% [21].

Scheme 10.3 Homogeneous base-catalyzed reactionmechanism
for the transesterification of triglycerides: (1) production of the
active species, RO–; (2) nucleophilic attack of RO– on the carbonyl
group of the triglyceride, forming a tetrahedral intermediate;
(3) breakdown of the intermediate; (4) regeneration of the
RO– active species. The sequence is repeated twice.
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Currently, the esterification of fatty acids with alcohols is achieved commercially
using liquid catalysts, such as sulfuric acid, hydrochloric acid and p-toluenesulfonic
acid (Figure 10.4).
The literature contains a numerous reports on the use of heterogeneous acid

catalysts. Ion-exchange resins such as Amberlyst-15 and Nafion have been used with
good results, but the catalytic activity depends strongly on their swelling properties.
Resin swelling capacity is very important since it controls substrate accessibility to the
acid sites and therefore affects the overall activity. Once swollen, the resin pores
usually become macropores. This means that large molecules such as fatty acids
show no diffusion limitations and can readily access the acidic sites in the bulk. On
the other hand, most ion-exchange resins are not stable above 140 �C.
At low temperatures, the activity of acid catalysts in transesterification is normally

fairly low and to obtain a sufficient reaction rate it is necessary to increase the reaction
temperature to >170 �C. Therefore, sulfonic acid resins can be used in esterification
reactions where they perform well at temperatures <120 �C and particularly in the
pretreatment of acidic oils. Under these reaction conditions, acidic resins are stable.
Poly(styrenesulfonic acid), for example, has been used in the esterification of a by-
product of a vegetable oil refinery with a 38.1wt% acidity at 90–120 �Cand 3–6 atm. It
was not deactivated after thefirst batch andmaintained a steady catalytic performance
in the next seven batches [22].
Recently, the immobilization of dialkylmetal oxides, particularly dibutyltin oxide, on

Amberlyst 45 ion-exchange resin, has been proposed for the esterification–transester-
ificationreactiononmodelmixturesat65 �C,reaching92–100%conversionin11h[23].

Figure 10.4 Simplified flow sheet of a homogeneous acid-
catalyzed process (Reproduced with permission of American
Chemical Society from ref. [10]).
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Propylsulfonic acid-functionalizedmesoporous silica showed a good performance
in the esterification of FFAs in flotation beef tallow, lowering the content of FFAs
from 7 to 0.3% at 120 �C, but a high methanol-to-substrate ratio (20:1 by weight) and
FFA-to-catalyst ratio (9:1 by weight) and after prepurification of the feed [24].
Incomplete carbonization of sugar, starch or cellulose followed by sulfonation

produces stable and very active catalysts [25]. These materials, denoted �sugar
catalysts�, not only show higher activity than other solid acids in the esterification
of waste oils, but also maintain more than 90% of their original activity even after 50
cycles and they are stable up to 275 �C [26].
However, the greatest disadvantage is the huge amount of sulfuric acid which is

needed for the sulfonation step. This amount is significantly higher than that used for
direct esterification with sulfuric acid [27].
Inorganic acid catalysts are more suitable for the esterification–transesterification

reaction.
For esterification, sulfated zirconia has shown some promise due to its high acidic

strength; however, it deactivates due to sulfate leaching enhanced by hydrolysis [28].
Sulfate groups can leach out as H2SO4 and HSO4

�, which in turn can give rise to
homogeneous acid catalysis. To overcome the susceptibility of SO4/ZrO2 to water, a
new preparation using a chlorosulfonic acid precursor dissolved in an organic
solvent, instead of the conventional sulfuric acid impregnation, has been proposed
with higher sulfate loadings and resistance to sulfate leaching by hydrolysis [29]. This
catalyst also shows good retention of its activity for subsequent experiments. Sulfated
tin oxide prepared from metastannic acid has shown activity superior to that of
SO4/ZrO2 for the esterification of n-octanoic acid with methanol at temperatures
<150 �C; however, widespread testing of this catalyst has not been carried out due to
inadequacies of the preparation method [30].
Also for this reaction, namely esterification plus transesterification, mixed oxides,

this time acidic in nature, appear to be the most promising alternative. Tungstated
zirconia–alumina (WZA), sulfated zirconia–alumina and sulfated tin oxide were
shown to be active in the transesterification of soybean oil with methanol at
200–300 �C and in the esterification of n-octanoic acid with methanol at 175–200 �C.
Although the order of activities is different for the two reactions, WZA gives high
conversions in both reactions and it is stable under the reaction conditions [31].
Titania on zirconia, alumina on zirconia and zirconia on alumina also showed good
performances [32, 6].
ZnO and Zn silicate have also been reported as catalysts for transesterification at

very high temperatures, but this gives rise toZn leaching due to soap formation. AZn
aluminate spinel (ghanite, ZnAl2O4), prepared by impregnation of Zn(NO3)2 on
alumina followed by calcination at 500 �C or bymixing of alumina and ZnO followed
by calcination at 600 �C, is active in both the esterification and transesterification of
acid oils, but the catalyst is deactivated bywater and to obtain a high biodiesel yield the
water content in the reaction must be lower than 1500 ppm [33, 34].
Ti alkoxides are well-known transesterification catalysts. Grafting of these alk-

oxides on to a silica surface in a nitrogen atmosphere, followed by steam hydrolysis
and calcination, gives stable catalysts for the transesterification of soybean oil at
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180 �Cwith a methanol-to-substrate ratio of 12 [35]. Maximum activity was observed
for titanium loadings of 3–11%: on the surface of these materials, dispersed surface
TiOx species, in both tetrahedral and octahedral coordination, and small TiO2

crystallites are present. It is interesting that an optimal range of strength for Lewis
acid sites responsible for the catalytic activity exists, the strongest, similar to those
found on crystalline anatase, being almost inactive. Although a direct comparisonhas
not been reported, the grafted catalysts appear more active than both TS-1 and TiO2/
SiO2 prepared by impregnation [36].
12-Tungstophosphoric acid (TPA) impregnated on four different supports, hydrous

zirconia, silica, alumina and activated carbon, was also tested for biodiesel production
from low-quality canola oil containing up to 20% FFAs. The hydrous zirconia catalyst
was found to be the most active, giving a 90% yield at 200 �C and a 1:9 oil-to-methanol
stoichiometric ratio. Lewis acid sites generated by the interaction of TPAs with surface
hydroxyl group of zirconia, forming Zr–O–Wbonds exerting an electron-withdrawing
effect on surface Zr4þ cations, account for the high activity observed [37].
A correlation between the transesterification activity and the concentration of

Lewis acid sites has also been observed when studying the use of the hydrophobic
Fe–Zn double metal cyanide (DMC) K4Zn4[Fe(CN)6]3�6H2O�2(tert-BuOH), prepared
by adding a solution of a tri-block polymer in tert-butanol to the mixture obtained by
mixing a ZnCl2 in water–tert-butanol and a solution of K4Fe(CN)6 in water. These
complexes possess a zeolite-like cage structure and are insoluble in most organic
solvents and even in aqua regia. Pyridine adsorption followed byDRIFTspectroscopy
revealed the presence of strong Lewis acid sites whereas Brønsted sites were absent.
This catalyst showed good activity in the esterification–transesterification of a
number of unrefined vegetable oils (Table 10.4), used oils and non-edible oils at
150 �C with an oil-to-methanol ratio of 1:15. The catalyst performance is not
influenced by the water content and it can be reused after separation by centrifuga-
tion without any further purification [38, 39].
The role of surfactant molecules in the synthesis of Fe–Zn DMC is probably to

increase the surface area and acid sites density, thereby enhancing the catalytic

Table 10.4 Esterification–transesterification of different oils
in the presence of Fe–Zn double metal cyanide.

Vegetable oil
Conversion
(%)

Acid
(wt% oil)

Acid
(wt% FAMEs)

Coconut 99.8 1.3 0.6
Sesame 98.2 2.2 0.7
Peanut 97.0 1.8 0.7
Used margarine 98.0 2.7 0.6
Rubber seed 97.1 15.6 1.1
Jatropha 86.9 2.4 0.7
Pinnai 84.2 17.1 2.4
Karanja 88.3 3.0 0.2
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activity in both esterification and transesterification reactions. Coordinatively unsat-
urated Zn2þ ions are the probable active sites for both reactions.

10.3
Selective Hydrogenation in Biodiesel Production

Another pool of raw materials that up to now has not been considered for the
manufacture of biodiesel is highly unsaturated vegetable oils, such as those obtained
from linseed or camelina, which give a yield of oil per hectare higher than soybean.
The degree of unsaturation of the fatty acids is normally expressed as the iodine

value (IV), that is, the number of grams of iodine that have reacted with 100 g of
product analyzed, under controlled experimental conditions. The higher is IV, the
greater is the degree of unsaturation. For example, for biodiesel intended for haulage
use, the most remunerative use, a maximum IV limit of 120 g I2 per 100 g is
envisaged.
Biodiesel is normally produced by starting from vegetable oils having an IV of

�130, that is, having a low unsaturation index, such as rapeseed oil (IV¼ 110–115),
sunflower oil (IV¼ 120–130) and soybean oil (IV¼ 125–135).
The major fatty acids present in plant-derived fatty substances are oleic acid

(9-octadecenoic acid, C18:1), linoleic acid (9,12-octadecadienoic acid, C18:2) and the
conjugated isomers thereof and linolenic acid (9,12,15-octadecatrienoic acid, C 18:3)
(Scheme 10.4). Their rates of oxygen absorption are 1:40:100, respectively [40], hence
partial hydrogenation with consequent lowering of the IV would lead to a significant
increase in oxidative stability, particularly when C18:3 is reduced. The dependence of
oxidative stability on the content of oleic acid (C18:1) in vegetable oils has long been
known (Figure 10.5).
Also, the ability to autoignite, quantified by the cetane value, increases with the

same order of oxidative stability (Figure 10.6), that is, with lowering of the IV.
On the other hand, in order to preserve the cold properties of the fuel (cloud point,

pour point and low-temperaturefilterability), it is essential not to increase themelting
point, which in turn depends on both the saturated compound (stearic acid, C18:0,

Scheme 10.4
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Figure 10.7) content and the extent of cis–trans and positional isomerization as the
difference in melting point between the cis and trans isomers is at least 15 �C
according to the double bond position, as shown in Table 10.5.
For all these reasons, themonounsaturatedmethyl oleate andmethyl palmitoleate

(C16:1) have been identified as the ideal components of biodiesel [41].
The use of copper hydrogenation catalysts in the fats and oils industrymainly relies

on copper chromites for the production of fatty acid alcohols from esters [42].
However, copper-based systems have long been known in edible oil hydrogenation as
being the most selective for the reduction of linolenate (C18:3) to oleate (C18:1)
without affecting linoleate, the valuable component from the nutritional point of
view. Monoenes are not reduced, hence the percentage of saturates is scarcely
changed during the hydrogenation process [43, 44]. Moreover, it has already been

Figure 10.5 Dependence of oxidative stability on the percentage
of oleic acid in different vegetable oils.

Figure 10.6 Dependence of cetane value on length andnumber of double bonds in different FAMEs.
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shown that Cu/SiO2 catalysts prepared by chemisorption hydrolysis and prereduced
ex situ are effective and very selective in the hydrogenation of rapeseed oil methyl
esters, allowing up to 88% of C18:1 derivative to be obtained without modifying the
amount of C18:0 and with a trans content of about 20% [45].
This prompted us to investigate the possibility of selectively hydrogenating highly

unsaturated oils, unsuitable for the production of biodiesel, in order to improve their
oxidative stability while retaining the cold properties.
We focused our attention on tall oil, a by-product of the paper industry, whenever

this is prepared according to the Kraft process. This material consists of a mixture of
highly unsaturated fatty acids (many of which have conjugated diene systems) and
terpene-derived rosin acids. The rosin acids have the molecular formula C20H30O2

and thus belong to the diterpenes (pimaric and abietic acids). Tall oil has an IV of
�170 g I2 per 100 g.
The peculiarity of this material is that it consists of a mixture of acids and not

triglycerides; therefore, its transformation into biodiesel requires only anesterification

Table 10.5 Influence of double bond number, position and
geometry on the melting points of the 18-carbon atom fatty acids.

Fatty acid No. of double bonds Mp (�C)

9,12,15 C18:3 3 �13
9,12 C18:2 2 �7
9 C18:1 1 þ16
C18:0 0 þ70

Monounsaturated fatty acid: influence of double bond position
Mp (cis) (�C) Mp (trans) (�C)

D6 28 53
D9 16 45
D12 27 52
D15 40 58

Figure 10.7 Melting points of different saturated and unsaturated methyl esters.
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reaction instead of a transesterification reaction and therefore does not produce
glycerol,making the total economy lighter and independent of the criticalmarketingof
this polyalcohol. However, reports on the use of tall oil to produce biodiesel are very
rare. Liu et al. [46] developed a process for producing a diesel oil additive, not biodiesel,
from pine oil. That process produced a diesel oil cut which was blended with a base
diesel fuel.
Hydrotreating has been proposed by Arbokem in Canada [47] as a means of

converting crude tall oil into biofuels and fuel additives. However, this process is a
hydrogenation process that produces hydrocarbons rather than biodiesel.
Recently, two processes for biodiesel production from crude tall oil have been

proposed [48, 49]. They rely on the use of a homogeneous acid catalyst or of an acyl
halide for the esterification reaction, but no information was given on the properties
of the fuel obtained, particularly concerning the oxidative stability and conformity
with European specification EN 14214:2003 for IV.
In the process described here [50], the esterification reaction was carried out in the

homogeneous phase and was followed by distillation under vacuum of the methyl
esters obtained, allowing the removal of rosin acids as a bottom product. Hydro-
genation of tall oil methyl esters obtained in this way gave the results reported in
Table 10.6 and Figure 10.8.
The reaction was very fast and led to nearly complete suppression of conjugated

dienes and a significant reduction in linoleic acid derivative, leaving the stearic
acid content unaffected. Owing to this very high selectivity, not only can the IV be
reduced to meet the European standard (IVmax¼ 120 g I2 per 100 g) but also excellent
cold properties can be obtained (Figure 10.1). The hydrogenated oil is completely
colorless. Moreover, the treatment greatly improves the Conradson carbon residue
(CCR), representing the tendency for the fuel to formcarbondepositswhenburntwith
stoichiometric quantities of comburent, such as in internal combustion engines.
The IV, CCR and oxidation stability are three strictly co-related parameters. As a

general rule, a reduction in IV (on the same feedstock) dramatically improves the
oxidation stability. In contrast, the distillation step removes themain part of naturally
occurring antioxidants. For this reason, even after hydrogenation, the Rancimat
induction time, which measures the oxidative stability, of the hydrogenated sample
does not fulfill the EN 14214 requirement (6 h at 110 �C), the measured induction

Table 10.6 Selective hydrogenation of tall oil methyl esters
(Copyright with kind permission of Taylor & Francis).

Catalyst P (atm) C18:2 C18:2conj C18:1 C18:0 IV
Pour

point (�C)
Oxidation
stability (h)

Initial
composition

— 44 11 37 0.4 145 — <1

Cu/SiO2 6 22 2 68 0.5 117 �18 4
Cu/Al2O3 6 24 4 63 1 112 �12 4
Cu/Al2O3 3 19 4 68 1 — — —

Ni/SiO2 4 25 0.5 56 11 104 þ3 —
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period being 4 h. Nevertheless, the non-hydrogenated, distilled tall oil methyl ester
shows a Rancimat induction time shorter than 1 h, demonstrating an evident
stabilization effect provided by partial selective hydrogenation. To fulfill the EN
requirement, it is common practice to use synthetic antioxidants [51]. A further
demonstration of the quality improvement can be obtained from the visual evaluation
of tubes used forCCRevaluation. Tests carried out atMercedesBenz suggest that fuels
having IVs higher than 115 are not acceptable because of excessive carbon deposits.
For FAME fuels, CCR correlates with the respective residual amount of glycerides,

FFAs, soaps and catalyst polyunsaturated residues [52]. Moreover, the parameter is
also influenced by high concentrations of FAMEs and related polymers [53]. In our
case, the first-mentioned factor has no impact, as the feedstock origin is the same in
terms of major and minor constituents. In contrast, the important influence of
selective hydrogenation reaction on CCR is clearly demonstrated in Figure 10.9,
where CCR-containing tubes obtained from tall oil FAMEs non-hydrogenated and

Figure 10.8 Reaction profile and product distribution obtained in
the hydrogenation reaction carried out using Cu/SiO2 (Copyright
with kind permission of Taylor & Francis).
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selectively hydrogenated are shown. The third tube contains a reference product and
it is shown to provide a visual idea of specification limit.
No significant differences were observed among the different catalysts used. On

the contrary, a catalyst with the same Cu loading but prepared by the conventional
incipient wetness technique did not show any activity even after a long reaction time.
The sharp difference in activity between catalysts prepared by our technique and the
incipient wetness method has been closely investigated in the case of Cu/TiO2

systems and attributed to both very high dispersion of the metallic phase and the
morphology of Cu crystallites [54].
A comparison test carried out over a commercial Ni catalyst showed that early

formation of stearic acid (C18:0) results in a very high pour point, thus indicating that
very high selectivity is required to improve oxidative stability while retaining cold
properties.

10.4
Conclusions and Perspectives

According to one of the pioneers of biodiesel in Europe, ProfessorMartinMittelbach,
�One main driving force for establishing a biofuels industry was to become less
dependent onmineral oil, so only local feedstock and biofuel production can prevent
a new dependency on vegetable oil producing countries. The future lies in the
production of high quality biodiesel from all different kinds of feedstocks in multi-
feedstock plants, leading to optimum biodiesel blends for all diesel engines, all
climates and all kinds of applications� [55]. Thus, the use of vegetable oil for energy
production poses several ethical problems as the yearly amount of natural oils
available for this application is not infinite and the increase in demand for biodiesel
production may raise the prices on the international market and, at the same time,
may lower the availability of oils and fat for food purposes in developing countries.
Hence themain challenge for biodiesel producers will be to single out fatty materials

Figure 10.9 Conradson carbon residue of tall oil (A) and
hydrogenated tall oil (B) compared with a standard oil (C)
(Copyright with kind permission of Taylor & Francis).
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having no impact on the food chain. To do so will require the use of industrial crops
such as Jatropha curcas, but also requalification of non-edible oils such as fish oils,
linseed oil, camelina oil, hempseed oil and tall oil fatty acids by means of selective
hydrogenation, which might make available important quantities of feedstocks that
can be used for biodiesel production with reduced or no impact on the food chain.
Also, the use of several streams coming from animal fat rendering can be recon-
sidered as a suitable source of biofuels. This offers enormous opportunities for
workers involved in heterogeneous catalysis.
We have reported our work in the field of selective hydrogenation for the

production of high-quality biodiesel. To the best of our knowledge, this is the only
example of such a process.
Catalysts able to promote both transesterification of triglycerides and esterification

of FFAs in an oil or fat are still rare and up to now none of them have found a
commercial application. Thus far it seems that a moderate to high concentration of
strongly acidic sites and a hydrophobic surface are mandatory to achieve good
conversions in simultaneous esterification and transesterification reactions, but
more research and creative thinking are still needed in this area.
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11
Photovoltaics – Current Trends and Vision for the Future
Francesca Ferrazza

11.1
Introduction

The direct conversion of sunlight into electricity is a very elegant process for
generating renewable (and sustainable) energy from the most abundant and promis-
ing source of energy – the Sun. This process, usually referred to as photovoltaic (PV)
solar energy, is inherently modular and quiet and has a huge potential. Therefore, it
has a broad range of applications and can contribute substantially to our future energy
needs. Although the basic principles of PVwere discovered in the nineteenth century,
it took until the 1950s and 1960s before solar cells found practical use as electricity
generators. This was mainly triggered by the early development of silicon semi-
conductor technology for electronic applications. Today, a range of PV conversion
technologies are commercially available and under development on a laboratory scale.
Complete PV systems consist of modules (also referred to as panels), which

contain solar cells and the so-called balance of system (BoS). The BoS mainly
comprises electronic components, cabling, support structures and, if applicable,
electricity storage or optics and Sun trackers (the latter for concentrator systems).
The BoS costs also include labor costs for turn-key installation.
Although reliable PV systems are commercially available and widely applied,

ambitious further development of PV technology is crucial to enable PV to become a
major source of sustainable energy and to strengthen the position of theEuropeanPV
industry sector. In fact, despite a decade of unprecedented growth at approximately
40% per year, photovoltaics represents only a marginal share of the world�s energy
mix. The current price level of PV systems, which has dropped substantially
compared with its levels of only 10 years ago, allows solar electricity to compete
with peak power in grid-connected applications and with alternatives such as diesel
generators in stand-alone applications, but it does not yet allow direct competition
with consumer or wholesale electricity prices. A drastic further reduction of turn-key
system prices is therefore needed – and fortunately possible.
Further development is also required to enable the European PV industry to

maintain and strengthen its position in the globalmarket, which is highly competitive
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andcharacterized by rapid innovation.Research and technology innovation in all steps
of the manufacturing chain is crucial for the further development of PV.

11.2
Market: Present Situation and Challenges Ahead

The photovoltaic market has increased by an order of magnitude in the last decade
and at least by 40% per year in the last 5 years. It has now reached a yearly production
of about 2.5GW and an installed capacity of about 6GW world-wide, driven mainly
by two large subsidized markets – Germany and Japan [1]. Other countries are now
following, such as Spain, Italy and theUSA (particularly California), and are expected
to make larger and growing contributions in the coming years. At the same time,
manufacturing costs and selling prices have decreased at about 5% per year and solar
cell efficiency has greatly improved, with the best performers nowproducing full-size
cells –not laboratory samples! –well into the 20%range.Other important steps ahead
include a drastic reduction in the energy payback time. Once considered (wrongly) as
almost infinite, it has been clearly shown in different studies, such as that published
by IEA-PVPS [2], that complete systems installed in southern Europe have paid their
energy duty back after less than 2 years. All this did not happen by chance: it is the
result of the combination of market-assisting measures, research, development and
demonstration activities, with both private and public support (Figure 11.1).
Wafer-based crystalline silicon has been the dominant technology since the birth of

photovoltaics. It is abundant, reliable and scientifically well understood, as it has
enjoyed the knowledge and technology originally developed for the microelectronics

Figure 11.1 PV module production World-wide by region. Note
totals may vary by 30% according to different soucrces.
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industry. Progress in silicon wafer-based technology with time has determined the
price-learning curve of PV modules – a decrease of about 20% for each doubling of
capacity – driven by market size and technology improvement. Silicon wafer-based
technology has represented 85–95% of the global PV market production in the last
decade,with a growing trenduntil very resently. Between2000 and2006, the sharewas
over 90%, broken into more than 50% multicrystalline silicon, around 35% single-
crystalline and less than 5%ribbon technology. In 2007however thinfilms gained over
10% of the market and are expected to grow even more as new capacity is added.
Amongst the largest areas of improvement, the thickness of silicon wafers has

decreased from 400mm in 1990 to 240mm in 2005 and around 200mm nowadays,
cell surface area has increased from 100 to 240 cm2 and modules have improved in
efficiency from about 10% in 1990 to an average of about 13–15% today, with the best
performers up to above 17%. Further, manufacturing facilities have increased from
the typical 1–5MWper year size of 1990 to several hundredmegawatts per year today,
with the expectation of gigawatt-sized factories to be seen soon.
In the meanwhile, other technologies are gaining larger volumes of the market –

althoughnot yet larger shares – specifically thinfilms and ribbon technologies, taking
advantage of the growing demand for PV products and of a shortage of raw silicon,
which has been creating some tension in the availability of silicon feedstock for wafer
manufacturing. Many initiatives are under way with thin films – and other technolo-
gies too, such as concentrators and organic solar cells – as witnessed by the interest
in equipment vendors to supply turn-key plants. It is possible, therefore, to say that
besides market assistance measures such as the feed-in tariffs which have allowed
demand to grow, the resulting silicon supply bottleneck has induced different
technologies to begin industrial scale up.
The challenge for the whole PV sector is to reduce manufacturing costs and

increase volumes in order to provide electricity at prices comparable to conventional
sources (and therefore being capable of getting rid of incentives) and to represent a
much larger share in the energy mix compared with the negligible numbers of today
(well below 0.1% of the electricity supply world-wide).
The challenge has been represented in a price roadmap, developed by the European

PV Technology Platform and shown in Figure 11.2 [3].

Figure 11.2 Roadmap for the PV sector.
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The roadmap has been intentionally represented in terms of prices, because that is
what is perceived by the public. This obviously means the expected costs are much
lower. If this is the case, the period 2010–20 is when PVelectricity will be competitive
with retail prices from the grid (starting from the sunniest regions) and peak load
generation. Later, the electricity can be competitive at the wholesale level, that is, with
all conventional electricity production today.
From what we know today, crystalline silicon-based technology has the capability

to continue to follow the established price experience curve, with direct production
costs expected to achieve significant reduction to around D1.00W�1 in 2013 and
D0.75W�1 in 2020 and even lower in the long term. This is true for other technologies
also, which, however, are even less developed and in the case of thin films need to
overcome limitations such as low efficiency (<10%), stability, the use of toxic or rare
materials, complexity in some cases and the need for expensive equipment. If this can
be done, thin films are well placed, for instance, to take advantage of low material
usage implying potential low costs, manufacturing sequences with cell and module
at the same time, high industrial potential and good esthetic aspects.
This will happen if R&Deffort is directed to address themost critical issues and the

technology areas most likely to allow continued progress of PV towards full
sustainability.

11.3
Crystalline Silicon Technology

Crystalline silicon modules are typically produced in a complex and articulated
manufacturing chain [4], all of which have greatly improved over the years – and
which still have margins for further improvements.

11.3.1
From Feedstock to Wafers

In the first step, ingots are grown using pure silicon as the starting material for a
melting and crystallization process which produces crystals of high purity and
variable degrees of crystal perfection. The highest ismonocrystalline silicon, typically
grown by the Czochralski method, in which a preformed silicon seed is slowly pulled
out of molten pure silicon, allowing a cylindrical silicon crystal to grow. The lowest is
multicrystalline silicon, produced in square-based ingots with various similar
methods bymelting and solidifying the silicon in the same or in different containers
(single container or casting), where solidification is achieved by careful control of the
heat extraction. A third category is represented by thin ribbons or sheets, which
already have approximately the desired thickness; different technologies for the
realization of ribbons exist, which in turn have different degrees of crystal perfection
and silicon purity. Ingot dimensions are typically 100 kg for monocrystals and
250–400 kg for multicrystals. Ribbons are generally in long sheets or hollow tubes.
The size of ingots today is an improvement compared with the standard in industry
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of only 10 years ago, when crystals were typically about 30 and 150 kg for mono- and
multicrystalline silicon, respectively. Improvements have been made from the point
of view of equipment, more automated and better engineered for energy consump-
tion and maintenance costs and therefore from the point of view of productivity.
Quality has also improved as a result of improvedhomogeneity in larger ingots. In the
case of multicrystalline ingots and ribbon technology, dimensions have also been
optimized to produce several wafer sizes with acceptable kerf loss (Figure 11.3).
The starting material, pure polysilicon, is produced by a complex sequence of

energy-consuming and waste-producing processes in large and expensive plants.
Polysilicon is produced using part of the metallurgical silicon resulting from the
carbothermic reduction of quartz sand in arc furnaces at very high temperatures
(2000 �C) and making it react with HCl to produce silicon precursors such as
trichlorosilane (SiHCl3), which are then distilled to achieve the required purity. The
precursors are then decomposed at high temperature in special reactors, where pure
Si finally deposits on special rods (Siemens process, the most common) or on fine Si
particles in a fluidized bed configuration.
After solidification, the ingots are shaped using diamond-coated band saws or

wires in an abrasive medium in order to have square multicrystalline or pseudo-
square rounded angle monocrystalline blocks. This process removes the outer parts
of the ingots, generally out of specification for dimensions and with some contami-
nation from the containers or the furnaces.
The square or pseudo-square blocks are cut into thinwafers usingmulti-wire saws,

a techniquewhichwas developed specifically for PVandwhich is now common in the
semiconductor industry also. A great deal of progress has beenmadewith equipment
and process control aspects and in introducing reduced diameter wires several
hundred kilometers long for reduced kerf loss.
This step is evidently not required for ribbons, apart from edge trimming and

cutting the wafers from the sheets. This is considered to be a major advantage over
ingot technology in terms of costs.

11.3.2
From Wafers to Cells and Modules

Thewafers are processed into solar cells, themajority ofwhich have a diode structure,
as sketched in Figure 11.4, characterized by a thin, diffused, doped emitter, screen-
printed front and back contacts and a front-surface antireflective coating. Prior to the
effective cell manufacturing step, a chemical treatment of the silicon wafers removes

Figure 11.3 Process flow from silicon feedstock to wafers for the case of multicrystalline silicon.

11.3 Crystalline Silicon Technology j349



dirt and damage from the surface coming from the wafering step and provides
surface structuring which reduces reflectance losses.
The cell manufacturing is rather simple in itself. The major efforts devoted to

improvement over the years have been on the one hand the introduction of the silicon
nitride antireflective coating, capable also of passivating defects in multicrystalline
silicon, and the ability to process thinner, larger wafers at increasing yield. This
means that the automation of the processing lines has becomemuch less invasive on
the brittle wafers and handling has become much less troublesome. Also, cell
processing has had to deal with wafer bowing because of the different thermal
expansion coefficients of silicon and aluminum (the back contact).
Cells are then individually sorted and classified according to their illuminated

electrical parameters and are electrically interconnected in strings, which are then
encapsulated to form a module, which is designed to be weather proof and produce
electrical output for more than 25 years.
The obvious critical aspect of wafered silicon technology lies in the complexity

of the manufacturing and supply chain, which involves rather different industry
sectors – metallurgy, electronic components, building and power conditioning.
Most skeptical observers also point out the inherent difficulty of reducing the costs
in a cell andmodulemanufacturing process which need to handle globally a number
of wafers in the billion pieces range. However, this is exactly what has happened
so far – and those working in the silicon sector are confident that it can continue
happening.

Figure 11.4 Principle of operation of a silicon solar cell.
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11.3.3
Where to Cut Costs

Modules are currently sold at aroundD3W�1 irrespective of the technology onwhich
they are based, with a slight slowing of the price learning curve compared with
historical data. The reason for this deviation is a silicon feedstock shortage that started
a few years ago, which has produced a slight reduction in the wafered silicon share in
2005 compared with 2004 and has caused and increase in silicon feedstock prices to
$45 kg�1 – although a few hundred dollars per kilogram were reported for spot-
market purchases. As the demand for modules has greatly exceeded the supply,
the module selling price has grown or at least it has not reduced. This situation is
expected to change in terms of availability in the last part of the decade, as new
capacity for silicon feedstockwill be effectively in place. It ismoreuncertain as towhat
the feedstock prices could be, given the relatively modest degree of innovation of the
expected new plants in terms of cost-cutting measures.
The total silicon consumption for the PV industry eventually exceeded that of the

electronics industry for the first time in 2006, with an annual level of over 20 000 t.
The continued success of silicon technology needs to keep progressing in terms

of both a reduction of material consumption and an increase in device efficiency.
Other goals relate to reduced energy content, environmental aspects, standards and
manufacturing aspects such as process automation and control.
The availability of abundant, low-price silicon feedstock, in theD10–20 kg�1 range

for the long term, is a very important point for the possibility of silicon technology
progressing as expected in terms of cost reduction.
The development of new, less energy-intensive techniques for silicon feedstock

preparation dedicated to the solar sector is being carried out in many different ways.
Different processes have been studied and are currently under development, all of
them with the aim of reducing costs and complexity while increasing availability.
Some processes dealing with the direct purification of metallurgical silicon, with no
need for precursor formation and dissociation, have the potential to reduce costs
substantially and have not so far reached technical maturity, despite encouraging
laboratory results and long-lasting research activities. Other approaches target cost
reduction potential in the existing processes and are in part already being utilized for
commercial �solar-grade silicon�, which is cheaper than the semiconductor-grade
polysilicon butwithout fundamental changes. Fluidized bed reactors of various kinds
are also under development for the decomposition of monosilane precursors and
vapor to liquid approaches.
On top of the actions needed to control feedstock costs and availability (and hence

prices), a further point for improving cost figures is to consider internal recycling
processes, as 60% or more of the starting material is lost during processing. In fact,
about 15% of the crystallized silicon ingots do not reach the wafering stage,
depending on the ingot technology considered. Part of it can be recycled, at some
expense, and part is lost as silicon powder or unusable scrap. A great deal of work is
going into this part of the process, because of the improvement margins for better
silicon utilization through recycling and for reduced rejection.
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A further roughly 40% of the material is lost as dust and other yield losses in the
wafering process, which is obviously a very delicate point from the point of view of the
processing, equipment and recycling possibilities. Besides improvements in current
wafer technology withmore automated,more controlled equipment and thinner and
thinner wafers, a certain focus is being put into alternative wafering technologies,
such as laser-assisted cutting. This issue does not apply to ribbon technology, which is
in fact seen as one of the potential evolution areas of wafer-based silicon technology,
especially for the long and medium term. Also, wafer substitutes or equivalents on
low-cost substrates are seen as a possibility to overcome ingot/wafer manufacturing
limitations, especially given the increasing challenges to be faced for wafer thickness
below 150mm, in terms of manufacturability and optimal cell processing.
Finally, about 10% is lost as broken wafers between wafer handling in the wafer/

ribbon manufacturing stage and the subsequent cell process. Cell manufacturing
needs to improve automation to reduce breakage in absolute numbers and in order to
allow the introduction of even thinner wafers, necessary to achieve the cost reduction
targets, with the achievement of manufacturing (mechanical) yield losses well below
5%.Recycling is already being used, with the effect of alleviating the very heavy losses
indicated above.
The whole silicon production chain is expected, by virtue of R&D actions taken at

themanufacturing stage, tomove from the present 10 tMW�1 consumptionfigure to
below 3 tMW�1 in the long term. It is clear, however, that although the short- and
probablymedium-term targets can be achieved by lowering the specific consumption
even at moderately high feedstock prices, to fulfill the cost targets for the long term
both feedstock price and silicon consumption will have to decrease substantially.
Another important aspect is cell (andmodule) efficiency. A great deal of progress is

being made in this area. Just as an example, the laboratory world record on 1 cm2,
24.7%, is now not so far away commercially, considering the best commercial cells
are in the 22–23% range, on a surface of 2250 cm2! Laboratory cells have traditionally
been realized on small areas, in cleanroom facilities and using vacuum technologies
for the deposition of metal contacts.
Most of the development work in recent years on commercially available devices,

based on screen printing technology for contact formation, has been focused on
improving the manufacturing sequences with higher performing equipment, by
introducing an Al back layer which provides the electrical contact and some carrier
confinement and, in the case of multicrystalline silicon, by introducing hydrogen
passivation in the siliconnitride anti-reflective coating (ARC) formation step.This last
step alone, which has allowed the transition from about 13% to >15% efficient cells t,
had been demonstrated at the laboratory level long ago, but was only introduced into
most manufacturing facilities when reliable processing plasma-enhanced chemical
vapor deposition (PECVD) equipment became available, shortly after 2000.
Current state-of-the-art manufacturing processes are realized in non-cleanroom

classified areas. Automation has been introduced in most manufacturing lines, but
substantial progress is needed in view of the further decrease in wafer thickness.
Only three high-efficiency processes have so far been scaled up to production level,

namely the laser grooved buried grid developed at theUniversity ofNewSouthWales,
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Australia, and scaled up by BP Solar in Spain, the heterojunction with intrinsic thin
layer (HIT) cells developed by Sanyo by replacing the diffused P-doped emitter with
an amorphous silicon layer and the back contact cells developed by Stanford
University for use in concentrator technology and now converted to a large area for
flat plate use. All three use single-crystalline silicon, while the majority of screen-
printed cells use multicrystalline silicon wafers.
Commercial module efficiency values (total outer dimensions) are in the 12–14%

range for the screen-printed modules and 15–17.5% range for the best performers.
It is expected that more device designs capable of achieving efficiency values in the
18þ% range will be transferred to the production scale. Promising candidates for
such developments are all-rear contacted cells of different kinds, on both single- and
multicrystalline substrates, which have the added advantage of reducing cell inter-
connection complexity in automated sequences. Different contacting schemes will
alsomost likely be introduced, whichwill influence the cell architecture substantially.
As wafers decrease in thickness, in fact, the present full aluminum rear contact of
the cell will have to be replaced by local contacts, both for bow prevention and for
reduced recombination at the metal–silicon interface. An example of different cell
structures including enhanced passivation is the crystalline silicon–amorphous
silicon (c-Si–a-Si) heterostructure cells, which are already at the commercial level
(Sanyo HIT modules) with best cell efficiency exceeding 22%. Examples of novel
promising structures include laser-fired contact cells. Also, more effective means of
contact passivation will be introduced and material quality will be enhanced during
processing for lower starting quality materials and kept as high as possible for high-
quality materials. As the market size grows and the consumption of all materials
becomes relevant, it will also be necessary to reduce or avoid totally the use of silver
pastes, now consumed at an average of 80–90 kgMW�1 or some 130 t yr�1.
In the long term, it is expected that silicon technology will still play an important

role in the PVsector, although a higher degree of uncertainty exists in terms of all the
numerical parameters identified, and, more importantly, in the cell and module
architecture and componentmaterials after 2020, when themarket size is expected to
be in the 30GWyr�1 range. It is likely that silicon technology by this time will have
incorporatedaspectswhicharenowrelated tonoveloremerging technologiesand that
newmaterials will also be included in the processing sequences. Also, the distinction
between cells and modules may no longer hold and the wafer or active layer may be
so thin that true distinctions betweenwafer and thin-film technologiesmay no longer
be appropriate. It is, in fact, clearly expected thatmodule efficiency will be able to rise
higher than the current laboratory record. Thismay only be possible by incorporating
technologies at the periphery of the device such as up or down converters.

11.4
Thin Films

Thin films are suitable candidates for low-cost photovoltaic modules because of
reduced material consumption and predicted manufacturing advantages due to
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a shorter supply chain. There are three principle inorganic thin-film technologies,
amorphous silicon (in various configurations, including amorphousmicrocrystalline
heterostructures), cadmium telluride and copper indium selenide (CIS) or copper
indium gallium selenide (CIGS), all of which have demonstrated large area, reason-
ably efficient solar modules and which have a number of general principles in
common. In each of the thin-film technologies, only very small amounts of semi-
conductor materials (typically 0.001mm thick) are used and the materials used for
encapsulation, such as glass and plastic, are relatively inexpensive. The availability
of large-area deposition equipment developed in other industry sectors (such as the
flat plate display) and related process technology and also strong synergies with the
architectural glass industry and the flat panel display industry offer significant
opportunities for high-volume, low-cost manufacturing. The monolithic series
connection used for thin-film PV simplifies module assembly compared with series
connection by tabbing and stringing commonly used with crystalline silicon solar
cells. In addition, flexible lightweight modules can be produced using thin polymer
ormetal substrates and roll coating techniques. Currently, the energy payback time of
thin-film modules is short, around 1.5 years in Central Europe, with a long term
potential of below 6months.
These features imply that the cost reduction potential for thin-film technology is

very high and it is thus capable, in the longer term, of extending thePV learning curve
beyond the point that can be reached by crystalline silicon technology.
At present, three competitive inorganic thin-film technologies, based on thin-film

amorphous/microcrystalline silicon (TFSi), polycrystalline CdTe and Cu(In,Ga)(S,
Se)2, also known as CIS, are under widespread investigation. The high efficiency
potential of each technology has already been proven in the laboratory. Each of these
technologies has demonstrated its capabilities in pilot production lines and they
are now being or has been transferred to large-area, high-volume production lines.
This transfer is not straightforward since there is a lack of maturity of many of the
required large-area production processes and the related production equipment.
The thin-film PV industry is taking off and the challenge is now to scale up fast

enough and to establish a significant presence in the PV marketplace.

11.4.1
Technology and Improvement Requirements

Thin-filmmodules are generally produced by applying a thin (1–2mm) layer of active
semiconductormaterial directly on a glass substrate or superstrate and applying thin
metal contacting layers in general directly on the glass – but also on patterns on the
film itself. The deposition techniques for all materials are in general under vacuum
by chemical or physical vapor deposition methods such as sputtering, evaporation,
PECVDandmany other variations. The beauty of such a technology is, in addition to a
very lowmaterial content and therefore an inherent possible low cost, the possibility
of simultaneously fabricating cells and modules, by depositing the film and pattern-
ing it via a laser. Handling therefore becomes the transport of large glass sheets –
much less cumbersome than individual brittle wafers. However, the true advantage
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of thinfilms has not yet shown itself at the commercial scale, at least not so far, despite
many decades of intense research work. The efficiency of thin-film modules, to start
with, is nowhere close to that of crystalline siliconmodules. At the commercial scale,
on large areas, the averagemodule efficiency is below 10% andmanufacturing yields
not up to the 90%þ level of silicon wafer-based technology. Things may change
rapidly in the future, however.
It is clear that production equipment plays a crucial role in the reduction of costs.

Standard equipment with well-defined processes needs to be developed enabling
higher throughput, improved up-times and improved yields. Equipment manufac-
turers will play a vital role in this development and it is important to exploit synergies
with existing industries where possible. Productivity parameters such as process
yield, throughput and availability of production equipment can be improved by the
introduction of adapted process control and process optimization. To improve both
production yield and efficiency and to ensure the quality of the final products,
improved quality assurance procedures and in-line production monitoring techni-
ques need to be further developed.Whenever possible, the integration of subsequent
production and processing steps into one line and similar environmental conditions
should allow for more efficient and cheaper production. A recent feature of the thin-
film sector is the direct interest of some equipment vendors in stepping into the
PVarena and selling turn-key plants – tools and process together. This is expected to
have an impact.
The othermain areas of development required to overcome present limitations are

in the improvement of efficiency and reliability. At the basic research level, this
implies a better understanding of the relation between the deposition processes, the
electronic material properties and the resulting device properties and the improve-
ment in the quality of all individual layers building up the module.
Finally, as with any new product, dedicated recycling processes need to be

developed, both for recycling during production and for end-of-life recycling.
Although the energy payback time is already favorable, a further reduction to less
than 6months is possible.

11.5
Other Technology-related Aspects

Cell and module efficiency contribute directly to the overall euros per watt cost (and
price) of a PV module and are historically an area of great development. Increasing
the efficiency of the solar cells and the power density of themodules is, together with
a reduction in the specific consumption of silicon, the major cost-saving factor of PV
technology. An increase of 1% in efficiency alone, keeping the other cost components
fixed, is able to reduce overall costs per watt by about 5% (compound growth rate), as
shown in the simulation in Figure 11.5, inwhich direct costs have been kept constant,
starting from a D2W�1 base case at 15% efficiency.
The consumption of material in general, which directly influences costs but also

availability and environmental issues, needs to decrease substantially. In silicon
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wafer or ribbon manufacturing, it is expected that recycling of silicon scrap and dust
will bemaximized, togetherwith slurry recovery and reuse of silicon powder from the
cutting phases. Further, all chemicals for cleaning and etching will be reduced in
terms of specific consumption and eventually eliminated, and it is expected that
equipment will reduce energy consumption. In the crystallization process, reusable
crucibles may be an option to reduce a cost which will have an increasing weight in
euros per kilogram, considering the single-use characteristics of present crucibles.
The energy intensity of the processes contributes to the energy payback time

of modules. Current silicon feedstock production is energy intensive, around
150 kWhkg�1. Together with the low silicon utilization, this leads to a module
energy payback time between 1.5 and 4 years, which, althoughmuch shorter than the
module lifetime, needs to decrease.
In themodule itself, the aluminum frame represents the largest energy-containing

component, D30 kg�1, so long-term module development will need to be frameless
or with a non-aluminum frame.
Investment costs represent a non-negligible part of the cost breakdown of

crystalline modules and should be reduced while equipment improves in terms
of standardization, energy consumption and optimized production volume. It is
expected that specific investment costs will reduce from theMD1–2MW�1 of current
manufacturing facilities to less than MD0.5MW�1 in the long term, if the whole
production chain from crystallization to module assembly is considered.
Scale factors are as important in achieving the required level of progress as all of the

different steps discussed earlier. EU-funded studies such as MUSIC-FM and its
recent recalculation [5] have shown the feasibility of large-scale plants of up to
500MWyr�1, already at a time when the total market was just over 100MWglobally,
showing the associated volume benefits as well. It is expected that the current base
case of a 100MWyr�1 plant will grow to 500MWyr�1 in the short term and probably
an order of magnitude higher in the medium term. Equipment will then be
completely different from the fragmented single-process tools of today, loosely
connected by some custom-made automation. Instead, it is likely that each single

Figure 11.5 Sensitivity of cost per watt as a function of efficiency.
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line will have multiple processes integrated and that batch processes will tend to
disappear. Module assembly, for instance, will turn into automated sequences in
which the encapsulating materials/sheets will be fed in on reels and spools, as much
as possible. Evidently, major efforts are needed to achieve such progress.
Another important aspect related to both process technology and equipment

design is the need for yield management and process control techniques embedded
in the tools, which will have to provide accurate and reliable means for avoiding
yield losses in manufacturing and contributing to overall improvement. From this
point of view, it is expected that standards in equipment and in characterization
techniques will be developed or implemented if already available.
Despite the clear focus on cost reduction, due regard should also be given to

product and process safety. For PV to becomewidely adopted at the Gigawatts (GWp)
scale with a large production workforce and components distributed on millions of
commercial and domestic roofs, then safe systems must be inherent in future
products. Safety must start with the materials, equipment and the process of
manufacture, and include the product safety for system installation and, most
importantly, any long-term fire and health aspects of unattended PV systems.

11.6
Advanced and Emerging Technologies

In addition to silicon wafers and thin films, other photovoltaic technologies are
gaining interest and importance such as concentrating PV technologies, in combi-
nation with very high-efficiency cells.
Concentrating photovoltaics (CPV) is not a new idea, as it has been under

development since the beginning of research in the sector. However, recently a
number of initiatives have moved towards commercial application. The progress in
high-efficiency cells, with multijunction III–V (GaInP/GaInAs/Ge) material-based
cells above 40% at the laboratory scale, makes the economics of concentrators much
more attractive than in the past. Concentrator technology is in principle a simple
option, because the expensive and complicated cell manufacturing only needs to
address very small cells, the rest of the work being assigned to lenses which focus the
sunlight on the cell.However, systemdesign and integration are complicated because
the Sun needs to be tracked and alignment aspects are crucial. System complication
and reliability issues have so far hindered the widespread use of concentrating PV.
However, this situation may change in the future, as more companies come to the
market.
Organic solar cells have already been a subject of R&D efforts for a long time

because of the potentially very low cost of the active layer material, the low-cost
substrates, the ease of up-scaling and the low energy input. The breakthrough for
solar cells incorporating an organic part in the active layer came with the advent of
concepts which were radically different from the planar hetero- or homojunction
solar cells. The generic idea behind these concepts is the existence of nanosized
domains resulting in a bulk-distributed interface to increase the exciton dissociation
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rate and thereby the collection of photogenerated carriers. Within this class one can
distinguish between the hybrid approach in which there is still an inorganic
component (e.g. the Graetzel cell) and fully organic approaches (e.g. bulk donor–
acceptor heterojunction solar cells). The main challenges in this field are related to
increases in efficiency, stability improvement and the development of the roll-to-roll
technology. Within this field, Europe has built up a world-leading position both in
R&D and in first industrial up-scaling efforts. Moreover Europe is in an excellent
position to remain at the cutting edge of these technologies because of its strong
position in related fields such as organic electronics and organic memories.
Most of the other novel PV technologies suggested so far can be categorized as

high-efficiency approaches, which can be divided between approaches that modify
and tailor the properties of the active layer to match it better to the solar spectrum
versus approaches that modify the incoming solar spectrum and are applied at the
periphery of the active device (without fundamentally modifying the active layer
properties).
In both cases, nanotechnology and nanomaterials are expected to provide the

necessary toolbox to bring about these effects. Nanotechnology allows the introduc-
tion of features with reduced dimensionality (quantum wells, quantum wires,
quantum dots) in the active layer. There are three basic ideas behind the use of
structures with reduced dimensionality within the active layer of a photovoltaic
device. The first aims at decoupling the basic relation between the output current and
output voltage of the device. By introducing quantum wells or quantum dots
consisting of a low-bandgap semiconductor within a host semiconductor with a
wider bandgap, the current should increase while retaining (part of) the higher
output voltage of the host semiconductor. A second approach aims at using the
quantum confinement effect to obtain a material with a higher bandgap. The third
approach aims at the collection of excited carriers before they thermalize to the
bottom of the energy band concerned. The reduced dimensionality of the quantum
dot material tends to reduce the allowable phonon modes by which this thermaliza-
tion process takes place and increases the probability of harvesting the full energy
of the excited carrier. Several groups in Europe have built up a strong position in
the growth, characterization and application of these nanostructures in various
structures (III–V, Si, Ge), and also at the conceptual level ground-breaking R&D is
being performed (e.g. the metallic intermediate band solar cell).
Tailoring the incoming solar spectrum to the active semiconductor layer relies on

up- anddown-conversion layers andplasmonic effects. Again, nanotechnologymight
play an important role in the achievement of the required spectral modification.
Surface plasmons have been proposed as a means to increase the photoconversion
efficiency in solar cells by shifting energy in the incoming spectrum towards the
wavelength region where the collection efficiency is maximum or by increasing the
absorbance by enhancing the local field intensity. This application of such effects in
photovoltaics is definitely still at a very early stage, but the fact that these effects can be
tailored to shift the limits of existing solar cell technologies by merely introducing
modifications outside the active layer represents an appreciable asset of these
approaches which would reduce their time-to-market considerably.
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It is evident that both modifications to the active layer and application of the peri-
pheral structures could be combined eventually to obtain thehighest beneficial effects.

11.7
System Aspects

Photovoltaic systems can be implemented in a wide range of applications, sizes and
situations and to meet a wide range of power needs.
At the system level, requirements are for a reliable, cost-effective and attractive

solution to energy supply needs.. This means pursuing solutions that can reduce
costs at the component and/or system level, increase the overall performance of
the system and improve the functionality of and the services provided by the system.
Traditionally, PV systems are divided into two major categories depending on

whether they are connected to the electricity grid system or are operated in an off-grid
configuration. In turn, the grid-connected systems can be divided into central
systems, which feed all the electricity generated into the grid, and dispersed systems,
where the electricity goes to meet local loads first with only the excess being fed into
the grid. It should be noted, however, that whereas most large ground-based systems
fall into the first category, building-related systems of all sizes can be operated in
either mode, depending on the financial arrangements. The off-grid, or stand-alone,
systems can also be divided into professional applications (e.g. telecommunications,
remote sensing) and rural development applications (e.g. irrigation, lighting, elec-
trification of health centers and schools). Consumer products are a special category
in which the PV cells are integrated into a product to provide the required power
supply. While this has been an important market for PV, especially in terms of public
awareness, the developments in this area are driven by commercial needs for new
product development. These systems are not considered in this strategic research
agenda, which looks at the research needs for widespread use of PV as a general
energy supply technology.
Because of the wide variations in system applications, it is not possible to give

definitive values for system costs, but indicative values can be provided as examples.
Themodule has traditionally been the most costly component in the system, typically
accounting for 50–70% of the costs at the system level. However, this varies
considerably with application and system size, since the relative impact of the BoS
(power conditioning,mounting structures, cables, switches, etc.) and installation costs
will vary substantially. In order tomeet the cost targets required for a high penetration
of PV technology into the energy supplymarket in the period 2020–30, substantial and
consistent system-level cost reductions must be made alongside those for the PV
module. The system-level costs can be broadly divided into those for BoS components
(whether part of the energy generation and storage system or components used for
control and monitoring) and installation (including labor). Although it can be
generally stated that there is scope for cost reduction at the component level, it is
also of major importance to address installation issues by harmonizing, simplifying
and integrating components to reduce the site-specific overheads.
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It is usual to express cost targets for PVsystems in terms ofWatt peak (Wp) or kWp
levels. Ultimately, at the system level, the cost comparisonmust bemade between the
unit cost of the electricity generated from the PV system and from the alternative
energy source(s) for that application. Clearly, both of these values will vary with
application and system details and a full treatment of the relationship between the
kWh cost and the Wp cost would not be feasible here. The target price for the non-
module aspects of a typical PVsystem has been set in EU-related work [3] atD1Wp�1

for 2010 and <D0.5Wp�1 for 2030 and beyond. Taking a reasonable profit margin of
20%, this results in costs of 0.8 and <D0.4Wp�1, respectively (all excluding VAT).
These numbers have to be interpreted with the utmost care since they may vary
substantially with system type (roof top, building integrated or ground based), with
module efficiency and with the country involved. Taking into account the targets for
the module cost, this implies that the kWh cost of PV-generated electricity will be
comparable to the consumer tariff inmost European countries in the period 2015–25,
depending on the local irradiation, so making PV a cost-effective alternative.
These cost targets for grid-connected systems provide a useful reference and have
been retained in determining this research agenda, but it should also be recognized
that the condition of cost-effectiveness will be met at other Wp costs for different
applications.
Consideration of typical BoS costs for current systems illustrates the challenge

facing the research in this area. Studies in Germany, The Netherlands and the UK
indicate BoS prices (including components and installation) of D1.6–2.5Wp�1 for
building mounted systems on domestic properties. Lower costs can be obtained for
large ground-mounted systems, where the effects of component standardization can
be seen in the reduction in costs for bothmounting systems and labor. Recent (2006)
information fromGermany indicates that turn-key systems have been realized at low
BoS prices between 0.85 and D1.2Wp�1 (for large ground-based and small roof-top
systems, respectively).
The BoS costs are made up of both power-related and area-related costs (e.g. the

cost of the mounting structure is dependent on the area of the array). In the latter
case, these costs are highly dependent on the efficiency of themodule used and so the
cost goals are more challenging for lower efficiency modules. Currently, area-related
costs are significant and range from 0.6 (in the case of domestic PV systems with
12% efficient modules mounted on a frame) to 1.5–2 (in the case of ground-based
large-area PV systems with 12% efficient modules) times the power-related costs.
Increasing module efficiency can, therefore, help significantly in achieving the
system-related goals.
The relationship between kWh cost and Wp cost at the system level is a function

not only of the initial capital cost of components and installation, but also of the
lifetime of all components, the sustained performance of the system over its lifetime
and of any aspects of multifunctionality or added value that are realized. Moreover, it
is dependent on the energy produced by the modules per Wp of installed module
power (this is related to themodule behavior under non-standard conditions, such as
higher temperatures, lower light intensities, low angles of light incidence, spectral
variations, etc.).
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11.8
Conclusions

PV technology is improving in performance and reducing its costs. In turn, together
with market-assisted measures, this allows for strong market growth. However, PV
electricity costs need to fall even more for the technology to be deployed at the very
large scale – which is not yet the case.
The main technologies in the field have been revised and the main issues for each

have been addressed.
From the point of view of market leader, silicon wafer technology, technical

improvements identified in the previous sections, in connection with appropriate
factory scale-up and integration, are capable of reducing direct costs as much as
shown in Figure 11.5. Wafer costs are expected to decrease by up to 50% in the short
term and module costs to become a fraction of the entire cost in the long term.
However, it must be noted that this is a very aggressive forecast, which will be

possible only if a large effort is put into the activities described previously to reach
all the technical goals and if the cost of starting material can be brought down to the
D10–20 kg�1 levels (Figure 11.6).
From the point of view of thinfilms, efficiency improvements and reliability issues

need to be overcome for technology to be able to follow the same curve (with a
different breakdown of components, however).
Novel and emerging technologies have the long-term potential to provide high-

efficiency, low-cost and highly scalable products, but need substantial research effort
to achieve important results.
The long-term solution, by 2030 and beyond, may be a combination of existing

and novel technologies, such as spectrum shifting technologies in combination with
advanced processing of very thin siliconwafers. In any event, intense R&D efforts are
needed to provide the solutions for photovoltaic electricity to be an important actor
in the future.

Figure 11.6 Possible evolution of direct costs for PV module components.
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12
Catalytic Combustion for the Production of Energy
Gianpiero Groppi, Cinzia Cristiani, Alessandra Beretta, and Pio Forzatti

12.1
Introduction

In recent decades, catalytic combustion has been explored as a primary control
method for the production of heat and energywith twomain goals: (i) to achieve ultra-
low emissions of NOx, CO and unburned hydrocarbons (UHCs) and (ii) to obtain
stable combustion under conditions not allowed by conventional methods.
In particular, catalytic combustion in gas turbines (GTs) has attracted specific

interest; GTs nowadays represent the preferred energy conversion technology in
medium- and large-scale power stations and strong opportunities are predicted in the
small-scale distributed power generation sector. NOx emissions are a major concern
of GTsystems. Several NOx control technologies for GTs have been developed based
on both primary and secondary methods. Dry low NOx (DLN) burners based on lean
premixed combustion guarantee NOx emission levels of 20–25 ppm, but operation at
9–10 ppm emission is claimed by manufacturers. Further reductions may be
precluded by flame stability problems. To meet the most stringent emission regula-
tions, many installations include a selective catalytic reduction (SCR) unit, which
allows a further reduction in NOx emission levels.
Catalytic combustion has been commercially demonstrated to reduce NOx emis-

sions to below 3 ppm while keeping CO and UHC emissions below 10 ppm without
the need for expensive exhaust clean-up systems. In addition, a catalytic combustor
reduces typical DLNproblems such as risk of blow-out and flame instability. Also, the
economic advantage of primary methods including catalytic combustion as opposed
to secondary clean-up measures (SCR and SCONOx) has recently been assessed [1].
The potential of catalytic combustion has been recognized for more than 30 years,

but only recently has this technology been proven to be commercially viable and
finally commercialized, although to a limited level.
New designs have also been investigated in recent years. These include fuel-rich

combustion, a staged process configuration, in which an initial catalytic section
converts natural gas into anH2/CO-enriched stream, and a final homogeneous stage
completes the lean combustion. Such a configuration exploits the stabilizing effect of
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H2 on flames and has been proven, at the demonstration scale, to yield extremely low
NOx emissions. Another novel concept is represented by oxycombustion for zero
emission GTs, in which pure O2 is used instead of air and the combustion is highly
diluted by flue gases (H2O and CO2). In principle, the formation of NOx is prevented
and concentrated streams of CO2 are easily produced, suitable for C-sequestration
techniques.
In the following, a review of the traditional and novel concepts of catalytic

combustion forGTs is addressed, with emphasis on the requirements and challenges
that the different applications open to catalysis. The most relevant characteristics of
PdO-supported catalysts and of transition metal-substituted hexaaluminates (which
have been most extensively considered for lean combustion applications) are
described, along with those of noble metal catalysts adopted in rich combustion
systems.
Further, the development ofminiaturized devices for the generation of power and/

or heat is discussed here as it represents an emerging field of application of catalytic
combustion. Due to the presence of the catalytic phase, the microcombustors have
the potential to operate at significantly lower temperatures and higher surface-to-
volume ratios than non-catalytic microcombustors. This makes them a viable
solution for the development of miniaturized power devices as an alternative to
batteries.

12.2
Lean Catalytic Combustion for Gas Turbines

12.2.1
Principles and System Requirements

In a conventional GTsystem, a fraction of the air delivered by the compressor and the
fuel, typically natural gas, are mixed, then combusted in a flame and the hot gas
expands and drives the turbine.
Flame stability requires adiabatic combustion temperatures as high as

1600–1800 �C, which must be reduced to 1100–1450 �C by means of cooling by-
pass air before delivering thehot compressed gas to the turbine to avoid damaging the
inlet blades. At such temperatures, within the tens milliseconds residence time
required for complete burnout of fuel and CO, significant amounts of NOx are
produced, mostly by the Zeldovich thermal mechanism [2].
In a catalytic burner, the combustion is ignited and stabilized under ultra-lean

conditions, which results in adiabatic temperatures close to those allowed for
delivering the hot compressed gas to the turbine. Hence the need for by-pass air
is minimized and the formation of thermal NOx is almost prevented due to the
absence of a hot combustion zone. Reduction of NOx emission has been reported to
be even larger than expected from the lower combustion temperature if a significant
fraction of the fuel is oxidized on the catalyst surface [3]. This effect has been
attributed either to the reduction in the formation of prompt NOx in view of the
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decrease inCHradicals in the gas phase due to complete fuel oxidation on the catalyst
surface [4] or to the reduction in the formation ofNOxdue to release ofH2Oproduced
at the catalyst surface. Indeed, a beneficial effect of an increase inH2O concentration
on the diminution of NOx emission under typical GToperating conditions has been
reported [5].
Operating constraints of GTsystems (Table 12.1) pose severe requirements on the

catalytic combustor. Air is delivered by the compressor at temperatures which
typically range from 300 to 450 �C depending on the load conditions and nominal
pressure ratio of the machine.
Upon accurate fuel–air mixing, ignition must readily occur and fuel conversion

should proceed rapidly up to completion while the gas reactants heat up to the
adiabatic combustion temperature. Due to high gas velocity (10–30ms�1 at the
combustor inlet) and size constraints of the combustion chamber, the process must
be completed within a few tens of milliseconds and the overall pressure drop
(including mixing) must be kept below 5% of the turbine inlet pressure to prevent
significant energy efficiency losses.
These characteristics of GT operations result in the following requirements:

1. Highly active catalysts able to ignite the combustion of natural gas at temperatures
as close as possible to those at the compressor discharge must be employed.
Indeed, to fill the gap between the compressor discharge temperature and catalyst
ignition temperature, a homogeneous preburner is needed which can produce
significant amounts of NOx.

2. Materials with high thermal stability able to hinder catalyst deactivation by
sintering, phase transformation and volatilization and also to secure mechanical
integrity upon thermal shocks. In fact, strong temperature excursions are experi-
enced during start-ups and shut-downs and particularly during the load trip of the
turbine. To prevent overspeeding and destruction of the turbine in this case, the
fuel feed is immediately shut off while air continues to flow; this results in a
temperature decrease of several hundred degrees in less than 1 s. Under typical

Table 12.1 Design criteria and operating conditions of GT combustors.

Design criteria
Emission targets NOx< 5 ppm

CO< 10 ppm
UHCs< 10 ppm

Pressure drops <5%
Catalyst durability 8000 h

Operating conditions
Inlet temperature 300–450 �C
Outlet temperature 1100–1400 �C
Pressure 1–2MPa
Mass flow rate 100–200 kgm�2 s�1

Residence time 10–30ms

12.2 Lean Catalytic Combustion for Gas Turbines j365



GT operation, a lifetime of the catalyst section of >8000 h must be guaranteed,
corresponding to yearly replacement during scheduled inspection of hot com-
bustor parts. Catalyst stability against poisoning by air- and fuel-borne contami-
nants must therefore also be considered.

3. Ignition of gas-phase reactions in order to secure complete fuel conversion and
CO burnout within the imposed residence time constraints. As illustrated in
Figure 12.1, the reaction rate is governed by different mechanisms on progres-
sively increasing the temperature, that is, kinetics of surface reactions, gas–
solid mass transfer and kinetics of gas-phase reactions. Accordingly, the onset
of mass transfer limitation would prevent complete fuel conversion and CO
burnout in the presence of catalytic reactions only, unless the reactor is greatly
oversized.

4. Design of a structured catalyst configuration able to cope with mass transfer and
pressure drop constraints.

12.2.2
Design Concepts and Performance

Different design concepts have been proposed to match the severe requirements of
catalytic combustors. A main classification criterion is based on fuel/air stoichiome-
try in the catalyst section, which has a dominant effect on the selection of catalytic
materials and on the operating characteristics of the combustor. In this section,
only configurations based on lean catalytic combustion will be described. The
peculiar characteristics of rich catalytic combustion will be described in a separate
section.

12.2.2.1 Fully Catalytic Combustor
The first design concept tried to exploit fully the potential of catalytic combustion by
completing the process in a single catalyst section. In such a configuration, a

Figure 12.1 The kinetic regimes of a combustion process.
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preheated, premixed fuel–air stream is fed to the catalyst section. Ignition occurs at
the catalyst walls, which rapidly reach the adiabatic reaction temperature, and the
reaction rate is controlled by gas–solid mass transfer of the fuel. The heat released at
the catalyst surface results in a progressive increase in the temperature in the gas
phase and eventually causes ignition of homogeneous combustion, allowing for
rapid fuel burnout within or immediately after the catalyst section. The major
challenge in this concept is the development of catalytic materials able to withstand
thermal stresses resulting from operation at temperatures slightly higher than those
required at the turbine inlet. In addition, complete fuel conversion is difficult to
achieve within catalyst sections of reasonable size at the high flow velocities
characteristic of modern GTs [6]. Almost two decades of research effort have not
yielded satisfactory results [6–10]. Accordingly, also in view of the trend towards
higher turbine inlet temperatures, this concept was abandoned and novel design
approaches have been pursued which try to keep the temperature of the catalyst
section well below the exit combustor temperature.

12.2.2.2 Fuel Staging
Amethod to control the catalyst temperature is to reduce the fuel concentration and
consequently the adiabatic reaction temperature. This canbe achieved by splitting the
fuel feed partly to the catalyst and partly to a downstream homogeneous section
where combustion is completed, being stabilized by the hot gas stream from the
catalyst section [11–14]. The fuel/air ratio fed to the catalyst was adjusted to keep the
adiabatic reaction temperature below 1000 �C, considered a critical limit to prevent
catalyst deterioration. Specific efforts were devoted to optimizing the mixing of
fuel fed to the downstream homogeneous section with the hot stream coming from
the catalyst; such mixing is critical to avoid NOx formation according to thermal and
prompt mechanisms. For this purpose, in addition to a specific design of the catalyst
section and of the fuel distribution system, air staging was adopted. The concept
was proven up to a scale equivalent to one combustor of a 10MWmulti-can type of
GT. Despite good emission performance [15], the need for careful control of the
complex fuel–air distribution pattern remains a major drawback of this design
concept.

12.2.2.3 Partial Catalytic Hybrid Combustor
Catalytica Energy Systems and Tanaka Kikinzoku Kogyo have developed a configu-
ration in which all the fuel–air mixture required to achieve the desired combustor
outlet temperature is fed to the catalyst section. Here combustion proceeds only to
partial fuel conversion (about 50%), being completed in a downstreamhomogeneous
section [16]. The catalyst wall temperature is kept well below the adiabatic reaction
level by means of a proprietary catalyst design based on (i) the temperature self-
regulation characteristics of a PdO–Pd system in CH4 combustion, (ii) the use of
metal monolith supports with internal heat-exchange capabilities between nearby
active and passive channels and (iii) the use of a diffusion barrier on top of the active
catalyst layer.
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The peculiar features of the PdO–Pd catalyst will be discussed in a following
section.
Metal monoliths with internal heat exchange capabilities are obtained by assem-

bling single side-coatedflat and corrugated sheets as illustrated in Figure 12.2 [17, 18].
Heat generated at the catalytic wall of the active channels is efficiently transmitted

by conduction through the thinmetal foil and is dissipated in the gas flow on both the
catalytic and the non-catalytic side, allowing the wall temperature to be kept well
below the adiabatic reaction temperature. The structure can be adjusted in order to
tune the fraction of active channels in the monolith cross-section.
The deposition of an inert porous diffusion barrier on top of the catalyst layer can

significantly hinder the rate ofmass transfer of reactants to the catalyst surface, at the
same time affecting only negligibly the rate of heat transfer to the gas phase. The
effect is equivalent to that observedwith fuels, like higher hydrocarbons, whosemass
diffusivity in air is considerably lower than thermal diffusivity of the fuel–air mixture
(Lewis number >1). Such unbalancing of heat and mass transfer rates results in a
significant decrease in the catalyst wall temperature.
A scheme of the combustor configuration is shown in Figure 12.3.

Figure 12.2 Examples of monoliths with internal heat exchange [18].

Figure 12.3 Schematic configuration of the XONON combustor.
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The catalyst section consists of an inlet stage with high activity designed to
minimize the ignition temperature and to operate at low tomediumwall temperature
and one or more subsequent stages less active than the inlet stage, designed to
operate atmedium tohigh temperature and to provide an outlet gas temperature high
enough to guarantee fast ignition of gas-phase combustion in the downstream
homogeneous section where fuel conversion is completed and the gas stream heats
up to the adiabatic combustion temperature. The use of flame holders [19] or other
means of hydrodynamic flame stabilization [20] of homogeneous combustion has
also been proposed to secure a more efficient burnout of CO and UHC within the
limited residence time (10–15ms).
The partial catalytic hybrid combustor concept has been developed to a commercial

stage for small-sized GTs (1.5MW) which can be operated in a co-generative
configuration adequate for the distributed generation of heat and power. Emission
levels below 2.5 ppm NOx (at 15% O2) were certified by the US Environmental
Protection Agency (EPA) [21]. In a recent campaign with a larger sized (10MW)
machine, fairly good emission performances were demonstrated under different
load conditions (Figure 12.4).

Figure 12.4 Emission performances of a GE10-1 (11MWe) GT
equipped with a catalytic combustor. Taken from [22].
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12.3
Fuel-rich Catalytic Combustion

After having been explored since the pioneering years of catalytic combustion as a
method to reduce fuel NOx formation [3] and to process different liquid fuels [23], the
fuel-rich catalytic combustion-based air staging design concept has recently attracted
interest following the results obtained by Precision Combustion Inc. (PCI). The base
configuration of the rich catalytic lean (RCL) burn technology developed by PCI is
illustrated in Figure 12.5.
Air from the compressor is split into two streams: primary air is premixed with the

fuel and then fed to the catalyst, which is operated under O2 defect conditions;
secondary air is used first as a catalyst cooling stream and then mixed with the
partially converted stream from the catalyst in a downstream homogeneous section
where ignition of gas-phase combustion occurs and complete fuel burnout is readily
achieved. The control of the catalyst temperature below 1000 �C is achieved bymeans
of O2 starvation to the catalyst surface, which leads to the release of reaction heat
controlled by the mass transfer rate of O2 in the fuel-rich stream and of backside
cooling of the catalyst with secondary air. To handle both processes, a catalyst/heat
exchanger module has been developed, which consists of a bundle of small tubes
externally coated with an active catalyst layer, with cooling air and fuel-rich stream
flowing in the tube and in the shell side, respectively [24].
Stabilization of gas-phase combustion in the downstream homogeneous section

can be obtained by a thermal effect, associated with heat released in the catalyst
section and/or by a chemical effect associated with H2 production under fuel-rich
conditions. The lower combustion temperature allowed by stabilization effects
results in a significant reduction of NOx emissions while CO and UHC are kept
at anultra-low level.However, tominimizeNOx emission, the homogeneous ignition
delay downstream of the catalyst section should be long enough to allow effective
premixing of secondary combustion air with catalyst effluent so as to minimize local
over-temperatures. The relative importance of thermal and chemical stabilization

Figure 12.5 Base configuration of the rich catalytic lean (RCL) burn technology [25].
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effects and also ignition delay are mainly controlled by the temperature and
composition of the catalyst effluent, which in turn can be tuned by catalyst design.
According to Smith et al. [25], in full pressure tests the operation of the fuel-rich
catalyst was selective to full oxidation products (CO2 and H2O) since thermal
stabilization was preferred.
Two configurations of the RCL burn technology have been designed: a catalytic

pilot burner, which replaces the existing diffusion flame or partially premixed pilot of
the DLN combustor [26], and a full catalytic burner [25].
The catalytic pilot burner processes only a fraction of the fuel and is targeted to

retrofitting applications with minor combustor modifications. Test results indicate
that to achieve effective stabilization of homogeneous combustion, 18–20% of the
fuel–airmust be processed in the catalytic pilot, which is amuch higher fraction than
the typical 2–5% processed in a conventional pilot burner. Under such conditions,
test results demonstrated single-digit (<5 ppm at 15% O2) emissions of NOx and CO
with low acoustics at 50 and 100% load conditions.
In the full catalytic burner, all the fuel is processed within an RCL burn module

which replaces a conventional premixer–swirler arrangement in theDLN combustor.
This configuration requires major design modification of the combustion with
respect to the pilot burner, but has provided better emission performance: NOx,
CO and UHC emissions below 3, 10 and 2 ppm at 15% O2, respectively, with
negligible combustion acoustics (less than 0.15% peak-to-peak oscillation of mean
combustor pressure).
Results obtained in full pressure tests demonstrated the following advantages of

rich fuel over lean fuel catalytic combustion:

1. Low light-off temperature. Operation under a deficiency of O2 exhibits a higher
catalytic oxidation rate than under an excess of O2, which in turn results in a lower
ignition temperature. Further, much wider ignition/extinction hysteresis is
observed and upon light-off the catalyst keeps ignited down to temperatures well
below the practical range of relevance to GToperation (down to 215 �C in the case
of the low-pressure Saturn T1200 engine). Accordingly, no homogeneous pre-
burner is needed at steady state during partial and full load operation.

2. No risk of flash back in the catalyst section thanks to O2 depletion in the fuel-rich
stream and absence of fuel in backside cooling air.

3. Tolerance to high turbine firing temperatures and to fuel–air non-mixing. For a
given geometry of the catalyst module and with fixed air flow rate and air staging
ratio, the catalyst temperature was proven to be fairly insensitive to the overall
fuel/air ratio (i.e. adiabatic combustion temperature) of the combustor [25]. The
reason is that heat release and heat removal dependmainly on the gas–solid mass
flow rate of O2 in the catalyst side and the air flow rate in the back cooling
side, respectively, and hardly depends on fuel type and concentration.

4. Fuel flexibility. Sub-scale tests at 1MPa proved the viability of RCL technology to
natural gas, landfill gas (70% CH4, 30% CO2), refinery gas (70% CH4, 30%H2),
pre-vaporized diesel No. 2 and gasoline or blast furnace gas with a low heating
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value [27]. This was achieved without significant design changes, since the O2

mass transfer rate hardly depends on the fuel type.

12.4
Oxy-fuel Combustion

Recent studies have addressed the combustion of natural gas with pure oxygen,
highly diluted with exhaust gases (CO2 and H2O) in order to mitigate both NOx and
CO2 emissions from power plants. The so-called oxy-fuel combustion includes an air
separation unit, which deliversO2 to the catalytic stage, where it ismixedwith natural
gas and the exhaust recycle stream. An example is the Advanced Zero Emission GT,
first jointly studied by Norsk Hydro and ABB Alstom Power [28–31].
The Advanced Zero Emission Power (AZEP) concept replaces the traditional

combustorwith amore complex andhighly integrated unit, consisting of a combustor,
an air preheater, a membrane section and a high-temperature heat exchanger section.
As shown in Figure 12.6, air is compressed (typically at 20 bar, 450 �C) in a

traditional GT compressor and most of it is preheated to 900–1000 �C, at which
temperature the mixed conducting membrane reaches a separation efficiency of
40–50%. The separated O2 is diluted by a circulating sweep gas containing mainly
CO2 and H2O, so that the concentration of oxygen in the combustor inlet is about
10%. The O2-depleted air flow is further heated to above 1200 �C in a high-
temperature heat exchanger in counterflow to 90% of the hot combusted gases (the
rest is bled off) and then enters theGTto generate electrical power.Waste heat in both
the oxygen-depleted air stream and the CO2-containing bleed is recovered by
generating steam, utilized in steam turbines for power generation. The CO2 stream

Figure 12.6 The AZEP flow diagram.
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is further cooled to condense water. CO2 is recovered at about 20 bar and then
compressed to thefinal pressure. The claimedmajor advantages of theAZEP concept
are [28]

. no NOx emissions

. 100% capture of CO2

. predicted 30–50% CO2 removal cost reduction compared with conventional
tail-end CO2 capture methods.

The combustor feed stream is an extremely diluted fuel–oxidantmixture (5%CH4,
10%O2, 28% CO2, 57%H2O), with an H2O:CO2 ratio of 2:1, since the exhaust gas is
formed by stoichiometric methane combustion. The reactivity of this mixture is
much lower than that of traditional CH4–airmixtures, so that ignition delay times are
predicted to be nearly an order of magnitude higher, residence times for complete
burn out of CO and UHCs are higher and flame speeds are lower. Fuel-rich catalytic
combustion represents a potential solution for both fast conversion ofmethane in the
highly diluted stream and flame stabilization though the conversion of CH4 into
highly reactive CO and H2 [32].

12.5
Microcombustors

The development of microfabrication technologies for ceramic and metallic materi-
als has significantly promoted, during the last decade, research in the field
of microreactors, characterized by higher specific productivity, better control of
operating conditions and a higher standard of intrinsic safety than large-scale
reactors [33, 34].
Among several investigated applications, an interesting one is the development of

devices for the microgeneration of power based on a combustion process [35].
The value of specific energy, stored for unit weight in a fuel (42–47MJ kg�1 for

hydrocarbons), is in fact two orders ofmagnitude higher than that ofmodern lithium
batteries (0.5MJ kg�1). In principle, the miniaturization could produce an enhance-
ment of the specific power [36]. It has been estimated that values of energetic
efficiency in the range 3–10%with powers in the range 0.5–10Wand volumes of the
combustion chamber as small as 0.1–0.5 cm3 would make energy systems based on
microcombustion largely competitive with the typical batteries used in portable
applications such as laptops and cell phones [35, 37, 38]. Together with high energy
and power densities, the microcombustor-based systems offer, with respect to
batteries, the advantages of instantaneous refill and absence of memory effects [35].
Refueling is in fact easy and can be repeated indefinitely.
Based on these potentials, several research projects have been launched starting

from the pioneering MIT Microengine Project in the mid-1990s [39]. The original
aim of such projects was the development of integrated devices which combined
microcombustion with microturbines [39] or, as in the case of the research project at
Berkeley [35], with internal combustion rotative micro-engines (Wankel type),
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expected to yield high transformation efficiencies. However, the difficulties encoun-
tered in the machinery and operation of miniaturized moving parts [35] have
subsequently oriented the research towards static conversion devices, such as
thermoelectric systems based on the Seebeck effect [37, 38, 40], photovoltaic
systems [41, 42] and thermionic generators [43]. Alternatively to the direct conversion
of energy from the enthalpy of the combustion flue gases, processes are also being
studied in which the heat recovery is obtained through endothermic reforming
reactions with production of H2 streams for the fuelling of H2 fuel cells [44].
Methanol steam reforming [45, 46] and NH3 decomposition [47–49] have been
mostly studied for micro-scale applications.
Independently of the application of microcombustors (either for direct conversion

of energy or heat recovery through endothermicH2 production), several peculiarities
characterize the combustion process in micro-spaces with respect to the process in
conventional equipments [35, 36]. The decrease in the characteristic size of the
combustor chamber amounts to two or even three orders of magnitude (from 10 cm
to less than 1mm), which is accompanied by (i) a dramatic increase in the surface-to-
volume ratio and (ii) a significant decrease of the contact times within the reactor (a
fewmilliseconds). Both factors are sources of instability for the combustion process.
The increase in the surface-to-volume ratio favors both heat losses (thermal quench-
ing) and termination of the radical species through adsorption and recombination
into molecular species (chemical quenching), with consequent extinction of the
combustion at insufficiently high flow rates and fuel concentration. Conversely, the
extremely short residence times favor the occurrence of blow-out at high flow rates.
Efficient insulation of the combustion chamber [47, 50] and the adoption ofmaterials
that do not cause radical termination [51] allow the combustor stability to be
increased, which is still a key issue, unless a highly reactive fuel such as H2

(unsuitable in miniaturized applications) is used [36].
To overcome such hurdles, special devices have been proposed and tested, which

are based on internal heat recovery of waste heat through the adoption of �Swiss roll�
geometries, such as those reported in Figure 12.7 [52].
These microcombustors have demonstrated stable performance using propane as

fuel [52, 53]; however, it must be observed that the presence of a central zone at very
high temperaturemay be critical for the choice ofmaterials and give rise to significant
NOx emissions [54].
Early studies in this field [35, 36] indicated that a high surface-to-volume ratio,

which represents a hurdle for gas-phase combustion, is instead an advantage for
catalytic combustion. In fact the small scale enhances considerably the rate of
gas–solid mass transfer, which favors the kinetics of the combustion process and
compensates for the short residence time. Also, as is well established for large-scale
systems, the presence of a catalytic phase allows for stable combustion at significantly
lower temperature than traditional homogeneous burners [55, 56]. This makes the
design and operation of microcombustors more flexible. Several recent studies have
explored the potential of catalytic microcombustors using H2 [37, 38, 50], methane
[37], propane [52, 53, 57] andmixtures ofH2with propane [57], butane [38, 47, 52] and
dimethyl ether [52].
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Experimental investigations with catalytic microcombustors have generally con-
firmed that stable ignition can be achieved within much wider ranges of concentra-
tions and temperatures than non-catalytic combustors. Still, several aspects have
been highlighted. (i) The activation needs external heating (for instance, an electric
element), which adds complexity to the realization of micro-devices. The ignition
temperature of the catalytic combustor can be decreased by increasing the activity of
the catalyst. Alternatively, a highly reactive fuel can be used; for instance, the light-off
ofH2 orH2-enriched propane streams can occur at room temperature over Pt [37, 56].
(ii) Blow-out of an autothermal combustor operating under lean conditions can occur
at relatively high temperatures (800–1000K) [53, 56], which can affect the stability of
the catalyst, with consequent loss of the ignition performance [37]. (iii) The resistance
to blow-out is greatly enhanced in the case of rich combustion [53, 56, 57], where
the minimum temperature which allows for an ignited state is 100 �C lower than
under lean conditions. (iv) The onset of gas-phase reactions (mixed homogeneous–
heterogeneous regime) has been observed in the case of H2 [50] and propane [56]
combustion at high flow rates.
These aspects suggest some analogies with catalytic combustion forGT in terms of

(i) a requirement for an activity–stability trade-off for the catalyticmaterials, (ii) a need
to cope with simultaneous homogeneous–heterogeneous reactions coupled with
mass transfer effects and (iii) advantages of configurations based on rich combustion.

12.6
Catalytic Materials

Structured catalysts are used in GTand microcombustor applications because of the
severe pressure drop constraints combined with the requirement for a fast rate of

Figure 12.7 Schematic drawing of microcombustors with internal waste heat recovery.
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gas–solidmass transfer. They consist of a ceramic ormetallic substrate (in the formof
either a honeycomb monolith or plates or slabs), which provides the required
geometric and mechanical characteristics, and an active washcoat layer, which
ensures high activity and appropriate morphological properties.

12.6.1
Structured Substrate

Although extruded ceramic honeycombs were extensively investigated in the
earlier stages of development [6, 9], their use has been progressively abandoned,
mainly due to inadequate resistance against thermal shocks. Most ceramics will
fracture during the sudden temperature drop associated with fuel cut-off during
turbine trips.
On the other hand, following the development of hybrid combustor configurations

that prevent operation of the catalyst module at temperatures above 900–1000 �C, the
major drawback of metallic monoliths, namely the limited maximum operating
temperature, has been overcome. Accordingly, honeycombsmade ofmetal foils have
been adopted in GT catalytic combustors in view of their excellent thermal shock
resistance and thermal conductivity properties [9]. In addition,metallic substrates are
a promising option for the fabrication of microcombustors.
MCrAl alloys (M¼Fe or Ni) doped with small amounts of Y (<0.1% w/w) or other

reactive elements (e.g. Zr, Hf) have been adopted for the fabrication of metal
monoliths. These alloys segregate a stable a-Al2O3 scale upon calcination at
900–1100 �C by migration of the Al content (4–6% w/w) to the surface. The a-Al2O3

scale protects the alloy substrate from oxidation under high-temperature and humid
conditions and provides adhesion for the active washcoat layer. Stacked patterns of
corrugated sheets are interlayered with flat sheets to avoid nesting and are assembled
in spiral rolls or a columnar packing to form the honeycomb structure. Herringbone
corrugation patterns can be used to avoid nesting without need for flat spacers and to
provide some tortuosity to the flow pattern [19, 58].
In order to obtain adjacent active and inactive channelswhich provide internal heat

exchange capability as described in Section 12.3.3, themetal foils are generally coated
on a single side with the active catalyst layer. Deposition of the active layer is typically
effected by spraying methods [18, 59–61].

12.6.2
Active Catalyst Layer

The active layer must provide the required activity, selectivity and thermochemical
stability properties. Different active phases can be adopted depending on the
operating constraints and the fuel type. In the following we will mainly focus on
CH4 (i.e. the main constituent of natural gas) as the reference fuel for GT applica-
tions. In this respect, the combustion catalysts that have been most extensively
investigated for configurations based on lean combustion concepts are PdO-based
systems and metal-substituted hexaaluminates.
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12.6.2.1 PdO-based Catalysts
Supported palladium oxide is the catalyst of choice for GT combustors fuelled by
natural gas in view of the following properties:

. maximum activity in CH4 combustion, which results in minimum light-off
temperature;

. unique temperature self-regulation features associatedwith the reversible PdO–Pd
transformation;

. good thermal stability.

Such key features are strongly interconnected via the complex behavior of
supported palladium. It is well known that CH4 combustion activity depends
markedly on the oxidation state of palladium. In Figure 12.8, a typical conversion
curve obtained in temperature-programmed combustion (TPC) experiments during
heating/cooling cycles is plotted.
As reported by many authors [62–66], a large conversion hysteresis is observed

between heating and cooling branches which is associated with reversible transfor-
mation of highly active PdO to poorly active metallic Pd [62, 63]. Indeed, the
temperature ranges where a negative apparent activation energy is observed are
associated with PdO thermal decomposition in the heating branch and with PdO
re-formation in the cooling branch. The detailed features of the PdO–Pd reversible
transformation and its relation to CH4 combustion activity are complex and still
being debated. A thorough state-of-the-art discussion was given by Ciuparu et al. [67].
In the following,we summarize themain features of practical relevance. The position
and amplitude of the activity hysteresis dependsmainly on partial pressure of O2 and
on the nature of the support material. The threshold temperatures of both decom-
position and re-formation of PdO increasemarkedlywithO2partial pressure.Data on
the effect of the support material are reported in Table 12.2.

Figure 12.8 TPC test in the annular reactor at high GHSV. Feed
composition: 0.5% CH4, 2% O2, 1% H2O, balance He.
GHSV¼ 106N cm3 g�1 h�1; heating/cooling rate, 15 �Cmin�1;
catalyst, 10%Pd/La2O3(5%)–Al2O3.
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The threshold temperature of thermal decomposition of PdO does not depend
significantly on the support and corresponds well with the value predicted by
thermodynamics [10, 68]. On the other hand, the support markedly affects the
threshold temperature of PdO re-formation during cooling, which is significantly
lower than that of PdO decomposition. In particular, oxides with high oxygen
mobility such as CeO2, ZrO2 and YSZ present markedly higher threshold tempera-
tures of PdO re-formation and accordingly much lower PdO decomposition/
re-formation hysteresis. The mechanism of such hysteresis has not yet been fully
clarified. It has been proposed that passivation by chemisorbed O2 on the Pd surface
occurs at high temperature, which hinders the formation of bulk PdO [64]. It has also
been suggested that supports with high oxygen mobility would likely promote
nucleation of bulk PdO from the passivation layer [67, 69]. In a recent paper it was
shown that in Al2O3-supported, CeO2-doped catalysts, direct contact with CeO2

particles is required to promote Pd reoxidation effectively (Figure 12.9) [70].
The variations of CH4 combustion activity associated with the PdO–Pd revers-

ible transformation are responsible for the unique thermostating ability of
palladium-supported catalysts. Indeed, in the adiabatic combustion of CH4, the

Table 12.2 Temperature of onset of PdO decomposition (TD)
during the heating ramp and that of re-formation of PdO from Pd
(TR) during cooling in thermal cycling in air for PdO supported on
different alumina-based materials.

Support TD (�C) TR (�C)

Al2O3 795 690
La2O3–Al2O3 800 690
CeO2–Al2O3 795 755
La2O3–CeO2–Al2O3 800 750
ZrO2 800 725
YSZ 800 715

Figure 12.9 HRTEM image of sample Pd/Ce/Al2O3 after
TPO cycle stopped at 833 K during cooling [70].
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catalyst stabilizes at the temperature of PdO decomposition predicted by thermo-
dynamics for the actual oxygen partial pressure (850–900 �C in typical GT
conditions), that is, well below the adiabatic reaction temperature [16, 71]. Tem-
perature oscillation problems have been reported by some authors [14, 72, 73],
which are probably associated with the dynamics of the PdO–Pd transformation
and of the hysteresis in the combustion activity. The use of ZrO2-based supports, a
preferred material for GT combustor catalysts [61], has been claimed to eliminate
oscillation problems.
The light-off performances of palladium catalysts are determined by the kinetics of

CH4 combustion over the highly active PdOphase. There is general agreement in the
literature [74–79] that this reaction exhibits a zero order dependence on O2 concen-
tration and a first-order dependence on CH4 concentration. Strong H2O inhibition
has been reported typically with a negative order of �1 at low temperatures. A few
studies have indicated that H2O inhibition is still present up to 600 �C, although with
a less negative reaction order, higher than�1 [66, 79, 80]. More controversial reports
have appeared on the effect of CO2, which has been indicated either to inhibit CH4

combustion, particularly at high CO2 concentration [76, 77, 81], or not to exert any
effect at all [71, 78].
Apparent activation energies in the range 70–90 kJmol�1 are typically obtained in

dry (i.e. no H2O in the feed) combustion experiments when assuming simple first-
order kinetics in CH4 combustion. However, it has been emphasized that such
activation energies must be corrected to higher values by properly accounting for
H2O inhibition [78].
Several authors have proposed that CH4 combustion over PdO occurs via a redox

mechanism [82–85]. Methane activation through assisted hydrogen extraction is
generally regarded as the rate-determining step, although there is not a general
consensus on the nature of the adsorption sites. Further, desorption of H2O by
decomposition of surface hydroxyls has been reported to play a key role in reaction
kinetics at temperatures below 450 �C [67, 86].
Structure sensitivity of CH4 combustion over PdO is also a widely debated

issue [67]. Ribeiro and co-workers [76, 87] carefully reviewed data reported in earlier
studies and suggested that the wide scatter of turnover frequencies wasmostly due to
spurious factors such as neglect of H2O inhibition, the presence of contaminants
originating either from Pd precursors (e.g. Cl� [88]) or from the support (e.g.
SiO2 [89]) and poor control of the Pd oxidation state. The precise measurement of
PdO surface area is anothermajor problem in the accurate determination of turnover
frequencies. Conventional chemisorption techniques require prereduction of PdO
particles, which can result in major modification of morphology. Measurements of
labeled 18O exchange have been proposed for this purpose [90, 91]. By applying this
technique to samples obtained from single crystals of Pd metal, Ribeiro and co-
workers [87] confirmed that oxidation of Pd metal to PdO during catalyst pretreat-
ment results in a marked increase in the active surface area due to surface
roughening [90, 92]. In addition, CH4 combustion was found to be insensitive on
an amorphous PdO layer grown on different crystal faces of Pdmetal. Unfortunately,
this approach can hardly be applied to real supported catalysts since it has been
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observed that PdO facilitates the exchange of 18O with the support, the exchange
increasing with decreasing size of the PdO particles.
Finally, it is worth emphasizing that the collection of kinetic data on CH4

combustion under conditions relevant to practical applications (high temperature
andhigh reactant concentration) is a difficult task since the results are typically biased
by the onset of temperature gradients associated with the strong exothermicity of
combustion and by the impact of diffusion-limiting effects associated with the very
high reaction rate. Novel structured catalytic reactors, obtained by deposition of thin
catalyst layers on a support with well-defined geometry and assembled in a configu-
ration capable of minimizing mass transfer effects and of dissipating the reaction
heat efficiently, have been developed for this purpose. Examples of such structured
reactors (annular reactor [64, 79], plate cell reactor [93]) are given in Figure 12.10.
Structured reactors equipped with measurement systems able to provide spatially

resolved concentration and temperature profiles have also been developed [94].
Durability of catalyst performance under the harsh environment of a GTcombus-

tor is another key issue in the development of the technology. In addition to
thermomechanical issues discussed in the previous section, volatility and sintering
of the active catalytic species are major concerns in this respect. On the other hand,
poisoning by sulfur and other contaminants has been recognized to have a minor
effect on the catalyst performance due to the high temperature of this application [8].
Due to very high GHSV (>107 h�1), an extremely low limit of vapor pressure

(<10�4 Pa) has been fixed as a rough criterion to match the 8000 h�1 constraint of
catalyst life in GT combustors [95]. Estimates made considering all the relevant
species (metals, oxides, hydroxides, oxyhydroxides) under the oxidizing and water-
containing atmosphere of GT combustors showed that Pd is able to match such a
constraint up to about 1000 �C, whereas most other components (including Pt)
fail [95].

Figure 12.10 Examples of structured catalytic reactors for kinetic
measurements: (a) annular reactor [47, 61]; (b) plate cell
reactor [75].
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The PdO–Pd transformation also plays a key role in the sintering behavior since
coarsening of palladium particles occurs more readily upon thermal reduc-
tion [76, 96]. Sintering of Pd metal particles under conditions relevant to GT
combustors has been investigated [96, 97]. The results showed that sintering occurs
via Ostwald ripening up to an average particle size of hundreds of nanometers. It has
been observed that reoxidation of large metal particles results in a significant
decrease in crystal size [69, 92]. However, such fragmentation, which originates
from the large differences in crystal structure anddensity between the tetragonal PdO
phase and fcc Pd metal phase, occurs via the formation of multiple incoherent PdO
domains [92] and does not result in a real redispersion of the palladium aggregates.
It is worth noting that, in order to match the combined requirements of high

combustion activity and durability under harsh operating conditions, catalysts with a
high Pd loading (about 10% w/w) must be adopted [16, 98]

12.6.2.2 Metal-substituted Hexaaluminate Catalysts
Hexaaluminate (HA)materials containing transitionmetal ions in the structure have
been extensively investigated for GT applications, in view of their excellent thermal
stability and catalytic activity [9, 99–101].
These materials can be represented with the general formula ABM0

xM11�xO19�x,
where A and B are large cations such as Ba, Sr, Ca and La, M0 is a transitionmetal ion
such Cr,Mn, Fe Co, Ni and Cu andM stands for Al. They crystallize in two hexagonal
structures, b-Al2O3 and magnetoplumbite, depending on the nature of the compo-
nents (Figure 12.11).

Figure 12.11 b-Al2O3 and magnetoplumbite structures (large
closed circles¼A and B cations; small closed circles¼M and M0

cations; medium open circles¼ oxygen ions).
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The structures consist of spinel blocks, containing theMandM0 ions, whereas the
mirror planes contain the large cations. The alternate stacking of spinel blocks and
mirror planes results in peculiar hexagonal plate-like crystallites, characterized by a
strong anisotropy along the c-axis direction, that is responsible for the high thermal
stability of these systems [99, 100]. Transition metal cations partially replacing Al3þ

ions provide the significant methane combustion activity of the catalyst [100, 102].
Mn-substituted HA catalysts are the most active. Mn enters the structure at low

concentration preferentially in tetrahedral Al sites with dominant oxidation
stateþ2 and, at high concentrations, in octahedral Al sites with dominant oxidation
state þ3 [103]. The catalytic activity is also influenced by the composition of
the mirror plane: high methane combustion activity has been reported for
Sr0.8La0.2Mn1Al11O19 [104]. This activity is comparable to that of BaMn2Al11O19

and it is slightly lower than that measured over LaMg0.5Mn0.5Al11O19 [105]. It has
been suggested that the incorporation of a divalent cation such as Mg2þ stabilizes
the structure favoring the incorporation ofMn asMn3þ, which is highly active [105].
Thesematerials have beenprepared both byhydrolysis of the alkoxides [100] andby

coprecipitation fromsoluble salts of the constituents by usingNH4OHor (NH4)2CO3

as precipitating agent [106]. Monophasic samples with surface areas in the range
10–15m2 g�1 have been obtained upon calcination at 1300 �C [100, 106].
Recently, the synthesis of nano-sized HA has been proposed via reverse-micro-

emulsion preparation, which is reported to be effective for controlling the hydrolysis
and polycondensation of the alkoxides of the constituents. Using this preparation
route, the nanoparticles crystallize directly to the desired phase at the relatively low
temperature of 1050 �C and maintain surface areas higher than 100m2 g�1 after
calcination at 1300 �C for 2 h [107–109].

12.6.2.3 Rich Combustion Catalysts
Numerous studies have been published on catalyst material directly related to rich
catalytic combustion forGTapplications [73]. However,most data are available on the
catalytic partial oxidation of methane and light paraffins, which has been widely
investigated as a novel route to H2 production for chemical and, mainly, energy-
related applications (e.g. fuel cells). Twomain types of catalysts have been studied and
are reviewed below: supported nickel, cobalt and iron catalysts and supported noble
metal catalysts.
Transition metal carbide catalysts have also been explored as methane partial

oxidation catalysts [110]; promising results were obtained over Mo2C systems and
enhancements were reported with the addition of transition metal promoters.

Supported nickel and cobalt catalysts The catalytic partial oxidation of methane to
synthesis gas (a mixture of CO and H2) has been investigated since 1946, when the
first study onNi catalysts was published [111]. Since then, several investigations have
confirmed the early studies;Ni is highly active for synthesis gas production, but it also
catalyzes carbon formation. It was shown that stable operation can be obtained by
feeding over-stoichiometric O2–CH4 mixtures (i.e. O2:CH4 > 0.5); different regions
tend to establish along the catalytic bed: NiAl2O4, NiO/Al2O3 (active for methane
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oxidation to CO2 and H2O) and supported Ni metal particles (active for methane
reforming with steam and CO2 to synthesis gas) [112]. In order to improve the
stability of the catalysts, much work was done on the modification of the support.
Choudary and co-workers [113–121] studied nickel catalysts supported over CaO,
SiO2, TiO2, ZrO2, rare earth oxide-modified alumina and others. SiO2 and TiO2 were
foundnot to be good supports, because of the formation of inactive binarymetal oxide
phases under high-temperature operating conditions. NiO containing MgO, CaO,
rare earth oxides or alumina catalysts showed high catalytic activity at very short
contact times. The Ni/MgO catalyst system has been extensively studied by Ruck-
enstein andHu [122, 123] and Santos et al. [124]; it is believed that the observed high
catalyst stability results from the formation of a solid solution between Ni and MgO
(extending the catalyst lifetime and reducing sintering) and to the weak basicity of
MgO (probably hindering carbon deposition) [125–127]. The use of rare earths oxides
as supports or promoters has been suggested to reduce the impact of carbon
deposition, due to the capability for oxygen storage (which can favor the gasification
of deposited carbon), and enhance the morphological stability of the support,
preventing sintering and loss of surface area during high-temperature operation.
Alternative approaches for stabilizing the Ni performance include (i) its incorpo-

ration in oxide matrices (for instance, controlled Ni metal crystallites were prepared
by reduction of Ni-containing Mg/Al hydrotalcite-type precursors by Vaccari and co-
workers [128, 129]) and (ii) the addition of an active component (Co, Fe and especially
noble metals), reducing carbon deposition [130, 131].
Co and Fe catalysts have also been studied for the partial oxidation of methane to

synthesis gas. Their potential relies on the fact that Co and Fe have higher melting
and vaporizing points than Ni. Lower performances were mostly observed, however,
which is probably related to the higher activity of CoO and Fe2O3 for the complete
oxidation of methane [121, 132, 133]. The recognized order of reactivity for partial
oxidation is in fact Ni�Co >Fe. However, it was observed that the performance of
Co improves when a promoter is added. An extensive study of the catalytic partial
oxidation ofmethane overCo/Al2O3 catalysts with differentmetals (0.1wt%ofNi, Pt,
Rh, Ru, Pd) and oxides (<4wt% Fe3O4/Cr2O3, La2O3, SnO2, K2O) was recently
performed by Lødeng et al. [134]. A comparison with Ni- and Fe-based catalysts was
also addressed. It was found that addition ofmetal promoters, particularly Rh and Pt,
enhanced the catalyst activity at low temperatures (which resulted in delayed
extinction of the reaction during ramping at �1 �Cmin�1). However, addition of
Ni promoted carbon formation. Addition of surface oxides typically promoted
instability, deactivation and combustion (hence the formation of a stable Co metallic
phasewas hindered). It was found that Ni performed better thanCo-based catalysts at
all temperatures. However, Fe-based catalysts showed high combustion activity.

Noble metal catalysts High yields of synthesis gas were reported for the partial
oxidation of methane over nearly all noble metal catalysts (Pd, Rh, Ru, Pt, Ir) [110].
The observed performances (degree ofmethane conversion and yields of CO andH2)
vary with the catalyst and the operating conditions but all reported data share these
common features: (i) no carbondeposition is observed (Claridge and co-workers [135]
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showed that the relative order of carbon formation is Ni>Pd�Rh, Ru, Ir, Pt); (ii) the
product mixtures consist of CO, H2, CO2 and H2O; and (iii) all reported conversions
and selectivities to CO and H2 are below or approach the values corresponding to
thermodynamic equilibrium.
The direct reaction of methane partial oxidation always competes with total

oxidation reactions, which are also responsible for O2 consumption, whereas steam
and dry reforming and C-forming reactions are also to be considered. All reactions
are catalyzed by thematerials which are active in partial oxidation, but different scales
of reactivity for the catalysts can be estimated from the experimental data. Total
oxidation prevails at the light-off of the fuel-rich stream over most catalysts, but
precious metals are more active than transition metals.
Veser et al. [136] investigated the light-off behavior of C1–C4 alkanes over different

noble metals as a function of the fuel-to-air equivalence ratio f. Their results
(Figure 12.12) showed that the surface ignition temperature generally decreases
with increase in f due to site competition between oxygen and hydrocarbons on the
catalyst surface and the higher sticking probability of O2 on noble metals. A similar
behavior has been reported by several authors [73, 137–139].
As a result, a rich catalytic combustor exhibits better light-off performance than a

lean catalytic combustor. Veser et al. [136] also found that the ignition temperature
correlates well with the C–Hbond energy of the hydrocarbon, in line with the crucial
role of activation of the first C–H bond proposed in the literature [140, 141].
For steam and dry reforming, the following scale of reactivity exists over precious

metals [142, 143]: Ru, Rh>Ni>Pd, Pt. It has been observed that there is a substantial
similarity between the orders of activity of themetals for partial oxidation ofmethane

Figure 12.12 Ignition temperature of light alkanes over a Pt
catalyst as a function of the combustion stoichiometry [136].
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and the orders of activity of the same metals for steam and dry reforming of
methane [135]. Given the relative reactivity of the catalysts, selection of the catalyst
and of the operating conditions can result in differences in the mechanism for
CO and H2 formation. Rh is extremely active in both the direct and secondary
reactions and this explains why rhodium is the catalyst of choice for ultra-short
contact time applications, which have been extensively studied by Schmidt and
co-workers [144–147].With ultra-short contact timesPt appears less selective thanRh
to H2 and this can be explained by a lower intrinsic activity towards direct partial
oxidation and secondary steam and dry reforming reactions.
It must be noted that short contact time reactors are typically operated under

adiabatic conditions with outlet temperatures of the order of 700–1000 �C. Under
such conditions, with respect to other noble metals, Rh is believed to be especially
stable due to a low vapor pressure and an increased resistance to carbon formation
even under severe operating conditions. The use of low surface area oxides such as
a-Al2O3 and ZrO2 as support materials has been reported to improve the catalyst
stability by limiting the coarsening of Rh particles while avoiding incorporation of Rh
within the oxide structure [148].
Still a certain �mobility� of the metal particles has been reported, especially in the

case of ultra-dispersed catalysts with typical Rh loads <1wt%. Recent stud-
ies [149, 150] have shown that highly dispersed Rh/a-Al2O3 catalysts at low Rh
loads undergo an activation process during repeated CH4 partial oxidation runs,
with progressive enhancement of the syngas yield in the temperature range
500–850 �C (Figure 12.13). The conditioning proceeds until extremely high
performances are reached, close to thermodynamic equilibrium, even operating
at contact times of a few milliseconds.
Several studies suggested that CH4 partial oxidation over Rh and othermetals (that

is, the combined activation of CH4 by O2, H2O and CO2) involves a network of
structure-sensitive reaction steps (including C–H and C–O bond breaking) [151–
154], so that the observed activationwas interpreted as the chemical effect of a surface
reconstruction (with loss of defects), driven by the high reaction temperature and the
adsorption of gas-phase species. Indeed, the combined results of pulse chemisorp-
tion analyses, CO-DRIFTspectra and high-resolution transmission electron micros-
copy (HRTEM) indicated that the surface of freshRh catalysts is heterogeneous, since
isolated Rh sites, small raft particles and larger, well-formed three-dimensional
truncated octahedra coexist. The relative abundance of rafts and isolated species with
respect to three-dimensional particles is strongly affected by the preparation proce-
dure and is high in the case of grafting and impregnation techniques. However, the
exposure of the catalyst samples to high-temperature methane-CPO (catalytic partial
oxidation) conditions induced a reconstruction of the surface, since the heterogeneity
was largely eliminated and reorganization of isolated atoms and the smaller aggre-
gates into larger metallic particles occurred. This �smoothing� effect of the high-
temperature reaction can explain the presence and extent of the conditioning process,
when considering the negative impact of Rh defect sites on the syngas catalysis
related to the promotion of carbon deposition. Stable catalysts are thus modeled by
the same high-temperature reaction system.
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Alternatively, specific preparation techniques (such as chemical vapor deposi-
tion [150] or the production of embedded Rh/Al2O3 catalysts [155]) have been
developed to reduce surface heterogeneity and the related C-forming rate and
guarantee stable and evenly distributed Rh particles.

Figure 12.13 Conditioningof 0.5%Rh/Al2O3duringsuccessiveCH4-
CPO runs.Operating conditions: CH4¼ 4%,O2:CH4¼ 0.56, balance
N2; GHSV¼ 800 000Nl (kg cat.)�1 h�1. Dotted line¼ calculated
thermodynamic equilibrium. Reprinted from [149].
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Concerning the operation of catalysts under adiabatic conditions, Basini et al. [156]
reported the results of methane partial oxidation runs in a pilot-scale reactor
operating at high pressure and short contact times, showing stable activity (almost
complete conversion ofmethane and over 90% selectivity toCO andH2) duringmore
than 500 h on-stream. In addition, operability for 20 000 h bench-scale testing has
been claimed recently by the same group [157].
Still, it has been shown that operation of structured reactors under very severe

conditions (e.g. extremely high space velocities and high preheating temperatures,
which may result in surface temperatures exceeding 1000 �C) causes an activity
loss (localized at the reactor inlet) which greatly affects the thermal behavior of the
reactor, but hardly affects the overall reactor performance in terms of methane
conversion and syngas selectivity. Indeed, model analyses have shown that a
decrease in the catalyst activity (and in particular a decrease in the rate of
endothermic reforming reactions) causes an increase in the inlet catalyst temper-
ature, which partly compensates the same activity loss; as a consequence, outlet
conversion and selectivity remain fairly constant and are hardly sensitive to catalyst
aging [158].

12.7
Conclusions

Following wide R&D efforts in the 1990s, catalytic combustors for GTs have finally
reached the commercialization stage. Such an achievement required a combined
effort of designing novel engineering solutions and developing catalytic materials
with high activity and stability performance. Both technical and fundamental issues
are still open. The former are mainly the increase in catalyst robustness and
durability, which should be extended towards a target of a 20 000 h life, the improve-
ment of fuel flexibility and the integration of the catalytic combustor in a larger
machine, whereas the latter are mainly related to the understanding of the complex
behavior of Pd-based catalysts and the development of high-temperature combustion
catalysts. However, the real potential of catalytic combustion for GTs will mainly
depend on future environmental drivers towards ultra-low NOx limits enforced by
severe emission regulations.
Rich catalytic combustion will offer wide opportunities with respect to most of the

above issues, including: flexible integration in different machines, low-temperature
ignition ability, tolerance to fuel concentration and temperature non-uniformities
and fuel flexibility. Further, the production of syngas in short contact time catalytic
reactors could be exploited in several energy-related applications such as fuel cell and
oxy-fuel combustion.
Finally, the development of microcombustors for energy conversion in small

devices appears to be a stimulating field for catalytic combustion research, which
once more will require the combined study of engineering solutions with advanced
catalytic materials.
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13
Catalytic Removal of NOx Under Lean Conditions from Stationary
and Mobile Sources
Pio Forzatti, Luca Lietti, and Enrico Tronconi

13.1
Introduction

Nitrogen oxides (NOx) are formed during the combustion at high temperature of
fossil fuels and of biomasses and are blamed for the production of acid rain, the
formation of ozone in the troposphere and of secondary particulate matter and for
causing a reduction in breathing functionality and damage to the cardio-circulatory
system in humans.
Table 13.1 summarizes representative NOx emission limits for coal-, oil- and

natural gas-fired thermal power plants, gas turbines and incinerators in Europe.
The control of NOx from stationary sources includes techniques ofmodification of

the combustion stage (primary measures) and treatment of the effluent gases
(secondary measures). The use of low-temperature NOx burners, over fire air (OFA),
flue gas recirculation, fuel reburning, staged combustion and water or steam
injection are examples of primary measures; they are preliminarily attempted,
extensively applied and guarantee NOx reduction levels of the order of 50% and
more.However, they typically do notfit themost stringent emission standards so that
secondary measures or flue gas treatment methods must also be applied.
Tables 13.2 and 13.3 show the European emission standards for passenger cars and

for heavy-duty diesel engines.
With the introduction of Euro Vemission standards for passenger cars in 2009, all

diesel engines will be equipped with a common rail (CR) fuel injection system and
with a diesel particulate filter (DPF) to solve the problem of particulate emissions and
of the smoke in transient operation. CO emissions in passenger cars produced by
diesel engines will be lower than gasoline engines (0.5 versus 1 g km�1). However,
gasoline engines will still maintain about 60% lower NOx emission than diesel
engines (0.06 versus 0.18 g km�1). This is the gap to be closed to reach the almost
fuel-neutral Euro VI standards (0.06 g km�1 in gasoline engines versus 0.08 g km�1

in diesel engines).
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For this purpose, in addition to the continuous evolution of CR and exhaust gas
recirculation (EGR), novel primary measures are under study, including the long
route EGR to cool the recirculated exhaust gas, the use of premixed combustion
[which implies, however, higher CO and unburned hydrocarbon (UHC) emissions],
the reduction of the compression ratio, the shaping of the injection rate and so on.
Still, the after-treatment catalytic technologies for NOx removal and for CO/hydro-
carbon (HC) and particulate matter (PM) reduction in passenger cars must be
improved significantly.
Also for the case of heavy-duty diesel engines, a substantial reduction in the

emissions of NOx and PM is required in the near future.
At present themost effective available after-treatment techniques for NOx removal

under lean conditions are ammonia selective catalytic reduction (SCR) [1–3] andNOx

storage reduction (NSR) [4–6]. Indeed, three-way catalysts (TWCs) are not able to
reduce NOx in the presence of excess oxygen, because they must be operated at air/
fuel ratios close to the stoichiometric value. Also, non-thermal plasma (NTP) and
hydrocarbon-selective catalytic reduction (HC-SCR) are considered, although they
are still far from practical applications.

Table 13.1 Representative NOx emission limits for large thermal
power plants (>50MWth), gas turbines and incinerators in
Europe.

Stationary units NOx emission limit (ppm)

Coal-fired power plants (at 6% O2) 100
Oil-fired power plants (at 3% O2) 75
Natural gas-fired power plants (at 3% O2) 50
Gas turbines (at 15% O2) 25
Incinerators (11% O2) 35

Table 13.2 EU emission standards for passenger cars (g km�1).

Tier Date CO HCs HCsþNOx NOx PM

Diesel
Euro III January 2000 0.64 — 0.56 0.50 0.05
Euro IV January 2005 0.50 — 0.30 0.25 0.025
Euro V September 2009 0.50 — 0.23 0.18 0.005
Euro VI September 2014 0.50 — 0.17 0.08 0.005

Gasoline
Euro III January 2000 2.30 0.20 — 0.15 —

Euro IV January 2005 1.0 0.10 — 0.08 —

Euro V September 2009 1.0 0.10 — 0.06 0.005
Euro VI September 2014 1.0 0.10 — 0.06 0.005
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In the following, ammonia SCR and NSR technologies are illustrated and
discussed with a view to novel stationary and mobile applications.

13.2
Selective Catalytic Reduction

13.2.1
Standard SCR Process

The standard SCR process is based on the reduction of NO with ammonia to water
and nitrogen according to the following main reaction:

4NOþ 4NH3 þO2 ! 4N2 þ 6H2O ð13:1Þ

In fact, NO accounts for 90–95%ofNOx in exhausts. Aqueous ammonia or urea, as
ammonia precursor, are typically employed. The term �selective� refers to the unique
ability of ammonia to react selectively with NOx instead of being oxidized by oxygen.
In the case of sulfur-containing fuels (e.g. coal or oil), SO2 is produced during

combustion in the boiler along with minor percentages of SO3; SO2 can further be
oxidized to SO3 over the catalyst:

SO2 þ 1
2
O2 ! SO3 ð13:2Þ

Reaction (13.2) is highly undesired because SO3 reacts with water present in the
flue gas in large excess and with ammonia to form sulfuric acid and ammonium
sulfate salts. The ammonium sulfate salts deposit and accumulate on the catalyst if
the temperature is not high enough, leading to catalyst deactivation, and on the cold
equipment downstream of the catalytic reactor, causing corrosion and pressure drop
problems. The catalyst deactivation by deposition of ammonium sulfate salts can be
reversed upon heating.
Commercial SCR catalysts are made of homogeneous mixtures of titania, tungsta

and vanadia (ormolybdena). Titania in the anatase form is used as a high surface and
sulfur-resistant carrier to disperse the active components. Tungsta or molybdena is
employed in large amounts (10 and 6% w/w, respectively) to increase the surface
acidity and the thermal stability of the catalyst and to limit the oxidation of SO2.
Vanadia is responsible for the activity in the reduction of NOx, but it is also active in
the oxidation of SO2. Accordingly, its content is kept low, usually below 1–2% w/w.

Table 13.3 EU emission standards for heavy-duty diesel engines (g kW�1 h�1) (smoke in m�1).

Tier Date CO HCs NOx PM Smoke

Euro III October 2000 2.1 0.66 5.0 0.10 0.8
Euro IV October 2005 1.5 0.46 3.5 0.02 0.5
Euro V October 2008 1.5 0.46 2.0 0.02 0.5
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Commercial catalysts also contain silicoaluminates and glass fibers as additives to
improve the catalyst strength.
The study of V–Ti–O, W–Ti–O, Mo–Ti–O, V–W–Ti–O and V–Mo–Ti–O catalysts

has proved that [7–25]:

1. The commercial catalysts are constituted by anatase TiO2 with V2O5 andWO3 (or
MoO3) well dispersed over the surface of the support due to the strong interaction
with titania.

2. Vanadium oxide is present in the form of isolated vanadyls (at low V loading) and
polymericmetavanadate species (at high V loading) over dry surfaces.Monomeric
wolframyls and polymeric WxOy species are present over dehydrated W–Ti–O
catalyst. The presence of molybdenyl species has been observed in the case of
Mo–Ti–O catalysts, while the existence of MoxOy species was not evidenced but
cannot be excluded. The structures of the supported V and W/Mo surface oxide
species are not significantly affected by the presence of each other, suggesting that
the structural features of the surface oxide species are primarily controlled by the
interaction with the TiO2 surface.

3. Evidence for the occurrence of an electronic interaction betweenVandWhas been
reported, possibly involving the semiconductor character of the TiO2 support and
leading to a different reducibility of the catalysts.

4. The high activity of V–W–Ti–O and of V–Mo–Ti–O is due to a synergistic effect
betweenVandW (Mo) oxide species and is related to the superior redox properties
of the ternary catalysts.

The SCR catalysts are used in the form of honeycomb monoliths or plates to
guarantee lowpressure drops in view of large frontal areawith parallel channels, high
external surface area per unit volume of catalyst, high attrition resistance and low
tendency for fly ash plugging. The SCR monoliths and plates are assembled into
standard modules and inserted into the reactor to form catalyst layers.
The SCR process is highly sensitive to inhomogeneities in the ammonia distribu-

tion at the inlet of the catalyst layer [26, 27].
Figure 13.1 shows the increment of the catalyst volume required to keep the

ammonia slip below5 ppmwithNH3:NOx inlet ratioa equal to 0.8when the standard
deviation of a [s(a)] increases; for s(a) > 0.2 an asymptotic behavior is apparent
because the flow inside the channel is segregated and the local NH3:NOx ratio is
higher than 1 at the entrance of a significant number of monolith channels. Non-
uniform distribution of NH3 and NOx over the entire cross-section of the catalytic
converter is minimized by proper design of the ammonia distribution grid and its
precise tuning during plant startup, position of guide vanes, use of a dummy layer
before the catalyst layers and optimization of the flowdistribution on the basis of cold
models or computational fluid dynamics (CFD) calculations. These problems
typically lead to NOx removal efficiencies of 80–85% in high-dust arrangements
(catalytic reactor located immediately after the boiler and economizer) and of 90–95%
in tail-end arrangements (catalytic reactor located after the electrostatic precipitator
and the flue gas desulfurization unit).
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An important requirement for SCR catalysts, especially for stationary applications
and power stations, is to combine high activity in the de-NOx reaction and very low
(almost negligible) activity in the oxidation of SO2 to SO3.
As shown in Figure 13.2, the intrinsic first-order rate constant of NOx reduction

increases linearly with the vanadium content whereas the intrinsic first-order rate
constant for the oxidation of SO2 increases more than linearly with the vanadia
content. This is consistent with the identification of the active sites for NOx reduction
with isolated V sites as opposite to the active sites for SO2 oxidation that are probably
associatedwith dimeric (or polymeric) sulfated vanadyls, in linewith the consolidated
picture of the active sites in commercial sulfuric acid catalysts [29]. Accordingly, high

Figure 13.2 Dependence of the intrinsic kinetic constant kC of de-
NOx and SO2 oxidation reactions (full squares and circles,
respectively) on the V content of the catalyst. T¼ 350 �C, kde-NOx

(Nmh�1); kSO2�SO3 (s
�1). Adapted from ref. [28].

Figure 13.1 Influence of themaldistribution of theNH3:NOx ratio
(a) over the cross-section at the inlet of the catalytic converter on
the percentage of extra catalyst volume requires to keep the
ammonia slip below 5 ppm for a¼ 0.8. Adapted from ref. [27].
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dispersion of surface V oxide must be realized during the impregnation of the
tungsta–titania ormolybdena–titania powders with the solution of the vanadium salt,
as indeed is attained in commercial catalysts, and typically the vanadia content must
be low (<1.5% w/w).
In addition, the reduction ofNOx is a very fast reaction and is controlled by external

and internal diffusion [27, 30]. In contrast, the oxidation of SO2 is very slow and is
controlled by the chemical kinetics [31]. Accordingly, the SCR activity is increased by
increasing the catalyst external surface area (i.e. the cell density) to favor gas–solid
mass transfer while the activity in the oxidation of SO2 is reduced by decreasing the
volume of the catalyst (i.e. the wall thickness); this does not affect negatively the
activity in NOx removal because significant ammonia concentrations are confined
near the external geometric surface of the catalyst.
Different proposals have been advanced for the mechanism of the standard SCR

reaction, which have been reviewed by Busca et al. [32]. Inomata et al. proposed that
ammonia isfirst adsorbed asNH4

þ at aV–OHBrønsted site adjacent to aV5þ¼Osite
and then reactswith gas-phaseNO to formnitrogen andwaterwhile V4þ–OHgroups
arereoxidizedtoV5þ¼Obygaseousoxygen[33]. Janssenetal.demonstratedthatoneN
atomof theN2productcomesfromNH3andtheother fromNO[34].Ramis etal.,based
onFouriertransforminfrared(FT-IR)spectroscopicevidence,proposedthatammonia
isadsorbedoveraLewisacidsiteandisactivatedtoformanamidespecies,whichreacts
with gas-phase NO to give a nitrosamide intermediate NH2NO, which is known to
decompose easily to N2 and H2O; the catalytic cycle is closed by reoxidation of the
reduced catalyst by gaseous oxygen [35]. Topsøe et al. proposed that ammonia is
adsorbed at a V5þ–OH site and is activated by a nearby V5þ¼O group, which is then
reduced to V4þ–OH; again, the catalytic cycle is closed by reoxidation of V4þ–OHby
gaseousoxygen [36]. It isworthnoting that (i) bothmechanisms proposed by Inomata
et al. and by Topsøe et al. require the participation of dimeric or polymeric vanadyl
species; (ii) in contrast, the mechanism proposed by Ramis et al. requires the
participation of isolated vanadyls and this is consistent with the linear dependence
of the rate constant of NOx reduction on the vanadia loading shown in Figure 13.2;
(iii) whatever the reactionmechanism is, a key step is represented by the formation of
a reaction intermediate that decomposes rapidly and selectively to nitrogen andwater
(this is the case with the nitrosamide intermediate or of NH4NO2, the hydrated form
ofNH2NO); and (iv) it has been recognized that other catalyst components, such asW
or Mo and Ti surface sites, adsorb ammonia and participate in the reaction by
providing a reservoir of ammonia adsorbed species [37] .
In spite of the redox mechanism discussed above, the following Eley–Rideal (ER)

kinetic expression has been proposed in the literature:

rNO ¼ kcKNH3PNH3PNO

1þKNH3PNH3 þKWPH2O
ð13:3Þ

where kc is the intrinsic chemical rate constant and KNH3 and KWare the adsorption
equilibrium constants of ammonia and water, respectively.
Equation13.3 implies that the reactionbetweenadsorbedNH3andgas-phaseNOis

rate determining and is also consistent with the fact that the reaction is virtually
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independentontheoxygenpartialpressureabove1–2%v/vandisslightlydepressedby
waterup to5%v/vdue to competitionwithammonia for adsorptionon theactive sites.
This equation is appropriate in the case of typical stationary SCR applicationswhere a
sub-stoichiometric NH3:NOx feed ratio is employed to minimize the slip of uncon-
verted ammonia.However, considering that water does not affect theNOx removal in
the concentration range of industrial interest (>5% v/v), the term KWPH2O can be
incorporated in the kinetic constant k0c, so that the following simplified rate equation
has been successfully applied for the modeling of industrial reactors [38, 39, 27]:

rNO ¼ k0cKNH3PNH3PNO

1þKNH3PNH3

ð13:4Þ

If the NH3:NO ratio (a) is >1 and KNH3PNH3 > 1, Equation 13.4 reduces to
rNO¼ k00PNO.

13.2.2
SCR Applications: Past and Future

The SCR process is best proven and is used worldwide due to its efficiency, selectivity
and economics in coal-fired, oil-fired and gas-fired power stations, industrial heaters,
chemical plants (e.g. NHO3 tail gases, fluid catalytic cracking (FCC) regenerators,
explosives manufacture plants) and in the steel industry. The introduction of stricter
emission limits along with the high cost of alternative very efficient primary
measures will favor in the future the more extensive application of the NOx SCR
control system in large gas turbines, incinerators and stationary diesel engines; novel
applications are also predicted in the cement and glass industries.
In some of these applications, the reaction is preferably operated at low tempera-

ture and under transient conditions. For example, in the most energy-efficient
arrangement of incinerators (Figure 13.3), the exhaust gases are first freed from
dust in electrostatic precipitators, then dry adsorption agents are added to remove
sulfur dioxide, halogens and dioxins, and finally they are passed through highly
efficient bag filters. At the exit of the bag filters, the dust content is very low, the

Figure 13.3 Energy-efficient arrangement of SCR in incinerators.
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exhaust gas temperature is around 170–200 �Cand the content of SO2/SO3 and other
pollutant gases is almost zero. Then the exhaust gases enter the SCR reactor without
any reheating or are reheated to a very limited extent. This eventually improves
markedly the overall energy efficiency of the incineration process. In the case of
stationary diesel engines, fast load changes are frequently experienced.
The SCR technology is also considered for the control of NOx emission in diesel

vehicles. Here the SCR catalyst is typically placed after the diesel oxidation catalyst
(DOC), which is used to oxidize CO andUHCs and to convert part of the NO to NO2.
In this way, the SCR catalysts can take advantage of the fast SCR reaction to enhance
significantly the de-NOx efficiency at low temperature (Figure 13.4). The fast SCR
reaction is based on the following stoichiometry:

NOþNO2 þ 2NH3 ! 2N2 þ 3H2O ð13:5Þ
The SCR catalyst in vehicles must operate under fast transients, be effective at low

temperature where most NOx emissions are produced and perform adequately in a
wide temperature range (from 200 up to 500 �C).
Therefore, there is a strong motivation to develop a dynamic model of the SCR

monolithic reactor suitable for extended temperature operation and to study the fast
SCR reaction in viewof future possible applications. In the following,wewill focus on
these two issues.

13.2.3
Modeling of the SCR Reactor

13.2.3.1 Steady-state Modeling of the SCR Reactor
A simple isothermal pseudo-homogeneous, single-channel, 1D model is typically
adopted to model a monolith SCR reactor [27, 30, 38, 40–50], which implies uniform
conditions over the entire cross-section of the monolith catalysts and accounts only

Figure 13.4 Layout of DOC and SCR in vehicles.
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for the axial concentration gradients inside the channel, whereas the effects of inter-
phase and intra-phase mass transfer are lumped into the overall effective pseudo-
first-order rate constant kNOx :

kNOx ¼ �AV ln 1�xNOxð Þ ð13:6Þ
whereAV (area velocity) is the ratio of the volumetricflow rate to the overall geometric
surface area of the monolith catalyst (mh�1), xNOx is the conversion of NOx

(0< xNOx < 1) and kNOx is given by

1
kNOx

¼ 1
kC

þ 1
kg

ð13:7Þ

where kC¼hkSCR (h¼ catalyst internal efficiency and kSCR¼ intrinsic kinetic con-
stant of the SCR reaction) is the effective rate constant of the chemical reaction that
incorporates the effect of mass transfer in catalyst pores, and kg is the gas–solidmass
transfer coefficient. In fact, the SCR reaction operates under combined intra-particle
and external diffusion control.
It has been demonstrated that kg can be estimated by analogy with the Graetz–

Nusselt problem governing heat transfer to a fluid in a duct with constant wall
temperature (Sh¼NuT) [30] and that the axial concentration profiles of NO and of
NH3providedby the 1Dmodel are equivalent and almost superimposedwith those of
a rigorousmultidimensionalmodel of the SCRmonolith reactor in the case of square
channels and of ER kinetics, which must be introduced to comply with industrial
conditions for steady-state applications characterized by substoichiometric NH3:NO
feed ratio, that is, a< 1 (see Section 13.2.1) [30].
The study of the intra-phase mass transfer in SCR reactors has been addressed by

combining the equations for the external field with the differential equations for
diffusion and reaction of NO andNH3 in the intra-porous region and by adopting the
Wakao–Smith random pore model to describe the diffusion of NO and NH3 inside
the pores [30, 44]. The solution of the model equations confirmed that steep reactant
concentration gradients are present near the external catalyst surface under typical
industrial conditions so that the internal catalyst effectiveness factor is low [27].
Laboratory data collected over honeycomb catalyst samples of various lengths and

under a variety of experimental conditions were described satisfactorily by themodel
on a purely predictive basis. Indeed, the effective diffusivities of NO and NH3 were
estimated from the pore size distribution measurements and the intrinsic rate
parameters were obtained from independent kinetic data collected over the same
catalyst ground to very fine particles [27], so that the model did not include any
adaptive parameters.

13.2.3.2 Unsteady-state Kinetics of the Standard SCR Reaction
The dynamic study of the ammonia SCR reactions was typically addressed by
investigating the adsorption–desorption kinetics of ammonia and then the surface
reactions.
Langmuir kinetics have usually been considered for ammonia adsorption–

desorption kinetics [48, 51, 52]. On the other hand, Andersson et al. ruled out that
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the kinetics of ammonia adsorption–desorption can be described by a simple
Langmuir approach because the complex shape of their ammonia temperature-
programmed desorption (TPD) curves clearly indicated that the surface of the V2O5/
g-Al2O3 catalyst employed is not homogeneous in nature [51]. Still, a strong
correlation between the estimates of adsorption and desorption parameters was
apparent, so extrapolation of their kinetics to different experimental conditions is
questionable [3].
Lietti and co-workers studied the kinetics of ammonia adsorption–desorption over

V–Ti–O and V–W–Ti–O model catalysts in powder form by transient response
methods [37, 52, 53]. Perturbations both in the ammonia concentration at constant
temperature in the range 220–400 �C and in the catalyst temperature were imposed.
A typical result obtained at 280 �Cwith a rectangular step feed of ammonia in flowing
He over a V2O5–WO3/TiO2 model catalyst followed by its shut off is presented in
Figure 13.5. Eventually the catalyst temperature was increased according to a linear
schedule in order to complete the desorption of ammonia.
The results confirm that the adsorption of ammonia is very fast and that ammonia

is strongly adsorbed on the catalyst surface. The data were analyzed by a dynamic
isothermal plug flow reactor model and estimates of the relevant kinetic parameters
were obtained by global nonlinear regression over the entire set of runs. The
influences of both intra-particle and external mass transfer limitations were estimat-
ed to be negligible, on the basis of theoretical diagnostic criteria.
The activation energy for ammonia desorption was found to be close to zero and

accordingly a non-activated ammonia adsorption process was considered (Ea¼ 0):

ra ¼ k
�
a CNH3 1�qNH3ð Þ ð13:8Þ

Figure 13.5 Adsorption–desorption of ammonia at 280 �C on a
model V2O5–WO3/TiO2 catalyst. Dashed lines, inlet NH3

concentration;triangles,outletNH3concentration;solidlines,model
fit with Temkin-type coverage dependence. Adapted from ref. [3].
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This is consistent with the spontaneity of adsorption of a basic molecule, such as
ammonia, over the acid catalyst surface.
In addition, a Temkin-type coverage dependence of the desorption energy had to be

used to describe the data:

rd ¼ k
�
dexp �E

�
d 1�gqNH3ð Þ=RT� �

qNH3 ð13:9Þ
Indeed, a simple Langmuir approach, which considers a constant value of the

adsorption energy, was not appropriate. This is consistent with the presence of
distinct types of acid sites (Lewis and/or Brønsted) characterized by different acid
strength and associated with V, W and Ti surface sites [54].
The solid line in Figure 13.5 represents the model prediction: good agreement is

apparent both in the case of the rectangular step feed change and shut off and the case
of the subsequent TPD run. It is worth noting that the estimated kinetics account
fairly satisfactorily for large variations in the ammonia surface coverage (qNH3 ¼
0–0.8) and in the catalyst temperature (T¼ 220–400 �C).
Similar experiments were performed for NO; they indicated that NO does not

adsorb appreciably on the catalyst surface, in linewith previous literature indications.
The transient response method has also been applied in our laboratories to

investigate the kinetics of the surface reaction of strongly adsorbedNH3with gaseous
orweakly adsorbedNO.Figure 13.6 shows typical results obtained over aV2O5–WO3/
TiO2 model catalyst upon imposing a step feed change of ammonia in flowing
He þ 700 ppmNO1% v/v O2 followed by shut-off.

Figure 13.6 Step feed and shut-off of 700 ppm NH3 in
He þ 700 ppm NO þ 1% v/v O2 over V2O5–WO3/TiO2 model
catalyst at 220 �C. Dashed lines, inlet NH3 concentration; solid
lines, model fit with Temkin-type coverage dependence and
modified Langmuir kinetics, Equation (13.10). (Adapted from
ref. [52]).
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The data demonstrate that the rate of the SCR reaction is unaffected by changes
in the ammonia surface coverage at high coverage, since upon shut-off of ammonia
the NH3 concentration at the reactor outlet rapidly dropped to zero, but the NO and
N2 concentrations were not affected for several minutes. The results could be
described fairly satisfactorily (solid line in Figure 13.6) by the adsorption–desorp-
tion kinetics of ammonia discussed above together with modified Langmuir
kinetics for the de-NOx surface reaction, which assume that the reaction is virtually
independent of the ammonia surface coverage above a characteristic �critical value�
q�NH3

:

rNO ¼ kC CNO q�NH3
1�exp qNH3=q

�
NH3

� �h i
ð13:10Þ

This empirical rate expression considers the active sites of the catalyst as only a
fraction of the total adsorption sites for ammonia and is consistent with the presence
of a �reservoir� of ammonia adsorbed species which can take part in the reaction. The
ammonia �reservoir� is likely associated with poorly active but abundant W and Ti
surface sites, which can strongly adsorb ammonia; in fact, q�NH3

roughly corresponds
to the surface coverage of V. Once the ammonia gas-phase concentration is de-
creased, the desorption of ammonia species originally adsorbed at theWand Ti sites
can occur followed by fast readsorption. When readsorption occurs at the reactive V
sites, ammonia takes part in the reaction. Also, the analysis of the rate parameter
estimates indicates that at steady state the rate of ammonia adsorption is comparable
to the rate of its surface reaction with NO, whereas NH3 desorption is much slower.
Accordingly, the assumption of equilibrated ammonia adsorption, which is custom-
arily assumed in steady-state kinetics, may be incorrect, as also suggested by other
authors [55].
The complete unsteady-state model for adsorption–desorption and surface reac-

tions of the plug flow laboratory reactor was based on the following equations:
NH3 mass balance on the catalyst surface:

qqNH3

qt
¼ ra�rd�rNO�rox ð13:11Þ

NH3, NO and N2 mass balances on the gas stream:

qCNH3

qt
¼ �v

qCNH3

qz
þWNH3 ra�rd�rNO�roxð Þ ð13:12Þ

qCNO

qt
¼ �v

qCNO

qz
þWNH3 rNO ð13:13Þ

qCN2

qt
¼ �v

qCN2

qz
�WNH3 rNO þ 0:5roxð Þ ð13:14Þ

where WNH3 represents the catalyst NH3 adsorption capacity (molmcat
�3).

In addition to adsorption and desorption of ammonia (ra and rd, respectively, with
rate Equations 13.8 and 13.9) and to its surface reaction with NO to give nitrogen and
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water (rNO, with rate Equation 13.10), ammonia oxidation to N2 (rox, with rate
Equation 13.15) was also introduced in order to account for the direct oxidation of
ammonia occurring at high temperatures:

rox ¼ k�oxexp �Eox=RTð ÞqNH3 ð13:15Þ
More recently, specific attention was paid to transient experiments in the low-

temperature region; accordingly, dedicated dynamic experiments have been per-
formed on a commercial V2O5–WO3/TiO2 catalyst in a wide temperature range [56].
Figure 13.7 shows data recorded at 175 �C feeding NH3 step pulses in flowing
He þ NO (1000 ppm) þ O2 (2% v/v) þ H2O (l% v/v).
It is worth noting that when the ammonia feed is shut off, the NO concentration

trace decreases, passes through a minimum and then begins to increase, recover-
ing the inlet value when the reaction is depleted. The symmetrical evolution of N2

confirmed the occurrence of the SCR reaction. These effects were always observed
in transient experiments performed at T< 250 �C and have also been reported in
the past over different commercial SCR catalysts (see Figure 13.6 and refs [57]
and [58]). They have been attributed to the inhibiting effect of excess NH3, possibly
caused by a competition between NO and ammonia in adsorbing on the catalyst.
This effect is of limited interest for stationary applications of the standard SCR
technology, but it may play a role in mobile applications, since it becomes more
important at low temperature and significantly affects the dynamic response of the
SCR systems.
This dynamic effect attributed to the inhibition of ammonia has recently been

accounted for by a dual-site modified redox (MR) rate law, that assumes competition

Figure 13.7 Step feed and shut-off of ammonia in He þ 2% v/v
O2 þ 1% v/v H2O þ 1000 ppm NO over V2O5–WO3/TiO2

model catalyst at 175 �C. Dashed lines, inlet NH3 concentration;
solid lines, model fit with MR rate law, Equation (13.16).
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between ammonia and NO in adsorbing on the catalyst) [56]:

rNO ¼ k
�0
NOexp � ENO=RTð Þ½ �CNOqNH3

1þK 0
NH3 qNH3=1�qNH3ð Þ½ � 1þKO2 CNOqNH3=PO2

1
4

� �h i ð13:16Þ

In Figure 13.7, the model predictions obtained by using either the MR rate
expression, Equation 13.16 (solid thick lines), or the modified ER kinetics, Equa-
tion 13.13 (solid thin lines), are compared: it clearly appears that the redox kinetics
account better for the transient behavior upon shut-down of the ammonia feed.
Also, the MR kinetics provided a much better description than the modified ER

kinetics of fast SCR transients originated by high-frequency NH3 feed pulses in a
stream of 1000 ppm NO, 2% v/v O2 and 1% v/v H2O and similar to those associated
with the operation of SCR after treatment devices for vehicles [56]. Indeed, the MR
model is definitivelymore chemically consistent than themodified ERmodel in view
of the redox character of the standard SCR reaction.

13.2.3.3 Unsteady-state Models of the Monolith SCR Reactor
Andersson and co-workers developed a single-channel, transient, 1Dnon-isothermal
model of themonolith SCR reactor to describe the removal of NOx from the exhausts
of diesel vehicles [51]. Thismodel was developed for a coatedmonolith catalyst so that
no account was taken of intra-porous diffusion effects. The model consisted of two
energy balances for the gas and the solid phases (in order to follow thermal transients
associated with changes in the exhaust gas temperature), two mass balances for NO
and NH3 in the gas bulk, two inter-phase continuity equations for NO and NH3 and
one mass balances for adsorbed ammonia. Accumulation terms were included only
in the equations for the catalyst temperature and for the ammonia surface coverage;
axial diffusion was neglected and gas–solid heat and mass transfer coefficients were
estimated according to ref. [30]. Rate expression for ammonia adsorption–desorption
determined by TPD runs were included and rate expression for the surface SCR
reaction were derived from pilot-plant data. The model simulations were compared
with results of dynamic tests collectedwith a 12 L engine equippedwith a honeycomb
SCR catalyst and operating with a stoichiometric injection of ammonia. A good
match between measured and calculated NO conversions was achieved, but some
adjustment to the rate parameters for ammonia desorption were required to account
properly for temperature and ammonia slip.
In recent years, several proposals have beenmade for the numerical simulation of

SCR catalysts, primarily of coated monoliths [59, 60], and for control-oriented
purposes [61].
Tronconi et al. [46] developed a fully transient two-phase 1D þ 1D mathematical

model of an SCR honeycomb monolith reactor, where the intrinsic kinetics deter-
mined over the powdered SCR catalyst were incorporated, and which also accounts
for intra-porous diffusionwithin the catalyst substrate. Accordingly, themodel is able
to simulate both coated and bulk extruded catalysts. The model was validated
successfully against laboratory data obtained over SCR monolith catalyst samples
during transients associatedwith start-up (ammonia injection), shut-down (ammonia
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shut-down) and step changes of the feed composition at different temperatures and
NH3:NO molar feed ratios, as shown in Figure 13.8.
The same model was applied to the simulation of typical transients occurring

during the operation of industrial SCRmonolith reactors in large power plants. In all
cases it was found that the change inNO outlet concentration is considerably delayed
with respect to the variation of the inlet NH3 concentration. This is unfavorable for a
feedback control system using the ammonia feed as the control variable and makes

Figure 13.8 Experimental and simulated evolution of NO outlet
concentration during start-up and shut-down of an SCR
honeycomb reactor (open circles, a¼ 0.6; triangles, a¼ 0.8;
squares, a¼ 1) (a) and following step variation of NO inlet
concentration (b). Adapted from ref. [46].

13.2 Selective Catalytic Reduction j407



the adoption of a predictive dynamic model attractive. The dynamic model was also
completed with account being taken of the SO2 oxidation reaction in ref. [47].
Recently, the dynamic model of ref. [46] was specifically adapted for mobile SCR

applications by Tronconi and co-workers [62]. The model consists of unsteady mass
and enthalpy balances in the gas phase and in the solid phase:
Gas phase:

qCj

qt
¼ � v

L

qCj

qz
� 4
dh

kmt; j Cj�CW
j

� �
j ¼ NH3; NO ð13:17Þ

qTg

qt
¼ � v

L

qTg

qz
� 4
dh

h Tg�T s
� �

rgCp
ð13:18Þ

Solid phase:

0 ¼ kmt; j Cj�CW
j

� �
þReff ; j j ¼ NH3; NO ð13:19Þ

qT s

qt
¼

h Tg�T s
� �� PNCG

j¼1
DHjReff ; j

rsCp;sSW 1þSW=dhð Þ ð13:20Þ

where NCG is the number of gaseous species. Gas–solid mass and heat transfer
coefficients are evaluated by analogywith theGraetz–Nusselt problem for developing
laminar flow in square ducts [30], as in the case of steady-state models.
The strong intra-phase diffusion limitations are accounted for by the following

equations for diffusion–reaction of the reactants in the catalytic monolith wall
(Equation 13.21) with the appropriate boundary conditions (Equation 13.22):

0 ¼ Deff ; j

q2C�
j

qx2
þS2WRj j ¼ NH3; NO ð13:21Þ

Reff ; j ¼ �Deff ; j

SW

qC�
j

qx

����
W

j ¼ NH3; NO ð13:22Þ

whereRj represents the volumetric intrinsic rate of formation of species j. Build-up of
reactants in the gas phase within the catalyst pores is neglected, whereas accumu-
lation–depletion of NH3 adsorbed on the catalyst surface, which is the controlling
factor in the dynamics of SCR monolith reactors, is described by

WNH3

qWNH3

qt
¼ RNH3� ð13:23Þ

Accordingly, in addition to rate parameters and reaction conditions, the model
requires the physicochemical, geometric andmorphological characteristics (porosity,
pore size distribution) of the monolith catalyst as input data. Effective diffusivities,
Deff,j, are then evaluated from the morphological data according to a modified
Wakao–Smith random pore model, as specifically recommended in ref. [63].
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To describe the NH3 þ NO þ O2 (standard SCR) reacting system, NH3

adsorption–desorption, ammonia oxidation to nitrogen and standard SCR have been
considered with the kinetics already presented in the previous section.
The resulting set of model partial differential equations (PDEs) were solved

numerically according to the method of lines, applying orthogonal collocation
techniques to the discretization of the unknown variables along both the z and x
coordinates and integrating the resulting ordinary differential equation (ODE)
system in time.
The model was validated at Daimler against a large number of transient

experiments with step pulses of NH3 in a continuous flow of NO over full-scale
monolith catalyst samples during test-bench runs with diesel engine exhausts.
Validation maps were generated using the steady-state measured engine operating
points and the deviation between simulated NOx conversion and experimental
data was typically below 4%. The reactor model was also validated by performing
engine test-bench experiments under real conditions in the temperature range
l50–450 �C with ETC (European transient cycle) and ESC (European stationary
cycle) measurements [62].
Figure 13.9 shows the model simulations (gray lines) and experimental results

(solid black lines) for NOx concentrations downstream of the catalyst along with the
inlet NOx concentration values (dotted black lines). The comparison between
measurement and simulation for the NOx reveals that excellent agreement was
obtained for both cycles. The mean error of the model predictions in the de-NOx

efficiency was not higher than 3–4%. These results confirm that the model is able to
predict accurately the dynamic behavior of SCR monolith catalysts under fast
transient conditions. Such results were achieved only by using the MR rate expres-
sion (Equation 13.16); indeed, the adoptionof a classical ER rate lawor ofmodifiedER
kinetics (Equation 13.10) resulted in a significantly less accurate prediction of the
NOx conversion during the fast transient parts of the test cycles.
The ammonia SCR for heavy-duty diesel engines has been commercialized

by Daimler since 2005 in Europe and the USA under the trade name Bluetec
as an after-treatment system able to satisfy the Euro IV and Euro V emission
standards.

13.2.4
Fast SCR

13.2.4.1 Mechanism of Fast SCR
To reduce the emissions during cold start of the engine and extended operation at low
loads in vehicles, it has been proposed to use the so-called fast SCR reaction in which
NH3 reacts with NO and NO2 according to

4NH3 þ 2NOþ 2NO2 ! 4N2 þ 6H2O ð13:24Þ

This reaction has been known since the 1980s to be faster by one order of
magnitude than the standard SCR (Equation 13.1) at low temperatures [64].
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Indeed, it is possible to install on vehicles a preoxidizing catalyst upstreamof the SCR
catalyst that converts part of the NO to NO2; the DOC also oxidizes CO and UHCs to
CO2.
The study of the mechanism of the fast SCR over V–W–Ti–O catalysts was

addressed first by Koebel and co-workers [65–68]. They suggested that (i) the
reoxidation of the catalyst is rate determining at low temperature in the redox cycle of
standard SCR catalyst, (ii) NO2 reoxidizes the catalyst faster than O2; the
NO2-enhanced reoxidation of the catalyst was demonstrated by in situ Raman
experiments, (iii) the reaction occurs via the nitrosamide intermediate in both
standard and fast SCR and (iv) ammonium nitrate is considered an undesired
side-product.

Figure 13.9 Validation of the dynamicmodel of themonolith SCR
reactor during ESC and ETC tests. All concentrations are
normalized by the respective maximum inlet value during the test
cycle. Dotted black lines, inlet values; solid black lines, outlet
measurements; gray lines, outlet simulations. Adapted from
ref. [62].
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Themechanismof fast SCRover a zeolite-based catalyst has also been addressedby
Sachtler and co-workers using an IR technique [69, 70]. They concluded that nitrogen
is produced through fast decomposition of ammonium nitrite (the hydrated form of
nitrosamide), which is formed from equimolar NO/NO2 feeds via N2O3 and its
reaction with water and ammonia:

NOþNO2 !N2O3 ð13:25Þ

N2O3 þH2Oþ 2NH3 ! 2NH4NO2 ! 2N2 þ 4H2O ð13:26Þ
Ammonium nitrite is unstable above 100 �C and the sum of reactions (13.25)

and (13.26) results in the fast SCR reaction (13.24). This reaction scheme can
explain the optimal 1:1 NO:NO2 feed ratio of the fast SCR on the basis of well-
known chemistry; however, it cannot explain all of the several products (N2,
NH4NO3, N2O) observed in experiments covering the full range of NO:NOx feed
ratios [71].
Tronconi and co-workers, through an extensive study of the reactivity of NH3–NO/

NO2mixtures with different NO:NO2 ratios over V–W–Ti–O SCR catalysts, proposed
a novel mechanism for the fast SCR reaction that has been validated step by step by
dedicated experiments [71–74].
The main features of this mechanism include:

1. Fast dimerization of NO2 followed by reaction with water to give nitrous acid and
nitric acid (this chemistry is well known from nitric acid plants):

2NO2 !N2O4 ð13:27Þ

N2O4 þH2O!HNO2 þHNO3 ð13:28Þ
2. In the presence of NH3, nitrous acid forms ammonium nitrite, which readily

decomposes to N2:

HNO2 þNH3 ! NH4NO2½ �!N2 þ 2H2O ð13:29Þ

3. Nitric acid is able to oxidize NO to NO2, being reduced to nitrous acid:

HNO3 þNO!HNO2 þNO2 ð13:30Þ

4. In the presence of adsorbed NH3, nitrous acid produces N2 via decomposition of
NH4NO2 [reaction (13.29)].

5. NH4NO3, formed by reaction of nitric acid and ammonia, can also oxidize NO to
NO2 and therefore it can participate in the same reaction pathway as described
above.

The stoichiometry of the fast SCR reaction (Equation 13.24), is recovered once the
overall reaction summarizing the chemistry of the NO2–NH3 system is coupled with
that describing the addition of NO to this reacting system. The proposed reaction
scheme accounts for the optimal equimolar NO:NO2 feed ratio and also for the
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selectivity to all the observed products, namely N2, NH4NO3, HNO3 and N2O
(originated by decomposition of NH4NO3 at high temperature). Furthermore, it is in
agreement with the observed kinetics of the fast SCR reaction, which at low
temperature is limited by the reaction between HNO3 and NO.
It isworthmentioning that the same chemistry is involvedwhen surface nitrite and

nitrate are considered instead of gas-phase nitrous and nitric acid. Indeed, surface
nitrate has been suggested to take part in the reoxidation of the reduced catalyst sites,
thus accounting for the higher rate of the fast SCR reaction compared with the
standard SCR reaction [74].
The capability of NO to reduce nitrates, providing a pathway for the production of

ammonium nitrite and thus of nitrogen, has also been demonstrated recently by
Weitz and co-workers, mainly on the basis of IR data collected over BaNa-Y
zeolite [75]; however, according to a parallel additional route NO would also react
with NO2 to form N2O3 and then nitrogen [reactions (13.25) and (13.26)], as already
discussed. The oxidation of NO by surface nitrates over a Pt–Ba/Al2O3 catalyst has
also been reported by Olsson et al. [76], whereas the formation of surface nitrates
from NO2 on bare Al2O3 has been reported by Apostolescu et al. [77] and previously
observed in our laboratories also [78].

13.2.4.2 Unsteady-state Models of the Monolith NO/NO2/NH3 SCR Reactor
To describe theNH3 þ NO/NO2 reaction systemover a wide range of temperatures
andNO2:NOx feed ratios in addition to ammonia adsorption–desorption, ammonia
oxidation and standard SCR reaction with the associated kinetics already discussed
in Section 2.3.2, the following reactions and kinetics have been considered by
Chatterjee and co-workers [79]:

. NO2 disproportion: 2NO2 þ H2O ! HNO2 þ HNO3

ramm ¼ k
�
ammexp

�Eamm

RT

� 	
PH2O C2

NO2
�CHNO3 CHNO2

KEQamm

 !

ð13:31Þ

. reaction of nitrous acid and ammonia: HNO2 þ NH3 ! [NH4NO2] ! N2 þ
2H2O

rnit ¼ k
�
nitexp

�Enit

RT

� 	
qNH3 CHNO2 ð13:32Þ

. adsorption–desorption equilibrium of ammonium nitrate:

rdec ¼ kadsnitqNH3CHNO3�k
�
decexp

�Edec

RT

� 	
qNH4NO3 ð13:33Þ

. reaction of HNO3 and NO: HNO3 þ NO ! HNO2 þ NO2

rFST ¼ k
�
FSTexp

�EFST

RT

� 	
gFST

CNOCHNO3�CNO2CHNO2

KEQFST

� 	
ð13:34Þ
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with gFST ¼ 1=½1þKLH2qNH3=ð1�qNH3�qNH4NO3Þ�;

. NO2 SCR: 6NO2 þ 8NH3 ! 7N2 þ 12H2O

rNO2r ¼ k
�
NO2rexp

�ENO2r

RT

� 	
qNH3CNO2 ð13:35Þ

. formation of N2O: NH4NO3 ! N2O þ 2H2O

rN2O ¼ k
�
N2Oexp

�EN2O

RT

� 	
qNH3CHNO2 ð13:36Þ

The rate parameters in Equations (13.31)–(13.36) were estimated by regression of
transient microreactor experiments performed over commercial V2O5–WO3/TiO2

catalyst with medium–high V content following a sequential fitting strategy to
minimize correlations in view of the large numbers of parameters required to
account for the comprehensive reaction scheme.
Themodel of the honeycombmonolith SCR converter employed in the study is an

extension of the heterogeneous dynamic 1D þ 1D model of the single monolith
channel already developed for standard SCR [62]. Briefly, the model includes the
unsteady differential mass balances of six gaseous species (NH3, NO, NO2, N2, N2O
andHNO3) and of two adsorbed species (NH3

� andNH4NO3
�), while a pseudo-steady-

state assumption is applied to HNO2. Enthalpy balances for the gas and solid phases
are included to account for the thermal effects. In addition, intra-phase diffusion
limitations are accounted for by equations for diffusion–reaction of the gaseous
reactants in the intra-porous monolith walls, with effective diffusivities evaluated
from the catalyst morphological data according to a modifiedWakao–Smith random
pore model.
The model was validated against heavy duty and passenger car diesel engine test

bench experiments. A good correlation was obtained between ESC and ETC experi-
ments and simulation with 0 and 0.5% NO2:NO ratios and a �virtual oxidation�
catalyst. The virtual oxidation catalyst model was realized by placing an oxidation
catalyst model in front of the SCR catalyst.
Table 13.4 indicates that there is still a significant increase in the total NOx

conversion compared with the simulations without NO2 in the inlet feed. However,
an appropriate design of the oxidation catalyst is necessary.
Additionally, the presence of NO2 in the inlet feed allows a reduction in the catalyst

volume by keeping the SCR efficiency at the same level.

Table 13.4 Total NOx conversion efficiencies (%) with a¼ 1.

NOx conversion ESC ETC

0% NO2 90.7 87.5
50% NO2 94.0 94.9
DOC NO2 93.6 91.8
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The extended SCR model has been integrated with other catalyst and diesel
particulate filter (DPF) models in the Daimler exhaust gas after-treatment systems
simulation environment ExACT. Themodel was also extended to other SCR catalytic
materials [79].

13.3
NOx Storage Reduction

13.3.1
NSR Technology

The NSR catalysts, also referred to as NOx adsorbers or lean NOx traps (LNTs),
represent an alternative to urea/ammonia SCR catalysts for the removal of NOx

under lean conditions.
In the NSR process, NOx are stored under lean conditions in the form of nitrites

and nitrates and are reduced to nitrogen and water under rich conditions by UHCs,
CO and H2 present in the exhausts or by HCs injected into the exhaust gases.
Accordingly, the engine operates under cyclic conditions, by alternating long lean
periods with short rich excursions.
The NSR catalysts typically consist of an NOx storage component, such as an

alkaline earth metal oxide, and of a noble metal that catalyzes the oxidation of NOx,
CO and UHCs and the reduction of stored NOx during the lean and rich phases,
respectively. Catalysts made with a high surface area alumina support on which BaO
and Pt are well dispersed represent typical materials for NSR applications. Among
alkali and alkaline earth elements, Ba has been reported as themost effective element
to store the NOx [80], but commercial catalyst formulations may also include
potassium. Other catalyst components commonly added to the ternary Pt–BaO/
Al2O3 system comprise TiO2, which minimizes the adsorption of SOx, together with
Rh and ZrO2 or CeO2–ZrO2, which are used to promote the formation of hydrogen
through steam reforming and water gas shift reactions [4].
So far, the NSR technology has been commercialized for passenger cars equipped

with lean burn gasoline engines in Japan, where low-sulfur gasoline has been
available since the 1990s [4–6, 80]. Indeed, the major present limitation of NSR
catalysts is associatedwith the fact that sulfates aremore stable than nitrates and tend
to poison the catalyst basic sites where NOx are adsorbed [81]. Accordingly, the
catalystmust be periodically regenerated [82]; this is accomplished by decomposition
of the sulfates at high temperature under reducing conditions to give SO2 and H2O.
The durability of theNSR catalysts is not yet fully satisfactory:materialsmore stable at
high temperature and more resistant to poisoning from sulfates along with less
severe regeneration strategies of catalyst sulfates must be developed. Another major
point is the possibility of running the engine at lambda 1 conditionswithout affecting
performance, drivability and HC emissions. Taking into account that no large layout
modifications are needed, NSR systems could be appealing for low segment vehicles.
The use of the NSR technology in vehicles will be favored by the introduction of
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ultra-low-sulfur diesel fuel in the US market since October 2007 as per US
Environmental ProtectionAgency (EPA) regulations (<15 ppmS) and by the decrease
in the sulfur content of fuels in Europe due to new legislation requirements (<10 ppm
S by 2009).
The NSR technology has also been proposed for stationary applications by

EmeraChem under the trade name SCONOx [83]. The US EPA declared this
technology the �lowest achievable emission rate� (LAER) technology for NOx control
from stationary gas turbine installations. In contrast to the SCR process, SCONOx
requires no ammonia and is able to remove CO and UHCs while simultaneously
absorbingNOxonaproprietary catalyst sorber. This sorber is periodically regenerated
using a superheated steam–dilute hydrogen gas mixture which is produced on-site
and in anautomated �on-demand� basis, using the same fuel asutilizedby the turbine.
The regeneration process results in the chemical reduction of the adsorbed NOx

compounds into nitrogen andwater vapor. To accomplish the catalyst regeneration in
an oxygen-free environment, the system is composed of several separate modules
which are alternatively absorbing NOx or operated in the regeneration mode.
The catalyst, used in the form of a ceramic honeycombmonolith, is constituted, as

inmobile applications, by a noblemetal and an absorber element, such as potassium,
deposited on a g-Al2O3 wash-coat layer. In the oxidation and absorption cycle, the
SCONOx catalyst works by simultaneously oxidizingCOandUHCs toCO2 andH2O,
while NOx are captured on the adsorber compound. Catalyst regeneration is
accomplished by passing a controlled mixture of regeneration gases across the
surface of the catalyst in the absence of oxygen.
The SCONOxprocess has beenused for the removal ofNOx in gas turbines in a few

installations in the USA (32MW Sunlaw Federal cogeneration facility, 5MWWyeth
Biopharmaplant, 15MWUniversity ofCalifornia cogeneration facility in SanDiego).
However, the high cost of the SCONOx process, primarily due to the cost of the noble
metal in the catalysts, represents a serious limitation on its extensive use.
The potential of NSR catalysts primarily in the removal of NOx in vehicles has

motivated in the last few years extensive investigations from both academia and the
motor industry andnumerous papers have been published dealingwith fundamental
and practical aspects of this technology [4–6, 80–82, 84–132]. In the following, the
chemistry involved in the storage of NOx and in the reduction of stored NOx is
addressed.

13.3.2
Storage of NOx

13.3.2.1 Mechanistic Features
The mechanism involved in the storage of NOx was extensively investigated in our
laboratories over a model Pt–Ba/Al2O3 (1:20:100 w/w) system, the corresponding
binary Ba/Al2O3 (20:100 w/w) and Pt/Al2O3 (1:100 w/w) samples and the bare
g-Al2O3 support for comparison purposes [78, 97–100]. The g-alumina support was
obtained by calcination at 700 �Cof a commercial aluminamaterial; Ba/Al2O3andPt/
Al2O3catalysts were prepared by the incipient wetness impregnation of the alumina
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support with aqueous solutions of dinitrodiammine Pt and of barium acetate. The
powder was dried overnight in air at 80 �C and then calcined at 500 �C for 5 h. Pt–Ba/
Al2O3 samples with different Ba loadings (5–30% w/w) were prepared by impreg-
nating the calcined Pt/Al2O3 (1:100) with different solutions of barium
acetate [78, 97].
The adsorption of NOx under lean conditions was studied by imposing a step

change of NO and NO2 feed concentrations in the presence and absence of excess
oxygen over the reference catalysts in afixed-bedflowmicroreactor operated at 350 �C
and analyzing the transient response in the outlet concentrations of reactants and
products [transient response method (TRM)]. The adsorption/desorption sequence
was repeated several times in order to condition the catalytic systems fully: due to the
regeneration procedure adopted (either reduction with 2000 ppm H2 þ He or TPD
in flowing He), BaO was the most Ba-abundant species present on the catalyst
surface. FT-IR spectroscopy was used as a complementary technique to investigate
the nature of the stored NOx species.
The adsorption of NO2 was investigated first, because it was customarily believed

that NO2 is the intermediate in the adsorption ofNO in the presence of oxygen [5, 94].
AsshowninFigure13.10, thestorageof1000 ppmNO2inHeoverBa/Al2O3 (20:100

w/w) isaccompaniedby theevolutionofNOin thegasphasewhich isobservedwithno
deadtime.TheuptakeofNO2is fairlyeffectivesince largeamountsofNOxarestoredat
the end of the pulse, near 9� 10�4mol gcat

�1, and results in the formation of only
nitrates [bands at 1320, 1420 and 1560 cm�1 in inset (b) in Figure 13.10].
The adsorbednitrates are related to theBa component as the surface of the alumina

support was almost completely covered by Ba, as indicated by FT-IR data [98], which
showed the disappearance of OH groups of the alumina support and in line with
estimation of the Ba coverage [101]. In agreement with the literature [5, 87, 97], the
nitrates are formed through NO2 disproportionation with the following global
stoichiometry (Equation 13.37):

BaOþ 3NO2 !Ba NO3ð Þ2 þNO" ð13:37Þ

which also accounts for the evolution of gaseous NO.
It is worth noting that the molar ratio of NO evolved to NO2 consumed over Ba/

Al2O3 is initially <3, as expected from reaction (13.37), which indicates that the NO2

uptake at the beginning of the pulse does not obey the overall stoichiometry of the
reaction. This has been explained in the literature, considering that the NO2

disproportionation consists of consecutive elementary steps and that the first
step is faster than the following ones, which account for the evolution of NO
(Equations 13.38–13.40) [94]:

BaOþNO2 !BaONO2 ð13:38Þ

BaONO2 !BaO2 þNO ð13:39Þ

BaO2 þ 2NO2 !Ba NO3ð Þ2 ð13:40Þ
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Here the oxidation of BaO to BaO2 by NO2 is suggested. The disproportionation of
NO2 has also been described by a first step where nitrite and nitrate species are
formed [BaO þ 2NO2 ! Ba(NO2)(NO3)], followed by a slower second step where
nitrites are oxidized to nitrates by NO2 with release of NO in the gas phase [Ba(NO2)
(NO3) þ NO2 ! Ba(NO3)2 þ NO"] [133].
Similar results have been obtained over Pt–Ba/Al2O3 (1:20:100 w/w), but in this

case the NO outlet concentration is related to NO2 disproportionation and to NO2

decomposition (Figure 13.11); in fact, O2 formation was observed which originates

Figure 13.10 Results of TRM experiments in NO2

(1000 ppm) þ He at 350 �C over Ba/Al2O3 (20:100 w/w). Inset
(b): FT-IR spectra recorded after 1 and 10min exposure times to
5mbar of NO2 at 350 �C. Adapted from ref. [78].
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from NO2 decomposition at Pt sites. Also in this case IR spectra showed the
formation of nitrate species only, already from the very beginning of the experiment.
Figure 13.12 shows the results obtained during adsorption of 1000 ppmNO in the

presence of oxygen (3% v/v).
On Ba/g-Al2O3, the NO adsorption proceeded as illustrated in Figure 13.12a, with

small quantities of NOx species adsorbed on the catalyst surface. The FT-IR spectra
[inset (b) in Figure 13.12] showed the progressive formation of nitrite species (band at
1220 cm�1) up to a 10min exposure time, along with small amounts of nitrate

Figure 13.11 Results of TRM experiments in NO2

(1000 ppm) þ He at 350 �C over Ba/Al2O3 (20:100 w/w). Inset
(b): FT-IR spectra recorded after 1 and 10min exposure times to
5mbar of NO2 at 350 �C. Adapted from ref. [78].
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Figure 13.12 Storage of NO (1000 ppm) in 3% O2 þ He at
350 �C: TRMexperiments over (a) Ba/Al2O3 (20:100w/w); and (c)
Pt–Ba/Al2O3 (1:20:100 w/w) at 350 �C; FT-IR spectra after 1, 3, 5,
10, 15, 20min exposure times toNO–O2 (1:4, pNO¼ 5mbar) over
inset (b) Ba/Al2O3 (20:100 w/w) and inset (d) Pt–Ba/Al2O3

(1:20:100 w/w). Adapted from ref. [78].
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species. At higher exposure times, the band due to nitrite species decreased in
intensity and disappeared completely after 20min. At the same time, bands charac-
teristic of nitrate species (1420, 1320, 1030 cm�1 and shoulders at 1560 cm�1)
developed, so that after 20min of exposure only nitrates were evident in the spectra.
Upon admission of 1000 ppmNO in the presence of 3%v/v oxygen over the Pt–Ba/

g-Al2O3 sample (Figure 13.12c), both the NO and NO2 outlet concentrations show a
significant delay. Then theNO concentration increases, followed by that of NO2. NO2

formation is ascribed to the oxidation of NO by O2 according to the stoichiometry of
reaction (13.41):

NOþ 1
2
O2 !NO2 ð13:41Þ

The breakthrough time observed in the NOx concentration profile indicates that
during the initial part of the pulse theNO fed to the reactor is completely stored on the
catalyst surface. As shown by FT-IR spectroscopy [inset (d) in Figure 13.12], the initial
NO uptake occurs primarily in the form of nitrites, which are readily transformed
into nitrates so that at the end of theNOpulse, at catalyst saturation, nitrates were the
prevalent species. Notably, the rate of both nitrite formation and their oxidation to
nitrates was higher on Pt–Ba/g-Al2O3 than on Ba/g -Al2O3, thus indicating a catalytic
role of Pt.
FT-IR spectra collected under operating conditions [98] duringNO adsorption inO2

(3%) þ HeoverPt–Ba/g-Al2O3 (1:20:100w/w) confirmed that (i) nitrites represent the
majorNOx adsorbed species at the initial stage of adsorptionbeforeNOxbreakthrough
(observed after 4min), (ii) nitrites are progressively transformed into nitrates during
storage and (iii) a parallel route involving the direct formation of nitrates and/or
adsorption of NO2, although of minor importance, cannot be excluded .
All the previous data lead to the proposal of the reaction pathway shown in

Figure 13.13 for the storage of NOunder lean conditions over BaO in Pt–Ba/alumina
catalysts.
NO is effectively stored through a stepwise oxidation at a Pt site followed by

adsorption at a neighboringBa site to formBanitrites; these species are then oxidized
to nitrates. This pathway is referred to as the �nitrite route�. The oxidation of nitrites to
nitrates is catalyzed by Pt and probably involves NO2 formed by NO oxidation on Pt

Figure 13.13 Reaction pathway for NOx adsorption under lean conditions over Pt–Ba/Al2O3.
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and/or O2 species. Accordingly, a cooperative effect between Pt–Ba neighboring
couples might be relevant for this route.
NO is also oxidized to NO2 over Pt in the presence of oxygen. NO2 is adsorbed on

the Ba sites to form Ba nitrates through the disproportionation reaction (13.37),
which is accompanied by the evolution of NO and results in the formation of nitrates.
This is referred to as the �nitrate route�.
It is worth noting that the role of the alumina support, which showed a non-

negligible NOx adsorption capacity in the presence of NO2 [78], is not considered in
the scheme due to its almost complete coverage by the Ba component in the Pt–Ba/g-
Al2O3 (1:20:100 w/w) reference sample.
It has also been suggested that the presence of Pt–Ba couples (i.e. the existence of a

Pt–Ba interaction) is relevant for the �nitrite� route [78, 99, 122, 128].
To elucidate this point further, the effect of the Ba loading was investigated since it

was expected that this would affect the number of Pt–Ba neighboring couples.
Accordingly, catalysts with different Ba loadings, up to 30% w/w, were prepared and
tested in the adsorption of NOx.
The results obtained by applying a rectangular step feed of 1000 ppm NO in

He þ O2 (3% v/v) showed that both the NOx breakthrough and the storage
capacity of the catalysts increase with the Ba content up to a maximum which
is observed for the catalyst with a Ba loading of 23% w/w. Moreover, the increase
in the Ba loading resulted in a strong increase in the percentages of Ba involved in
the storage, namely from 4% for the sample with 5% w/w Ba up to �33% for the
Pt–Ba/Al2O3 (1:23:100 w/w) catalyst. Notably, the estimation of the Ba coverage for
the different samples showed that a value close to one was almost achieved for Ba
contents of 16–20% w/w; this suggests that the maximum storage capacity was
presented by the systems which are characterized by the formation of the
monolayer.
The existence of Pt–Ba interactions has been confirmed by FT-IR analysis of CO

chemisorption measurements. A band characteristic of CO linearly adsorbed on Pt
sites is observed in all cases; however, the intensity of the band decreases on
increasing the Ba loading (due to the decrease of the Pt dispersion) and shifts
towards lower energy (from 2072 to 2049 cm�1) according to the increase in the
system basicity. Hence the data indicate a strong interaction between Pt and the basic
oxygen anions of the Ba phase, thus suggesting that the exposed Pt sites and the Ba
component are in close proximity [98].
Therefore, it has been suggested that on increasing the Ba loading up to around

20%w/w, the number of Pt–Ba neighboring couples ismaximized and the storage of
NOx through the nitrite route is optimally favored.

13.3.2.2 Kinetics
The storage of NOx on BaO has also been analyzed in the literature by adopting a
detailed mechanistic kinetic model [76]. The model consists of 10 elementary
reversible steps: adsorption of oxygen, adsorption of NO, adsorption of NO2 and
oxidation of NO to NO2 at the Pt sites, adsorption of NO2 at the BaO sites, release of
NO into the gas phase and oxidation of BaO to BaO2, formation of BaONO3 and of
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Ba(NO3)2, decomposition of BaO2 to BaO and oxygen and the reversible spillover of
NO2 between Pt sites and BaO sites. Essentially the model assumes that the
adsorption of NOx proceeds through the nitrate route and does not consider the
nitrite route. Olsson et al. [76] estimated part of the rate parameters in their model
from theoretical considerations, part were taken from the literature or calculated
from thermodynamic constraints and part were estimated by fitting a set of
experimental data.
The model of Olsson et al. was employed by Scotti et al. [103] to simulate the

experimental results of NO adsorption over the physical mixture of Pt/Al2O3 (1:100
w/w) and Ba/Al2O3 (20:100 w/w) and over Pt–Ba/Al2O3 (1:20:100 w/w). The same
parameters as estimated by Olsson et al. were used for the simulation, but Pt and Ba
dispersions were fitted to experimental data.
The simulations showed that the model satisfactorily reproduces the results

collected over the physical mixture upon NO step addition in the presence of oxygen.
Both the oxidation of NO to NO2 and the dead time for the breakthrough of NOx are
reasonably accounted for by the model, as indeed expected according to the nitrate
route.However, in the case of the Pt–Ba/alumina ternary sample, the dead time in the
NOx breakthrough upon a step change of NO in the presence of oxygen is reasonably
well predicted by the model but the oxidation of NO to NO2 is markedly over-
estimated. If the parameter related to the Pt dispersion in the model is lowered to
account for the correct NO to NO2 oxidation level, the time delay in the NOx

breakthrough is no longer predicted. Therefore, the model of Olsson et al. [76] is
able to account for the NOx adsorption data over the mechanical mixture, but is not
able to describe at the same time the oxidation of NO to NO2 and the NO
breakthrough in the Pt–Ba/alumina ternary sample. In fact, these two catalyst
properties are strictly inter-related within the nitrate route, so that it appears that
this route cannot account for the storage of NO in the presence of excess oxygen over
the ternary catalyst.
A simplified kinetic model which includes both the nitrite and nitrate routes is

currently under development in our laboratories [133]. The model is based on five
reactions including the NO oxidation to NO2 over Pt, the NO2 disproportionation on
Ba according to a two-step pathway, the formation of surface nitrites from NO þ O2

and the nitrate decomposition reaction. Preliminary results showed that this simpli-
fied kinetic model is able to account for both the NO oxidation to NO2 and the NOx

breakthrough over Pt–Ba/Al2O3 samples having different Ba loadings, provided that
a rate expression which includes NO2 inhibition is assumed to describe the oxidation
of NO over Pt, as recently suggested [134]. However, it has been noted that, by
increasing the kinetic constant of the NO oxidation reaction, the kinetic model
satisfactorily describes the NOx storage even if the nitrite route has been omitted.
Hence the relative importance of the nitrite and nitrate routes in NOx storage over
BaO is still open.

13.3.2.3 Effect of CO2

In order to verify if the NOx storagemechanismproposed for BaO is still operating in
the presence of CO2, that is, under conditions more representative of the real
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composition of the gas mixture in engine exhausts, the effect of CO2 on the NOx

adsorption over the Pt–Ba/Al2O3 (1:20:100 w/w) catalyst and over the binary Ba/
Al2O3 (20:100 w/w) sample was investigated. In the case of CO2-containing feed
streams, the Ba species involved in the storage is primarily BaCO3 [97].
The results obtained upon 1000 ppm NO2 adsorption in the presence of 0.3% v/v

CO2 on the ternary Pt–Ba/Al2O3 (1:20:100 w/w) catalyst at 350 �C are presented in
Figure 13.14.
As in the absence of CO2, the adsorption of NO2 occurs with evolution of NO via

reaction (13.37) and is accompanied by NO2 decomposition on Pt sites, with
evolution of NO and O2 (Figure 13.14a). The release of CO2 was observed in
quantitative agreement with the following stoichiometry:

3NO2 þBaCO3 !Ba NO3ð Þ2 þNO"þCO2" ð13:42Þ

Figure 13.14 Storage of 1000 ppm NO2 (a) and of 1000 ppm NO
in He þ O2 (3%) þ CO2 (0.3%) (b) over Pt–Ba/Al2O3 (1:20:100
w/w) at 350 �C . Adapted from ref. [126].
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which indicates that the catalyst surface is fully carbonated and that the NO2

adsorption leads to the displacement of carbonates.
FT-IR spectra [126] showed that the presence of CO2 does not significantly modify

the spectral features of the NOx surface species originating upon the adsorption of
NO2. In particular, both in the presence and in the absence ofCO2, nitrates aremainly
formed at the catalyst surface (1410, 1320 and 1020 cm�1 and 1550 cm�1). Accord-
ingly, it is concluded that the adsorption ofNO2–CO2mixtures strictly parallels that of
NO2 in the absence of CO2, that is, the occurrence of the nitrate route is not greatly
affected by the presence of CO2.
A slightly different picture is obtained when the storage is carried out with

1000 ppm NO–3% v/v O2 instead of NO2. In fact, upon NO–O2 admission in the
presence of 0.3% v/v CO2 at 350 �C over the reference Pt–Ba/Al2O3 sample
(Figure 13.14b), the NOx adsorption is slightly lower than in the absence of CO2,
but the time delay in the NOx breakthrough in no longer observed (Figure 13.12c).
Notably, also in this case the adsorption of NOxwas accompanied by the evolution of
CO2, in line with the stoichiometry of reaction (13.42), which confirms that only
BaCO3 sites are involved in the adsorption.
FT-IR data recorded upon NO–O2 adsorption in the presence of CO2 showed that

nitrites are formed first over the carbonated surface. On increasing the time of
contact, carbonates are partially displaced, while nitrites evolve to nitrate spe-
cies [126]. Notably, for a given time of contact, the amount of surface nitrites is
lower in the presence of CO2, which suggests that the displacement of CO2 from
the carbonated Ba sites to give Ba nitrite is rate determining in the nitrite route,
whereas the kinetics of thenitrate route are onlymarginally affected by the presence of
CO2. This may indicate that the nitrate route prevails over the nitrite route in the
presence of CO2, that is, under real operating conditions the nitrate route is the most
important.
In agreement with these findings, the simplified kinetic model which has been

used to describe the NOx adsorption in the presence of CO2 indicates that in the
presence of CO2 the data are well described by invoking the occurrence of the nitrate
route alone.

13.3.3
Reduction of Stored NOx

Figure 13.15 shows the results obtained upon stepwise addition of H2 (2000 ppm) in
He at 350 �C over Pt–Ba/g -Al2O3 (1:20:100 w/w) after NOx storage up to saturation at
the same temperature.
H2 is immediately and completely consumed and N2 is the main product along

with traces of NO; the reaction is very fast and is limited by the concentration of H2.
The concentration of nitrogen, which was constant at a level of 360 ppm until 500 s,
progressively decreases to zero and the evolution of hydrogen in the gas phase and the
formation of ammonia are observed. Accordingly, the reduction process is initially
very selective to nitrogen (almost quantitative), then ammonia is formed in corre-
spondence with the H2 breakthrough. Ammonia is by far the most important
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by-product of the reduction of stored NOx, as also reported by several other
groups [5, 101, 124, 125]. It is worth noting that upon hydrogen admission, a very
limited temperature increase of 3–5 �C was observed, so that the reduction was
accomplished under nearly isothermal conditions.
The following main reactions can be invoked to explain the formation of N2 and

NH3:

Ba NO2ð Þ2 þ 3H2 !BaOþ N2 þ 3H2O ð13:43Þ

Ba NO3ð Þ2 þ 5H2 !BaOþ N2 þ 5H2O ð13:44Þ

BaðNO2Þ2 þ 6 H2 !BaOþ 2 NH3 þ 3 H2O ð13:45Þ

BaðNO3Þ2 þ 8H2 !BaOþ 2NH3 þ 5H2O ð13:46Þ
The N2 concentration of 360 ppm in Figure 13.15 is close to that expected from

reaction (13.45) (400 ppm) and is significantly lower than that expected from
reaction (13.43) (660 ppm). This confirms that nitrates are the most abundant
ad-species when the storage of NOx is extended to saturation (Section 3.2).

13.3.3.1 Mechanism of the Reduction by H2 of Stored NOx

It is generally agreed that the reduction of storedNOx over NSR catalysts implies first
the release of NOx from the catalyst surface in the gas phase, followed by the
reduction of the released NOx to N2 or other products [5]. The reduction of the
gaseous NOx in a rich environment is thought to occur according to the TWC
mechanism: it is suggested that NO is decomposed on reduced Pt sites [111] or that a
direct reaction occurs between released NOx species and the reductant molecules at
the precious metal sites [112].

Figure 13.15 Reduction of storedNOxwithH2 (2000 ppm) þ He
at 350 �Cover Pt–Ba/Al2O3 (1:20:100w/w) catalyst after storage at
saturation at the same temperature.
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Based on this scheme, different proposals have been advanced to explain the NOx

release, that is, the nitrate decomposition. It has been suggested that the NOx release
is provoked by the heat generatedupon the reducing switch (thermal release) [113], by
the decrease in the gas-phase oxygen concentration that destabilizes the stored
nitrates [114], by spillover and reduction of NO2 at the reduced Pt sites or by the
establishment of a net reducing environment which decreases the stability of
nitrates [114–120].
In order to gain further insight into the mechanism governing the reduction of

adsorbed NOx species and to elucidate better the role of the different catalyst
components, the reduction of stored NOx was extensively investigated in our
laboratories [117–119]. For this purpose, NOx were stored under controlled condi-
tions at 350 �C over different catalysts and were then removed not only by step
addition ofH2 at the same constant temperature (Figure 13.15, already discussed) but
also by thermal decomposition in He (TPD) or by heating in flowing 2000 ppm
H2 þ He [temperature-programmed surface reaction (TPSR)]. In these last two
experiments, the storage phase was followed by flowing in pure He for a prolonged
period after adsorption and then by cooling in pure He to room temperature to allow
for the desorption of weakly adsorbed NOx species and to prevent readsorption of
NOx during cooling.
The results of TPD and TPSR experiments performed after storage of NOx at

350 �C over Pt–Ba/Al2O3 (1:20:100 w/w) are presented in Figure 13.16.
In the TPD run, the onset of the desorption of stored NOx is observed only

above 350 �C, that is, above the NOx adsorption temperature. Evolution of NO and
O2 was observed in this case, along with minor quantities of NO2 [98, 78, 108, 106].
Complete desorption of NOx was attained already slightly below 600 �C.
Similar results were obtained when the adsorption was performed at 300 and
400 �C: the onset of desorption always occurred above the temperature of
adsorption.
This behavior was confirmed over the binary Ba/g -Al2O3 (20:100w/w) sample. It is

worth noting. however, that the complete decomposition of stored NOxwas achieved
at lower temperatures over Pt–Ba/g -Al2O3 than over Ba/g-Al2O3. This indicates that
Pt promotes the rate of nitrate decomposition [118], in line with several literature
reports [5, 76, 78, 98, 114, 115, 123].
When the nitrates stored on Pt–Ba/Al2O3 (1:20:100 w/w) are heated in 2000 ppm

H2 þ He instead of pureHe (TPSR run in Figure 13.16), the reduction of storedNOx

is observed at temperatures as low as 140 �C: the reaction is very fast and shows
complete consumption of H2 at 170 �Cwith production of N2 and also of significant
amounts of NH3. TPSR experiments were also performed after NOx adsorption at
different temperatures (300 and 400 �C) [117]: H2 consumption was always observed
near 140 �C.
The data indicate that the reduction of NOx ad-species is initiated at temperatures

well below that of thermal decomposition of nitrates; further, the temperature onset
for the reaction is not affected by the adsorption temperature. This proves that the
reduction of stored NOx under near isothermal conditions occurs through a
Pt-catalyzed chemical route, which is already active at low temperatures.
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To clarify better the role of Pt in the reductionmechanism, a physicalmixture of the
binary Pt/g -Al2O3 (1:100 w/w) and Ba/g-Al2O3 (20:100 w/w) samples was prepared
and tested [117]. Also in this case NOxwas stored at 350 �C upon adsorption of NO in
the presence of excess O2 [102], then the stability/reactivity of stored nitrates was
investigated by means of TPD and H2 TPSR. The TPD data showed that decomposi-
tion of adsorbed nitrates occurs at temperatures very close to that of adsorption; the
presence ofH2 (TPSR run) does not decrease significantly the temperature threshold
for nitrate decomposition (which is still observed near 350 �C), but instead provokes
the reduction of the evolved NOx to NH3 and N2. Hence the previously invoked
Pt-catalyzed route is active onlywhenPt andBa are dispersed over the sameparticle of
the support.
Accordingly, the bulk of data collected over the different catalytic systems show that

Pt catalyzes the reduction of stored NOx already at low-temperatures (i.e. well below
that of adsorption) and that the co-presence of Pt and Ba on the same support is
required for the occurrence of this reaction. Notably, over Pt–Ba/Al2O3 the reduction
of the stored NOx leads primarily to the formation of N2, but significant amounts of

Figure 13.16 TPD in He and TPSR in H2 (2000 ppm) þ He after
NO–O2 adsorption at 350 �C over Pt–Ba/Al2O3 (1:20:100 w/w)
catalyst. Adapted from ref. [119].
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NH3 are also observed. In particular, when nitrates are reduced at constant tempera-
ture (Figure 13.15) ammonia is detected after N2 evolution, whereas in the case of
TPSRexperiments (Figure 13.16), ammonia is observed inhigher amounts and again
mostly after N2 evolution.

13.3.3.2 Identification of the Reaction Network During Reduction of Stored NOx by H2

To explain the formation of ammonia in the reduction of stored NOx, a series of
experimentswere performed inwhichNOxwere stored onPt–Ba/Al2O3 (1:20:100w/
w) at 350 �C and then reduced by H2 at different temperatures in the range
150–350 �C [135].
When the reduction of stored NOx is accomplished at 150 �C, the reaction shows

a significant induction period (Figure 13.17). The decrease in the H2 concentration
is accompanied by the evolution of NH3 and of minor amounts of N2; however, a
time delay is observed between product evolution and H2 uptake. Therefore, the
rate of reaction is low at this temperature and a critical high surface concentration
of activated hydrogen species is needed for the reaction to occur. The regeneration
of the catalyst is not complete, since only 80% of the stored NOx could be reduced
after prolonged treatment with H2 at 150 �C. Also, the calculated overall N2

selectivity is very poor, below 20%, and ammonia represents the main reaction
product.
On increasing the reaction temperature (e.g. to 250 �C), the induction period

observed at 150 �C disappears and N2 formation is observed immediately upon
admission of H2 with no time delay, while NH3 evolution is seen corresponding to

Figure 13.17 Reduction with H2 (2000 ppm in He) at 150 �C
(dashed lines) and at 250 �C (full lines) ofNOx stored afterNO–O2

adsorption at 350 �C over Pt–Ba/g -Al2O3 (1:20:100 w/w) catalyst.
Adapted from ref. [135].
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the detection of unconverted H2 (H2 breakthrough). Notably, the increase in the
reduction temperature favorsN2 formation at the expense of ammonia, so that at high
temperatures (350 �C) N2 is the most abundant reaction product.
The observed dependence of theN2 selectivity on temperaturemay suggest that the

reduction of stored nitrates by H2 occurs via an in-series two-step pathway. The first
step is fast even at low temperatures and is responsible for the consumption of
hydrogen and for the formation of ammonia. The second step is slower and implies
the reduction of residual nitrates with ammonia to form nitrogen; this reaction
occurs to a significant extent only at higher temperatures.
To analyze these aspects better, H2 TPSR and NH3 TPSR experiments were

performed in the presence of 1% v/v water over the Ba–Pt/Al2O3 (1:20:100 w/w)
catalyst with stored NOx after NO–O2 adsorption at 350 �C [135]. The results are
presented in Figures 13.18.
It appears that nitrates can be reducedbyH2 already at very low temperatures (from

60 �C), leading to the formation of ammonia and of minor amounts of N2

(Figure 13.18a). The overall H2 consumption is in line with the stoichiometry of
the following reactions leading to the formation of NH3 and N2:

Ba NO3ð Þ2 þ 8H2 ! 2NH3 þBaOþ 5H2O ð13:47Þ

Ba NO3ð Þ2 þ 5H2 !N2 þBaOþ 5H2O ð13:48Þ
Reaction (13.47) accounts for more than 95% of the overall H2 consumption.

Notably, the H2 uptake in Figure 13.18a is seen before the evolution of the reaction
products,which suggests thatH2 isfirst adsorbed and activated on the catalyst surface
and then participates in the reduction of nitrates. However, a time delay in the
detection of ammonia due to its slow desorption from the catalyst surface cannot be
excluded.
The results of NH3 TPSR experiment (Figure 13.18b) show that ammonia reduces

the stored nitrates starting from 150 �C with formation of nitrogen according to the
following overall stoichiometry:

3Ba NO3ð Þ2 þ 10NH3 ! 8N2 þ 3BaOþ 15H2O ð13:49Þ
However, the reactivity of NH3 is markedly lower than that of H2, which is able to

reduce stored nitrates at temperatures as low as 60 �C.
The decrease in the ammonia concentration at higher temperatures, above 350 �C,

and the associated formation ofN2 andH2 in a 1:3 ratio, on the other hand, are related
to the decomposition of ammonia:

2NH3 !N2 þ 3H2 ð13:50Þ
Accordingly, the data show that (i) the reduction of nitrates by H2 is a fast reaction

and results in the formation of ammonia and (ii) the reduction of nitrates by H2 is
slower because the onset of reaction is observed at higher temperature (150 vs 60 �C)
and is highly selective to nitrogen.
It is worth noting that the reduction of stored nitrates byNH3 ismarkedly enhanced

in the presence of water because the onset of this reaction is observed at 60 �C in the
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presence of water (Figure 13.18a) and at 150 �C in the absence of water (Figure 13.17).
This may be explained considering that hydrogen spillover is favored by the presence
of surface hydroxyl species. In contrast, the presence of water in the gas phase has a
negligible effect, if any, on the reduction of nitrates by NH3.

Figure 13.18 H2 TPSR (2000 ppm þ 1% v/v H2O in He) (a) and
NH3 TPSR (1000 ppm þ 1% v/v H2O in He) (b) after NO–O2

adsorption at 350 �C over Pt–Ba/g -Al2O3 (1:20:100) catalyst.
Adapted from ref. [135].
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The results of TPSR experiments presented in Figure 13.18 were confirmed by
isothermal TRM experiments with H2 and NH3 in the presence of water at different
temperatures.
On the basis of these data, the following mechanism for NOx reduction by

hydrogen can be suggested. H2, activated over the Pt sites according to the
Pt-catalyzed pathway discussed previously, reduces the stored nitrates directly to
ammonia or, more likely, induces the decomposition of nitrates to gaseous NOx,
which are then reduced byH2 to NH3 over the Pt sites [overall reaction (13.47)]. Once
ammonia has been formed, it can react with adsorbed nitrates and this reaction is
very selective towards nitrogen. It is worth noting that the reaction of ammonia with
NOx obeys the stoichiometry of reaction (13.49), which is different from that of the
well-known NH3–NO SCR reaction because it implies the participation of nitrates.
Also, the NH3 þ nitrate reaction is catalyzed by the Pt component, since the
reduction of nitrates (and also of nitrites) stored on Ba could not be accomplished
by NH3 over Ba/Al2O3 (20:100 w/w).
The in-series two-step pathway described above is able to account for the temporal

evolution of the product which is observed during the reduction of stored NOx, with
nearly complete N2 selectivity at the beginning of the reduction process and
significant ammonia formation near the end of the regeneration step (see
Figure 13.17).
As depicted in Figure 13.19, the occurrence of a fast reduction step of the adsorbed

nitrates by H2 to give ammonia together with the integral �plug-flow� behavior of the
laboratory microreactor implies the complete consumption of the reductant H2 and
the formation of an H2 front traveling along the reactor axis. At a given time of the
regeneration phase, different zones are present in the reactor: (i) a first zone,
upstream of the H2 front (zone I), where the Ba storage sites have been already
restored through the reduction of nitrates by H2 to give ammonia; (ii) the zone

Figure 13.19 Sketch of the reduction mechanism for a Pt–Ba/g-
Al2O3 catalyst upon regeneration with H2.
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corresponding to the development of the H2 front (zone II), where the concentration
of hydrogen decreases from the inlet value to almost zero; here the formation of
ammonia due to reduction of nitrates by H2 (fast reaction) is accompanied by the
subsequent reaction of ammonia with residual nitrates to give nitrogen (slower
reaction) where the hydrogen concentration is sufficiently low; (iii) a zone immedi-
ately downstream of the H2 front (zone III), where only the reaction of ammonia
formed upstream with the stored nitrates to give N2 takes place; (iv) the last zone
(zone IV), where residual nitrates are still present and ammonia produced upstream
(in zone I and II) has already been fully consumed (in zones II and III) . Accordingly,
the regeneration of the trap proceeds both in the part of the reactor in which nitrates
are reduced by H2 to give ammonia (zone II) and in the zone in which the ammonia
formed upstream reacts with nitrates leading to N2 (zones II and III).
The in-series two-step pathway suggested above for nitrogen formation explains

well the observed changes in theN2 selectivity and in the efficiency of the reduction of
the storedNOxwith temperature (Figure 13.17). In fact, when the temperature is low,
reaction (13.47) is slow and theH2 front is less steep and develops in a large part of the
catalyst bed. In addition, due to the low temperature, ammonia can hardly react with
the stored nitrates to form N2 according to reaction (13.49). As a result, a limited
efficiency of the reduction of the stored NOx is observed together with a low nitrogen
selectivity and the NH3 breakthrough precedes that of H2. On the other hand, at
higher temperatures (e.g. 250–350 �C), the rate of reaction (13.47) is fairly high and
theH2 front is steep so that the efficiency in the reduction of the storedNOx is almost
complete. Further, ammonia readily reacts with nitrates left downstream of the H2

front [reaction (13.49)] and this drives the selectivity toN2. Accordingly, in this caseN2

is immediately observed at the reactor outlet and the NH3 breakthrough is seen
together or after the H2 breakthrough, that is, when the H2 front reaches the end of
the trap and nitrates stored behind the H2 front are depleted.
A similar pathway for the reduction of stored nitrates has been presented [136–138].

Here the importance of the integral behavior of the reactor is underlined but the
occurrence of a regeneration front instead of a hydrogen front is suggested, whereas
an in-series/parallel scheme is proposed and the stoichiometry of reaction (13.49) is
not recognized.

13.4
Open Issues and Future Opportunities

Although the standard urea–ammonia SCR technology is nowadays well estab-
lished and used world-wide for the control of NOx from stationary sources,
additional applications are predicted in large gas turbines, incinerators, stationary
diesel engines and the cement and glass industries in view of the enforcement of
stricter emission limits and of the high cost of alternative very efficient primary
methods.
Concerning the application of the urea SCR technology to the abatement of NOx

emissions from vehicles, although the first commercialization for heavy-duty diesel
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engines is already in place, more fundamental and development work has to be done
in order to consolidate and possibly extend its use to passenger cars. Advances in the
mechanism of the fast SCR reaction and even more in the implementation of fast
SCR in vehicles are very likely, particularly in view of the opportunity offered by an
integrated approach to the after-treatment system where de-NOx, DOC, DPF and
primary measures such as CR, EGR and so on must be accommodated.
The advances in the knowledge of fast SCR and in its implementation may also

offer a challenging opportunity for the use of urea–ammonia SCR at low tempera-
tures in some stationary applications.
At present, the NSR technology is certainly less mature than ammonia standard

SCR.However, NSR systems could be very appealing for low segment passenger cars
because, in contrast to urea SCR, small layout modifications are needed. Still, NSR
materials more stable at high temperature and more resistant to poisoning from
sulfates together with less severe regeneration strategies of the NOx trap must be
developed. Extensive work is currently being devoted by the motor industry to
improve the NSR process also in view of the large reduction in NOx emissions
from vehicles required by Euro VI emission limits in 2014. Some promising
solutions to the above issues have been suggested recently in the patent literature
but they need further fundamental and development work.
Finally, the advances in the identification of the pathway of the reduction of stored

NOx, where ammonia is suggested as the intermediate product in the formation of
nitrogen, may favor the improvement of the combined NSR þ SCR technology that
has been proposed by several car manufacturers to make NOx removal by NSRmore
effective and at the same time to limit the ammonia slip.
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