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Preface

Over the past few decades, scientific research became increasingly dependent
on large-scale numerical simulations to assist the analysis and comprehension of
physical phenomena. This in turn has led to an increasing dependence on scientific
visualization, i.e., computational methods for converting masses of numerical data
to meaningful images for human interpretation.

In recent years, the size of these data sets has increased to scales which vastly
exceed the ability of the human visual system to absorb information, and the
phenomena being studied have become increasingly complex. As a result, scientific
visualization, and scientific simulation which it assists, have given rise to systematic
approaches to recognizing physical and mathematical features in the data.

Of these systematic approaches, one of the most effective has been the use of
a topological analysis, in particular computational topology, i.e., the topological
analysis of discretely sampled and combinatorially represented data sets. As
topological analysis has become more important in scientific visualization, a need
for specialized venues for reporting and discussing related research has emerged.

This book results from one such venue: the Fourth Workshop on Topology Based
Methods in Data Analysis and Visualization (TopoInVis 2011), which took place
in Zürich, Switzerland, on April 4–6, 2011. Originating in Europe with successful
workshops in Budmerice, Slovakia (2005), and Grimma, Germany (2007), this
workshop became truly international with TopoInVis 2009 in Snowbird, Utah,
USA (2009). With 43 participants, TopoInVis 2011 continues this run of successful
workshops, and future workshops are planned in both Europe and North America
under the auspices of an international steering committee of experts in topological
visualization, and a dedicated website at http://www.TopoInVis.org/.

The program of TopoInVis 2011 included 20 peer-reviewed presentations and
two keynote talks given by invited speakers. Martin Rasmussen, Imperial College,
London, addressed the ongoing efforts of our community to formulate a vector field
topology for unsteady flow. His presentation An introduction to the qualitative the-
ory of nonautonomous dynamical systems was highly appreciated as an illustrative
introduction into a difficult mathematical subject. The second keynote, Looking
for intuition behind discrete topologies, given by Thomas Lewiner, PUC-Rio,
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vi Preface

Rio de Janeiro, picked up another topic within the focus of current research, namely
combinatorial methods, for which his talk gave strong motivation. At the end of the
workshop, Dominic Schneider and his coauthors were given the award for the best
paper by a jury.

Nineteen of the papers presented at TopoInVis 2011 were revised and, in a second
round of reviewing, accepted for publication in this book. Based on the major topics
covered, the papers have been grouped into four parts.

The first part of the book is concerned with computational discrete Morse theory,
both in 2D and in 3D. In 2D, Reininghaus and Hotz applied discrete Morse theory
to divergence-free vector fields. In contrast, Günther et al. present a combinatorial
algorithm to construct a hierarchy of combinatorial gradient vector fields in 3D,
while Gyulassy and Pascucci provide an algorithm that computes the distinct cells of
the MS complex connecting two critical points. Finally, an interesting contribution
is also made by Reich et al. who developed a combinatorial vector field topology
in 3D.

In Part 2, hierarchical methods for extracting and visualizing topological struc-
tures such as the contour tree and Morse-Smale complex were presented. Weber
et al. propose an enhanced method for contour trees that is able to visualize two
additional scalar attributes. Harvey et al. introduce a new clustering-based approach
to approximate the Morse–Smale complex. Finally, Wagner et al. describe how to
efficiently compute persistent homology of cubical data in arbitrary dimensions.

The third part of the book deals with the visualization of dynamical systems, vec-
tor and tensor fields. Tricoche et al. visualize chaotic structures in area-preserving
maps. The same problem was studied by Sanderson et al. in the context of an
application, namely the structure of magnetic field lines in tokamaks, with a focus on
the detection of islands of stability. Jadhav et al. present a complete analysis of the
possible mappings from inflow boundaries to outflow boundaries in triangular cells.
A novel algorithm for pathline placement with controlled intersections is described
by Weinkauf et al., while Wiebel et al. propose glyphs for the visualization of
nonlinear vector field singularities. As an interesting result in tensor field topology,
Lin et al. present an extension to asymmetric 2D tensor fields.

The final part is dedicated to the topological visualization of unsteady flow.
Kasten et al. analyze finite-time Lyapunov exponents (FTLE) and propose alterna-
tive realizations of Lagrangian coherent structures (LCS). Schindler et al. investigate
the flux through FTLE ridges and propose an efficient, high-quality alternative
to height ridges. Pobitzer et al. present a technique for detecting and removing
false positives in LCS computation. Schneider et al. propose an FTLE-like method
capable of handling uncertain velocity data. Sadlo et al. investigate the time
parameter in the FTLE definition and provide a lower bound. Finally, Fuchs et al.
explore scale-space approaches to FTLE and FTLE ridge computation.

Acknowledgements TopoInVis 2011 was organized by the Scientific Visualization Group of
ETH Zurich, the Visualization Group at the University of Bergen, and the Visualization and
Virtual Reality Group at the University of Leeds. We acknowledge the support from ETH Zurich,
particularly for allowing us to use the prestigious Semper Aula in the main building. The Evento
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team provided valuable support by setting up the registration web page and promptly resolving
issues with on-line payments. We are grateful to Marianna Berger, Katharina Schuppli, Robert
Carnecky, and Benjamin Schindler for their administrative and organizational help. We also wish
to thank the TopoInVis steering committee for their advice and their help with advertising the
event. The project SemSeg–4D Space-Time Topology for Semantic Flow Segmentation supported
TopoInVis 2011 in several ways, most notably by offering 12 young researchers partial refunding
of their travel costs. The project SemSeg acknowledges the financial support of the Future
and Emerging Technologies (FET) programme within the Seventh Framework Programme for
Research of the European Commission, under FET-Open grant number 226042.

We are looking forward to the next TopoInVis workshop, which is planned to take place in 2013
in North America.
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Computational Discrete Morse Theory
for Divergence-Free 2D Vector Fields

Jan Reininghaus and Ingrid Hotz

1 Introduction

We introduce a robust and provably consistent algorithm for the topological analysis
of divergence-free 2D vector fields.

Topological analysis of vector fields has been introduced to the visualization
community in [10]. For an overview of recent work in this field we refer to Sect. 2.
Most of the proposed algorithms for the extraction of the topological skeleton
try to find all zeros of the vector field numerically and then classify them by an
eigenanalysis of the Jacobian at the respective points. This algorithmic approach
has many nice properties like performance and familiarity. Depending on the data
and the applications there are however also two shortcomings.

1.1 Challenges

If the vector field contains plateau like regions, i.e. regions where the magnitude
is rather small, these methods have to deal with numerical problems and may lead
to topologically inconsistent results. This means that topological skeletons may be
computed that cannot exist on the given domain. A simple example for this problem
can be given in 1D. Consider an interval containing exactly three critical points as
shown in Fig. 1a. While it is immediately clear that not all critical points can be of
the same type, an algorithm that works strictly locally using numerical algorithms
may result in such an inconsistent result. A second problem that often arises is that

J. Reininghaus (�) � I. Hotz
Zuse Institute Berlin, Takustr. 7, 14195 Berlin, Germany
e-mail: reininghaus@zib.de; hotz@zib.de

R. Peikert et al. (eds.), Topological Methods in Data Analysis and Visualization II,
Mathematics and Visualization, DOI 10.1007/978-3-642-23175-9 1,
© Springer-Verlag Berlin Heidelberg 2012
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4 J. Reininghaus and I. Hotz

Fig. 1 Illustration of the algorithmic challenges. (a) shows 1D function with a plateau-like region.
From the topological point of view the critical point in the middle needs to be a maximum since
it is located between the two minima on the left and on the right side. However, depending on the
numerical procedure the determination of its type might be inconsistent. (b) illustrates a noisy 1D
function. Every fluctuation caused by the noise generates additional minima and maxima

of noise in the data. Depending on its type and quantity, a lot of spurious critical
points may be produced as shown in Fig. 1b. Due to the significance of this problem
in practice, a lot of work has been done towards robust methods that can deal with
such data, see Sect. 2.

1.2 Contribution

This paper proposes an application of computational discrete Morse theory for
divergence-free vector fields. The resulting algorithm for the topological analysis
of such vector fields has three nice properties:

1. It provably results in a set of critical points that is consistent with the topology
of the domain. This means that the algorithm cannot produce results that are
inadmissible on the given domain. The consistency of the algorithm greatly
increases its robustness as it can be interpreted as an error correcting code.
We will give a precise definition of topological consistency for divergence-free
vector fields in Sect. 3.

2. It allows for a simplification of the set of critical points based on an importance
measure related to the concept of persistence [5]. Our method may therefore
be used to extract the structurally important critical points of a divergence-free
vector field and lends itself to the analysis of noisy data sets. The importance
measure has a natural physical interpretation and is described in detail in Sect. 4.

3. It is directly applicable to vector fields with only near zero divergence. These
fields often arise when divergence-free fields are numerically approximated or
measured. This property in demonstrated in Sect. 5.
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2 Related Work

Vector field topology was introduced to the visualization community by Helman
and Hesselink [11]. They defined the concept of a topological skeleton consisting
of critical points and connecting separatrices to segment the field into regions of
topologically equivalent streamline behavior. A good introduction to the concepts
and algorithms of vector field topology is given in [30], while a systematic survey
of recent work in this field can be found in [15].

As the topological skeleton of real world data sets is usually rather complex, a
lot of work has been done towards simplification of topological skeletons of vector
fields, see [14, 28, 29, 31].

To reduce the dependence of the algorithms on computational parameters like
step sizes, a combinatorial approach to vector field topology based on Conley index
theory has been developed [3, 4]. In the case of divergence-free vector fields their
algorithm unfortunately encounters many problems in practice.

For scalar valued data, algorithms have been developed [1, 8, 13, 16, 25] using
concepts from discrete Morse theory [7] and persistent homology [5]. The basic
ideas in these algorithms have been generalized to vector valued data in [23, 24]
based on a discrete Morse theory for general vector fields [6]. This theory however
is not applicable for divergence-free vector fields since it does not allow for center-
like critical points. Recently, a unified framework for the analysis of vector fields
and gradient vector fields has been proposed in [22] under the name computational
discrete Morse theory.

Since vector field data is in general defined in a discrete fashion, a discrete
treatment of the differential concepts that are necessary in vector field topology has
been shown to be beneficial in [21, 27]. They introduced the idea that the critical
points of a divergence-free vector field coincide with the extrema of the scalar
potential of the point-wise-perpendicular field to the visualization community. The
critical points can therefore be extracted by reconstructing this scalar potential and
extracting its minima, maxima, and saddle points. In contrast to our algorithm, their
approach does not exhibit the three properties mentioned in Sect. 1.

3 Morse Theory for Divergence-Free 2D Vector Fields

This section shows how theorems from classical Morse theory can be applied in the
context of 2D divergence-free vector fields.

3.1 Vector Field Topology

A 2D vector field v is called divergence-free if r � v D 0. This class of vector fields
often arises in practice, especially in the context of computational fluid dynamics.
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For example, the vector field describing the flow of an incompressible fluid, like
water, is in general divergence-free. The points at which a vector field v is zero
are called the critical points of v. They can be classified by an eigenanalysis of
the Jacobian Dv at the respective critical point. In the case of divergence-free 2D
vector fields one usually distinguishes two cases [10]. If both eigenvalues are real,
then the critical point is called a saddle. If both eigenvalues are imaginary, then
the critical point is called a center. Note that one can classify a center furthermore
into clockwise rotating (CW-center) or counter-clockwise rotating (CCW-center) by
considering the Jacobian as a rotation.

One consequence of the theory that will be presented in this section is that
the classification of centers into CW-centers and CCW-centers is essential from a
topological point of view. One can even argue that this distinction is as important
as differentiating between minima and maxima when dealing with gradient vector
fields.

3.2 Morse Theory

The critical points of a vector field are often called topological features. One
justification for this point of view is given by Morse theory [17]. Loosely speaking,
Morse theory relates the set of critical points of a vector field to the topology of
the domain. For example, it can be proven that every continuous vector field on a
sphere contains at least one critical point. To make things more precise we restrict
ourselves to gradient vector fields defined on a closed oriented surface. The ideas
presented below work in principal also for surfaces with boundary, but the notation
becomes more cumbersome. To keep things simple, we therefore assume that the
surface is closed. We further assume that all critical points are first order, i.e. the
Jacobian has full rank at each critical point. Let c0 denote the number of minima,
c1 the number of saddles, c2 the number of maxima, and g the genus of the surface.
We then have the Poincaré-Hopf theorem

c2 � c1 C c0 D 2 � 2g; (1)

the weak Morse inequalities

c0 � 1; c1 � 2g; c2 � 1; (2)

and the strong Morse inequality

c1 � c0 � 2g � 1: (3)
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3.3 Helmholtz-Hodge Decomposition

To apply these theorems from Morse theory to a divergence-free vector field v
we can make use of the Helmholtz-Hodge decomposition [12]. Let r �  D
.@y ; �@x / denote the curl operator in 2D. We then have the orthogonal
decomposition

v D r� C r �  C h: (4)

We can thereby uniquely decompose v into an irrotational part r�, a solenoidal part
r � , and a harmonic part h, i.e.�h D 0. Due to the assumption that the surface is
closed, the space of harmonic vector fields coincides with the space of vector fields
with zero divergence and zero curl [26]. Since v is assumed to be divergence-free
we have 0 D r � v D r � r� which implies � D 0 due to (4). The harmonic-free
part Ov D v � h can therefore be expressed as the curl of a scalar valued function

Ov D r �  : (5)

3.4 Stream Function

The function is usually referred to as the stream function [19]. Let Ov? D .v2;�v1/
denote the point-wise perpendicular vector field of Ov D .v1; v2/. The gradient of the
stream function is then given by

r D Ov?: (6)

Note that Ov has the same set of critical points as Ov? . The type of its critical points is
however changed: CW-center become minima, and CCW-center become maxima.
Since (6) shows that Ov? is a gradient vector field, we can use this identification to see
how (1)–(3) can be applied to the harmonic-free part of divergence-free 2D vector
fields.

3.5 Implications

The dimension of the space of harmonic vector fields is given by 2g [26]. A vector
field defined on a surface which is homeomorphic to a sphere is therefore always
harmonic-free, i.e. Ov D v. Every divergence-free vector field on a sphere which only
contains first order critical points therefore satisfies (1)–(3). For example, every such
vector field contains at least one CW-center and one CCW-center.

Due to the practical relevance in Sect. 5 we note that every divergence-free vector
field defined on a contractible surface can be written as the curl of a stream function
 as shown by the Poincaré-Lemma. For such cases, the point-wise perpendicular
vector field can therefore also be directly interpreted as the gradient of the stream
function.
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4 Algorithmic Approach

4.1 Overview

We now describe how we can apply computational discrete Morse theory to
divergence-free vector fields. Let v denote a divergence-free vector field defined
on an oriented surface S . The first step is to compute the harmonic-free part Ov
of v. If S is contractible or homeomorphic to a sphere, then v is itself the curl of
a stream function  , i.e. Ov D v . Otherwise, we need to compute the Helmholtz-
Hodge decomposition (4) of v to get its harmonic part. To do this, one can employ
the algorithms described in [20, 21, 27].

We now make use of the fact that the point-wise perpendicular vector field Ov?
has the same critical points as Ov. Due to (5), we know that Ov? is a gradient vector
field. To compute and classify the critical points of the divergence-free vector field
Ov it therefore suffices to analyze the gradient vector field Ov?.

One approach to analyze the gradient vector field Ov? would be to compute a
scalar valued function  such that Ov? D r . One can then apply one of the
algorithms mentioned in Sect. 2 to extract a consistent set of critical points. In
this paper, we will apply an algorithm from computational discrete Mose theory
to directly analyze the gradient vector field Ov?. The main benefit of this approach
is that it allows us to consider Ov? as a gradient vector field even if it contains a
small amount of curl. This is a common problem in practice, since a numerical
approximation or measurement of a divergence-free field often contains a small
amount of divergence. By adapting the general approach presented in [22], we
can directly deal with such fields with no extra pre-processing steps. Note that
the importance measure for the critical points of a gradient vector field has a nice
physical interpretation in the case of rotated stream functions. This will be explained
in more detail below.

4.2 Computational Discrete Morse Theory

The basic idea in computational discrete Morse theory is to consider Forman’s
discrete Morse theory [7] as a discretization of the admissible extremal struc-
tures of a given surface. The extremal structure of a scalar field consists of
critical points and separatrices – the integral lines of the gradient field that
connect the critical points. Using this description of the topologically consistent
structures we then define an optimization problem that results in a hierarchy of
extremal structures that represents the given input data with decreasing level of
detail.
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4.2.1 Definitions

LetC denote a finite regular cell complex [9] that represents the domain of the given
vector field. Examples of such cell complexes that arise in practice are triangulations
or quadrangular meshes. We first define its cell graph G D .N;E/, which encodes
the combinatorial information contained in C in a graph theoretic setting.

The nodesN of the graph consist of the cells of the complexC and each node up

is labeled with the dimension p of the cell it represents. The edges E of the graph
encode the neighborhood relation of the cells in C . If the cell up is in the boundary
of the cell wpC1, then ep D fup;wpC1g 2 E. We refer to Fig. 2a for an example of
a simple cell graph. Note that we additionally label each edge with the dimension
of its lower dimensional node.

A subset of pairwise non-adjacent edges is called a matching. Using these
definitions, a combinatorial vector field V on a regular cell complex C can be
defined as a matching of the cell graph G, see Fig. 2a for an example. The set of
combinatorial vector fields on C is thereby given by the set of matchings M of the
cell graph G.

We now define the extremal structure of a combinatorial vector field. The
unmatched nodes are called critical points. If up is a critical point, we say that the
critical point has index p. A critical point of index p is called sink .p D 0/, saddle
.p D 1/, or source .p D 2/. A combinatorial p-streamline is a path in the graph
whose edges are of dimension p and alternate between V and its complement. A
p-streamline connecting two critical points is called a p-separatrix. If a p-
streamline is closed, we call it either an attracting periodic orbit .p D 0/ or a
repelling periodic orbit .p D 1/. For examples of these combinatorial definitions of
the extremal structure we refer to Figs. 2b–d.

As shown in [2], a combinatorial gradient vector field V � can be defined as a
combinatorial vector field that contains no periodic orbits. A matching of G that
gives rise to such a combinatorial vector field is called a Morse matching. The set
of combinatorial gradient vector fields on C is therefore given by the set of Morse
matchings M of the cell graph G. In the context of gradient vector fields, we refer
to a critical point up as a minimum .p D 0/, saddle .p D 1/, or maximum .p D 2/.

0
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1
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a 0

1

2
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1
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b 0
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1
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d

Fig. 2 Basic definitions. (a) a combinatorial vector field (dashed) on the cell graph of a single
triangle. The numbers correspond to the dimension of the represented cells, and matched nodes are
drawn solid. (b) a critical point of index 0. (c) a 0-separatrix. (d) an attracting periodic orbit
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We now compute edge weights! W E ! R to represent the given vector field Ov?.
The idea is to assign a large weight to an edge ep D fup;wpC1g if an arrow pointing
from up to wpC1 represents the flow of Ov? well. The weight for ep is therefore
computed by integrating the tangential component of the vector field Ov? along the
edge ep .

4.2.2 Computation

We can now define the optimization problem

V
�

k D arg max
M2M� ; jM jDk

!.M/: (7)

Let k0 D arg maxk2N !.Vk/ denote the size of the maximum weight matching,
and let kn D maxk2N jVk j denote the size of the heaviest maximum cardinality
matching. The hierarchy of combinatorial gradient vector fields that represents the
given vector field Ov? with decreasing level of detail is now given by

V � D
�
V
�

k

�
kDk0;:::;kn

: (8)

For a fast approximation algorithm for (8) and the extraction of the extremal
structure of a particular combinatorial gradient vector field we refer to [22].

4.2.3 Importance Measure

Note that the sequence (8) is ordered by an importance measure which is closely
related to homological persistence [5]. The importance measure is defined by the
height difference of a certain pairing of critical points. Since we are dealing with
the gradient of a stream function of a divergence-free vector field there is a nice
physical interpretation of this value. The height difference between two points of
the stream function is the same as the amount of flow passing through any line
connecting the two points [19]. This allows us to differentiate between spurious and
structurally important critical points in divergence-free 2D vector fields, as will be
demonstrated in the next section.

5 Examples

The purpose of this section is to provide some numerical evidence for the properties
of our method mentioned in Sect. 1. The running time of our algorithm is 47 s for a
surface with one million vertices using an Intel Core i7 860 CPU with 8GB RAM.
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5.1 Noise Robustness

To illustrate the robustness of our algorithm with respect to noise, we sampled the
divergence-free vector field

v.x; y/ D r �
�

sin.6 x/ sin.6 y/ e�3 .x2Cy2/
�

(9)

on the domain Œ�1; 1�2 with a uniform 5122 grid. A LIC image of this divergence-
free vector field is shown in Fig. 3, left. To simulate a noisy measurement of this
vector field, we added uniform noise with a range of Œ�1; 1� to this data set. A
LIC image of the resulting quasi-divergence-free vector field is shown in Fig. 3,
right. Since the square is a contractible domain, we can directly apply the algorithm
described in Sect. 4 to both data sets and extracted the 23 most important critical
points. As can be seen in Fig. 3, our method is able to effectively deal with the noisy
data.

5.2 Importance Measure

To illustrate the physical relevance of the importance measure for the extracted crit-
ical points we consider a model example from computational fluid dynamics [18].
Figure 4, top, shows a LIC image of a simulation of the flow behind a circular
cylinder – the cylinder is on the left of the shown data set. Since we are considering
only a contractible subset of the data set, we can directly apply the algorithm
described in Sect. 4. Note that due to a uniform sampling of this data set a small
amount of divergence was introduced. The divergence is depicted in Fig. 4, bottom.

Fig. 3 A synthetic divergence-free vector field is depicted using a LIC image colored by
magnitude. The critical points of V �

kn�11 are shown. The saddles, CW-centers, and CCW-centers
are depicted as yellow, blue, and red spheres. Left: the original smooth vector field. Right: a noisy
measurement of the field depicted on the left
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Fig. 4 Top: A quasi-divergence-free vector field of the flow behind a circular cylinder is depicted
using a LIC image colored by magnitude. The saddles, CW-centers, and CCW-centers are depicted
as yellow, blue, and red spheres and are scaled by our importance measure. Bottom: the divergence
of the data set is shown using a colormap (white: zero divergence, red: high divergence)

The data set exhibits the well-known Kármán vortex street of alternating clockwise
and counter-clockwise rotating vortices. This structure is extracted well by our
algorithm. The strength of the vortices decreases the further they are from the
cylinder on the left. This physical property is reflected well by our importance
measure for critical points in divergence-free vector fields.

6 Conclusion

We presented an algorithm for the extraction of critical points in 2D divergence-free
vector fields. In contrast to previous work this algorithm is provably consistent in
the sense of Morse theory for divergence-free vector fields as presented in Sect. 3.
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It also allows for a consistent simplification of the set of critical points which enables
the analysis of noisy data as illustrated in Fig. 3. The computed importance measure
has a physical relevance as shown in Fig. 4, and allows to discriminate between
dominant and spurious critical points in a data set. By combinatorially enforcing the
gradient vector field property we are able to directly deal with data sets with only
near zero divergence (see Fig. 4, bottom).

The only step of our algorithm that is not combinatorial is the Helmholtz-
Hodge decomposition which is necessary for surfaces of higher genus to get the
harmonic-free part of the vector field. It would therefore be interesting to inves-
tigate the possibility of a purely combinatorial Helmholtz-Hodge decomposition.
Alternatively, one could try to develop a computational discrete Morse theory for
divergence-free vector fields containing a harmonic part.

Acknowledgements We would like to thank David Günther, Jens Kasten, and Tino Weinkauf for
many fruitful discussions on this topic. This work was funded by the DFG Emmy-Noether research
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Efficient Computation of a Hierarchy
of Discrete 3D Gradient Vector Fields

David Günther, Jan Reininghaus, Steffen Prohaska, Tino Weinkauf,
and Hans-Christian Hege

1 Introduction

The analysis of three dimensional scalar data has become an important tool in
scientific research. In many applications, the analysis of topological structures –
the critical points, separation lines and surfaces – are of great interest and may help
to get a deeper understanding of the underlying problem. Since these structures have
an extremal characteristic, we call them extremal structures in the following.

The extremal structures have a long history [2, 14]. Typically, the critical points
are computed by finding all zeros of the gradient, and can be classified into
minima, saddles, and maxima by the eigenvalues of their Hessian. The respective
eigenvectors can be used to compute the separation lines and surfaces as solutions
of autonomous ODEs. For the numerical treatment of these problems we refer to
Weinkauf [22].

One of the problems that such numerical algorithms face is the discrete nature
of the extremal structures. For example, the type of a critical point depends on the
signs of the eigenvalues. If the eigenvalues are close to zero, the determination of
the type is ill-posed and numerically challenging. Depending on the input data,
the resulting extremal structure may therefore strongly depend on the algorithmic
parameters and numerical procedures. From a topological point of view, this can be
quite problematic. Morse theory relates the extremal structure of a generic function
to the topology of the manifold, e.g., by the Poincaré-Hopf Theorem or by the
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strong Morse inequalities [15]. The topology of the manifold restricts the set of
the admissible extremal structures.

Another problem is the presence of noise, for example due to the imaging
process, or sampling artifacts. Both can create fluctuations in the scalar values
that may create additional extremal structures, which are very complex and hard
to analyze, in general. A distinction between important and spurious elements is
thereby crucial.

To address these problems, one may use the framework of discrete Morse
theory introduced by Forman who translated concepts from continuous Morse
theory into a discrete setting for cell complexes [5]. A gradient field is encoded
in the combinatorial structure of the cell complex, and its extremal structures are
defined in a combinatorial fashion. A finite cell complex can therefore carry only a
finite number of combinatorial gradient vector fields, and their respective extremal
structures are always consistent with the topology of the manifold.

The first computational realization of Forman’s theory was presented by Lewiner
et al. [12, 13] to compute the homology groups of 2D and 3D manifolds. In
this framework, a sequence of consistent combinatorial gradient fields can be
computed such that the underlying extremal structures become less complex with
respect to some importance measure. The combinatorial fields are represented by
hypergraphs and hyperforests, which allow for a very compact and memory efficient
representation of the extremal structure. However, the framework is only applicable
to relatively small three dimensional data sets since the construction of the sequence
requires several graph traversals. This results in a non-feasible running time for
large data sets. Recently, several alternatives for the computation of a discrete
Morse function were proposed, for example by Robins et al. [18] and King et al.
[11].

An alternative approach to extract the essential critical points and separation lines
was proposed by Gyulassy [7]. His main idea is to construct a single initial field and
extract its complex extremal structures by a field traversal. To separate spurious
elements from important ones, the extremal structures are then directly simplified.
One advantage of this approach is a very low running time. One drawback is that
certain pairs of critical points, i.e., the saddle points, may be connected among
each other arbitrarily often by saddle connectors [21]. This can result in a large
memory overhead [8] since the connectors as well as their geometric embedding
need to be stored separately. Note that the reconstruction of a combinatorial gradient
vector field based only on a set of critical points and their separation lines is
challenging.

In this work, we construct a nested sequence of combinatorial gradient fields.
The extremal structures are therein implicitly defined, which enables a memory-
efficient treatment of these structure. Additionally, the complete combinatorial flow
is preserved at different levels of detail, which allows not only the extraction of
separation surfaces, but may also be useful for the analysis of 3D time-dependent
data as illustrated by Reininghaus et al. [17] for 2D.
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The computation of our sequence is based on the ideas of Reininghaus et al. [16].
A combinatorial gradient field is represented by a Morse matching in a derived cell
graph. In this paper, we focus on scalar data given on a 3D structured grid.

Although the computation of a sequence of Morse matchings is a global problem,
an initial Morse matching can be computed locally and in parallel. We use an
OpenMP implementation of the ProcessLowerStar-algorithm proposed by Robins
et al. [18] to compute this initial matching. The critical points in this matching
correspond one-to-one to the changes of the topology of the lower level cuts of
the input data.

As mentioned earlier, the presence of noise may lead to a very complex
initial extremal structure. The objective of this paper is to efficiently construct
a nested sequence of Morse matchings such that every element of this sequence
is topologically consistent, and the underlying extremal structures become less
complex in terms of number of critical points. The ordering of the sequence is
based on an importance measure that is closely related to the persistence measure
[4, 24], and is already successfully used by Lewiner [12] and Gyulassy [7]. This
measure enables the selection of a Morse matching with a prescribed complexity
of the extremal structure in a very fast, almost interactive post-processing step. The
critical points and the separation lines and surfaces are then easily extracted by
collecting all unmatched nodes in the graph and a constrained depth-first search
starting at these nodes.

The rest of the paper is organized as follows: in Sect. 2, we formulate elements
of discrete More theory in graph theoretical terms. In Sect. 3, we present our new
algorithm for constructing a hierarchy of combinatorial gradient vector fields. In
Sect. 4, we present some examples to illustrate the result of our algorithm and its
running time.

2 Computational Discrete Morse Theory

This section begins with a short introduction to discrete Morse theory in a graph
theoretical formulation. We then recapitulate the optimization problem that results
in a hierarchy of combinatorial gradient vector fields representing a 3D image data
set. For simplicity, we restrict ourselves to three dimensional scalar data given on
the vertices of a uniform regular grid. The mathematical theory for combinatorial
gradient vector fields, however, is defined in a far more general setting [5].

2.1 Cell Graph

Let C denote a finite regular cell complex [9] defined by a 3D grid. In this paper,
we call a cell complex regular if the boundary of each d -cell is contained in a union
of .d � 1/-cells. The cell graph G D .N; E/ encodes the combinatorial information
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Fig. 1 Illustration of a cell complex and its derived cell graph. (a) shows the cells of a 2 � 2 � 2

uniform grid in an exploded view. A single voxel is represented by eight 0-cells, twelve 1-cells,
six 2-cells, and one 3-dimensional cell. These cells and their boundary relation define the cell
complex. (b) shows the derived cell graph. The nodes representing the 0-, 1-, 2-, and 3-cells are
shown as blue, green, yellow and red spheres respectively. The adjacency of the nodes is given by
the boundary relation of the cells. The edges are colored by the lower dimensional incident node.
(c) shows the cell complex and the cell graph to illustrate the neighborhood relation of the cells

contained in C . The nodes N of the graph consist of the cells of the complex C

and each node up is labeled with the dimension p of the cell it represents. The
scalar value of each node is also stored. Higher dimensional nodes are assigned
the maximal scalar value of the incident lower dimensional nodes. The edges E of
the graph encode the neighborhood relation of the cells in C . If the cell up is in the
boundary of the cell wpC1, then ep D fup; wpC1g 2 E. We label each edge with
the dimension of its lower dimensional node. An illustration of a cell complex and
its graph is shown in Fig. 1. Note that the node indices, their adjacence and their
geometric embedding in R

3 are given implicitly by the grid structure.

2.2 Morse Matchings

A subset of pairwise non-adjacent edges is called a matching M � E. Using these
definitions, a combinatorial gradient vector field V on a regular cell complex C

can be defined as a certain acyclic matching of the cell graph G [3]. The set of
combinatorial gradient vector fields on C is given by the set of these matchings,
i.e., the set of Morse matchings M � of the cell graph G. An illustration of a 2D
Morse matching is shown in Fig. 2a.

2.3 Extremal Structures

We now define the extremal structures of a combinatorial gradient vector field
V in G. The unmatched nodes are called critical nodes. If up is a critical node,
we say that the critical node has index p. A critical node of index p is called
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Fig. 2 Depiction of algorithm constructHierarchy. Image (a) shows a 2D Morse matching M .
The matched and unmatched edges of the cell graph G are depicted as solid and dashed lines
respectively. The unmatched nodes of G are shown as black dots. Each node of G is labeled by
its dimension. Image (b) shows the two minima (blue dots) and the saddle (yellow dot) as well
as the only two possible augmenting paths (blue and green stripes) in M . Image (c) shows the
augmentation of M along the left (green) path. The start- and endnode of this path are now matched
and not critical anymore. A single minimum (blue dot) remains in M

minimum .p D 0/, 1-saddle .p D 1/, 2-saddle .p D 2/, or maximum .p D 3/.
A combinatorial p-streamline is a path in the graph whose edges are of dimension
p and alternate between V � E and its complement E n V . In a Morse matching,
there are no closed p-streamlines. This defines the acyclic constraint for Morse
matchings. A p-streamline connecting two critical nodes is called a p-separation
line. A p-separation surface is given by all combinatorial 1-streamlines that
emanate from a critical point of index p. The extremal structures give rise to a
Morse-Smale complex that represents the topological changes in the level sets of
the input data. Since we have assigned the maximal value to higher dimensional
cells, there are no saddles with a scalar value smaller or greater than their connected
minima or maxima respectively.

2.4 Optimization Problem

The construction of a hierarchy can be formulated as an optimization problem [16].
Given edge weights ! W E ! R, the objective is to find an acyclic matching
Vk 2 M � such that

Vk D arg max
M2M� ; jM jDk

!.M /: (1)

However, (1) becomes an NP-hard problem in the case of 3D manifolds [10]. We
therefore only use (1) to guide our algorithmic design to construct a nested sequence
of combinatorial gradient vector fields V D .Vk/kDk0;:::;kn

. For each k, we are
looking for the smallest fluctuation to get a representation of our input data at
different levels of detail. Note that this proceeding differs from the homological
persistence approach introduced by Edelsbrunner et al. [4]. There are persistence
pairs in 3D that cannot be described by a sequence V as shown in a counterexample
by Bauer et al. [1].
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3 Algorithm

In this section, we describe the construction of a sequence of combinatorial gradient
vector fields. The construction consists of two steps. In the first step, an initial Morse
matching is computed. The matching represents the fine-grained flow of the input
data. In the second step, the initial matching is iteratively simplified by removing
the smallest fluctuation in every iteration. The simplification is done by computing
the p-separation line S representing this fluctuation in a given matching V`.
A p-separation line, which is connecting two critical points, is an augmenting path
since it is alternating and its start- and endnode are not matched. We can then
produce a larger matching V`C1 by taking the symmetric difference

V`C1 D V` 4 S: (2)

Equation (2) is called augmenting the matching. The simplification stops if the
matching can not be augmented anymore. This final result represents the gradient
field with the coarsest level of detail.

3.1 Initial Matching

To compute the initial matching Vk0 , we use the algorithm ProcessLowerStar [18].
ProcessLowerStar computes a valid Morse matching by finding pairs in the lower
star of each 0-node in lexicographic descending order. Since the decomposition of
a cell graph in its lower stars is a disjoint decomposition, each lower star can be
processed in parallel. The assumption in ProcessLowerStar is that the scalar values
are distinct. To fulfill this requirement, we use the same idea as Robins et al. [18].
Two 0-nodes in a lower star with the same scalar values are differentiated by their
index. If the enumeration of the 0-nodes in G is linear, this correlates to a linear
ramp with an infinitesimal small �.

3.2 Computing the Hierarchy

In the following we describe the construction of a sequence of Morse matchings
V . See Algorithm 1 and Fig. 2 for a depiction of it. The main idea is to compute
the p-separation line with the smallest weight that emanates from a saddle and
allows for an augmentation of the Morse matching. While the computation of the
0- and 2-separation lines is straight forward, special attention needs to be taken
for the computation of 1-separation lines since they can merge and split in the
combinatorial setting.
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Algorithm 1: constructHierarchy
Input: initial matching Vk0 ; cell graph G

Output: hierarchy
1: hierarchy nil
2: saddleQueue initQueue.G/

3: while saddleQueue ¤ ; do
4: s saddleQueue:pop./

5: if isCritical.s/ then
6: ŒcancelPartner; augPath� getUniquePairing.s:idx/

7: if cancelPartner then
8: weight getWeight.s:idx; cancelPartner/

9: if weight < saddleQueue:top./:weight then
10: updateMatching.augPath/

11: hierarchy:append.augPath/

12: else
13: saddleQueue:push.s:idx; weight/

We start with the initial matching Vk0 as described above. In the first step,
the priority queue is initialized by the function initQueue (line 2). This function
collects all unmatched 1- and 2-nodes and computes the weight of these nodes.
The weight is given by the smallest difference in the scalar values of a saddle
and its neighbors [16]. initQueue uses basically the same functionality as the
function getUniquePairing, which is described subsequently. After the queue is
initialized, the first saddle s of the queue, i.e., the element with the smallest
weight, is taken (line 4) and checked whether it is still critical (line 5). This is
necessary since previous simplification steps may have affected s. Then, the function
getUniquePairing computes the cancel partner as well as the augmenting path that
connects this node with s (line 6). If the saddle s is connected to every neighbor
by multiple paths, then we can not cancel this saddle since a closed combinatorial
streamlines would be created (line 7). Otherwise, we compute the weight of s and
its cancel partner and test whether it is smaller than the weight of the next element
in the queue (line 8 and 9). This is necessary since previous simplification steps may
have affected the connectivity of s. If the weight is smaller, it represents the smallest
fluctuation at this time, and we can augment the matching along the path (line 10).
This results in a simplified combinatorial gradient field where the saddle node s

and its cancel partner are no longer critical. Since the augmentation of a matching
along an augmenting path never creates new critical nodes, the complexity of the
underlying extremal structure is reduced. The path is finally stored to be able to
restore this specific level of detail (line 11). We reinsert the saddle s with the new
weight (line 13) if the weight is greater.

The main computational effort lies in the computation of the best pairing that
contains a uniquely defined connection. Algorithm 2 and Fig. 3 show how this can
be achieved efficiently. Let s be an unmatched 1- or 2-node. In the first step, the
two 0- or 2-separation lines – the paths that connect a saddle node with at most two
0-nodes or 3-nodes – are computed. We take the two 0- or 2-edges incident to s
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Algorithm 2: getUniquePairing
Input: saddle s

Output: cancelPartner; augmentingPath
1: cancelPartner  nil, augmentingPath nil, isCircle false, weight 1
2: ŒfirstLink; secLink� getLinkToExtrema.s/

3: ŒfirstPath; secPath� integrateSeparationLine.s; ŒfirstLink; secLink�/

4: if getEndNode.firstPath/ ¤ getEndNode.secPath/ then
5: ŒcancelPartner; augmentingPath� getBestWeight.firstPath; secPath/

6: weight getWeight.s; cancelPartner/

7: Œsurface; saddles� integrateSeparationSurface.s/

8: sort.saddles/

9: for all n 2 saddles do
10: if n:weight < weight then
11: ŒisCircle; line� checkMultiplePairing.surface; n:idx/

12: if isCircle D false then
13: weight n:weight, cancelPartner  n:idx
14: augmentingPath line
15: return

Fig. 3 Illustration of algorithm getUniquePairing. In the first step (a), the two 1-separation lines
(blue lines) starting from a 1-saddle (green sphere) are integrated. Both end in distinct minima
(blue spheres), which would allow for an augmentation along one of these lines. The combinatorial
flow restricted to the separation lines is indicated by arrows. In the second step (b), the separation
surface (blue surface) is integrated using a depth first search. The surface ends in 2-separation
lines (red lines) that emanate from 2-saddles (yellow spheres). For each of these 2-saddles the
intersection of their separation surface and the surface emanating from the 1-saddle is computed
in the third step (c). The intersection is depicted by red stripes. The resulting saddle connectors,
i.e., the 1-separation lines, are shown as green lines. The right 2-saddle is connected twice with
the 1-saddle. An augmentation of the matching along one of these lines would result in a closed
1-streamline. This saddle is therefore not a valid candidate for a cancellation. From the remaining
2-saddles and the two minima the critical node is chosen that has the smallest weight with respect
to the 1-saddle

(line 2) and follow the combinatorial gradient field until an unmatched node is
found. This is done by the function integrateSeparationLine (line 3). Note that these
separation lines are uniquely defined if we start at a saddle. Multiple lines can merge
but they can not split. We need to check whether these two paths end in the same
minimum or maximum (line 4). If they do, an augmentation along one of these paths
would create a closed streamline, which are not allowed in combinatorial gradient
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Algorithm 3: getUniqueSaddleConnector
Input: separation surface sepSurf ; saddle s

Output: sepLine; isCircle
1: sepLine nil,
2: queue nil, queue:push.s/

3: while queue ¤ ; do
4: curNode queue:pop./, numNeighbors 0

5: nodeList getAllNeighborsInSurface.curNode; sepSurf /

6: for all m 2 nodeList do
7: if isVistedŒm�D false then
8: if numNeighbors > 1 then
9: isCircle true

10: return
11: else
12: queue:push.m/, sepLine:push.getLink.m; curNode//

13: isVistedŒm� true
14: numNeighbors numNeighborsC 1

fields. If the two endnodes are distinct, we choose the one with the smallest weight
and take the corresponding path as augmenting path (line 5 and 6).

In the second step, we investigate the connectivity of s with complementary
saddle nodes. The 1-separation lines that connect these saddles are also called saddle
connectors [21], and are defined by the intersection of the complementary separation
surfaces. In contrast to 0- and 2-separation lines, these lines can split and merge.
In previous work of Lewiner [12], this property results in a non-feasible running
time, and in the work of Gyualssy [7], it induces a large memory consumption.
The second part of Algorithm 2 and Algorithm 3 show a memory and running time
efficient alternative.

Given the saddle s, we integrate the separation surface using a depth-first search
(line 7). This is done by integrateSeparationSurface. Note that the integration
only follows the 1-streamlines, i.e., the 1-paths that alternate between the current
matching and its complement. Since the boundary of a separation surface consists
of separation lines, the integration will terminate at these lines. The 1- and 2- nodes
describing these lines are already matched and hinder a further flooding. The result
of integrateSeparationSurface is a list of 1- and 2-nodes representing the separation
surface. Additionally, a list of the complementary saddles is returned. We sort these
saddles by their weight to s (line 8) and test them in ascending order (line 9). Since
the objective is to remove the smallest fluctuation, we are looking for a saddle
partner with a smaller weight than s has with its uniquely connected minima or
maxima (line 10). If there is such a partner, we check whether there are multiple
connections between these two saddles by calling getUniqueSaddleConnector (line
11). If the connection is unique we use it as an augmenting path and return (line 13,
14 and 15).

In the discrete Morse setting of Forman’s theory, saddle connectors can merge
and split. This property prohibits a direct walk starting at a saddle as we have done
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for the 0- and 2-separation lines. Saddle connectors could be computed by definition
as the intersection of the two corresponding separation surfaces [21], but this would
result in a infeasible running time. Instead, we compute the intersection directly
using the function getUniqueSaddleConnector, shown in Algorithm 3.

Consider a set of 1- and 2-nodes representing a separation surface, and a saddle
s in the boundary of this surface. We first push s in a queue (line 2). This queue
will allow the traversal of the saddle connector. For the first element of the queue,
we collect all neighboring 1- and 2-nodes in the node list given by the separation
surface (line 4 and 5). Note that the saddle connector is a 1-streamline and its
edges must alternate between the matching and its complement. This is achieved
by the function getAllNeighborsInSurface. The main idea is now to check for split
events in the intersection. If there is such an event, we know that there are multiple
connections between the two saddles since by definition the intersection always
ends in the complementary saddle. We test each of these nodes if they were already
visited (line 6 and 7). In order to check for split events, we need to count the
number of possible extensions of the saddle connector. If there are more than one,
the algorithm returns with a boolean indicating multiple connections (line 8, 9 and
10). If this is not the case, the current node is an extension of the saddle connector.
The node is added to the queue and the corresponding link to the saddle connector.
The number of possible extensions is increased by one (line 12, 13 and 14). The
loop ends in the other saddle, and the links describing the saddle connector are in
sorted order.

3.3 Extraction of Extremal Structures

Given a nested sequence of combinatorial gradient vector fields V D .Vk/kDk0;:::;kn ,
an arbitrary element of the sequence can be restored as follows: first we take the
coarsest possible field Vkn . This is the final result of Algorithm 1. Note that this
field can be efficiently represented by a boolean vector whose size is given by the
number of edges in G. Then, this field is iteratively augmented along the augmenting
paths computed in Algorithm 1 in reverse order (Vkn�1 ,: : :, Vk1 ). The augmentation
of a field V` along an alternating path p` is given by the symmetric difference V`�1

D V`4p`: In contrast to (2) this augmentation increases the number of critical nodes
by two. The augmentation stops if the desired number of critical nodes is achieved
or the weight of the last augmenting path corresponds to a prescribed threshold.

For a certain level in the hierarchy V , the critical nodes are computed by
collecting all unmatched nodes. From each of the collected 1- and 2-nodes, the
0- and 2-separation lines are computed by following the combinatorial flow. The
separation surfaces are restored by a depth-first search similar as is used in
Algorithm 2. For the computation of the saddle connectors, we can use Algorithm 3
in a slightly modified version. Instead of returning when a split event was found,
a new line is started. The geometric embedding is given by the grid structure
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of the input data. Note that the extremal structures can not be easily updated
incrementally.

3.4 Memory Consumption

For the construction of the hierarchy, a boolean vector, whose size is given by the
number of edges in G, is needed to represent the current matching. The number
of nodes in the cell graph is eight times the number of vertices in the input grid.
The number of edges in G is therefore bounded by 24 times the number of vertices.
Since the size of a boolean is 1=32th of a single precision number we need a factor
of 0.75 of the input data to represent the matching. Three additional boolean vectors
of size of number of nodes are necessary for the surface integration, its intersection,
and the node matching. The total factor is therefore 1:5 of the input data. Robins
proved that the critical points are in a one-to-one correspondence to the topological
changes in the lower level sets [18]. Since (2) only decreases the number of critical
nodes, the size of the priority queue is given by the number of critical points in the
input field. The theoretical maximal memory consumption for separation surfaces is
bounded by the number of 1- and 2-nodes in G.

Table 1 Running times and memory consumption for six data sets of varying dimensions. The
computation of the initial matching with 12 cores and, as reference, for 1 core is shown in the
second column. The resulting speed up factor is shown in the third column. The running time
for a 5% and a complete simplification, and the number of levels in the hierarchies are shown
in the fourth and fifth column. The peak memory consumption and the memory factor for a full
simplification including the augmenting paths are shown in the sixth and seventh column

Data set Initial matching Speed up 5% Simplification V5% Peak Memory
(Size) 12 cores (1 core) Complete hierarchy V memory factor

Neghip 6 s 10.3 11 s 4,974 1 MB 1
643 (1 min 2 s) 11 s 5,023

Hydrogen 51 s 11.6 2 min 13 s 87,821 8 MB 1
1283 (9 min 53 s) 2 min 13 s 87,825

Aneurism 7 min 02 s 11.54 15 min 45 s 38,542 107 MB 1.59
2563 (81 min 12 s) 21 min 39 s 48,561

Beetle 18 min 43 s 11.46 34 min 26 s 309,290 260 MB 1.52
4162 � 247 (214 min 26 s) 41 min 19 s 321,222

Benzene 30 min 46 s – 33 min 1 s 92 392 MB 1.51
4013 33 min 7 s 123

Synthetic 8 h 26 min 19 s – 8 h 45 min 22 s 203 6.3 GB 1.51
1; 0243 8 h 49 min 16 s 243
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Fig. 4 This image shows the critical points and the p-separation lines of a synthetic example for
different levels of detail. Minima, 1-saddles, 2-saddles and maxima are depicted as blue, green,
yellow and red spheres respectively. The p-separation lines are shown as blue (p D 0), green
(p D 1) and red (p D 2) lines. Image (a) shows the initial Morse matching Vk0

whereas (b)
and (c) show the level Vkn�13 and Vkn�4. The isosurface (grey) in c) illustrates the most dominant
minima and maxima regions. The hierarchy consists of 243 levels

4 Examples

In the following, we present some examples to illustrate our method. All experi-
ments were done on an AMD Opteron 6174 CPU. To compute the initial matching,
we implemented an OpenMP version of ProcessLowerStar. Table 1 shows the run-
ning time and memory consumption for different 3D data sets. The neghip, hydrogen
and aneurism are provided by The Volume Library [19] while the beetle data set is
provided by Gröller et al. [6]. We give the running time for the computation of
the initial matching with 12 cores and 1 core, respectively, and the corresponding
speed up factor. Besides computing the complete hierarchization, it is in some cases
sufficient to compute only a subsequence of V in order to remove only the most
spurious/noisy extremal structures. Therefore, we also give the computation time of
the algorithm for a 5% simplification, i.e., until the weight of the last augmenting
path corresponds to 5% of the data range. The corresponding number of hierarchy
levels is given as well. The memory consumption is measured by observing the
peak memory usage during computation. This includes also the augmenting paths.
The memory factor relates the consumption to the file size (single point precision).
Figure 4 shows the extremal structures for different levels of detail of a synthetic
example. The running time and memory consumption is also given in Table 1.

The speed up factor is nearly optimal and scales with the dimensions of the
data set. The construction time of V for the complex aneurism data set was
approximately 21 min, which correlates to the work of Gyulassy et al. [8] with
a reasonable valence parameter. This example shows also that the topological
complexity of the initial field influences the running time. For simple data sets as the
neghip or hydrogen there is nearly no difference in running time between a 5% and a
full simplification. The overall running time and the practical memory consumption,
which is less than a factor of two of the input data, allows for the analysis of large
data with an appropriate topological complexity.
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Fig. 5 Extremal structures of the electrostatic field of a benzene molecule for Vkn�90 with 181

critical points. (a) shows the minimal structures: the 48 minima (blue spheres), 78 1-saddles (green
spheres), 0-separation lines (blue lines) and the 1-separation surface (blue surface). (b) shows
the maximal structures: the 12 maxima (red spheres), 43 2-saddles (yellow spheres), 2-separation
lines (red lines) and the 2-separation surface (red surface). Ude to symmetry, only one half of
the separation surfaces is shown. Note that 1-separation surfaces separate the flow given by the
0-streamlines, while 2-separation surfaces separate 2-streamlines. Triangulating the 2-nodes of
1-separation surfaces therefore does not necessarily lead to closed surfaces in contrast to
2-separation surfaces

Fig. 6 Comparison of combinatorial and continuous extremal structures for the electrostatic field
around a benzene molecule. Image (a) shows smooth extremal structures extracted as in [21].
The minima and the maxima are depicted as blue and red spheres while the 1- and 2-saddles are
shown as blue and red disks respectively. The saddle connectors are shown as blue-red stripes. Gray
illuminated lines represent streamlines emanating from the saddles. Image (b) shows combinatorial
extremal structures. The minima, 1- and 2-saddles, and the maxima are represented by blue,
green, yellow and red spheres respectively. The saddle connectors are shown as green lines. Gray
illuminated lines depict the 2-separation lines emanating from the 2-saddles. Gray surfaces depict
the carbon and the hydrogen atoms and their bonds

4.1 Comparison of Continuous and Combinatorial Extremal
Structures

Figures 5 and 6 visualize the extremal structures of the electrostatic potential around
the benzene molecule. This data set has been analyzed by Theisel et al. [21] using
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numerical methods, and we use their results for a side-by-side comparison of
continuous and combinatorial structures. To achieve comparable results, we chose
the hierarchy level Vkn�90 where we have the same number of 1- and 2-saddles
as in the continuous case. The data set is sampled on a 4013 regular grid using the
fractional charges method [20]. The running time is shown in Table 1; the extraction
of the critical points and the p-separation lines for an arbitrary element of V took
at most 20 s whereas the separation surfaces took at most 60 s. Figure 5 shows our
combinatorial result from a top view. Note how the regularity of the underlying data
set has been perfectly captured. This poses a challenge for numerical algorithms,
since guarantees about finding all critical points can usually not be given. The side-
by-side comparison of the continuous and the combinatorial extraction results is
shown in Fig. 6.

We make the following observations: First, the continuous version is not only
visually more pleasing, but it better communicates the smooth nature of the flow
to a viewer. For such purposes, the classic continuous methods are preferable over
the combinatorial ones. Second, numerical algorithms require a larger number of
parameters, which are often difficult to choose. In this example, the continuous ver-
sion misses some saddle connectors, since a certain maximal number of integration
steps had to be chosen for the extraction algorithm [21]. Of course, we could have
changed that parameter and re-run the algorithm by Theisel et al. [21], but this still
would not make it a proofably watertight case. Our combinatorial algorithm, on the
other hand, captures all connectors by design. Hence, combinatorial methods are
preferable over continuous ones if proofable correctness is the primary goal, e.g., if
the extraction results are supposed to serve as an input for a further analysis.

5 Conclusions and Future Work

We presented a novel combinatorial algorithm to construct a weighted hierarchy of
combinatorial gradient vector fields for 3D scalar data. The hierarchy represents
the combinatorial flow for different levels of detail and implicitly defines the
extremal structures. The weighting enables a distinction between spurious and
dominant extremal structures. The hierarchy is efficiently represented by a sequence
of augmenting paths. As seen in Table 1 the running time scales reasonable for
common data sets. The memory consumption of Algorithm 1 is bounded. This
allows for an analysis of large data sets. Our algorithm could allow for an extension
of other methods that make use of a combinatorial gradient vector field such as
topological smoothing [23] or tracking of critical points [17] to 3D.
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Computing Simply-Connected Cells in
Three-Dimensional Morse-Smale Complexes

Attila Gyulassy and Valerio Pascucci

1 Introduction

Topology-based techniques can be used to extract features robustly from large and
complex data. The Morse-Smale (MS) complex is especially well-suited in this
context, because it encodes a large features space. Once computed, the cells of the
MS complex identify regions of the data with uniform gradient flow properties:
often, the problem of extracting features is reduced to selecting which cells of the
complex to extract. For example, in recent combustion experiments, one hypothesis
states that flame extinction occurs in regions of mixture fraction that can be
described by simply-connected crystals of the MS complex. Testing this theory
hinges on extracting valid cells; as we will show, previous techniques fall short of
computing all cells of three-dimensional MS complexes.

The following contributions are made in this paper:

• We identify the challenges in extracting topologically valid cells from a discrete
gradient vector field.

• We present an algorithm that computes the distinct cells of the MS complex
connecting two critical points.

• We propose data structures to enable an efficient implementation of the algo-
rithm.
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2 Related Work

Topology-based techniques are well-studied in the context of scalar function
analysis. Typically, a topological representation of the function is computed, then
queried. The MS complex is a topological data structure that provides an abstract
representation of the gradient flow behavior of a scalar field [1, 2]. Edelsbrunner
et al. [3] presented the first algorithm for two-dimensional piecewise linear (PL)
data, and Bremer et al. [4] improved this technique by following gradients more
faithfully and describing a multi-resolution representation of the scalar field. For
two-dimensional simply connected domains, there is a local property of orientation.
Every cell of the complex can be computed by “walking” around the nodes and arcs
of the complex. The interior of a quad can then be recovered by flood-filling from
the boundary [4].

The problem becomes more difficult for three-dimensional domains, and various
techniques have been proposed to handle this increased complexity. Edelsbrunner
et al. [5] proposed an algorithm to compute the nodes, arcs, and quads of a three-
dimensional MS complex for a PL function on a simplicial complex, however, a
practical implementation was never devised due to the complexity of the algo-
rithm. In particular, maintaining separation and ordering between ascending and
descending manifolds proved challenging. The one-skeleton (nodes and arcs) of
the MS complex was first computed successfully for volumetric data by Gyulassy
et al. [6] by simplifying a dense “artificial” complex. Although the same authors
later presented a more efficient approach to computing the MS complex by using
a sweeping plane [7], data size and computational overhead still proved to be a
limiting factor, despite not maintaining two- and three-dimensional manifolds of
the critical point.

Recently, several techniques have been presented to compute components of the
three-dimensional MS complex based on Forman’s discrete Morse theory [8]. This
is an attractive alternative to PL Morse theory since it simplifies the search for higher
dimensional manifolds by discretizing the flow operator, and the ascending and
descending manifolds are naturally separated by dimension. In [9–11] the authors
presented techniques to compute a discrete gradient vector field. The 1-skeleton of
the MS complex is simply recovered from a discrete gradient field as the critical
cells and gradient paths connecting them. The descending and ascending manifolds
are recovered as the sum of the cells reachable from a critical cell with the flow
operator, and its inverse, respectively. While these approaches are practical and
easy to implement, they fall short of identifying uniquely cells of the complex: in
particular, they can not distinguish between two distinct cells having the same origin
and destination. Currently, no algorithm is able to distinguish in practice between
multiple cells connecting the same two critical points for three-dimensional MS
complexes.
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3 Background

Scalar valued volumetric data is most often available as discrete samples at the
vertices of an underlying mesh. Morse theory has been well-studied in the context
of smooth scalar functions, and has been adapted for such discrete domains. In the
following, we briefly introduce Morse theory, to gain intuition of certain properties
we want to maintain in the discrete case. Next, we review fundamental concepts
from discrete Morse theory, and describe the discrete analogue to smooth Morse
theory.

3.1 Morse Functions and the MS Complex

Let f be real-valued smooth map f W M ! R defined over a compact
d -manifold M. A point p 2 M is critical when rf .p/ D 0, i.e. the gradient is
zero, and is non-degenerate when its Hessian (matrix of second partial derivatives)
is non-singular. The function f is a Morse function if all its critical points are non-
degenerate and no two critical points have the same function value. The Morse
Lemma states that there exist local coordinates around p such that f has the
following standard form: fp D ˙x2

1 ˙ x2
2 � � � ˙ x2

n. The number of minus signs
in this equation gives the index of critical point p. In three-dimensional functions,
minima are index-0, 1-saddles are index-1, 2-saddles are index-2, and maxima are
index-3.

An integral line in f is a maximal path in M whose tangent vectors agree
with the gradient of f at every point along the path. Each integral line has
an origin and destination at critical points of f . The ascending and descending
manifold of a critical point p are obtained as clusters of integral lines having p as
their common origin and destination, respectively. The descending manifolds of f

form a cell complex that partitions M; this partition is called the Morse complex.
Similarly, the ascending manifolds also partition M into a cell complex. In a Morse-
Smale function, integral lines only connect critical points with different indices.
For volumetric domains, an index-i critical point has an i -dimensional descending
manifold and a .3 � i/-dimensional ascending manifold. The intersection of the
ascending and descending manifolds of a Morse-Smale function forms the Morse-
Smale (MS) complex. Figure 1 illustrates the ascending and descending manifolds
as well as the full MS complex for a two-dimensional domain.

The cells of this complex for functions defined on three-dimensional domains
are nodes, arcs, quads, and crystals, of dimensions 0, 1, 2, and 3, respectively. The
cells of the complex are well-structured. Figure 2 illustrates the various cells as well
as the boundary relations between them. Each cell contains the integral lines that
share a common origin and destination, along with the property that one line can be
continuously deformed into another in the interior of the cell, i.e. the interior of a
d -cell is a topological ball.
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Fig. 1 A two-dimensional
Morse-Smale function is
decomposed into ascending
(a) and descending (b)
manifolds. The cells of the
Morse-Smale complex are
formed by the intersection of
these (c)

Fig. 2 The the MS complex for a three dimensional domain (left), with one crystal highlighted.
The cells (middle) of decreasing dimension from left to right: a crystal is a 3-cell that has one
minimum, one maximum, and an alternating ring of 1-saddles and 2-saddles. The facets of a crystal
are quads, quadrangular 2-cells. The facets of quads are the arcs, integral lines connecting critical
points with indices differing by one. The facets of arcs are nodes, critical points of the function

3.2 Discrete Morse Theory

Practical algorithms for computing MS complexes for volumetric data rely on
discretizing the domain. The following basic definitions from discrete Morse theory
are due to Forman [8]. A d -cell is a topological space that is homeomorphic to a
d -ball Bd D fx 2 E

d W jxj � 1g. For cells ˛ and ˇ, ˛ < ˇ means that ˛ is a face
of ˇ and ˇ is a co-face of ˛, i.e., the vertices of ˛ are a proper subset of the vertices
of ˇ. If dim.˛/ D dim.ˇ/ � 1, we say ˛ is a facet of ˇ, and ˇ is a co-facet of ˛.
A cell ˛ with dimension d is denoted ˛.d/. The boundary operator @ maps a cell to
its facets, and induces an orientation on the facets. The face operator @ maps a cell
to its faces.

Let K be a regular complex that is a mesh representation of M, the underlying
space. A function f W K ! R that assigns scalar values to every cell of K is a
discrete Morse function if for every ˛.d/ 2 K , its number of co-faces jfˇ.dC1/ >

˛jf .ˇ/ � f .˛/gj � 1, and its number of faces jf�.d�1/ < ˛jf .�/ � f .˛/gj � 1.
A cell ˛.d/ is critical if its number of co-faces jfˇ.dC1/ > ˛jf .ˇ/ � f .˛/gj D 0

and its number of faces jf�.d�1/ < ˛jf .�/ � f .˛/gj D 0. To distinguish between
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cells of the MS complex and critical cells of the mesh, we refer to critical cells as
critical points.

A vector in the discrete sense is a pair of cells f˛.d/ < ˇ.dC1/g, where we say
that an arrow points from ˛.d/ to ˇ.dC1/. Intuitively, this vector simulates a direction
of flow. A discrete vector field V on K is a collection of pairs f˛.d/ < ˇ.dC1/g of
cells of K such that each cell is in at most one pair of V . Given a discrete vector
field V on K , a V -path is a sequence of cells

˛
.d/
0 ; ˇ

.dC1/
0 ; ˛

.d/
1 ; ˇ

.dC1/
1 ; ˛

.d/
2 ; : : : ; ˇ.dC1/

r ; ˛
.d/
rC1

such that for each i = 0,..., r, the pair f˛.d/ < ˇ.dC1/g 2 V , and fˇ.dC1/
i > ˛

.d/
iC1 ¤

˛
.d/
i g. A V -path is the discrete equivalent of a streamline in a smooth vector field. A

discrete vector field in which all V -paths are monotonic and do not contain any loops
is a discrete gradient field. Note that in Forman’s discrete Morse theory, gradient
vectors point in the direction of decreasing function value. Cells that are not part of
a gradient vector are critical with index of criticality equal to the dimension of the
cell.

The descending manifold of a critical cell ˛ is the sum of V-paths starting at ˛,
and the ascending manifold is the sum of V-paths ending at ˛. Both the ascending
and descending manifolds are sets of cells, and we can define the discrete Morse-
Smale complex as the cells of the intersections of these manifolds. We say a cell of
the MS complex is valid if it is a topological ball, and its boundary is a topological
sphere made up of lower dimensional cells of the complex.

4 Challenges

Two main challenges must be overcome to extract valid cells of the MS complex in
the discrete setting for volumetric domains: first, multiple cells of the complex may
share critical points p and q as their origin and destination; second, the ascending
and descending manifolds of an index-i critical point p, are not necessarily
topological balls of dimension .3�i/ and i , respectively. Figure 3 illustrates the first
problem. Here, two quads share the same minimum and maximum. These cells are
merged together by techniques that only look at the intersection of ascending and
descending manifolds to obtain the cells of the MS complex. In two-dimensions,
multiple quads may share the same minimum and maximum; in three dimensions,
multiple quads may share the same saddle and extremum, and multiple crystals may
share the same minimum and maximum.

The second challenge in computing valid cells of the three-dimensional MS
complex occurs because gradient paths can merge and split in the discrete setting. In
particular, in computing the ascending 2-manifolds of 1-saddles and the descending
2-manifolds of 2-saddles, a naive approach of gathering cells in V-paths can create
a non-manifold surface, as illustrated in Fig. 4.
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Fig. 3 We consider a two-dimensional discrete Morse function (a) and its discrete gradient field
(b). The ascending manifold of the bottom left minimum is identical to the descending manifold of
the maximum. These cells are highlighted in (c). The intersection of these manifolds is every cell
except for the middle vertex. However, as illustrated in (d) and (e), there are two distinct quads of
the two-dimensional MS complex in this intersection

Fig. 4 Gradient vectors are shown for cells contained in V-paths originating at the 2-saddle (red
quad) in a volumetric discrete gradient field. A simple union of these cells form a non-manifold
surface (b). We can resolve this (c) by respecting the multiplicity of a cell in the descending
manifold

5 Algorithm

One fundamental operation in using a MS complex in data analysis is to find
the cells of the complex connecting an index-i critical point p with an index-j
critical point q. Assume i > j . The dimension of the desired cells is .j � i/.
Furthermore, each .j � i/-cell should reference the ..j � i/ � 1/-dimensional cells
in its boundary. The algorithm we present in this section computes a representation
of both the interior and the boundary cells. We divide the algorithm by cases, based
on dimension.

5.1 Nodes: j � i D 0

When j D i , critical points p and q are not connected by any cells of the complex
unless p D q. In that case, the interior of the node is identically p, and its boundary
is empty.

5.2 Arcs: j � i D 1

When the indices of p and q differ by one, they are either connected by arcs of the
complex or are not connected. Each V-path in the discrete gradient from p to q is
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the interior of one arc of the complex, and its boundary is fp; qg. The V-paths can
be computed using depth first search in the gradient vector field, as done in [9, 11].

5.3 Quads: j � i D 2

When the indices of p and q differ by two, they may be connected by quads of the
MS complex. Either p or q must be a saddle with the other being an extremum. We
compute quads of the three-dimensional MS complex by first explicitly computing
ascending 2-manifolds from 1-saddles and descending 2-manifolds from 2-saddles.
In each case, each cell of the input mesh is represented as a single vertex, and the
facet/cofacet relation between cells is an edge. Without loss of generality, we will
focus on computing descending 2-manifolds from 2-saddles. Once the 2-manifold
is computed, we compute the interior of quads connecting p and q by flood-filling
from each instance of the extremum found on the boundary of the 2-manifold. The
boundary of the quads can be found by traversing the 2-manifold. This is described
in detail in the next subsections.

5.3.1 Descending 2-Manifolds

Intuitively, we build a mesh representation of the descending 2-manifold by
extending a pre-existing disk D, growing from its boundary. A circular list L of
the cells around the boundary of D is maintained. D is extended locally based on
the discrete gradient, updating L in the process. Finally, the boundary is zipped and
finalized. The resulting mesh simulates a “flood fill” of the descending manifold
that maintains disjointness where the mesh folds in on itself. In the following, we
construct D and L with references to cells from the underlying mesh, since a single
cell may be represented multiple times in the disk or its boundary. In each stage,
we maintain two invariants: first, L is a circular list alternating references to 0- and
1-cells; second, D represents a simply-connected 2-manifold. Figure 5 illustrates
each of the following stages of the algorithm.

Input: A 2-saddle p (a critical 2-cell), the underlying mesh K with a discrete scalar
function, and the discrete gradient vector field V .

Initial conditions: Let rp be a reference to p. Insert rp and references to all the faces
of p in K , i.e., all r� such that � 2 @.˛/, into an empty surface mesh D, and add
edges to this mesh to represent facet relations found in K , i.e., the edge .r� ; r˛/

is in D iff � 2 @.˛/. Then, rp is classified as interior, and references to its faces
are classified as unfinalized boundary. We pick an orientation for p, and initialize a
circular list L with the references to its faces in D, maintaining the orientation.

Extend disk: We extend the disk locally by attaching a 2-cell to the boundary of D.
Formally, select r˛ 2 L such that it references a 1-cell ˛ 2 K that is the tail of a
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Fig. 5 We show the various stages of the algorithm. The input is mesh is K , however we only
show the sub-mesh that will participate in the descending 2-manifold of a critical 2-cell
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gradient vector in V . Let � and � be the two vertices of ˛ in K . The circular list L

is guaranteed to contain the references to � and �, r� and r� . In fact, r� and r� occur
right before and after r˛ in L, respectively, and the ordered list

�
r�; r˛; r�

�
implies a

direction. Let ˇ be the 2-cell at the head of the gradient vector starting at ˛, and let
ı.ˇ/ D �

r�; r˛; r�; r�1; r�2; r�3; r�4; r�5

�
be the ordered circular list of the faces on

the boundary of ˇ. We extend D by inserting references to ˇ [ ı.ˇ/ n f˛; �; �g, and
adding edges to D based on the facet relation. Mark the newly inserted references
to faces of ˇ as unfinalized boundary and r˛ and rˇ as interior.

The circular list L is updated with the newly inserted references as well, with
the opposite orientation as implied by

�
r�; r˛; r�

�
. More formally, let ı.vˇ/ n�

r�; r˛; r�

� D �
r�1; r�2; r�3; r�4; r�5

�
be the circular list of face references of ˇ,

broken by the removal of
�
r�; r˛; r�

�
. Order ı.vˇ/ n �

r�; r˛; r�

�
with opposite

orientation as implied by
�
r�; r˛; r�

�
, such that the first element of this list is the next

reference after r� in ı.ˇ/. Then, the local update to the circular list L is realized by:

: : : ; r�; r˛; r� ; � � � ! : : : ; r�; ı.vˇ/ n �
r�; r˛; r�

�
; r� ; : : :

D : : : ; r�; r�5; r�4; r�3; r�2; r�1; r�; : : :

Zipping the disk: The boundary of the disk is represented by the circular list L. After
extending the disk, the interior vertices of D are references to the 1- and 2-cells in V-
paths whose destination is p. We use the gradient defined on 0- and 1-cells to finish
the “flood fill” and zip up the creases in the disk, and to mark these cells as interior
to the disk. Note that this is not a purely geometric operation, since a crease may in
fact be a topological feature. Let r˛ in L reference a 0-cell ˛ in K , and ˛ is the tail of
a gradient vector in V . Since L is a list of alternating 0- and 1-cell references, the 2-
neighborhood of r˛ in L can be written as the ordered list

�
r�; rˇ; r˛; r� ; r�

�
, where

r� and r� reference 0-cells in K , and rˇ and r� reference 1-cells. The boundary can
be zipped up iff: � D �, ˇ D � , f˛ < ˇg is a gradient vector in V , and references
to all cofacets excluding ˇ and � of ˛ in a 1-neighborhood of r˛ in D are marked
interior to D. The zip operation merges r� and r� , and rˇ and r� in D, as well as the
edge .r�; rˇ/ with .r� ; r� / and the edge .rˇ; r˛/ with .� ; r˛/. The merged r� and r˛

are marked interior to D. The local update to L is realized by:

: : : ; r�; rˇ; r˛; r� ; r�; � � � ! : : : ; r�; : : :

Finalizing boundaries: After zipping up creases, L contains all the references classi-
fied as unfinalized boundary in D. In the MS complex, the boundary of a descending
2-manifold is a ring of descending 1-manifolds from 1-saddles. However, L only
contains the boundary references that are faces of 2-cells referenced in D: the
boundary of D may in fact extend past this in the case where two 1-manifolds
merge. Therefore, the first step in resolving the boundaries is to extend “corners”.
Let

�
rˇ; r˛; r�

�
be an ordered list from L, and r˛ reference a 0-cell in K . We extend
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the boundary iff ˛ is the tail of a gradient vector f˛ < �g in V and both ˇ and �

are distinct from � . Let � be the 0-cell at the other end of � from ˛. We extend the
boundary with the following rule:

: : : ; rˇ; r˛; r� ; � � � ! : : : ; rˇ; r˛1; r�1; r�; r�2; r˛2; r� ; : : :

The subscripts indicate distinct instances that reference the same cells in K . The disk
D is also extended, with the new references inserted. Edges are added between each
new boundary reference. Finally, let r� be an interior node edge-connected to rˇ,
and r� the interior node edge-connected to r� . The existence of these is guaranteed
since D represents a disk. Add edges .r�1; r�/ and .r�2; r�/ to D. Intuitively, this
extends the 2-cells containing r˛, stretching the disk along the gradient vector.

The boundary is finalized by tracing paths from boundary 1-saddles to boundary
minima, marking each reference passed. Each reference in the finalized boundary is
part of exactly one descending 1-manifold.

Discussion: The result of the above algorithm is a graph of references D and a list
of 0- and 1-cells around its boundary, L. We can convert this into an actual surface
SD: each item in D references an i -cell in K , and can be converted into an i -cell
in SD . We create a cell complex that represents the surface by attaching faces based
on the edges in D, as shown in Fig. 6a. Indeed there is a 1-to-1 mapping between
references in D and cells in SD . To avoid additional notation, we call cells in SD by
their reference names in D.

Each of the stages of the algorithm maintains both of the invariants stated above.
The initial condition satisfies both invariants trivially: the oriented boundary of a
2-cell is an alternating list of 0- and 1-cells; the 2-cell and its faces form a disk.
Extending the disk replaces a 1-cell on the boundary with a sequence of 1-, 0-, 1-,
0-, and 1-cells, maintaining the first invariant. Each zip step removes a contiguous
even length sequence from the boundary, and each corner extension step in finalizing
the boundary adds a 1-, 0-, 1-, 0-cell sequence right after a 0-cell; both these
steps maintain the first invariant. None of the steps introduce or destroy connected
components of the boundary of D. Furthermore, points newly interior to D after
one step only create new edges connecting to boundary references. Therefore, D

remains a disk throughout the algorithm.

Fig. 6 The reference mesh D from Fig. 5 is converted into the surface SD (a). A gradient field VD

is inherited from V on SD (b). Tracing the ascending manifold of 0 (c) by summing V-paths of VD

gives the interior of one quad
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5.3.2 Quads

Given a descending 2-manifold from a 2-saddle, represented as the disk surface SD ,
computation of quads is easily achieved. First, we define a discrete gradient field VD

as the following: fr˛ < rˇg is a gradient vector in VD iff r˛; rˇ 2 SD and f˛ < ˇg is
a gradient vector in V . Figure 6b shows VD computed for the example in Fig. 5. VD

is loop free, since every V-path in VD references cells in a V-path in V , and hence,
VD is a discrete gradient field.

Quads are recovered from the descending 2-manifold by tracing ascending
gradient paths on VD from every instance of a minimum in SD. This ascending
manifold restricted to the descending 2-manifold gives the interior of a quad. The
two saddle-extremum arcs of a quad are the paths along the boundary of SD

connecting a minimum to two 1-saddles, and ascending paths from those saddles
form the two 1-saddle-2-saddle connections.

5.3.3 Ascending 2-Manifolds

We can compute ascending 2-manifolds by considering the dual complex of K ,
with every gradient vector in V reversed. In this case, a 1-saddle in K becomes a
2-saddle in the dual, and the ascending manifold of the 1-saddle in K is identical to
the descending manifold of the 2-saddle in the dual.

5.4 Crystals: j � i D 3

The following algorithm computes the boundary and interior of each distinct crystal
connecting a minimum and maximum in the MS complex. Unlike with quads, we
take an indirect approach in computing crystals, as the data structures and rules for
extending a sphere surface become elaborate. First, we compute the 2-manifolds of
all saddles connected by arcs of the MS complex to the minimum or maximum,
and represent them in an oriented quad-ring data structure that encodes the relative
position of each quad. Then, a walk on this structure recovers the boundary of a
single crystal. We repeat this walk for all crystals. The interior of each crystal is
then filled in.

Input: A minimum mn, a maximum mx, the underlying mesh K , and the discrete
gradient vector field V .

Oriented quad-ring: Let s be a 2-saddle; it is a critical 2-cell that is the boundary of
exactly two 3-cells that are the first steps in V-paths a1 and a2 leading to maxima
mx1 and mx2, respectively. In computing 2-manifolds, we assign an orientation to
the saddle, and using a right hand rule, we can write the ordered list Œa1; s; a2�.
Here, mx1 is “below” and mx2 is “above” the oriented descending 2-manifold of s.
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Furthermore, a quad inherits its orientation from an oriented 2-manifold, and we
create a circular list with similar orientation that contains the cells in the quad’s four
boundary V-paths. Finally, quads are themselves ordered in a circular list around
s with the same orientation. The oriented quad-ring data structure is composed
of the list Œa1; s; a2� along with the circular list of oriented quads, each of which
has an oriented circular list representing its boundary. Figure 7 illustrates this data
structure. Given a saddle with orientation, we compute this data structure from
its oriented 2-manifold: a walk around the boundary of the 2-manifold computes
the circular list of quads; a walk around the boundary of each quad computes the
oriented boundary list; and V-paths are traced in V using a right hand rule along
with the orientation of s to recover a1 and a2.

Computing crystal boundaries: Given mn and mx, let A be the set of arcs of the
MS complex that have one as an endpoint. For each arc ai 2 A, pick the saddle
s opposite the extremum. If the extremum is a maximum, compute the 2-manifold
with orientation induced from a right hand rule going from s to the extremum along
ai , and compute its oriented quad-ring. If the extremum is a minimum, compute the
2-manifold with orientation induced from a right hand rule going from the minimum
to s along ai , and compute its oriented quad-ring. Intuitively, a crystal will be found
“below” an ascending 2-manifold, and “above” a descending 2-manifold. We can
discard any quad that does not have either mn or mx in its boundary, since these
cannot bound crystals between the two critical points.

We begin computing a crystal by selecting at random one oriented quad qi in an
oriented quad ring from a 1-saddle s1. The arc a1 below s1 in the oriented quad ring
data structure leads to mn, and mx is present opposite of s1 in the boundary list of
qi . We compute an arc a2 of the complex by walking from mx until the fist 2-saddle
s2, and compute the 1-saddle-2-saddle arc a12 by continuing that walk until s1. Since
saddle-extremum arcs are unique, we can find the oriented quad-ring of s2 having
a2 above. Within that quad-ring, we can find the quad q2 such that a walk around
the boundary from s2 first traces a12 and then a1. Then q2 is the next quad in our
walk, and we repeat this same procedure, alternating between quads in descending
2-manifolds and ascending 2-manifolds, until we return to q1. Figure 7 illustrates
this process. The set of quads traversed form the boundary of one crystal in the MS
complex. After the boundary of one crystal is found, the quads are removed from
the oriented quad-ring data structures. The process of finding crystal boundaries is
repeated until all candidate quads have been exhausted.

Computing crystal interiors: The boundary of a crystal is an alternating ring of
quads. The boundaries of these quads are glued together to form a watertight shell,
a topological sphere. Since the quads are oriented, we can begin a flood-fill of the
interior by going down from a cell in a 1-saddle, 2-saddle, maximum, 2-saddle quad
on the boundary, with respect to the right hand rule.
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Fig. 7 The quad-ring data structure (a) maintains orientation of quads as well as which extremum,
mx1 or mx2 is above or below the quads. In the first stage of finding crystals between a minimum
(blue) and maximum (red), shown in (b), all arcs (pink) connecting 1-saddles (teal) to the minimum
and 2-saddles (yellow) to the maximum are identified. Next, an oriented quad-ring is computed for
each saddle using the induced orientation from the arc (c). After discarding all non-candidate quads
(d), we start building the boundary of a crystal. We pick q1 first: walking along the boundary from
mx, we find s2 . We search for a quad in the oriented quad-ring (oriented by the arc .mx; s2/) that
contains the arc .s2; s1/ with the same orientation as in q1: and end up at q2. We continue walking
across 1-saddle-2-saddle arcs in this manner (e). The final crystal with glued boundaries is shown
in (f)
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6 Discussion

The algorithm we presented computes the distinct cells of the MS complex between
any two critical points. During the computation, we only rely on basic data
structures. In computation of quads, we used a circular list to store the boundary
of a surface mesh representing the descending 2-manifold. Orientation can be
achieved through ordering of the faces of a cell, and techniques are well-known for
maintaining orientation in surface meshes. In computation of crystals, testing the
equality of two arcs of the MS complex is simply implemented as a list comparison.

Although computation of the crystals between a minimum and maximum is
potentially computationally expensive, it is expected that in most cases there is only
one crystal connecting the extrema, and the search for candidates in the walk around
1-saddle-2-saddle is reduced to examining the one possible candidate. Indeed, it is
not necessary to compute the full quad-ring since we only are concerned with quads
that terminate at our input extrema: by flood-filling and marking the 3-manifolds of
the extrema we wish to query in K , we can construct the 2-manifolds restricted to
these marked cells.

7 Conclusions

We identified the challenges in computing cells of the MS complex for volumetric
domains, and presented an algorithm to overcome these problems. Each step of
the algorithm is combinatorial, and only relies on maintaining orientations on
surfaces, avoiding the complexity of ordering surfaces in three dimensions. The
framework provided by discrete Morse theory is at the root of the simplicity of the
algorithm; the fact that ascending and descending manifolds are naturally separated
by dimension in this setting makes this algorithm realizable.
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2. Smale, S.: Generalized Poincaré’s conjecture in dimensions greater than four. Ann. Math. 74,

391–406 (1961)
3. Edelsbrunner, H., Harer, J., Zomorodian., A.: Hierarchical Morse-Smale complexes for

piecewise linear 2-manifolds. Discrete Comput. Geom. 30(1), 87–107 (2003)
4. Bremer, P.T., Edelsbrunner, H., Hamann, B., Pascucci, V.: A topological hierarchy for functions

on triangulated surfaces. IEEE Trans. Visual. Comput. Graph. 10(4), 385–396 (2004)
5. Edelsbrunner, H., Harer, J., Natarajan, V., Pascucci., V.: Morse-Smale complexes for piecewise

linear 3-manifolds. In: Proceedings of the 19th Annual Symposium on Computational
Geometry, pp. 361–370 (2003)

6. Gyulassy, A., Natarajan, V., Pascucci, V., Bremer, P.T., Hamann, B.: Topology-based simpli-
fication for feature extraction from 3d scalar fields. In: Proceedings of IEEE Conference on
Visualization, pp. 535–542 (2005)



Computing Simply-Connected Cells in Three-Dimensional 45

7. Gyulassy, A., Natarajan, V., Pascucci, V., Bremer, P.T., Hamann, B.: A topological approach
to simplification of three-dimensional scalar functions. IEEE Trans. Visual. Comput. Graph.
12(4), 474–484 (2006)

8. Forman, R.: A users guide to discrete Morse theory. In: Proceedings of the 2001 International
Conference on Formal Power Series and Algebraic Combinatorics, A special volume of
Advances in Applied Mathematics, p. 48 (2001)

9. Lewiner, T., Lopes, H., Tavares, G.: Applications of Forman’s discrete Morse theory to
topology visualization and mesh compression. IEEE Trans. Visual. Comput. Graph. 10(5),
499–508 (2004)

10. King, H., Knudson, K., Mramor, N.: Generating discrete Morse functions from point data. Exp.
Math. 14(4), 435–444 (2005)

11. Gyulassy, A., Bremer, P.T., Hamann, B., Pascucci, V.: A practical approach to Morse-Smale
complex computation: Scalability and generality. IEEE Trans. Visual. Comput. Graph. 14(6),
1619–1626 (2008)



•



Combinatorial Vector Field Topology in Three
Dimensions

Wieland Reich, Dominic Schneider, Christian Heine, Alexander Wiebel,
Guoning Chen, and Gerik Scheuermann

1 Introduction

Topology-based methods are of increasing importance in the analysis and visu-
alization of datasets from a wide variety of scientific domains such as biology,
physics, engineering, and medicine. Especially in the context of vector fields great
research efforts have been undertaken to segment the domains of the available
data into meaningful regions. In particular, steady vector field topology tries to
find regions in which streamlines exhibit similar behavior. These regions can be
used for further processing and analysis of the vector field itself or to simplify the
visualization. The latter is usually achieved by drawing only the region’s borders,
the so called separatrices. This produces less geometry and thus less visual clutter
than illustrating all particulars of the field. Both of these advantages are relevant
for two-dimensional vector fields, but become critical for three-dimensional vector
fields where possible occlusion appears as additional problem.

Different methods for vector field topology in two as well as in three dimensions
have been proposed in the past. The most recent advances come from the sub-field
of combinatorial vector field topology. Unfortunately, up to now only techniques
for two-dimensional fields have been presented in this context so far. In this paper
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we try to fill the gap of missing combinatorial vector field topology methods for
three dimensions. We present two methods to process three-dimensional fluid flows,
which both use graph algorithms to extract features from the underlying vector field.
We will apply the methods to several synthetic data sets and one of them to a CFD-
simulation of a gas furnace chamber. In the end, we provide several options for
categorizing the invariant sets respective to the flow.

2 Related Work

In the history of flow visualization – a survey can be found in [22,29] – topological
methods make their steady appearance. Helman and Hesselink [13] introduced
them to the visualization community starting with extracting and classifying
singularities also known as critical points. Many other topological structures beyond
singularities have been used in visualization. Periodic orbits have been subject to
visualizations by Theisel et al. [27] and Wischgoll and Scheuermann [30]. Peikert
and Sadlo [21] improved the display of invariant manifolds for saddle points and
periodic orbits. Displaying all such invariant manifolds at once leads to an occlusion
problem. A solution is to only display their intersection curves, the so-called saddle
connectors [26]. Tricoche et al. [28] proposed vector field simplification based
on topological methods. In the recent past Morse theory has gained interest in
the analysis of vecter field data. Zhang et al. [31] and Chen et al. [3] introduced
Morse decomposition and Conley index theory to the visualization community.
Edelsbrunner et al. [6] and Guylassy et al. [9] use Morse-Smale complexes to
process the gradient field obtained from scalar data. Reininghaus and Hotz [23]
process 2-D vector fields with a method based on Forman’s work [7]. Unlike our
method, it transforms the cells and simplices of lower dimension, i.e. edges and
vertices, directly into a graph. In contrast, our work is the extension of Morse
decompositions of flows on two-dimensional manifolds, which has been subject
of the work of Chen et al. [3, 4], to three dimensions. An example visualization
obtained with [3] is given in Fig. 1.

3 Vector Fields, Flows, and Morse Decompositions

Let X 0 D F.X/ be a differential equation defined on R
3, then the associated flow is

a continuous function ˚ W R � R
3 ! R

3, satisfying

˚.0; x/ D x; (1)

˚.t1; ˚.t2; x// D ˚.t1 C t2; x/: (2)
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Fig. 1 A Morse decomposition of a planar field computed with the algorithm by Chen et al. [3]
(a) A vector field visualized with a Line Integral Convolution. Extracted Morse sets are displayed
as green (source), red (saddle), or blue (sink) (b) The resulting Morse connection graph. The nodes
have the same color as the represented fixed points in the field above

We have

d

dt
˚.t; x/jx0 D F.x0/: (3)

S � R
3 is an invariant set if ˚.t; S/ D S for all t 2 R. For example, the trajectory

of any point x 2 R
3 is an invariant set.

A compact set N � R
3 is called isolating neighborhood if the maximal invariant

set S that is contained inN , lies in the interior ofN . A set S is an isolated invariant
set if there exists an isolating neighborhoodN so that S is the maximal invariant set
contained in N .

Hyperbolic fixed points and periodic orbits are examples of isolated invariant
sets, but also the space of their connecting trajectories. Let " > 0 be small, we
define the exit set of an isolating neighborhood as

L D fx 2 @N j ˚.t; x/ \N D ;g; t 2 �0; "Œ (4)

The so called index pair .N;L/will be of further interest in Sect. 6, when we classify
isolated invariant sets.
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The alpha- and omega limit sets of x 2 R
3 are

˛.x/ D
\

t2��1;0Œ
˚.t; x/ (5)

!.x/ D
\

t2�0;1Œ
˚.t; x/ (6)

where the overline denotes the closure of a set.
A Morse decomposition M of X � R

3 is a finite collection of isolated invariant
subsets of X , called Morse sets M :

M .X/ D fM.p/ j p 2 Pg; (7)

such that if x 2 X , then there exists p; q 2 P such that ˛.x/ � M.q/ and !.x/ �
M.p/. In addition, there exist a partial order> on P satisfying q > p if there is an
x 2 X such that ˛.x/ � M.q/ and !.x/ � M.p/.

4 Geometry-Based Flow Combinatorialization

In this section we present an algorithm that computes regions with source, saddle,
and sink-like behavior and the Morse connection graph between these regions, for a
vector field defined on a simplicial 3-D mesh T D S

Ti .
We start by defining an equivalence relation between tetrahedra: Ti Ï Tj

if and only if there exists a sequence of connected tetrahedra Ti ; : : : ; Tj where
all intermediate faces are non-transversal, i.e. flow through the face is not uni-
directional. Each face can be easily checked by testing whether the flow vector
at each of its three vertices produces the same sign when the inner product with
the face normal is computed. For this procedure we use linear interpolation on
the tetrahedral mesh. The resulting equivalence relation partitions the domain into
polyhedral regions R D S

Ri , with all faces being transversal.
Then we construct a flow graph, which encodes a combinatorial description of

the flow in the field. In this graph, each equivalence class of cells Ri is represented
by a node ui . If there exists a common face between two elements Ri and Rj of R
and the flow points from Ri to Rj , we add an arc .ui ; uj / in the graph.

We then compute the flow graph’s strongly connected components using the
popular algorithm by Tarjan [25]. A strongly connected component of a graph is
a maximal subgraph in which for each pair of vertices ui ; uj there exists a directed
path from ui to uj . An example is given in Fig. 2. Strongly connected components
describe regions of recurrent flow. As the strongly connected components induce an
equivalence relation between graph nodes, we compute the quotient graph by adding
one node vi for each strongly connected component ci and an arc from nodes vi to
vj if there is an arc from some node of ci to some node of cj . It is trivial to show that
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Fig. 2 A drawing of strongly connected components. Different colors describe the pairwise
disjoint sets of nodes in this graph, in each existing a path from an arbitrarily chosen node to
all others of the same component

Fig. 3 A decomposition with the geometry-based algorithm of 3-D data containing two sinks
(blue), a source (green), and two saddles (red) (a) Morse sets in a vector field (b) Morse connection
graph

the quotient graph on the strongly connected components of a graph is an acyclic
directed graph.

From the quotient graph we then remove all nodes that neither are sources
or sinks nor contain a critical point with respect to vector field topology. The
removed nodes represent trivial flow behavior, e.g. all entries in the Conley index are
zero. The Conley index is a topological invariant discussed in Sect. 6. To preserve
connectivity, we add an arc for each combination of the removed node’s successors
with its predecessors. The resulting graph’s nodes represent regions which contain
isolated invariant sets. A proof that the resulting graph, which we henceforth call
Morse connection graph (MCG), encodes a Morse decomposition of the phase space
was given in [1]. We classify each node, which represents a Morse set, according
to Sect. 6. We then show the graph in an additional window using the algorithm by
Gansner et al. [8] for graph layout. We restrict all sources and all sinks to be on one
layer, respectively. Furthermore we remove all transitive arcs, i.e. arcs .vi ; vj / for
which there exists a path from vi to vj not using .vi ; vj /, as they complicate graph
layout but do not improve perception ([5], Chap. 1).

This algorithm works well with regions in vector fields with gradient-like
flow behavior (Fig. 3). For highly rotational fields, the purely geometry-based



52 W. Reich et al.

method can separate only few regions. Theoretically, one could try to find a new
tetrahedralization of the trajectory space, where all cells have transverse faces, i.e.
unidirectional flow everywhere. This is a complicated task and instead we turn our
attention to a streamline-based approach.

5 Streamline-Based Flow Combinatorialization

An improvement of the geometry-based Morse decomposition was explained in [4]:
For each cell a set of streamlines is seeded uniformly across the cell’s volume and
integrated for a short time or length and the cells in which the streamlines end are
recorded. A mathematical foundation, that this is leading to Morse decomposition
of the phase space, is given in [17].

Having a tetrahedron T1 in a mesh T, then there exists a union of tetrahedra Ti , so
that the image of T1 under streamline integration lies completely in

S
Ti . We will

refer to it as an outer approximation (Fig. 4). The resulting combinatorial multi-
valued map F WT!T is then encoded into the flow graph. We then proceed in the
same way as geometry-based method, computing strongly connected components,
quotient graph, and removing cells with trivial flow behavior.

Once the graph is created, we cannot influence the outcome anymore, so let
us discuss the modalities of the integration. We used DoPri5 [10] and decided to
integrate all tetrahedra by a fixed arc-length. The reason is simple, some cells in
slowly moving regions will not have moved at all, while others may have reached
the boundary. Furthermore, there are two possibilities to reconstruct the integration
image, both using a sampling of the cell, so dense, that eventually no image cell will
slip through the net. Using FTLE [11] or a similar predictor that just integrates the
vertices to compute the stretching of the cell is not rigorous. Though, we could get

a

b

Fig. 4 Outer approximation (a) A union of cells (red) that encloses the image of the green cell
under streamline integration (b) The multi-valued map is encoded into a graph
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adequate results with that. A more rigorous, but computationally costly method is
to integrate the uniformly distributed seeding points stepwise for small times and
adaptively place new streamlines between them like in Hultquist’s algorithm for
stream surfaces [15]. Placing seeding points just on the boundary of the cell is an
option, but does not save much of the computation time, since the whole volume
must be reconstructed after the integration.

After computing the images of all seeding points, we collect their cell indices.
Taking all of the neighbors of all computed image cells into the outer approximation
is possible, but will lead to coarse results. Rigorous enclosing techniques are also
discussed in [19].

6 Identification of Morse Sets

Finally, this algorithm is sensitive to the parameter of the integration length.
Integrating for a too small arc-length will lead to many so called false positives,
where highly spiraling flow does not differ from closed streamlines. In Fig. 5 we

Fig. 5 A segment of a gas furnace chamber processed with the streamline-based Morse decompo-
sition. The geometry-based algorithm was only able to extract one(!) Morse set in this highly
turbulent flow (a) blue: spheres indicating saddle points, red: extracted Morse sets (b) As we
expected, there are only saddle-like Morse sets in divergence free CFD-simulations, so we aligned
the graph layout, that they are not displayed on a single line like in Fig. 1
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applied the algorithm to a segment of a gas furnace chamber. We were able to find
one closed streamline which was close together with a fixed point in the same Morse
set. This reveals a weakness of our combinatorial algorithm: If the closed streamline
is very small, then its outer approximation will topologically be a ball, not a torus.
On the other hand, the question arises, whether a refinement is really necessary in
all cases. The degree of simplification can be controlled by the arc-length-parameter
and topological invariants are able to categorize a Morse set that consists of multiple
fixed points and periodic orbits.

6.1 Classical Methods

For fixed points of first order, a commonly used method is the evaluation of the
eigenvalues of the Jacobi matrix at the corresponding position. For a hyperbolic
closed streamline, a Poincaré section plane can be used [14]. As we have no
guarantee that these structures are always isolated from each other in our obtained
Morse sets, we are not going to apply them.

6.2 Graph Analysis

A very simple, but coarse way to identify a Morse set is to enumerate the connected
arcs before the node cancellation in the Morse connection graph. If all of the arcs
are outgoing, it is a source. Analogous, if all arcs are incoming, it is a sink. If arcs
of mixed types exist, it is a saddle-like Morse set. Eventually no more conclusions
about the nature of the Morse set are possible.

6.3 Poincaré Index

The Poincaré index is a topological invariant, which is strongly related to the Conley
index, but does not contain as much information. However, it has been successfully
used to simplify vector field topology in two and three dimensions. It also can deal
with fixed points of higher order [28].

6.4 Conley Index

A far more accurate topological invariant is the Conley index, which was introduced
to the visualization community by Chen et al. [3], based on the comprehensive
theoretical work by Mischaikow [18]. In [3,4], Morse decompositions and a method
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of computing the Conley index in two dimensions are explained and a number of
important indices were illustrated, i.e. those of hyperbolic fixed points and closed
streamlines.

Let N be an isolating neighborhood and L its exit set as they were defined in
Sect. 3.

Definition 1. The (homological) Conley index is defined as

CH�.N / D H�.N=L/;

whereH�.N;L/ is the relative homology of the index pair .N;L/.

The Conley index is able to predict the existence of invariant sets by checking
whether inflow and outflow of its isolating neighborhood are in a nontrivial relation.
It is a generalization of the Poincaré index (which also analyzes the behavior of the
flow on the boundary) and has a vast range of applications to the study of dynamical
systems, e.g. the proof of chaotic behavior and bifurcation theory.
Since all CHi.N / can be arbitrary finite generated Abelian groups, a complete
classification of all possible Conley indices is impossible. Important ones are

Conley index Flow is equivalent to
CH�.x/ D .Z; f0g; f0g; f0g/ Attracting fixed point
CH�.x/ D .f0g; Z; f0g; f0g/ Fixed point with one-dimensional unstable

manifold
CH�.x/ D .f0g; f0g; Z; f0g/ Fixed point with two-dimensional unstable

manifold
CH�.x/ D .f0g; f0g; f0g; Z/ Repelling fixed point
CH�.� / D .Z; Z; f0g; f0g/ Attracting closed streamline
CH�.� / D .f0g; Z; Z; f0g/ Saddle-like closed streamline
CH�.� / D .f0g; Z2; Z2; f0g/ Twisted saddle-like closed streamline
CH�.� / D .f0g; f0g; Z; Z/ Repelling closed streamline
CH�.;/ D .f0g; f0g; f0g; f0g/ Empty set

The rank of CHi.N / is called the i-th Betti number. In particular the Poincaré index
is the alternating sum of the Betti numbers:

index.N / D j.CH0.N //j � j.CH1.N //j C j.CH2.N //j � j.CH3.N //j (8)

It should be noted, that a non-trivial Conley index does not guarantee the
presence of the corresponding isolated invariant set, but it indicates, that flow inside
the isolating neighborhood is equivalent to it. Similarly, a trivial Conley index,
which means that all groups are identical f0g, could just mean, that the included
invariant sets are cancelling each other out.

A nontrivial Conley index always implicates the existence of at least one isolated
invariant set inside the isolating neighborhood. This statement is also known as the
Wazewski property.
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Readers who would like to know more about the computation of homology are
referred to [16, 18]. Readers who are not familiar with homology may also have a
look at [12]. Efficient implementations of homology algorithms already exist [2], so
we do not need to concern about these issues.

Recent publications [20,21] have particulary shown interest in visualizing closed
streamlines of saddle-like behavior. Figure 6 shows that our algorithm is able to
extract an artificially generated one. Peikert et al. were able to find a twisted saddle-
like closed streamline from a CFD simulation of a Pelton turbine.

To the best of our knowledge, not much is explored about the extraction of
compact invariant 2-manifolds from fluid flows, e.g. on an invariant torus (subject
of publication [24]) almost every case from gradient-like flow to chaotic behavior
may exist.

7 Results

We applied both techniques from Sects. 4 and 5 to several artificially generated data
and CFD-simulation datasets, Figs. 3, 5 and 6 are just a selection.

Where the results of the geometry-based Morse decomposition become more
coarse when the swirl of the field increases, the streamline-based version can
compensate this problem partially by raising the maximum arclength of integration.
This will lead to a higher computation time, of course. It seems like that there

Fig. 6 A saddle-like closed streamline extracted by the streamline-based Morse decomposition.
Such a feature cannot be found be arbitrarily placed individual streamlines [30]. The stream surface
(grey) indicates a divergent behavior. But inside the stable manifold, which is a plane, where the
blue trajectories are placed, it is also connected with a fixed point that is a source. So the extracted
Morse set of red tetrahedra must act as a saddle
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exists a ideal integration range for each field, because the extracted structures cannot
become thinner than the diameter of a cell.

A gas furnace chamber (Fig. 5) poses a real challenge due to highly turbulent
flow and is recorded by the following table. All computations were done by a single
core CPU with 2.4 GHz:

Cells Arclength of Time to Morse Number of arcs
integration process sets in the MCG

31,881 5 490 s 31 104
31,881 10 1,136 s 36 107
31,881 15 1,767 s 38 87

8 Conclusions and Future Work

We have shown two approaches to a Morse decomposition in three dimensions
and different possibilities to classify the obtained Morse sets. We found out in
our experiments, that for a large fixed integration length, there are still Morse
sets remaining, that cannot be further decomposed, so there is plenty of potential
in improving the streamline-based algorithm, i.e., repeatedly applying it to the
remaining sets with increasing arc-length parameter. In addition, a parallelization
must be considered as a must in future work. The main difference to classical
topology is, that the equivalence classes of streamlines are not induced by having the
same !- and ˛- limit set by integration, but being in the same strongly connected
component. Though the complex shape of Morse sets has theoretically a higher
variation in three dimensions, practically fixed points of saddle character will
dominate in data obtained from CFD simulations. The clusters of cells do not always
give an immediate insight into the behaviour of the field, but it still can be used as a
preprocessing algorithm for finer techniques. An interesting challenge in the future
is to make general conclusions in how exactly the size of the grid and the length of
integration will influence the results.
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Topological Cacti: Visualizing Contour-Based
Statistics

Gunther H. Weber, Peer-Timo Bremer, and Valerio Pascucci

1 Introduction

Isosurfaces [10, 13, 14] are an extremely versatile and ubiquitous component of
data analysis since distinct isosurfaces often have a useful physical interpretation
directly related to the application domain. In premixed combustion simulations, for
example, an isotherm (isosurfaces of temperature) of the appropriate temperature is
often associated with the location of the flame; in molecular simulations, isosurfaces
of a certain charge density indicate molecular boundaries; and in fluid simulations,
isosurfaces can be used to identify an interface between mixing fluids. Furthermore,
isosurfaces provide a geometric representation of scientific data that supports the
definition of further derived quantities (such as surface area) that are useful for an
in-depth analysis.

Due to their importance, isosurfaces and in particular their topology have been
the focus of an extensive body of research. In particular, the dependence of
isosurface properties as a function of the isovalue has been examined in detail.
Traditionally, there are two complementary types of information derived to aid in
identifying interesting and relevant isosurfaces. Structural approaches, often based
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on the contour tree, provide information about individual contours, the connected
components of isosurfaces, and how their number changes as the isovalue varies.
The other class of approaches, including the contour spectrum, derive quantitative
measurements, such as surface area from the isosurfaces, and plot these quantities
as a function of isovalue. While providing quantitative information about the
isosurface, information about individual connected components is lost, and these
approaches usually result in a single one-dimensional function plot.

It is possible to combine these two complementary techniques by considering the
segmentation implied by the contour tree. Each arc in the contour tree corresponds
to a region swept by the contours represented by the arc. Using this segmentation,
it is possible to calculate measurements on a per-contour basis. In this paper, we
introduce topological cacti, a new visualization metaphor for the contour tree that
incorporates these segmentation-based quantitative measurements into the graph
display. Like the toporrery [15], topological cacti utilize a radial graph layout in
three dimensions to avoid self-intersections. However, topological cacti also support
the display of quantitative measures along with the graph. We draw graph edges of
the toporerry as cylindrical extrusions and map a selected quantity to graph edge
radius. We augment this visualization by adding spikes to display a second quantity,
thus completing the cactus metaphor.

We will now describe how to display topological cacti. As a first step, we
calculate measurements based on the segmentation implied by the contour tree
(Sect. 3). In particular, we compute the contour spectrum for individual contours
to provide per-contour area and volume measures (Sect. 3.1). Subsequently, we
describe how to use this information in layout computation of topological cacti
(Sect. 4). We illustrate the concept of topological cacti on example data sets
using the per-contour representation of the contour spectrum (Sect. 5). We also
demonstrate the display of other derived quantities, such as those associated with
a join/merge tree resulting from the analysis of combustion simulations, as well as
merge trees derived from higher-dimensional data.

2 Background and Related Work

2.1 Contour Trees

The contour tree [2] is a special case of the more generally defined Reeb graph [16]
and captures the topological evolution of an isosurface as the isovalue varies.
Critical points, where the number of contours changes, appear as nodes in the
contour tree. Nodes of degree one (leaves of the tree) correspond to extrema,
where contours are created or destroyed. Interior nodes of degree three or higher
correspond to “saddles,” where two or more contours merge or split. Arcs of the
contour tree represent contours between critical points, i.e., contours that do not
change topology (with the exception of genus changes) as the isovalue varies
between critical values.
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Conceptually, one can compute the contour tree by considering an isosurface
for a particular isovalue and collapsing each contour (connected component)
into a single point. Performing this process for each isovalue yields the graph
structure described in the previous paragraph. However, currently most algorithms
for computing the contour tree are based on the work by Carr et al. [4] and take
a different, computationally more efficient approach. Instead of computing the
contour tree directly, this algorithm starts by computing two simpler graphs, the join
(or merge) tree and the split tree. The join tree tracks how connected regions above a
threshold join as the threshold is decreased, and it can be computed efficiently using
a union-find approach. The split tree analogously traces the behavior of regions
below a threshold as that threshold is increased. A second phase of the algorithm
uses join and split tree to compute the contour tree using graph-based operations.
While join trees and split trees have been introduced in the context of contour tree
calculation, they are also useful as structures in their own right. For example, they
represent all possible segmentations based on thresholding and enables extensive
parameter studies based on those segmentations [3].

Contour trees of even moderately-sized data sets can be quite complex. This
complexity can be due to either noise or the presence of features at various scales.
To remove noise, or features at smaller scale, it is necessary to simplify the contour
tree. Carr et al. [5] simplified the contour tree using two operations: an arc-pruning
operation to remove an extremum by “chopping” off a branch of the contour tree,
and a vertex collapse to remove the resulting degree two node. Local geometric
measures, like persistence (difference in function value) or volume, define an order
in which arcs are pruned, i.e., what isosurface features are deemed less important
and are removed first. Takahashi et al. [19,20] use the related volume skeleton tree to
simplify topology in a similar fashion. In subsequent work, they utilized the results,
e.g., for the design of transfer functions that emphasize topology and take contour
nesting properties into account [21].

Pascucci et al. [15] proposed the branch decomposition of the contour tree as an
efficient data structure for encoding a multi-resolution representation of the contour
tree. This representation decomposes the contour tree into a set of branches stored
as a rooted tree. A root branch connects a minimum-maximum pair in the contour
tree. Other extrema are ordered by an importance metric (e.g., persistence), and
child branches connect them to a saddle in an existing branch. In the resulting tree,
each extremum appears as part of a branch, and the level in which a branch appear
corresponds to its importance. The less important a branch is, the further down in
the tree it appears. Using this data structure, it is possible to traverse the contour tree
efficiently up to a desired level of detail (as specified by the importance metric).

2.2 Contour Tree Visualization

The contour tree is a graph and it is possible to display it using standard graph
drawing algorithms like those provided by the GraphViz package [8]. Traditional
layouts of the contour tree usually constrain the height of nodes to correspond to
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function value. This layout has the advantage that a horizontal line drawn at the
height for a given isovalue intersects as many edges (or nodes) in the contour tree
as there are contours for that value. This property significantly increases readability
of the graph. More recently, Heine et al. [9] presented a fast and effective technique
for contour tree layout in the plane.

One disadvantage of the height constraint is that it is not always possible to layout
the contour tree without self-intersection. To avoid this problem, Pascucci et al. [15]
proposed an alternative three-dimensional radial layout for the contour tree. This
layout is motivated by using an orrery, i.e., a mechanical device that illustrates
relative positions of planets and moons in the solar system, as a metaphor. Extrema
take the place of planets and moons, and the toporrery shows the hierarchical
relationship between the branches connecting them.

The toporrery preserves the contour tree as a graph, and its layout is related
to traditional radial graphic layouts. As such, it does not provide information
beyond the graph structure of the contour tree. An alternate approach uses structural
information to illustrate the nesting behavior of contours [18]. Mizuta et al. [11,12]
computed contour trees on digital image data and visualized the resulting trees using
the contour nest. The contour nest focuses on the nesting properties of isosurfaces
and represents the contour tree as a set of nested rectangles. In this visualization,
rectangle size corresponds to feature size (area in 2D and volume in 3D). However,
the contour nest displays only a global value for each branch and does not show how
measures vary as the isovalue of a contour changes.

Topological landscapes [22] utilize another metaphor to visualize a contour tree.
Observing that the contour tree was originally introduced in the context of two-
dimensional terrains and that a terrain can have the topology implied by a contour
tree, this metaphor constructs a terrain that has the same topology as the contour tree.
In this way, the terrain serves as a proxy representation for a higher-dimensional
(three dimensions or more) data set. To improve the expressiveness of the terrain
metaphor, it is possible to re-parametrize the terrain in such a way that the area of
features corresponds to a specified metric (e.g., volume associated with a branch of
the branch decomposition). Like the contour nest, the construction scheme is limited
to visualizing on the branch level, i.e., variations within a branch are ignored.

2.3 Contour Spectrum

While the contour tree provides structural information about an isosurface and the
behavior of individual components, it does not provide quantitative information. The
contour spectrum [1] on the other hand provides global measures for an isosurface
as a function of isovalue. Observing that the surface area of an isosurface in a
tetrahedral mesh can be expressed as a B-Spline, the authors develop a framework
that encodes total surface area, exterior and interior volume, as well as gradient
magnitude.

Fundamentally, the authors use the connection between isosurfaces on a tetrahe-
dral mesh and simplex splines. Based on this relationship, they derive a B-Spline
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representation of isosurface area as a function of isovalue within an individual
tetrahedron of the data set. Combining the B-Spline functions of all individual
tetrahedra of a given mesh results in a B-Spline representation of the entire data set.
The authors subsequently derive a second B-Spline describing the volume enclosed
in the isosurface by integrating the area B-Spline.

3 Computing per-Component Measures

To display per-component information about an isosurface, we need to compute
it and associate it with the contour tree. For the purpose of computing these
measures, we extend the contour spectrum to provide per-component measures
(Sect. 3.1) or calculate measures based on the segmentation implied by the contour
tree (Sect. 3.3). While prior work uses, e.g., interval volumes [7], to derive measures
such as area and volume for contours (i.e., connected isosurface components), our
approach provides these measures as a function of isovalue that is associated with
contour tree edges. This function representation makes it possible to compute an
individual, contour-specific area or volume for any isovalue along an edge, as
opposed to approximating a single volume for an entire edge like prior work on
topology simplification [19, 21].

In this context, it is beneficial to use the branch decomposition of the contour
tree. (1) Branches in this decomposition may combine several arcs of the contour
tree and therefore the segmentation consists of fewer regions. Nevertheless, each
contour maps uniquely to a unique branch and a value along the branch. (2) The
hierarchical nature of the branch decomposition simplifies finding paths in the
contour tree. (3) The topological cactus layout is based on the toporrery layout,
which is inherently based on the branch decomposition.

3.1 Computing the Contour Spectrum

We compute per-component measures of area and volume using the contour
spectrum. Computing the area is relatively straightforward, as there are no ambi-
guities. Associating volume with the contour tree is more difficult, since for nested
contours the definition of enclosed volume is ambiguous. For both measurements,
we associate either a B-Spline or a piecewise polynomial function with each branch
of the branch decomposition.

3.2 Computing per-Contour Area

Calculating the contour spectrum globally relies on the fact, that within a tetrahedral
cell surface area can be expressed as a function of isovalue as a B-Spline. In the
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original contour spectrum algorithm, contributions of all tetrahedra are accumulated
into a global B-Spline. To compute area on a per-component basis, we associate a
B-Spline (or alternatively a piecewise polynomial function) with each branch of the
branch decomposition, and accumulate contributions per-component.

For accumulating per-component area, we observe that linear tetrahedra do not
contain any critical points in their interior. In particular, they do not contain any
saddles. Consequently, the “contour tree” for the individual tetrahedra is a straight
line, ranging from its minimum vertex to its maximum vertex. Thus, in the contour
tree a tetrahedron corresponds to a single path between two vertices (not necessarily
nodes), along which the function value uniquely identifies the contour containing
this tetrahedron. As a result, we can consider each tetrahedron and accumulate its
contributions to the branch decomposition.

We perform this accumulation as follows. First, we compute contour tree and
branch decomposition. We also compute the segmentation of the data set implied
by the contour tree. This segmentation is stored as an array with an entry for each
sample of the data set that contains a reference to the single branch within the
decomposition that corresponds to the sample.

Subsequently, we accumulate the contributions of all tetrahedra to the contour
spectrum. For each tetrahedron, we first determine its minimum and its maximum
vertex. These vertices define the path in the contour tree along which contributions
have to be accumulated, as shown in Fig. 1. We use the segmentation information to
identify the branches corresponding to the minimum and maximum value.

We then find the path in the branch decomposition that connects the minimum
and the maximum. Since the branch decomposition is a rooted tree (of branches),
we simply find the common ancestor branch of the minimum and maximum vertex
to construct their connecting path, see Fig. 1. In the figure, the root branch is the
common branch, the path from the maximum to the root traverses two branches and
the path from the minimum traverses one branch. Therefore, two lists of branches
descending from the minimum and the maximum, as well as the common branch

Fig. 1 Computing the contour spectrum utilizing the branch decomposition. A linear tetrahedron
corresponds to a path in the branch decomposition. After identifying this path connecting the
tetrahedron’s maximum and minimum vertex, we add appropriate contributions to the contour
spectrum associated with each branch
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connecting the last branches in these lists, completely define the path in the branch
decomposition.

Subsequently, we split the B-Spline or piecewise polynomial function into
segments corresponding to the branches along the path. For the first branch from the
maximum, this segment corresponds to the range from the maximum tetrahedron
value to its saddle. For all subsequent branches along the path, the segment
corresponds to the range from the saddle value of the previous branch along the
path to the saddle value of the current branch. Segments for the minimum path are
defined analogously. Finally, the segment along the branch connecting the two paths
corresponds to the range between the two saddle values.

3.2.1 Computing per-Contour Volume

Computing per-contour volume is more difficult. If a contour contains another con-
tour, it is ambiguous, whether the volume of the nested contour should be subtracted
or not. To avoid ambiguities, we follow the convention that we calculate volume
from the last saddle. Thus, the volume associated with a contour corresponds to
the volume swept by that contour as long as it “maintained its identity,” i.e., since
its last “interaction” with another contour. Adding the contribution to the branch
decomposition is similar to adding the contribution for the area. There are two
key differences: Instead of stopping at the maximum value of the tetrahedron,
the contribution on the maximum branch reaches until the next saddle value. This
difference is due to the fact that once the maximum value of the tetrahedra is passed
the volume function is a constant corresponding to the volume of the tetrahedron.
Furthermore, following our convention, for each segment, we subtract the volume
at the saddle from the entire function, such that for each segment only the volume
swept since the saddle is considered.

Unlike the original contour spectrum approach, we also observe that obtaining
the volume by integrating the area yields incorrect results. Expressing the volume as
integral of area corresponds to a substitution of the integration variable, and we need
to multiply the result by the derivative, which corresponds to multiplication with the
inverse gradient magnitude. This is analogous to observations on computing other
isosurface statistics [17].

3.3 Segmentation-Based Measures

Visualizing volume and area already enhances contour tree display and provides
valuable information about a function. However, in many application areas, it is
desirable to display additional statistics, such as the mean value of a second variable
on the isosurface. We compute these values at discrete locations of the contour tree
or the join tree. To compute these values, we consider the segmentation implied
by the contour tree [23] or the join tree [3] and accumulate these statistics for all
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samples corresponding to a branch or arc. This calculation would yield a single
value per branch. To approximate function behavior along a branch or arc, we split
it at regular intervals and insert degree two nodes into the join tree. When computing
the branch decomposition, we associate these function values with the branch. This
approach basically approximate calculating statistics with a segmentation defined in
interval volumes [19].

4 Topological Cacti Layout

For generating topological cacti, we use an radial graph layout identical to that
of the toporrery [15]. Extrema are ordered in concentric discs, where the disc is
chosen based on the depth of an extremum in the branch decomposition. Like in
the original toporrery, the radius ratio is constant in our layout, and each branch is
assigned a radial wedge with an angle proportional to the number of child branches.
To display metrics, we draw each branch as cylindrical extrusion and chose the
radii according to a first selected measure (clamping however at a minimum radius
to ensure that branches do not disappear). We draw connectors as sphere sweeps
to ensure smooth connection of the cylindrical extrusion corresponding to parent
and child branch. Before mapping a metric such as volume to radius, we support
choosing a variety of transformation functions (square root, cube root, logarithm)
to ensure that higher-dimensional properties are appropriately scaled to the one
dimensional radius. This is analogous to a similar transformation before mapping
volume to area in the topological landscapes [22].

For display of a second metric, we augment the cylindrical extrusions with
spikes. We start by placing circles along regular intervals of the cylindrical extrusion
and choosing angles in regular intervals along this circle. We then choose spike
location by jittering these regular samples, i.e., we add random offset angles and
heights to the originally chosen spike locations. We then calculate the metric value
for the function value corresponding to the (jittered) height. Spikes are drawn as
cones with a fixed (user defined) base radius and a length depending on the metrics.
Similar to the extrusion radius, we support user chosen mappings such as square
root, cube root or logarithm.

5 Results

Figure 2 shows an example of a topological cactus for the hydrogen atom data set
(simplified to a persistence of ten). Branch width corresponds to the cube root of
volume and spike length to the square root surface area. The root branch corresponds
to the evolution of the contour in the center. It is immediately obvious that despite
its very high persistence (resulting in it being chosen as root branch), both its
volume and surface area are very small. The two lobes, corresponding to the two
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Fig. 2 Topological cactus for the hydrogen atom (left) and isosurface rendering of the correspond-
ing data set (right). The root branch in the center corresponds to the contour in the center of the
ring. The two symmetric branches correspond to the two lobes, and the lowest branch to the ring.
The branch width corresponds to the cube root of enclosed volume, and spike length to the square
root of surface area

Fig. 3 Topological cactus for the methane molecule (left) and isosurface rendering of the
corresponding data set (right). The right hand image shows isosurfaces for two isovalues. The
red isosurface corresponds to isovalue close to the maximum value and shows contours created
around the 12 maxima. The gray isosurface corresponds to a lower isovalue at a level where all
12 red contours have merged and then split into two separate components. In the cactus display,
branch width corresponds to the cube root of volume and spike length to the square root of area

symmetric branches are much larger in both volume and surface area. Finally, the
ring, corresponding to the lowest branch, has the largest volume and area.

Figure 3 shows the topological cactus for the methane data set. The image on the
right hand side shows corresponding isosurfaces. The red isosurface corresponds to
a level close to the maxima and consists of 12 contours that are created around the 12
maxima visible on the cactus. As the cactus view shows, the three contours of each
“arm” merge first, and subsequently these four “arms” merge into a single contour.
At a lower isovalue, this contour splits into two separate contours. The cactus shows,
how the volume of these components varies with the isovalue. For example, surface
area and volume of the outer component remain relatively constant, while the inner
component shrinks slowly and disappears.

Figure 4 shows the nucleon data set (simplified to a persistence of three).
The right hand side shows isosurfaces at two levels (in separate images due to
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Fig. 4 Topological cactus for the nucleon (left) and isosurface rendering of the corresponding data
set (right). Branch width corresponds to the cube root of volume, and spike length to the square
root of surface area. The cactus only shows branches with a minimum persistence of three (data
values are quantized to byte values)

complexity). The lower isosurface image shows contours just below the second
lowest saddle resulting in three separate contour. We note that for any value, the
contour branching off at the lowest saddle is too small to be visible in an rendered
isosurface image. The cactus representation also clearly shows that volume and area
for this contour are minute. The upper isosurface shows contours for an isovalue
slightly above the higher saddle. The cactus shows clearly that even though one of
the components has only small persistence, it has actual a volume comparable to the
other component.

Figure 5 shows the topological cactus of the merge tree of fuel consumption
rate in a combustion simulation. Branch width corresponds to the cube root of
number of vertices, thus approximating volume. Spike length corresponds to the
variance of temperature. Each branch corresponds to a burning region around a
maximum of fuel consumption. The cactus shows that there are two types of regions:
(1) Regions that are relatively wide close to the maximum and thus are comprised
of a relatively large number of vertices and (2) smaller regions with a thin region
around the maximum. The latter occur at lower fuel-consumption levels. The spikes
show that temperature variance is small for high fuel consumption, corresponding
to intense burning and is (expectedly) larger for fuel consumption corresponding to
non-burning regions.

Figure 6 shows the cactus of the merge tree of a 21 dimensional climate simula-
tion ensemble and the more traditional graph layout of the branch decomposition of
the merge tree. The data set consists of 1,197 climate simulations performed with the
Community Atmospheric Model (CAM) [6] each using a different combination of
21 input parameters. Such ensembles are used to study the sensitivity of the climate
predictions to changes in input parameters. The output function shown in Fig. 6
is the average longwave energy output (FLUT) in the winter months (December,
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Fig. 5 Topological cactus of the merge tree of fuel consumption rate in a combustion simulation
(top). The width corresponds to the cube root of number of vertices in a region. Spike length
shows the variance of temperature. Isosurfaces for four different fuel consumption rates illustrating
burning regions for these thresholds (bottom)
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Fig. 6 Topological cactus of a climate simulation showing the merge tree of long wave energy
output in the winter months (left) and graph layout of the branch decomposition (right). The width
corresponds to cube root of vertex count. The spike length shows the mean value of FLUT

January, February). Unlike the traditional graph layout, the cactus shows that most
of the “volume” of the parameter space is collected in several large but relatively
low persistent branches of maxima. This fact is interesting as the observed energy
output is expected to be closer to the global minimum. Thus, it appears that
only a small portion of the input samples produces realistic outputs. Nevertheless,
all persistences are fairy low indicating that the overall behavior is stable under
perturbation of the input parameters.

6 Conclusions and Future Work

We have introduced topological cacti and demonstrated how they combine insights
obtained from the contour tree with metrics derived on a per contour bases. In
particular, where importance measured by persistence differs from other metrics
such as area of volume, this combination can greatly enhance the usefulness of
contour tree representations. Going forward, we plan to improve both contour
spectrum and cactus representation. Our current approach of computing the contour
spectrum in piecewise polynomial/B-Spline representation works well for quantized
data sets. However, for real-valued data, each data value appears in the knot vector,
making this representation inefficient. To counteract this problem, we need to devise
a simplification scheme that can be applied during the calculation and still support
error bounds.

For the cactus representation, we plan to improve the way connectors are drawn.
Drawing them as sphere sweeps sometimes hides details about the width of the
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parent branch. Furthermore, we plan to improve the placement of spikes to make
their distribution more even, e.g., by increasing the number of spikes per angle for
very wide branches (i.e., where the first metric is large).
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fonction numérique. Comptes Rendus de l’Acadèmie des Sciences de Paris 222, 847–849
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Enhanced Topology-Sensitive Clustering
by Reeb Graph Shattering

W. Harvey, O. Rübel, V. Pascucci, P.-T. Bremer, and Y. Wang

1 Introduction

Scalar-valued functions are abundant in scientific data. Understanding and visualiz-
ing the structure of these functions is a fundamentally important aspect of scientific
research. When the domain of a scalar-valued function is low-dimensional, these
two tasks are often straightforward. However, as the topological and geometric
complexity of the domain increases, exploring and understanding the function can
become challenging. Recently, feature-based methods using ideas from geometry
and topology have proven useful for extracting meaning from high-dimensional
data.

Computational efficiency is very important for data exploration, yet it can be
an elusive goal when the data is high-dimensional. For example, creating a precise
reconstruction of a high-dimensional domain from point cloud data and detecting
high-dimensional cycles can be computationally prohibitive. Thus, a reasonable
compromise is to strive for a balance between fidelity and processing speed. The
fundamental idea of topology-sensitive clustering is to partition the domain into
regions that are in some sense simple, capturing the essence of the topological
structure of the scalar function at hand while maintaining economy of computing
effort.
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One may argue that a good clustering algorithm will partition the domain into
monotone regions which are approximately topological balls, as this would provide
simplicity of both the function behavior and topological structure within each
region. Additionally, the accuracy of approximation should be exchanged for a
significant gain in computational efficiency.

In this work, we take an additional step toward this ideal topology-sensitive
clustering algorithm by extending the method of Gerber et al. [16]. Specifically,
Gerber et al. [16] describes a simple discrete gradient based method to cluster
points into so-called Morse crystals approximately analogous to the Morse-Smale
complex of the input function. These crystals have simple topology (ideally a
topological ball) within each of them, and have been demonstrated to be useful
in understanding high dimensional scalar fields in various ways. However, in
practice, these Morse crystals may have non-trivial topology inside. In this work,
we take advantage of the ability to detect a certain type of non-trivial topology
within each crystal, namely one-dimensional cycles (loops) reflected in the structure
of its Reeb graph. By this property, the Reeb graph is used to subdivide a
crystal into pieces which are topologically simpler. We also show preliminary
experimental results to demonstrate the effectiveness of the proposed methods in
several datasets.

2 Related Work

Topological methods such as the Reeb graph [29] and Morse-Smale complex [25],
provide abstract representations of the fundamental structure of scalar functions.
Topological structures make complex functions accessible to computational analysis
and provide efficient means for defining a wide variety of features. Scalar-field
topology as a general tool for analysis of scalar functions has been used in a wide
array of applications ranging from, for example, physics [5, 23], biosciences [20],
and medicine [7] to material sciences [18].

The Morse-Smale complex is defined as the intersection of the stable and
un-stable manifolds of f , i.e., the Morse-complex of f and �f . The Morse-
Smale complex partitions the domain into regions of monotone gradient flows,
each with a single source, defined by a maximum of f , and a sink, defined
by a minimum of f . In the area of visualization, computation of Morse-Smale
complexes has focused mainly on n-dimensional manifolds [14,15,17]. Algorithms
for computing the Morse complex – although under different names – have been
proposed in a wide range of research areas. In computational geometry, the Morse
complex is often described in terms of a filtration of sub-level sets of f [8, 9, 35].
The watershed segmentation method [4, 27], widely used in image processing,
is a variant of the Morse-complex and has been described for image data [3]
as well as abstract-graphs and n-dimensional grids [34]. Gradient ascent-based
clustering methods, such as mean-shift [10, 12], medoid-shift [30], and quick
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shift [32] clustering, are widely used in machine learning and pattern recognition,
and they are also closely related to algorithms for computing and approximating
the Morse complex. Our work is based on and extends a recently proposed
algorithm by Gerber et al. [16] for approximating the Morse-Smale complex
of unstructured, point-cloud data in n-dimensions, described in more detail in
Sect. 3.2.

While the Morse-Smale complex describes the topology of a scalar function f

based on the induced gradient flow, the Reeb graph [29] encodes the topology of the
set of level-sets of f . The Reeb graph is constructed by contracting the connected
components of the level-sets of f to points. In this work we use the Reeb graph
to detect and correct loops in crystals of the approximate Morse-Smale complex.
In literature, various efficient algorithm for computing the Reeb graph and its loop-
free variant, the contour-tree, have been described for n-dimensional manifolds [6,
21, 28]. Here, we use the fast randomized algorithm proposed by Harvey et al. [21]
to compute the augmented Reeb graph of a point set.

In order to compute the Morse-Smale complex, information about the connec-
tivity of the domain is needed. Neighborhood/proximity graphs [22] such as the
k-nearest neighbor graph and Delaunay triangulation [2] are commonly used to
define neighborhoods for point cloud data. We use the approximate, undirected
k-nearest neighbor graph for this purpose. We then construct the 2-skeleton of
the domain, required for the Reeb graph computation, by calculating the Rips
complex [33] (see Sect. 3.3.1).

3 Method

Overview. We consider the problem of understanding the structure of a scalar
function defined on a high-dimensional domain f W M ! R, where M � RD .
In practice, information about the scalar function is often available only as point
cloud data; i.e., a set X D fx1; x2; :::; xng of n discrete point samples taken from the
domain, and their associated set of function values Y D ff .x1/; f .x2/; :::; f .xn/g.
Thus, the objective is to acquire some insight into the structure of f based on
properties which can be obtained through the analysis of X and Y. Our algorithm
proceeds as follows:

1. Domain Approximation. The connectivity of the underlying domain, if not
available, must be approximated from X . We use the approximate, undirected
k-nearest neighbor graph for this purpose.

2. Morse Crystal Decomposition. X is partitioned into Morse crystals using the
method proposed in [16].

3. Reeb Graph Shattering. Crystals containing loops are shattered according to
the structure of their Reeb graphs.
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3.1 Domain Approximation

Before any topological processing can occur, the structure of the domain must be
approximated from X . The proposed method is agnostic with respect to how the
approximation is performed; any suitable method which attempts to capture the
neighborhood relationships of the point cloud data can be used. For the purposes of
applying the technique to analysis of high-dimensional datasets while maintaining
computational efficiency, we prefer to use the approximate, undirected k-nearest
neighbor graph of X to represent the topology of the underlying domain. We
compute this graph efficiently using the freely-available ANN library [26].

3.2 Morse Crystal Decomposition

In this section we review the Morse crystal decomposition of f , introduced briefly
in [16]. We provide a detailed description of this decomposition and later show in
Sect. 3.3.2 how it is augmented to yield the shattered Morse crystals.

We begin by considering the k-nearest neighbors of a point, and we describe how
the function values of those neighbors give rise to the Morse crystal decomposition.
Without loss of generality, henceforth we assume that all points in X have unique
function values. Let x be a point of X , and let Gknn D .X; Eknn/ be the undirected
k-nearest neighbor graph of X , where Eknn � X2. Let n.x/ D fy W .x; y/ 2 Eknng/
denote the k-nearest neighbors of x. For any neighbor y of x,

m.x; y/ D f .y/ � f .x/

ky � xk

describes the approximate gradient of f at x in the direction .y � x/. Let nC.x/ D
fy 2 n.x/ W f .x/ < f .y/g denote the upper neighbors of x and n�.x/ D fy 2
n.x/ W f .x/ > f .y/g denote the lower neighbors of x. Then the steepest ascending
neighbor xC and steepest descending neighbor x� of x are defined as

xC D arg max
y2.nC.x/[fxg/

m.x; y/I x� D arg min
y2.n�.x/[fxg/

m.x; y/:

The notions of steepest ascending and descending neighbors of a point lead to
succinct definitions of the steepest ascending path of x as �C.x/ D fxg [ �C.xC/

and the steepest descending path of x as ��.x/ D fxg [ ��.x�/. Finally, let
�.x/ D �C.x/ [ ��.x/ denote the points along the discrete integral curve passing
through x.

Since the Morse crystal decomposition relies on the extremal elements of �.x/

for each point x 2 X , we will use them to define an equivalence class that
gives rise to the decomposition. Let !C.x/ and !�.x/ denote the maximal and
minimal elements of �.x/, respectively. Two points x and y are equivalent, denoted
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x � y, if their steepest ascending paths converge to a common maximum and
their steepest descending paths converge to a common minimum; that is !C.x/ D
!C.y/ and !�.x/ D !�.y/. Then the quotient space X� forms the Morse crystal
decomposition of f .

Based on these observations, it is apparent that computing X� admits an efficient
and straightforward solution. Let FC and F� be two disjoint-set forests [31], where
FC supports unionC.x; y/ and findC.x/ operations, and F � supports union�.x; y/

and find�.x/ operations. For each point x, take unionC.x; xC/ and union�.x; x�/.
Then the Morse crystal membership of x is uniquely identified as the ordered pair
.find�.x/; findC.x//. Figure 1 illustrates the Morse crystal decomposition of point
cloud data sampled from a simple two-dimensional domain.

3.2.1 Topological Simplification

To help reduce the number of spurious Morse crystals caused by sparsity in the input
data or the presence of noise, the Morse crystal decomposition can be simplified
by neutralizing crystals whose topological persistence is below a user-specified
threshold � . Specifically, we can use the union-find data structure to also compute
the standard persistence for each minimum and maximum [13]. The output is a set
S D f.xi ; ki ; si ; ıi /g � X3 �RC which encodes the persistence and pedigree of the
topological components of f . Here, xi is an extremum of a topological component
with persistence ıi , ki is the extremum of the component which kills xi , and si is
the saddle point merging the two components. By using the map

�� .xi / D
�

ki if ıi < �

xi otherwise

topological simplification of the Morse crystal decomposition occurs by simply
using .�� .find�.x//; �� .findC.x/// to assign points to Morse crystals.

a c db

Fig. 1 An example of the Morse crystal decomposition of a simple scalar function. Here, the
function value at each point is its height. (a) k-nearest neighbor graph of points sampled from a
simply connected, lambda-shaped domain. (b) Edges connecting points to their steepest ascending
neighbors. (c) Edges connecting points to their steepest descending neighbors. (d) The Morse
crystal decomposition partitions the domain into four approximately-monotone regions
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3.3 Reeb Graph Shattering

While the Morse crystal decomposition provides a useful segmentation of the
domain into approximately piecewise-monotone regions, its computational effi-
ciency trades off fidelity to the true underlying Morse-Smale complex. As a result,
a crystal may contain nontrivial loops or higher-order voids. These voids contribute
to the geometric disparity of the points within the crystal, which is antithetical to
our desired domain segmentation.

We propose to focus on the problem of finding and eliminating certain 1-loops
in Morse crystals through the process of Reeb graph shattering. That is, we can
further refine each Morse crystal by tracking the sequence of Reeb graph edges that
these paths visit as they traverse the crystal, and using these sequences to potentially
split the crystal into shattered Morse crystals. Figure 2 illustrates the process of
shattering a loop-containing Morse crystal into a small collection of shattered Morse
crystals. We remark that we choose to use the Reeb graph to again trade off fidelity
with efficiency – Computing the Reeb graph of a crystal takes near-linear time
whereas computing a set of generating 1-cycles of an input crystal takes time cubic
in the size of the crystal. (Note that both methods require a 2-skeleton of the crystal
as input; in extreme cases this takes time cubic in the size of the crystal to compute.)
Furthermore, as we will show below, the use of the Reeb graph also provides a natu-
ral and simple way to further segment the input crystal; while in general, subdividing
a domain to remove all non-trivial 1-cycles does not appear to be an easy problem.

3.3.1 The Reeb Graph

Let f W X ! R be a continuous function. A level set of f with value ˛ 2 R is
the set f �1.˛/ D fx 2 X W f .x/ D ˛g. Two points x; y 2 X are equivalent

a b c d

Fig. 2 (a) Example of a Morse crystal which contains a large loop. For this example, the height
function is used. (b) The Reeb graph of this crystal. (c) Regions of the crystal corresponding to
the four edges of its Reeb graph. (d) The crystal is partitioned into two shattered Morse crystals
according to which regions of (c) each integral curve passes through. Here, the integral curves
of the left shattered crystal pass through regions fR1; R2; R4g, and integral curves of the right
shattered crystal pass through regions fR1; R3; R4g
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with respect to relation R, denoted xRy, if x and y reside in the same connected
component of some level set. The Reeb graph of f [29], denoted Rf .X/, is the
quotient space XR. Intuitively, the Reeb graph captures the merging and splitting
behavior of the level sets of f . Rf .X/ has a graph structure, and its nodes refers
to those points such that either their up-degree or their down-degree is not 1 (where
“up” and “down” refer to order in function values). An arc of the Reeb graph is a
maximal connected component after removing nodes from Rf .X/. See Fig. 2b for
an example, where the Reeb graph of the height function defined on a torus has four
nodes and four arcs.

The Reeb graph depends only on the 2-skeleton of its domain. Thus, we must
extract this information for each crystal. The Rips complex provides a 2-skeleton
that is sufficient for extracting topological information. It is readily computed
from Gknn by removing edges whose endpoints lie in disparate crystals, and then
transforming each 3-clique among the remaining edges into a 2-simplex. The fast
randomized algorithm of Harvey et al. [21] is then used to produce the Reeb graph
of each crystal.

3.3.2 Shattered Morse Crystal Decomposition

Let GC D .VC ; EC / denote the k-nearest neighbor graph of X constrained to a
Morse crystal C � X output by [16]. Let R.C / D .VR; ER/ be the Reeb graph
of C . Let g map each edge of GC to its set of corresponding Reeb graph edges.
Given a discrete integral curve � , g.�/ denotes its image (which is also a path) in
the Reeb graph R.C /. Two points x; y 2 X are shattered Morse crystal equivalent,
denoted xb�y, if gŒ�.x/� D gŒ�.y/�. That is, two points are equivalent if they are
in the same original crystal output by [16], and the discrete integral curves passing
through them map to the same set of Reeb graph edges. The resulting quotient space
Xb� is the shattered Morse crystal decomposition of f.

Topological Simplification In practice, R.C / may contain a variety of low-
persistence topological features (topological noise) that can result in an oversegmen-
tation of the crystal. Fortunately, features arising from spurious bumps and small
loops can be eliminated with the help of the extended persistence algorithm [1, 11]
Specifically, the lowest and highest points of each loop in R.C / are paired using
the algorithm, and if their difference in function value is below a user-specified
threshold � , the loop can be removed from R.C /.

Recall that the input crystal C itself may be obtained after some topological
simplification as described in Sect. 3.2. Hence it may contain multiple extreme
points inside, and an integral path � in C may end up at some local min and max,
instead of the global min and max. Now after R.C / is topologically simplified into
R 0, it may have fewer extrema than the input crystal C . This means that the image of
an integral path � in R 0 may start and/or end with some interior points, instead of
with extreme points in R 0. This causes some technical problem when comparing
whether two integral paths are equivalent or not in the simplified Reeb graph.
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To reconcile this disparity, the notion of steepest ascending (xC) and descending
(x�) neighbors of a point x 2 C is modified to take into account the structure
of R 0. Specifically, if x is a local maximum in C but not in R 0, then its steepest
ascending neighbor is defined to be its upper neighbor in the simplified Reeb graph
R 0. An analogous redefinition is used for the steepest descending neighbors of local
minima.

Computation Given a Morse crystal C output from [16], we first compute its
Reeb graph R.C / using the algorithm from [20], and simplify it to R0. Next, for
two points x; y 2 C , to test for their membership, we need to first compute their
corresponding integral paths in C , and then check for their images.

To compute their corresponding integral paths �.x/ and �.y/, we use the same
method as described in Sect. 3.2 but from the modified forests T C D .C; EC/ and
T � D .C; E�/ with EC D f.xC; x/ W xC ¤ xg and E� D f.x�; x/ W x� ¤ xg.
These forests encode the steepest ascending and descending paths of a point in C

based on the modified definitions of steepest neighbors as introduced above. Next,
we need to compute the images gŒ�.x/� and gŒ�.y/�. For simplicity, in our current
implementation, we compute gŒ�.x/� as the sequence of Reeb graph arcs stabbed by
the images of vertices from �.x/ (instead of as the concatenation of the images of
edges from �.x/).1 Two points x and y are equivalent if their integral paths produce
the same sequence of Reeb graph arcs in R 0.

4 Results

We begin by investigating a pair of synthetic low-dimensional point cloud datasets.
The underlying scalar functions of these datasets are precisely known and they
exhibit simple structure, yet their Morse crystal decompositions contain crystals
with loops. We show that the shattered Morse crystal decompositions of these
datasets successfully resolve the loops. To conclude, we examine a real dataset
consisting of points sampled from a scalar function whose domain is a 5-manifold
embedded in R9. Our method successfully identifies and corrects problematic
crystals in this dataset.

4.1 Torus

As a simple example, we illustrate a dataset consisting of 1,000 points sampled ran-
domly from a 2-torus of unit diameter, with the scalar value at each point assigned

1We remark that such sequences produce the same equivalence relations as the one defined earlier
when the input points are dense enough so that there is no long edge whose image spans several
Reeb graph arcs.
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Fig. 3 Simple example of the shattered Morse crystal decomposition of a domain containing a
loop. (a) The Morse crystal decomposition of this dataset results in a single crystal containing a
large loop. (b) The large crystal is shattered into two parts to eliminate the loop

according to the height function (see Fig. 3). To approximate the underlying domain,
k D 20 is used, and a threshold of � D 0:1 is used for topological simplification.
The (trivial) Morse crystal decomposition is shown in Fig. 3a, i.e., the entire domain
is assigned to a single Morse crystal containing a large loop. Figure 3b shows
the shattered Morse crystal decomposition, which partitions the domain into two
regions, neither of which contains the loop of the torus.

4.2 Mixture of Gaussians

The torus example of Sect. 4.1 exhibits a loop that is attributable to the topology of
the domain. However, the algorithm in [16] can produce crystals containing loops
even for scalar functions defined on simply connected domains. To demonstrate
this phenomenon, we construct a simple example by taking a mixture of five 2D
Gaussians (see Fig. 4). This function contains a total of eight crystals, half of which
contain large loops. The shattered Morse crystal decomposition correctly shatters
the crystals with loops, yielding a final segmentation of the domain into twelve
regions. Naturally, the Morse crystals which do not contain loops remain intact
during the shattering process.

4.3 Optimization Dataset

In this experiment we demonstrate the applicability of our algorithm to the
analysis of the structure of an optimization problem. Given two images with image
point correspondences, the goal is to estimate the translation and rotation of two
calibrated cameras. This problem can be formulated as a minimization of the
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Fig. 4 Example of loops arising in Morse crystals even when the domain is simply connected.
(a) Mixture of five Gaussians. Some discrete integral curves are shown in red. (b) The Morse
crystal decomposition results in eight crystals, half of which contain loops. (c) The shattered Morse
crystal decomposition successfully resolves the four loop-harboring crystals

algebraic error [19] which – given two corresponding points x D Œx1 x2 1�T and
x0D Œx01 x02 1�T on the image plane in the respective coordinate frames of the two
cameras – can be defined as:

xT Ex0 D 0: (1)

E D Œt ��R is a 3 � 3 rank-2 matrix, called the essential matrix, with the unit vector
t describing the relative position, or translation, between the two cameras, and the
orthogonal rotation matrix R representing the relative camera orientation. Both t

and R are expressed in the coordinate frame of x. In practice, (1) can usually not be
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satisfied exactly due to the presence of noise in x and x0. The problem is, therefore,
formulated as an optimization of the sum of squared residuals

f .R; t/ D f .E/ D
X

i

.xT
i Ex0i /2 (2)

over all point pairs < xi ; x0i >. In order to minimize f , one needs to determine
the nine elements of E. For more detailed information on the formulation of this
problem and how it is solved in practice see the manuscript by Lindstrom and
Duchaineau [24].

In order to understand the structure of f we computed 5,000 random samples of
f in 9-dimensional parameter space. Due to the formulation of the problem we
know that E only has 5 degrees of freedom [24], three to describe the rotation
and two to determine the translation up to scale. f , hence, defines a 5-dimensional
manifold embedded in 9-dimensional space.

Figure 5 shows the Morse crystal decomposition of the 5,000 point samples
using 17 nearest neighbors. For these images, the 9-dimensional points have been
projected onto their first two principal components. Figure 5b reveals a Morse
crystal in this dataset whose Reeb graph contains two prominent loops (a topological
double-torus). By applying the proposed Reeb graph shattering technique, the
crystal is split into subregions.

4.4 Time Complexity

Since the shattered Morse crystal decomposition requires the 2-skeletons of the
Morse crystals, it can become expensive to compute if k is chosen to be large
(requiring, in the worst case, time cubic in the number of vertices). However,
choosing a large k is not necessary in practice since Gknn is only meant to capture

Fig. 5 Optimization dataset visualized by projecting the 9-dimensional points onto their first two
principal components. (a) The Morse crystal decomposition consisting of six crystals. (b) A Morse
crystal whose Reeb graph contains two prominent loops is partitioned into a small collection of
shattered Morse crystals (c)
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the topology locally around each point. In our experience, combining a reasonably
small k (e.g., 10 < k < 40) with topological simplification techniques works
well for capturing the important topological features of the dataset at hand while
minimizing the prohibitive time complexity of 2-skeleton construction.

5 Conclusions

Reliable estimation of topological structures of high-dimensional functions is essen-
tial for accurate topology-based visualization and analysis. Feature-based visualiza-
tions and statistical analyses of high-dimensional functions based on the analysis of
Morse crystals commonly rely on the notion that a Morse crystal is monotone and
has genus 0. Morse crystals with a common source (maximum) and sink (minimum),
however, are not separated correctly by the approximate Morse-Smale complex
algorithm, which can lead to the creation of Morse crystals with a genus � 1.

We described a simple and novel algorithm to augment the previous Morse
crystal decomposition algorithm to detect and correct certain falsely merged Morse
crystals containing possibly multiple loops. Using the per-crystal Reeb graph we
detect crystals containing loops and shatter them into multiple, loop-free crystals.

We illustrated the problem of crystals containing loops using two analytic
examples and showed that our algorithm produces a correct complex in both cases.
We used our algorithm to analyze the structure of a real-world optimization problem,
demonstrating its practical relevance. Our algorithm produces a more accurate
approximation of the Morse-Smale complex in high-dimensions.

While the proposed algorithm is an improvement, it is still lacking in some areas.
Specifically, it is only capable of detecting and resolving those loops which are
evident from the structure of the Reeb graph. Thus, it may fail to detect some loops
in the domain which do not induce loops in the Reeb graph. Additionally, like its
predecessor, it is incapable of dealing with any cycles of dimension 2 or greater that
may be present in the dataset. Additional research in topology-sensitive clustering
methods will strive to provide insight into how to grapple with these difficulties.

Computation of topological structures of point-cloud data rely on proper estima-
tion of the structure of the domain. The study and development of methods for
constructing optimal neighborhood/proximity graphs, hence, promises to enable
more accurate approximations of topological structures. In future we also plan
to investigate further applications of the approximate Morse-Smale complex to
improve understanding of the structure of high-dimensional scalar functions.
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Efficient Computation of Persistent Homology
for Cubical Data

Hubert Wagner, Chao Chen, and Erald Vuçini

1 Introduction

Persistent homology [10, 11] has drawn much attention in visualization and data
analysis, mainly due to the fact that it extracts topological information that is
resilient to noise. This is especially important in application areas, where data
typically comes from measurements which are inherently inexact. Although direct
application of persistent homology is still at an early stage, closely related concepts
like size functions [3], contour trees [1, 4], Reeb graphs [24] and Morse-Smale
complexes [14] have been successfully used.

The under-usage of persistence in applications is largely due to its high compu-
tational cost. The standard algorithm [10] takes cubic running time, which can be
prohibitive even for small size data (e.g., 64� 64� 64). In addition to the high time
complexity, there are two further issues: (1) the memory consumption of the cur-
rently available implementations, even for small data sizes, is very large and hence
prohibitive for commodity computers, and (2) the focus of several applications is in
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data of higher dimensions, e.g., 4D, 5D or higher. Few implementations for general
dimension are available and the existing ones do not scale well with the increase of
dimensions, hence introducing larger computation times and memory inefficiency.

In this paper, we present an efficient framework that computes persistent
homology exactly.1 To our knowledge, this is the very first implementation that
can handle large and high dimensional data in reasonable time and memory. We
focus on uniformly/regularly sampled data which is common in visualization and
data analysis, i.e., image data consisting of pixels (2D images), voxels (3D scans,
simulations), or their higher-dimensional analogs, e.g., 4D time-varying data. In this
work, we use the name “cubical” for such data.

We depart from the standard method which involves triangulating the space,
and computing persistent homology of the resulting simplicial complex [10, 11].
We use cubical complexes [15], which do not require subdivision of the input.
The advantage is twofold. First, the size of the complexes is significantly reduced,
especially for high dimensional data (see Sect. 5 for a quantitative analysis). Second,
cubical complexes allow for the usage of more compact data-structures.

The standard persistence algorithm requires the computation of a sorted bound-
ary matrix. This step can be a significant bottleneck, especially in terms of memory
consumption. In this work we provide an efficient and compact algorithm for this
step, using techniques from (non-persistence) cubical homology [15] (see Sect. 4).

In Sect. 7, we present experimental results. Comparison with existing packages
shows significant efficiency improvement. We also explore how our method scales
with respect to data size and dimension. In conclusion, our framework can handle
data of large size and high dimension, and therefore, makes the persistence
computation of cubical data more feasible.

2 Related Work

The first algorithm for computing persistence [11] has cubic running time with
respect to the complex size (which is larger than the input size). Morozov [20]
formulated a worst case scenario for which the persistence algorithm reaches this
asymptotic bound. When focusing on 0-dimensional homology, union-find data
structures can be used to compute persistence in time O.n˛.n// [10], where ˛ is
the inverse of the Ackermann functions and n is the input size. Milosavljevic et al.
[18] compute persistent homology in matrix multiplication time O.n!/ where the
currently best estimation of ! is 2:376. Chen and Kerber [5] proposed a randomized
algorithm whose complexity depends on the number of persistence pairs with
persistence above a certain threshold. Despite showing better theoretical complexity,

1We emphasize that our work focuses on computing persistence exactly. There are approximation
methods which trade accuracy for efficiency. See Sect. 2.
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it is unclear whether these methods are better than the standard persistence algorithm
in practice.

In terms of implementation, Morozov [19] provides a C++ code for the standard
persistence algorithm. Chen and Kerber [6] devised a technique which, in practice,
significantly improves the matrix-reduction part of this algorithm. We build upon
their work, to improve the overall performance of the persistence algorithm.

The application of cubical homology is straightforward in the areas of image
processing and visualization, where cubical data is the typical input. Non-persistent
cubical homology has found practical applications in a number of cases [21, 22]. A
few attempts of cubical persistence computations have been made recently [16,25].
They do not, however, tackle the problem of performance. In [25], experiments with
datasets containing several thousands of voxels are reported. In comparison, real
world applications require processing of data in the range of millions or billions of
voxels.

Recently, Mrozek and Wanner [21] showed that cubical persistent homology
can be used for medium-sized datasets. A detailed performance summary is given
for 2D and 3D images. One downside of this approach is the dependency on the
number of unique values of the image. When such a number is close to the input
size, the complexity is prohibitively high. In Sect. 7, we compare our method with
this algorithm.

We must differentiate between the two main types of persistence computations:
exact and approximative (where the persistence is calculated approximately). While
we focus on the first type, approximation is less computationally intensive and is
therefore important for large data. Bendich et al. [2] use octrees to approximate
the input. A simplicial complex of small size is then used to complete persistence
computation.

3 Theoretical Background

3.1 Simplicial and Cubical Complexes

In computational topology, simplicial complexes are frequently used to describe
topological spaces. A simplicial complex consists of simplices like vertices, edges
and triangles. In general, a d -simplex is the convex hull of d C1 points. The convex
hull of any subset of these d C 1 points is a face of this d -simplex. A collection of
simplices, K , is a simplicial complex if: (1) for any simplex in K , all its faces also
belong to K , and (2) for any two simplices in K , their intersection is either empty,
or a common face of them.

Next, we define cubical complexes. An elementary interval is defined as a unit
interval Œk; kC1�, or a degenerate interval Œk; k�. For a d -dimensional space, a cube
is a product of d elementary intervals I :

Qd
iD1 Ii . The number of non-degenerate

intervals in such a product is the dimension of this cube. 0-cubes, 1-cubes, 2-cubes
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a b c d

Fig. 1 Cubical complex triangulations: (a) a 2D cubical complex, and (b) its triangulation, (c) a
3D cubical complex, and (d) its triangulation (only simplices which contain V0 are drawn)

and 3-cubes are vertices, edges, squares and 3D cubes (voxels) respectively. Given
two cubes: a; b � Rd , a is a face of b if and only if a � b. A cubical complex
of dimension d is a collection of cubes of dimension at most d . Similarly to
the definition of a simplicial complex, it must be closed under taking faces and
intersections.

In this paper, we will use cubical complexes to describe the data. In Fig. 1 we
show 2-dimensional and 3-dimensional cubical complexes, describing a 2D image
of size 3 � 3 and a 3D image of size 3 � 3 � 3. The corresponding simplicial
complex representations are also shown. We use one specific triangulation, namely,
the Freudenthal triangulation [13,17], which is easy to extend to general dimension.

3.2 Boundary Matrix

For any d -dimensional cell (that is: simplex or cube), its boundary is the set of
its (d � 1)-dimensional faces. This extends linearly to the boundary of a set of d -
cells, namely, a d -chain. Specifically, the boundary of a set of cells is the modulo 2
sum of the boundaries of each of its elements. In general, if we specify a unique
index for each simplex, a d -chain corresponds to a vector in Z

nd
2 , where nd is

the number of d -dimensional cells in the complex. Furthermore, the d -dimensional
boundary operator can be written as a nd�1 � nd binary matrix whose columns are
the boundaries of d -cells, while rows contain (d � 1)-cells.

3.3 Persistent Homology

We review persistent homology [10, 11], focusing on Z2 homology. Due to space
limitation, we do not introduce homology in this paper. Please see [12] for an
intuitive explanation, and [10, 23] for related textbooks.

Given a topological space X and a filtering function f W X ! R, persistent
homology studies homological changes of the sublevel sets, Xt D f �1.�1; t �. The
algorithm captures the birth and death times of homology classes of the sublevel
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set as it grows from X
�1 to X

C1, e.g., components as 0-dimensional homology
classes, tunnels as 1-dimensional classes, voids as 2-dimensional classes, and so on.
By birth, we mean that a homology class comes into being; by death, we mean it
either becomes trivial or becomes identical to some other class born earlier. The
persistence, or lifetime of a class, is the difference between the death and birth
times. Homology classes with larger persistence reveal information about the global
structure of the space X, as described by the function f .

Persistence can be visualized in different ways. One well-accepted idea is the
persistence diagram [7], which is a set of points in a two-dimensional plane, each
corresponding to a persistent homology class. The coordinates of such a point are
the birth and death time of the related class.

An important justification of the usage of persistence is the stability theorem.
Cohen-Steiner et al. [7] proved that for any two filtering functions f and g, the
difference of their persistence is always upperbounded by the L1 norm of their
difference:

kf � gk1 WD max
x2X jf .x/ � g.x/j:

This guarantees that persistence can be used as a signature. Whenever two persis-
tence outputs are different, we know that the functions are definitely different.

In our framework, for 2D images we assume 4-connectivity. In general, for d -
dimensional cubical data, we use 2d -connectivity.

3.4 Persistence Computation

Edelsbrunner et al. [11] devised an algorithm to compute persistent homology,
which works in cubic time (in the size of a complex). It requires preprocessing of the
data (also see Fig. 2). In case of images, function f is defined on all pixels/voxels.
First, these values are interpreted as values of vertices of a complex. Next, the
filtration of the complex is computed and the sorted boundary matrix is generated.
This matrix is the input to the reduction algorithm.

Filtration can be described as adding cells with increasing values to a complex,
one by one. To achieve this, a filtration-building algorithm extends the function to
all cells of the complex, by assigning each cell the maximum value of its vertices.
Then, all cells are sorted in ascending order according to the function value, so that

Data
Build 

Complex
Matrix

Reduction
Output

Persistent Homology Workflow in a Nutshell

Complex
Sorted 

Boundary 
Matrix

Generate Filtration
& 

Boundary Matrix

Fig. 2 A workflow of the persistent homology computation
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each cell is added to the filtration after all of its faces. Such a sequence of cells
is called a lower-star filtration. Having calculated the ordering of cells, a sorted
boundary matrix can be generated.

In the reduction step, the algorithm performs column reductions on the sorted
boundary matrix from left to right. Each new column is reduced by addition with
the already reduced columns, until its lowest nonzero entry is as high as possible.
The reduced matrix encodes all the persistent homology information.

4 Efficient Filtration-Building Algorithm

The filtration-building is one of the main bottlenecks of the persistence algorithm.
A straightforward approach would choose to store the boundary relationship
between cells and their faces. In this section, we describe the first major contribution
of the paper, a new algorithm for the filtration-building step. Our algorithm uses the
regular structure of cubical complex and adapts a compact data structure which has
shown its utility in non-persistent cubical homology.

4.1 Cubical Complex Representation

We first describe CubeMap, a compact representation of cubical complexes. To the
best of our knowledge, a similar structure was first introduced in CAPD library [8]
for non-persistent cubical homology.

For an example 2D image with 5�5 pixels see Fig. 3. Due to the regular structure,
relationship between cells can be read immediately from their coordinates. We can
store the necessary information (i.e. order in the filtration, function value) for each
cell in a 9 � 9 array (Fig. 3c). We can immediately get the dimension of any cell
(whether it is a vertex, edge, or square), as well as its faces and cofaces, namely,
cells of whom it is a face. We do this by checking coordinates modulo 2. To explain
this fact, we recall that we defined cubes as products of intervals. Even coordinates
correspond to degenerate intervals of a cube.

The aforementioned properties generalize for arbitrary dimensions. This is due
to the inductive construction of cubical complexes, and is related to cubes being
products of intervals.

Let us consider input data of dimension d and size wd , where w is the
number of vertices in each dimension. We store information attached to cells in a
d -dimensional array with .2w�1/d elements. This array is composed of overlapping
copies of arrays of size 3d . We call this structure the CubeMap.

The major advantage of the proposed data-structure is the improved memory
efficiency. Boundary relations are implicitly encoded in the coordinates of cells.
The coordinates themselves are also implicit. Furthermore, we can randomly access
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a b c

Fig. 3 (a) Cubical complex built over a gray-scale 2D image with 5 � 5 pixels. Each vertex
(yellow) corresponds to a pixel. Edges (blue) and cubes (red) are constructed accordingly. (b) The
cubical complex itself. (c) The corresponding CubeMap, all informations for filtration-building are
encoded in a 9� 9 array. Each element corresponds to a single cube

35

2

5

3

2

5 5
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a b

Fig. 4 (a) Values of f assigned to vertices and extended to all cubes. (b) Cells are assigned indices
in the filtration. These indices are separate for each dimension. Vertices are marked as V, edges as
E, squares as S

each cell and quickly locate its boundaries. See Sect. 6 for further details and Sect. 7
for an experimental justification.

4.2 Filtration-Building

Let us now present an efficient algorithm to compute a filtration of a cubical complex
induced by a given functionf (see Algorithm 1). We use the CubeMap datastructure
to store additional information for each cube (function value, filtration order). The
outcome of this algorithm is a sorted boundary matrix, being the input of the
reduction step. Since in case of cubical data boundary matrices have only O.d/
non-zero elements per column, sparse representations are typically used.
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The intuition behind the algorithm is that when we iterate through all vertices in
descending order, we know that the vertices’ cofaces, which were not added to the
filtration, belong to their lower-stars, and can be added to the filtration. We cannot
build the boundary matrix in the same step, since the indices of the adjacent cells
might be not yet computed. Do note that on line 5, filtration indices are assigned
from higher to lower. Figure 4 illustrates the algorithm. Exploiting the properties of
cubical complexes makes this algorithm efficient (refer to Sect. 6 for details).

Algorithm 1: Computing filtration and sorted boundary matrix
Input: function f , given on vertices of a cubical complex K
Output: sorted boundary matrix, extension of function f to all cubes of K
1: sort vertices of K by values of f (descending)
2: for each vertex Vi in sorted order do
3: for each cube Cj with Vi as one of its vertices do
4: if Cj was not assigned filtration index then
5: assign next (smaller) filtration index to Cj
6: f .Cj / f .Vi /.
7: for each cube Ci of K do
8: column filtration index of Ci
9: for each cube Bj in boundary of Ci do

10: row filtration index of Bj
11: boundary matrix(row, column) 1

5 Sizes of Complexes

When switching from simplicial complexes to cubical complexes, the size of the
complex is significantly reduced. This is a clear improvement in both memory
and runtime efficiency. We should emphasize that the complexity of the standard
reduction algorithm is given in the size of the complex, not the number of vertices.
Therefore, reducing the size of a complex has a significant impact.

In this section, we analyze how the ratio of the sizes of simplicial and cubical
complexes increases with respect to the data dimension. We show that this ratio
increases exponentially with the dimension, which motivates the usage of cubical
approaches, such as ours. For simplicity we disregard boundary effects, assuming
that the number of cells lying on the boundary is insignificant.2

In Fig. 1, we show examples of cubical complexes and their triangulations. The
ratio between the number of cofaces of the vertex V0 in a simplicial and in a cubical
complex is .6 W 4/ and .26 W 8/ for 2D and 3D complexes, respectively. This is also
the ratio of the size of simplicial and cubical complexes, since these selected cells
generate the whole complex.

2This assumption is realistic when complexes are large.
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Table 1 Lower-bounds of the size ratios �d
Dimension (d ) 1 2 3 4 5 6 7

Optimal �d 1 2 5 16 67 308 1,493
Lower-bound of �d 1.0 1.5 2.75 5.625 12.937 33.968 90.265

Freudenthal �d 1 2 6 24 120 720 5,040
Lower-bound of �d 1.0 1.5 3.0 7.125 19.375 60.156 213.062

For a d -dimensional data, we denote the concerned ratio as �d D Sd=Cd , where
Cd and Sd are the sizes of a cubical complex and its triangulation, respectively.
It is nontrivial to give an exact formula of �d , since the minimal-cardinality cube-
triangulation is an open problem [26]. Here we give a lower-bound of �d for d � 7

by triangulating all cubes of a cubical complex separately in each dimension. When
triangulating a d -cube, we count only the resulting d -simplices, and their .d � 1/-
dimensional intersections. Finally, taking into account the fact that certain simplices
will be common faces of multiple higher-dimensional simplices, we get

�d �
Pd

iD0
�
d
i

�
�i CPd�1

iD0
�
d
iC1
�
.�iC1 � 1/

2d

where �d is the number of d -simplices in a triangulation of a d -cube.
In Table 1 we present the values of such lower-bounds for different dimensions

(d D 1; � � � ; 7). We consider two cases: optimal triangulation [26] and Freudenthal,
using dŠ simplices. It is clear that in both cases the lower-bound increases
exponentially with respect to the data dimension.

This observation leads to the following conjecture. This conjecture, if correct,
shows how algorithms based on cubical and simplicial complexes scale with respect
to the dimension.

Conjecture 1. �d increases exponentially in d .

6 Implementation Details

In this section we briefly comment on the techniques we used to enhance the
performance of our implementation. We focus on the choice of proper data-
structures, and exploiting various features of cubical complexes. Our method is
implemented in C++.

6.1 Filtration-Building Algorithm

We use a 2-pass modification of the standard filtration-building algorithm. Reversing
the iteration order over the vertices does not affect the asymptotic complexity, but
simplifies the first pass of the algorithm, which resulted in better performance.
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We calculate the time complexity of this algorithm. To do this precisely, we
assume that the dimension d is not a constant. This is a fair assumption since we
consider general dimensions. We use a d -dimensional array to store our data, so
random access is notO.1/, butO.d/, as it takes d �1multiplications and additions
to calculate the address in memory.

Let n be the size of input (the number of vertices in our complex). In total there
are O.2dn/ cubes in the complex. We ignore what happens at boundaries of the
complex. Each d -cube has exactly 2d boundary cubes, and each vertex has 3d � 1

cofaces. Accessing each of them costs O.d/. This yields the following complexity
of calculating the filtration and the boundary matrices:O.d3dnC d22dn/.

Using the properties of CubeMap, we can reduce this complexity. Since the
structure of the whole complex is regular, we can precalculate memory-offsets
from cubes of different dimensions and orientations to its cofaces and boundaries.
Accessing all boundary cubes and cofaces takes constant amortized time. The
preprocessing time does not depend on input size and takes only O.d23d / time
and memory. With the CubeMap data structure, our algorithm can be implemented
in �.3dnC d2dn/ time and�.d2dn/ memory.

6.2 Storing Boundary Matrices

Now we present a suggestion regarding performance, namely, the usage of a proper
data-structure for storing the columns of (sparse) boundary matrices. In [10] a
linked-list data-structure is suggested. This seems to be a sub-optimal solution, as it
has an overhead of at least one pointer per stored element. For 64-bit machines this
is 8B - twice as much as the data we need to store in a typical situation (one 32-bit
integer).

Using an automatically-growing array, such as std::vector available in STL is
much more efficient (speed-up by a factor of at least 2). Also the memory overhead
is much smaller – 16B per column (not per element as before). All the required
operations have the same (amortized) complexity [9], assuming that adding an
element at the back can be done in constant amortized time. Also, iterating the array
from left to right is fast, due to memory-locality, which is not the case for linked-list
implementations.

7 Results

The testing platform of our experiments is a six-core AMD Opteron(tm) processor
2.4GHz with 512KB L2 cache per core, and 66GB of RAM, running Linux.
Our algorithm runs on a single core. We use 3D and 4D (3D+time) cubical data
for testing and comparing our algorithm. We compare our method with existing
implementations. We measure memory usage, filtration-building and reduction
times.
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Table 2 Memory consumption for the computation of persistence of the Aneurysm dataset for
different implementations. Several down-sampled version of the original dataset were used. For
specific cases the results are not reported due to memory or time limitations

50� 50� 50 100� 100� 100 150� 150� 150 200� 200 � 200 256 � 256 � 256
CAPD 500 MB 2,700 MB 16,000 MB – –
Dionysus 200 MB 6,127 MB 21,927 MB 49,259 MB –
SimpPers 352 MB 3,129 MB 11,849 MB 25,232 MB –
CubPers 42 MB 282 MB 860 MB 2,029 MB 4,250 MB

Table 3 Times (in minutes) for the computation of persistence of the Aneurysm dataset for
different techniques. For SimpPers and CubPers, we report both filtration-building time and
reduction time, the whole computation is the sum of the two times

50� 50� 50 100� 100� 100 150� 150� 150 200� 200 � 200 256 � 256 � 256
CAPD 0.26 12.3 134.55 – –
Dionysus 0.32 3.03 13.74 47.23 –
SimpPers (0.05+0.02) (0.43+0.16) (1.63+0.9) (3.53+3.33) –
CubPers (0.01+0.001) (0.10+0.01) (0.33+0.13) (0.87+0.43) (1.25+0.78)

7.1 Comparing with Existing Implementations

We compare our implementation (referred to as CubPers) to three existing
implementations:

1. SimpPers: (by Chen and Kerber [6]) Uses simplicial complexes. Both SimpPers
and CubPers use the same reduction algorithm, but our approach uses cubical
complexes and CubeMap to accelerate the filtration-building process.

2. Dionysus: (by Morozov [19]) This code is suited for more general complexes and
computes also other information like vineyards. We adapt this implementation
to operate on cubical data, by triangulating the input, which is the standard
approach. Since this implementation takes a filtration as input, the time for
building the filtration is not taken into account.

3. CAPD: (by Mrozek [21], a part of CAPD library [8]) We stress that this approach
was designed for data with a small number of unique function values, which is
not the case for the data we use. Additionally it produces and stores persistent
homology generators which incur a significant overhead.

In Tables 2 and 3 we compare the memory and times of our approach to the
aforementioned implementations. For testing we have used the Aneurysm dataset.3

In order to explore the behavior of the algorithms when the data size increases
linearly, we uniformly scale the data into 503, 1003, 1503, 2003, using nearest
neighbor interpolation. Clearly, our implementation, CubPers, outperforms other
programs in terms of memory and time efficiency.

3From the Volvis repository (http://volvis.org/).
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Table 4 Times (in minutes) for the computation of persistence for one million vertices in different
dimensions (1–6). Both times for filtration and persistence (filtration+reduction) are given

Dimension 1D 2D 3D 4D 5D 6D

Filtration 0.017 0.05 0.15 0.55 1.65 3.70
Persistence (reduction) 0.067 0.12 0.23 0.87 4.80 17.70

Due to the usage of CubeMap, the memory usage is reduced by an order of
magnitude. This is extremely important, as it enables the usage of much larger data-
sets on commodity computers. While SimpPers significantly improves over other
methods in terms of reduction time [6], our method further improves the filtration-
building time. It is also shown that using cubical complexes instead of simplicial
complexes improves the reduction time.

7.2 Scalability

Table 4 shows how our implementation scales with respect to dimension. We used
random data – each vertex is assigned an integer value from 0 to 1,023 (the choice
was arbitrary). The distribution is uniform and the number of vertices (1,000,000) is
constant for all dimensions. We can see that performance deteriorates exponentially.
This is understandable, since the size of a cubical complex increases exponentially
in dimension (2d ). The size of its boundary matrix increases even faster (d2d ).

In Table 5 we report the timings and memory consumptions for several 3D
datasets4 and a 4D time-varying data5 consisting of 32 timesteps. We stress the
following three observations:

• Due to the significant improvement of memory efficiency, our implementation
can compute these data on commodity computers.

• Both memory and filtration-building times grow linearly in the size of data
(number of voxels). This also reveals that for very large scale data (�1,0003),
the memory consumption would be too large. In such a case, we would need an
approximation algorithm (as in [2]) or an out-of-core algorithm.

• Reduction time varies for different data. Among all data-files we tested, two
medium (2563) cases (Christmas Tree and Christmas Present) took significantly
more reduction time. This data-dependent behavior of the reduction algorithm is
an open problem in persistent homology literature.

7.3 Understanding Time-Varying Data with Persistence

With our efficient tool, we are enabled to study 4D time-varying data using
persistence. This is one of our future research focuses. We conclude this section by

4From the Volvis repository (http://volvis.org/) and ICGA repository (www.cg.tuwien.ac.at).
5From the Osirix repository (http://pubimage.hcuge.ch:8080/).
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Table 5 Times in minutes for different 3D datasets and a 4D time-varying data (32 timesteps).
Times below 0.001 min were reported as 0.00

Data set Size Memory (MB) Times (min)

Silicium 98� 34� 34 30 (0.02+0.07)
Fuel 64� 64� 64 82 (0.02+0.00)
Marschner-Lobb 64� 64� 64 82 (0.03+0.00)
Neghip 64� 64� 64 82 (0.03+0.00)
Hydrogene 128� 128 � 128 538 (0.22+0.40)
Engine 256� 256 � 128 2,127 (1.07+0.30)
Tooth 256� 256 � 161 2,674 (1.43+1.48)
Christmas Present 246� 246 � 221 3,112 (2.43+264.35)
Christmas Tree 256� 249 � 256 3,809 (3.08+11.1)
Aneurysm 256� 256 � 256 4,250 (1.75+0.77)
Bonsai 256� 256 � 256 4,250 (1.98+0.93)
Foot 256� 256 � 256 4,250 (2.15+0.70)
Supine 512� 512 � 426 26,133 (23.06+11.88)
Prone 512� 512 � 463 28,406 (25.96+10.38)
Vertebra 512� 512 � 512 31,415 (26.8+7.58)
Heart (4D) 256� 256 � 14 � 32 13,243 (20.20+1.38)

a pilot study of a dataset representing a beating heart. We treat all four dimensions
of this data (3 spatial and time) equally,6 and then compute the persistence diagrams
(Fig. 5a–d). In Fig. 5e we display graphs of the Betti numbers of the sublevel
sets. Blue, red, green and pink correspond to 0–3 dimensional Betti numbers,
respectively.

8 Summary and Future Work

In this paper, we showed that our approach can be used to compute persistent
homology for large cubical data-sets in arbitrary dimensions. Our experiments show
that our method is more efficient with regard to time and memory than the existing
implementations. The reduction of memory usage is especially important, as it
enables the use of persistent homology for much larger datasets.

There is a wide range of directions to be considered in the future research.
We consider further development of the proposed method. In particular, a parallel
implementation is a promising option. Further reduction of memory usage and
moving towards out-of-core computations are important directions, but also very
challenging.

6In general, this may not be the right approach, as it does not assume the non-reversibility of time.
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Fig. 5 Persistence diagrams of a beating heart
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Visualizing Invariant Manifolds
in Area-Preserving Maps

Xavier Tricoche, Christoph Garth, Allen Sanderson, and Ken Joy

1 Introduction

The Hamiltonian description of dynamical systems, and the formalism arising from
it, applies to a large number of natural phenomena from areas as diverse as quantum
mechanics, orbital mechanics, fluid dynamics, molecular dynamics, and ecology. At
the heart of the Hamiltonian formalism is the principle of stationary action, stating
that a single scalar function – the Hamiltonian – entirely dictates the evolution of a
system. In this context, so-called maps that describe successive discrete states of an
evolving dynamical system and that are used to analyze its structure, can be show to
have the property of area preservation, and are extremely rich in structure. From the
point of view of scientific visualization, area-preserving maps are simultaneously
fascinating and difficult to study as the exhibit fractal topological structure and
regions of chaotic behavior.

Due to the widespread prevalence of Hamiltonian systems in applications, an
interest in reliable analysis and visualization of area-preserving maps, needed to
obtain insight into the fundamental nature of the described system, is found in many
scientific disciplines. However, the intrinsic complexity of such maps makes their
analysis challenging. So-called puncture plots – direct depictions of map iterates in
Poincaré sections – offer a straightforward means to obtain a rough picture of the
topological features, but are very limited in their ability to offer a reliable picture
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of the main structures. Moreover, puncture plots are not a reliable tool to discover
a priori unknown structures, and inferring the topology of a system from such plots
is typically challenging. Despite the introduction of several techniques to address
these shortcomings, the effective analysis of maps remains a difficult task.

We present in this paper a new method for the effective visualization of the main
topological structures present in area preserving maps. Specifically, we apply in
this setting the concept of finite-time Lyapunov exponent to reveal the invariant
manifolds of the topology that form the key geometric structure of the map. Our
method offers a clear picture of the island chains, which are the signature of these
maps and permits to monitor their qualitative evolution over the course of a time-
dependent phenomenon.

We apply our approach to a practical scenario and show its application to a
numerical simulation of magnetic confinement in a Tokamak fusion reactor. It is
important to note that we restrict our considerations to near-integrable systems.
In other words our method is not meant to process fully stochastic systems. The
basic premise of our method is that the most significant features of the map can be
captured through relatively simple geometry, an assumption that is no longer valid
if the system is dominated by chaos. In fact, from a practical standpoint (e.g., in
magneto-hydrodynamics (MHD) simulations), the ability to characterize topological
transformations in the early stages of the simulation is key since it provides a
crucial insight into the long term evolution of the system (loss of stability, loss
of confinement, etc.). It is worthwhile to point out however that even in seemingly
fully ergodic regions, structures can be identified that control the apparently random
behavior of the system.

The contents of this paper are organized as follows. Basic definitions and
theoretical results relevant to the presentation of our method are first introduced
in Sect. 2. We then briefly review previous work on map visualization and analysis
in Sect. 3 before describing the algorithmic details of our new method in Sect. 4.
Results are presented in Sect. 5. Specifically, we consider the important special cases
of the standard map (Sect. 5.1) before commenting on our experience with Tokamak
simulation data in Sect. 5.2. Finally conclusion and future research directions are
discussed in Sect. 6.

2 Theory and Numerical Considerations

We summarize hereafter basic results pertaining to Hamiltonian systems that are
needed in the exposition of our work. An excellent introduction to the corresponding
theory can be found in classical references [14, 19].

2.1 Hamiltonian Systems and Area-Preserving Maps

A wide variety of physical systems can be described mathematically through
Hamilton’s equations,
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dqi

dt
D @H

@pi
;

dpi

dt
D �@H

@qi
: (1)

The state of the system is entirely described by the point z.t/ D .p1; : : : ; pN ;

q1; : : : ; qN /, in the 2N -dimensional phase space. The pi are the momenta, qi are the
positions, and the scalar functionH.p;q; t/ is called the Hamiltonian and typically
describes the total energy of the system.

These equations lead to an ordinary different equation (ODE):

dz
dt

D f.z/; z.0/ D z0; (2)

whereby z0 constitute the initial condition. The solution z.t; z0/ can be associated
with a flow map f�tgt2IR, which describes the transport induced in phase space by
the dynamical system:

�t .z0/ WD z.t; z0/; �0.z0/ � z0: (3)

In the following we consider Hamiltonian systems with two degrees of freedom
(of the form z D .p1; p2; q1; q2/) that are invariant under the motion. In this case,
one of the variables can be expressed as a function of the other three such as
p2 D p2.p1; q1; q2;H D E/. This effectively transposes the problem to a three-
dimensional coordinate system where the motion is confined to a so-called invariant
torus [14]. We then construct the Poincaré map by first selecting a transverse
Poincaré section ˘ D fq2 D 0g on which points are described by their coordinates
x.x; y/ WD .p1; q1/. By following the trajectory from this point, we define the
Poincaré map, P , via Qx D P.x/, where Qx is the first return point of the trajectory
emanating from x to the plane ˘ , see Fig. 1.

A fundamental property of Hamiltonian systems compared to other dynamical
systems is that the volume of a transported region in the phase space is preserved
under the flow map. Hence, the Poincaré map itself is area-preserving and the
vector field describing the transport induced by the map is divergence-free [21]. This
observation has profound numerical implications since the interpolation schemes
that are typically used in visualization literature will generally not preserve that
property of the vector field. We return to this topic in Sect. 2.3.

2.2 Qualitative Behavior of Hamiltonian Systems

In the simplest case of Hamiltonian motion (referred to as integrable case), the
motion is completely ordered. Specifically, the orbits z.:; z0/ are either closed (and
therefore correspond to a periodic motion) or they are confined to tori that are
themselves invariant under the flow map. In the Poincaré section these tori form
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Fig. 1 Top left: Two iterations of a Poincaré map. Right: Islands of resonance. Top: Integrable
case. Separatrices connect saddle points in Poincaré map, forming the boundary of an island
containing a center point. Bottom: Chaotic case. The connections are replaced by the intersection
of stable and unstable manifolds forming the tangles that characterize chaos. Quasi-periodic orbits
exist both inside and outside of the island and densely populate KAM manifolds (bottom left)

nested closed curves. At the other extreme of the qualitative spectrum, Hamiltonian
systems exhibit ergodic behavior and the motion is random.

The term chaotic systems in contrast refers to systems that are neither fully
ordered nor fully chaotic. Unsurprisingly, these systems are typical in practice. A
defining objective of their analysis is to understand how the canonical structures of
the integrable case progressively break under increasing chaos to give rise to the
complex patterns observed in the chaotic regime. Among them, so-called islands
appear in the phase portrait and irregular, seemingly random trajectories emerge
that wander across circumscribed regions of phase space known as ergodic sea.
Successive iterations of these orbits eventually bring them arbitrarily close to any
position within those regions.

2.2.1 Periodic Orbits

By definition, fixed points of the Poincaré map correspond to periodic orbits.
A periodic orbit of period p returns to its initial position after p iterations of
the map: Pp.x0/ WD P.Pp�1.x0// D x0. Here p is uniquely defined as the
smallest integer that satisfies this relation since the property trivially holds for
any p0 D kp. Similar to what is known from the analysis of critical points in
vector fields, the type of a non-degenerate fixed point can be determined by a
local linear analysis of the Poincaré map in its vicinity. This analysis around a
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position x0 is based on the properties of the Jacobian Jp WD rx Pp, whereby the
eigenvalues �i ; i D f1; 2g of Jp determine the nature of the fixed point. If they are
complex conjugates the Poincaré map is characterized by an elliptical motion near
the fixed point. This “O-point” configuration is usually referred to as center in the
visualization literature [11]. A local island confining this region of regular motion is
present (Fig. 1, top right). If the eigenvalues of the Jacobian are real and of opposite
sign, x0 is associated with a saddle pattern (or “X-point”) and the eigenvector of
Jp associated with the negative (resp. positive) eigenvalue are tangent to the stable
(resp. unstable) manifolds of x0 that constitute the boundary of the islands and are
the separatrices of the topology. Saddle points and their invariant manifolds are
intimately associated with the chaos displayed by Hamiltonian systems. Note that
the successive intersections of stable and unstable manifolds form so-called chaotic
tangles that shape the dynamics in the chaotic sea, see Fig. 1, bottom right.

2.2.2 Quasi-Periodic Orbits and KAM Theory

Beside fixed points, islands, and ergodic seas, the Poincaré map exhibits curves that
are densely covered by quasi-periodic orbits. It follows that the period of these orbits
is irrational and the fundamental KAM theorem [1, 12, 22] states that those KAM
surfaces that are “sufficiently irrational” will survive the onset of chaos through
nonlinear perturbations. KAM surfaces form perfect transport barriers in the phase
portrait, which explains their fundamental importance in physical problems related
to confinement. As chaos increases these surfaces are progressively destroyed and
replaced by so-called Cantor sets, which offer only partial barrier to transport.

2.3 Numerical Aspects

The analysis of an area preserving map depends heavily on an accurate and efficient
integration of the flow map �t t2IR. This computation yields the successive iterates of
the Poincaré map P i ; i 2 f1; ::; N g. An exception to this rule are discrete analytical
maps where an explicit formula f describes the relationship xnC1 D f.xn/. We
consider one such map in Sect. 5.1. In general, however, the computation of the
Poincaré map is made challenging by the need to maintain long term accuracy in the
numerical integration of an ODE. In the context of Hamiltonian systems in particu-
lar, the property of area-preservation is essentially impossible to guarantee through
conventional integration schemes such as Runge-Kutta methods [18]. So-called
geometric (or symplectic) integrators do explicitly enforce the invariance of these
properties along the integration [7]. However, their application requires a specific
formulation of the dynamics (e.g., an explicit expression for the Hamiltonian of the
problem), which is rarely available in numerical simulations. When processing such
datasets, the continuous reconstruction of the field through piecewise polynomial
functions is not exactly conservative. In this case, the area-preserving property is
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a theoretical reference for the behavior of the studied phenomenon rather than a
numerical reality. For this work, we applied the divergence cleaning approach based
on Hodge projection advocated by Peikert and Sadlo [23]. However we found the
overhead caused by the additional piecewise linear divergence-free interpolation
they proposed to outweigh the accuracy benefit. Practically, we used in this work
the classic Runge-Kutta triple Dormand-Prince DP6(5) method [25] whose dense
output provides an excellent balance of accuracy and speed. However, we found it
necessary to require very low relative tolerance of the integration scheme (" D 10�8)
in order to achieve satisfactory results.

3 Previous Work

While discrete dynamical systems and area-preserving maps are not commonly
addressed in visualization publications, a number of previous contributions provide
the foundations of our method. We briefly summarize them next.

The topological approach has been introduced in visualization by Helman and
Hesselink who first showed that the topological skeleton offers a schematic and
insightful picture of a (continuous) flow. Numerous contributions have since been
made to that general methodology and it remains an active research area [9, 10, 31].
Closer to the topic of this paper, Löffelmann et al. proposed several methods for the
intuitive visualization of discrete dynamical systems defined analytically [15–17]. In
particular, these authors devised representations that aim at revealing the continuous
structures underlying the map. Most recently, Peikert and Sadlo applied a Poincaré
map approach to the visualization of vortex rings in a flow recirculation bubble [23,
24]. While the resulting map is not strictly area-preserving, they showed that the
topological structures that arise in this context are fundamentally similar. Therefore,
they proposed an image-based method to visualize the separatrices that originate
from the saddle points located at each extremity of the recirculation bubble and
used them to reveal the convoluted patterns formed by their successive intersections
along with the associated island chains and stochastic behavior. They also described
an iterative scheme to compute the O-points located in each of the main islands by
successive approximation of the location rotation pattern of the map.

Hamiltonian maps have also been studied in the artificial intelligence and data
mining. In his Ph.D. thesis, Yip developed a computer system (called KAM) [33]
that combines geometric and graph theory criteria commonly used in artificial
intelligence to automatic identify the three main types of orbits present in a
map: closed loop, island chain, and separatrix. Following a similar approach,
Bagherjeiran and Kamath applied a data mining approach to identify patterns in
Poincaré plots [2]. Practically, a minimum spanning tree followed by a clustering
step is used to infer the 1-dimensional structure of a series of puncture points. Both
of these approaches are best suited for the detection of rather large structures of the
map. Additionally they do not provide the explicit boundaries of the structures but
rather aim at detecting the main features.
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In the specific context of fusion reactor simulations, which we consider in
Sect. 5.2, Sanderson et al. recently presented a method that automatically constructs
a geometric approximation of 1-manifolds in Poincaré maps by resolving the
connectivity of the discrete plot [30]. Note that this technique does not explicitly
identify invariant manifolds of the topology but instead focuses on the irrational
(KAM) surfaces sampled by the seeding. The available curve geometry can then be
leveraged to approximate the location of the O-points [24, 29]. The visualization is
constructed by probing the map at a discrete set of locations and takes advantage of
inherent symmetries in the Tokamak.

Finally, researchers in physics and applied mathematics have considered maps
from an algorithmic perspective. England et al. recently proposed a method to
construct stable and unstable manifolds in Poincaré maps from saddle points by
successively extending the piece of manifold that has already been computed [3].
Again, a similar approach was used in [24]. Levnajić and Mezić considered the
application of the ergodic partition theory to the visualization of the standard
map [13], whereby their method yields an image in which a piecewise constant
color plot reveals coherent regions of the phase space. Most germane to the ideas
presented in this paper is the work carried out simultaneously by Grasso et al. [6]
who applied FTLE and LCS (Sect. 4) to identify transport barriers in magnetic
fields used in plasma confinement. We concentrate hereafter on the visualization
implications of this approach and study in more detail the relationship of LCS with
the underlying fractal topology.

4 Proposed Approach

We saw in Sect. 2 that the structure of Poincaré maps in Hamiltonian systems
can be readily described in topological terms. Hence, it would seem natural to
resort to the algorithmic framework of topological methods to create insightful
representations of these systems. Unfortunately, this approach proves fantastically
difficult in the context of numerical data. Indeed, finding the fixed points of the
map is a challenging task that requires a very dense and expensive sampling of
the phase portrait. Once fixed points have been identified the next hurdle consists
in characterizing the linear type of the fixed point which requires to compute
the associated Jacobian. Estimating this derivative properly is also challenging
given the chaotic behavior that is unavoidably present in the vicinity of hyperbolic
(saddle) points. Finally, the construction of the invariant manifolds associated
with the saddles is problematic from a numerical standpoint since topologically
they correspond to homoclinic or heteroclinic connections that are known to be
generically unstable.

We therefore propose to capture these manifolds in a numerically robust way
through the computation of the finite-time Lyapunov exponent (FTLE) in these
maps. By yielding an image in which separatrices of the topology are revealed as
ridges of the FTLE field this approach provides a powerful means to identify salient
geometric structure in a period-agnostic way.
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4.1 Finite-Time Lyapunov Exponent

Haller in his seminal work [8] popularized the concept of finite-time Lyapunov
exponent to the engineering and visualization community by defining Lagrangian
coherent structures (LCS) as ridges of the FTLE. Following his approach, unstable
(resp. stable) invariant manifolds are characterized as height ridges of FTLE in
forward (resp. backward) direction.

Practically, one considers at instant t0 the flow map xT , whereby T D t0 C �

and � is the time interval considered for the flow transport. The variations of this
flow map around a given position x0 are determined by its Jacobian Jx.t; t0; x0/ WD
rx0 x.t; t0; x0/ at x0 and the maximal rate of dispersion of particles located around
x0 at t0 is given by following expression (�max designates the largest eigenvalue):

�� .t0; x0/ WD
q
�max.Jx.t; t0; x0/

T Jx.t; t0; x0//:

The average exponential separation rate �.t; t0; x0/, for positive or negative � , is
then called finite-time Lyapunov exponent and defined [8] as

�.t; t0; x0/ D 1

j� j log ��.t0; x0/:

Ridges of � for forward (resp. backward) advection correspond to unstable (resp.
stable) manifolds that strongly repel (resp. attract) nearby particles. Note that this
technique has attracted a significant interest in the visualization literature in recent
years [4, 5, 26–28, 32].

It is important to note that, in the presence of a canonical reference frame,
these ridges typically capture the separatrices of the topology of steady vector
fields [8], owing to the hyperbolicity of the trajectories in the vicinity of the
separatrices. Hence the FTLE approach offers a promising alternative to the standard
topological method to study the salient structures exhibited by area-preserving
maps. In addition, the FTLE method is more robust to noise since it defines
structures as the ridge surfaces of a continuously varying coherence measure.
Therefore it automatically quantifies the fuzziness of the extracted manifolds in the
context of chaotic motion. Algorithmic and numerical aspects of this strategy are
discussed next.

4.2 Computing FTLE in Maps

A first problem when trying to extend the definition of FTLE in maps is the discrete
nature of the dynamics that they describe. Indeed, the notion of finite-time must
be expressed in a setup where time is, at best, a discrete notion. Note that in the
context of the magnetic field considered in Sect. 5.2, the (integration) time is also
available as a continuous dimension. However it makes more sense from a physical
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standpoint and for the sake of the corresponding analysis to consider the discrete
time associated at each particle with complete revolutions around the system.

The problem posed by discrete time can be solved by defining FTLE at a given
location x0 as:

�.k; 0; x0/ D 1

jkj log �k.0; x0/; with k 2 IN:

In other word, one replaces time by a number of iterations of the map in the previous
definition of FTLE. However, when the map is derived from a continuous system,
this definition amounts to a reparameterization of the orbits of the system such
that all trajectories complete a full revolution in constant and uniform time. This
transformation is a standard procedure in the study of Hamiltonian dynamics where
it leads to so-called systems with one and a half degrees of freedom [21].

Another difficulty consists in identifying a proper time scale (� or k) for the
characterization of the structures. While this problem is inherently associated with
Haller’s FTLE definition it is particularly salient in the case of maps because the
fractal complexity of the topology leads to manifolds whose associated time scales
vary dramatically across the phase portrait. To tackle this problem we experimented
with several approaches. The first one simply consists in integrating the map for a
large enough number of iterations to “sharpen” even the small (visible) structures.
A clear downside of this approach is that the structures associated with a shorter
“time” scale (typically the larger ones) become extremely noisy in the resulting
images as aliasing becomes pronounced in their vicinity. An alternative solution
consists in computing a FTLE image for each step of a large number of iterations
and applying some image processing technique on the resulting stack of image
to obtain the best feature characterization. This approach shares some conceptual
similarities with the notion of scale space whereby here the the number of map
iterations forms a discrete scale axis. A simple such operation consists in identifying
at each pixel of the created map the value k such that some image quality metric
is maximized. Examples include the value of FTLE or the corresponding ridge
strength. Unfortunately this approach provides no guarantee to yield a spatially
coherent (e.g., smooth) scale picture since the decision is made on a per-pixel
basis. The other shortcoming of this solution is that it requires a large number
of intermediate images to be stored as the total number of iterations of the map
is computed in order to offer a fine enough sampling of the scale axis. Overall
this approach offered some disappointing results although it seems worthwhile
to investigate further in future work. We compare the results of these various
approaches in Sect. 5.

5 Results

We present in this section results obtained for an analytical and a numerical dataset,
respectively. In each case, the computed FTLE values are displayed using a color
map that was previously described in [5]. Its basic idea is to favor a clear distinction
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between stable and unstable hyperbolic behavior through a distinction between blue
and red colors while encoding the relative strength of this behavior through the
brightness of the color (stronger values yield darker colors). Aliasing issues caused
by the fractal nature of the topology are addressed through smooth downsampling
of high resolution maps. The computation of both flow map and FTLE is carried out
in on a 32-core Intel “Nehalem” machine, leveraging the embarrassingly parallel
nature of the problem. Note that we also implemented the method on the GPU but
found the limited accuracy in this case to be unsuitable for our purpose.

5.1 Standard Map

The standard map (also known as Chirikov-Taylor map) is an area-preserving 2D
map of the 2� square onto itself defined as follows:

pnC1 D pn CK sin.�n/ (4)

�nC1 D �n C pnC1; (5)

whereby pn and �n are taken modulo 2� . K is a parameter that controls the
nonlinearity of the map. The standard map describes the dynamics of several
mechanical systems and has attracted the attention of theoretical and computational
research alike since it is a simple yet powerful tool to study Hamiltonian chaos. This
map allows us to test our proposed method across a range of configurations.

Figure 2, left, shows the invariant manifolds of the standard map with KD 0:7

as computed for 50 iterations of the map. It can be seen that the FTLE-based
visualization clearly reveals the individual island chains of the map. A range of
spatial scales are present in this representation that confirm the fractal complexity
of the topology. Another compelling property of this representation is its ability to
convey the chaos that surround the saddle points of the map. In particular, the saddle
of period 1, visible at the top and bottom of the domain (by periodicity) exhibit a
typical picture of chaotic tangle. Similarly, this feature is noticeable at both saddles
of the period-2 island chain that runs through the middle of the map. These images in
fact echo the observations made by Mathur et al. [20] in which an intricate picture
of LCS manifolds where shown to underly the apparently chaotic behavior of a
turbulent flow.

The application of this approach to an analytical map offers the opportunity to
investigate the fractal nature of the topology at arbitrary resolution, only limited by
the machine precision. A close-up view in the vicinity of the saddle point visible
at the top and bottom of the previous image is proposed in Fig. 2, right, which
reveals how subtle structures are properly captured by our method despite their
challenging complexity. In particular, the chaotic tangle that is a hallmark of chaos
in such systems is prominently present in this image. A comparison with a standard
puncture plot offers a contrasting view of these structures.
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p = 20p = 20 p = 100p = 100

p = 500p = 500 Poincaré plotPoincaré plot

Fig. 2 Left: Topology of the standard map for K = 0.7: the map begins to exhibit chaotic regions.
Right: Invariant manifolds in the vicinity of the 1-saddle as extracted by our method using varying
maximal periods. The chaos visible in the overall image is revealed as the product of chaotic
tangles. The increasing maximal period count reveals an increasing number of separatrices that
form the chaotic tangle

Poincaré plot FTLE, p = 5000

Fig. 3 500� magnified region of the standard map (K = 1.1). The visible island is embedded in
the chaotic region, which appears as the region of maximum separation (right image)

By increasing the magnification, additional structures become visible, such as
those shown in Fig. 3. Note that to achieve a dense enough coverage of such a small
region of the map, the puncture plot that is shown here for reference requires an
extremely high number of iterations, which goes at the expense of the numerical
accuracy of the resulting computation.
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5.2 MHD Simulation of Plasma Confinement in a Tokamak
Fusion Reactor

Magnetic fusion reactors, such as the International Thermonuclear Experimental
Reactor (ITER), a Tokomak reactor scheduled for completion in 2018 will be the
source for future low cost power. In their basic operation, magnetic confinement
fusion uses the electrical conduction of the burning plasma to contain it within
magnetic fields (refer to Fig. 1 in Chap. 23).

A critical characteristic of a typical fusion reactor is the growth of instabilities
in the plasma due to the large gradients of density and temperature, the field
geometry, and the inherent self-consistent interactions between charged particles
and electromagnetic waves. Plasma instabilities occur on very different spatial and
temporal scales and can represent highly unique phenomena. One such instability,
magnetic reconnection, prevents the magnetic field from confining the plasma
and leads to its transport. Locating these phenomena can best be done through
visualizing the topology of the magnetic field and identifying features within it.

In the normal operation of a tokamak reactor, the magnetic field lines are
topologically distinct from each other and form a series of concentric flux surfaces
that confine the plasma. Because the magnetic field lines are either periodic, quasi-
periodic, or chaotic, the topology can clearly be seen by creating a Poincaré
plot. In the presence of instabilities, the magnetic field can become distorted and
form magnetic islands. It is the formation of the islands that constitutes magnetic
reconnection.

Locating these features; islands, separatrices, and X points, is an important com-
ponent in understanding plasma transport in magnetic fusion research. However,
generating Poincaré plots is computationally expensive and unless seed points for
the plot are selected carefully, features within the magnetic field may be missed.
As such developing a robust technique that allows for the rapid visualization
and facilitates the analysis of topological structures of magnetic field lines in an
automatic fashion will aid in the future design and control of Tokamak reactors.

To analyze this time-dependent dataset we first map the computational mesh to
its parametric representation in computational space. This amounts to opening up
the mesh in both the poloidal and the toroidal direction to yield a 3D mesh in which
two directions are periodic. To illustrate some of the aspects discussed previously
we first show in Fig. 4 the results obtained in the same dataset for various iterations
of the map.

It can be seen that increasing the number of iterations yields a picture in which
the finest structures exceed the sampling resolution and lead to significant artifact
problems. As mentioned previously, selecting in a spatially varying way the best
scale to represent the underlying structures given the limited bandwidth of the image
is an open problem for which the solutions that we have investigated so far failed
to provide satisfactory results. The close relationship between the FTLE picture and
the topology of the Poincaré map is confirmed in Fig. 5.
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Fig. 4 FTLE mapping of a time step of the Tokamak dataset for various iterations of the map. The
central image is obtained for 50 toroidal rotations, while the other ones are obtained for 10, 30, 70
and 100 rotations respectively. The major islands are clearly visible

Fig. 5 Comparison between FTLE and Poincaré plot in Tokamak dataset

The images produced by our method lend themselves to an intuitive navigation of
the time axis of the simulation. Figure 6 provides such an illustration of the evolution
of the topology. In particular it can be seen that a major topological transformation
affects the 1-saddle that is visible in the upper part of the domain. This bifurcation
known as basin bifurcation induces a dramatic reorganization of the transport in the
domain.

6 Conclusion

We have presented an algorithmic and computational framework to permit the effec-
tive visualization of area-preserving maps associated with Hamiltonian systems.
While these maps are of great theoretical interest they are also very important in
practice since they offer a geometric interpretation of the structural behavior of
complex physical systems. Our method, while conceptually simple and straight-
forward to implement, significantly improves on previous work by allowing for
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Fig. 6 Temporal evolution of the topological structures present in the map (T = 500, 1,000, 2,000,
3,000, 4,000, 7,000). Each image was obtained after 50 iterations of the map

the identification of very subtle structures that would typically be missed through
Poincaré plot investigation of the map. In this context our method successfully
addresses one of the primary difficulty posed by this type of structural analy-
sis, namely the numerical challenge associated with an accurate computation of
Poincaré maps, which requires the successive integration of an ordinary differential
equation. By restricting our computation to a comparatively small number of
iterations of the period from any given point (commensurate with the period range
relevant to the analysis) we are able to obtain reliable results that are further
enhanced by a robust correction strategy motivated by topological considerations.

We have tested our methods on a standard analytical map and on a numerical sim-
ulation of magnetic confinement. Our results underscore the potential of our method
to effectively support the offline analysis of large simulation datasets for which
they can offer a valuable diagnostic tool. In that regard there are many promising
avenues for future work. As pointed out in the paper, a proper characterization of the
best period to match the spatial scale of the structures would dramatically enhance
the results achieved so far. Of course, computational efficiency is a major concern
with this method and although it is embarrassingly parallel, adaptive methods, as
such recently proposed in the literature, could greatly increase the efficiency of our
implementation. Finally, it would be most definitely interesting to combine such a
visualization with an explicit extraction of the topology. In that regard, the images
obtained suggest that an image processing approach could directly leverage the
extracted information while exploiting the theoretical framework of image analysis
to do so in a principled way.
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Understanding Quasi-Periodic Fieldlines and
Their Topology in Toroidal Magnetic Fields

Allen Sanderson, Guoning Chen, Xavier Tricoche, and Elaine Cohen

1 Introduction

In magnetic confinement fusion devices such as a tokamak, magnetic fields are used
to confine a burning plasma (Fig. 1a). In the study of such devices, physicists need
to understand the topology of the flux surfaces that form within the magnetic fields.
Flux surfaces come in a rational and irrational form and are defined by periodic
and quasi-periodic fieldlines, respectively. Our focus is the break up of the rational
surfaces into the irrational ones, specifically those that form magnetic island chains
because they are where the plasma escapes and will damage the wall of the fusion
reactor.

To distinguish the magnetic island chains from other flux surfaces, we study
their behavior in a Poincaré map computed by intersecting fieldlines with a plane
perpendicular to the axis of the torus. A naive geometric test was proposed to
identify different magnetic surfaces from the Poincaré section in our previous
work [13]. Unfortunately, it does not make use of the periodicity properties of the
flux surfaces as we will show later and hence it is computationally expensive and not
reliable. In this work we describe a more robust approach that analyzes the distinct
periodic behaviors of flux surfaces and island chains, which helps us achieve more
efficient characterization of these two structures. More specifically, we estimate the
fundamental periods of two functions stemming from the fieldline tracing and the
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Fig. 1 (a) Profile of the DIII-D Tokamak and a single quasi-periodic magnetic fieldline (the red
curves). (b) A magnetic fieldline (blue) that intersects the poloidal plane (gray) and the toroidal
plane (gold)

puncture point computation, respectively. These two functions are formed via the
distance measure plot and the ridgeline plot. We show that the periods of these two
functions, when coupled are directly related to the topology of a surface. We should
note that in our previous work we have described the ridgeline plot but only used it
to complement the geometric test. With the addition of the distance measure plot we
are now able to couple them together to form a magnetic surface characterization
framework which has a more rigorous foundation.

One of the key components in the classification of rational and irrational surfaces,
is the safety factor. The safety factor is the limit of the ratio of the winding pair,
i.e., the number of times a fieldline traverses around the major axis of the torus
(toroidal winding) for each traversal around the minor axis of the torus (poloidal
winding) (Fig. 1b). Although based on the above description the poloidal winding
may not be integer (Sect. 4), in the later discussion we consider only integer pairs
for the winding pairs. Choosing a good winding pair is of paramount importance
because it will determine how we connect the discrete puncture points to get the
contiguous representation of the surfaces [13]. In what follows, we will describe in
detail how we combine the results of the period estimation of the two functions and
other metrics to form a heuristic framework and obtain the desired winding pairs for
both geometry construction and topological characterization of a fieldline. We will
also explain how the detection of resonance components in the period analysis of an
island chain can help us identify this structure in an early stage.

2 Related Work

Magnetic fields are described in terms of vector fields. While a rich body of
visualization research has focused on the extraction of features of interest in vector
fields [8, 12] starting from [7], the identification of the invariant structures such as
periodic orbits from the flow is most relevant to our work.

Within the fusion community researchers have located periodic fieldlines using
numerical approaches such as those by [5]. Wischgoll and Scheuermann were the
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first in the visualization community to present an algorithm for detecting periodic
orbits in planar flows [15]. Their method examines how a fieldline re-enters a cell
and re-connects. They have also extended their technique to 3D vector fields [16].
In the meantime, Theisel et al. [14] presented a mesh independent approach to
compute periodic orbits. Recently, Chen et al. [2] proposed an efficient algorithm
to extract periodic orbits from surface flows using Morse decompositions.

We also note the work of Löffelmann et al. [9] who integrated 2D Poincaré
plots with the original 3D flow for visualization purposes. Recently, an analysis
technique for divergence free flow fields has also been proposed by Peikert and
Sadlo [10, 11] who introduced a divergence cleaning scheme to study vortex
breakdown flow patterns through their long-term Poincaré plot. Others have used
a graph-based approach combined with the machine learning technique to classify
the fieldlines [1].

3 Background

In this section, we briefly review some important concepts of Poincaré map and
toroidal magnetic fields. More details can be found in [13].

3.1 Poincaré Map

Consider a vector field V on a manifold M (e.g., a triangulation) with dimension
n (n D 3 in this work), which can be expressed as an ordinary differential equation
dx
dt

D V.x/. The set of solutions to it gives rise to a flow ' on M . Let � be a
trajectory (integral curve) of a vector field V . Let S be a cross section of dimension
n � 1 (e.g., a plane perpendicular to the major axis of the torus) such that ' is
everywhere transverse to S . S is referred to as a Poincaré section. An intersection
of � with S is called a puncture point, denoted by li 2 S \ � (i 2 N shows the
intersection order). The Poincaré map is defined as a mapping in S P W R � S !
S that leads a puncture point li to the next position liC1 2 S \ � following � .

3.2 Toroidal Magnetic Fields

A toroidal magnetic field is a 3D vector field where the magnetic fieldlines exhibit
helical behavior and wind around the major (toroidal) circle and minor (poloidal)
circle of the torus (Fig. 1b).

The safety factor of a fieldline, q, is defined as the number of times a fieldline
goes around the toroidal circle for each rotation around the poloidal circle, and is
computed as:

q D lim
#T!1

#T

#P
(1)
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Fig. 2 The evolution of a magnetic surface at different times of the fusion simulation: (a) an
irrational flux surface at time step 22; (b) a 5,2 island chain at time 23; (c) the growing 5,2 island
chain at time 24

where #T is the toroidal winding count (rotations about the toroidal circle) and #P

is the poloidal winding count (rotations about the poloidal circle). We define the
two winding counts when expressed as rational numbers as a winding pair. Because
we cannot integrate to infinity, in practice we estimate the safety factor of a surface
based on a finite number of integrations (Sect. 4.1).

By definition, the safety factor q can be either rational or irrational. A rational
q implies that the fieldline is periodic (or closed in finite distance). Such a fieldline
lies on a rational surface. Such surfaces are found in a fusion device. However, they
are unstable and sensitive to the magnetic perturbation. Among them, the ones with
lower-order q are the first to break down into island chains [3]. Figure 2 provides
an example of such a topology change of a magnetic surface due to the magnetic
perturbations. An irrational q implies that the fieldline is quasi-periodic. Such a
fieldline lies on an irrational surface and spreads out over it. This type of flux
surfaces is our focus in this work. They have two distinct topological structures
shown in a Poincaré section, a single closed curve or multiple closed curves.
A single closed curve typically represents a magnetic flux surface when it encloses
the center of the magnetic field. Multiple closed curves represent a magnetic island
chain which is usually associated with a reduction in magnetic confinement [13].

There are two types of critical points for a magnetic island chain, commonly
referred to as X (unstable or saddle) and O (stable or center) points. They
correspond to the locations where there is no poloidal magnetic flux [6]. In the
case of an O point, it is located at the magnetic center of an island. While for an
X point, it is located where two flux surfaces appear to cross and form a separatrix
around the magnetic islands. In this work, we focus on only the characterization of
fieldlines. The detection of critical points can be found in [13].

According to [13], an irrational surface consists of #T winding groups in the
Poincaré section. The geometrically neighboring groups need not be neighbors in
the puncture point ordering. In order to construct a valid geometry representation
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without self-intersections for the surface, a proper winding pair is greatly desired.
In the following, we describe how we achieve so.

4 Fieldline Puncture Points and Winding Pairs

In [13] we collected a set of puncture points at the Poincaré section while counting
the numbers of the associated toroidal and poloidal windings of the fieldline. We
briefly review this collection: Let Ai be a tuple describing the state of each puncture
point of a fieldline � at the Poincaré section S . Further, let Ai D .li ; #T; #P /

where li represents the location of Ai in S , #T is the number of crossing of �

through S when reaching li , and #P the number of crossing of � through the
toroidal cross section (the horizontal brown plane in Fig. 1b) when d.� /z > 0

(increasing z coordinates) and when reaching li (see Fig. 1b for an illustration).
The above gives a good estimation of the poloidal winding when the magnetic

axis (the central axis of the magnetic field) is nearly planar. However, as the
magnetic field is perturbed, the axis no longer lies in a plane and the above
estimation fails. As such, we do a more computationally expensive continuous
sampling of the poloidal winding through a rotational transform [3]:

#P � 1

2�

Z S

o

ds
d�

ds
ds (2)

where S is the total length that the fieldline is integrated over and d� is the change
in poloidal angle for the distance ds traveled along the fieldline. Further d�

ds
can be

defined as:
d�

ds
D d

ds
Œarctan.

Z

R
/� D

�
1

R2 C Z2

��
R

dZ

ds
� Z

dR

ds

�
; (3)

while in a cylindrical coordinate system. That is, we are summing up the poloidal
changes along the fieldline and then dividing by the total toroidal distance traveled.

When reaching li in the Poincaré section S we record #T like before (as an
integer) and #P from (2) as a rational number (i.e., rounded to an integer). #P is
stored as a rational number because we are interested in two rational values (aka
a winding pair) to utilize with the fundamental periods (integers) of the distance
measure plot and ridgeline plots that will be described in Sect. 5.

4.1 Safety Factor Approximation

By definition the safety factor is the limit of the ratio of the winding numbers
when the fieldline is traced infinitely long (1). As noted, only a limited number of
integration steps can be computed before numerical inaccuracies lead the field line
to an erroneous path. As such, to approximate the safety factor we simply divide #T

by #P (as a floating point value) from (2) for the last puncture point in A.
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4.2 Ranking Winding Pairs

In [13], we identified a single poloidal-toroidal winding pair for a value of T such
that

min
T2N.d/ D

X
iDT

k.PiCT � Pi / � .Pi � Pi�T /k (4)

is minimized, where Pi is the number of crossings of � through the toroidal cross
section plane when reaching the puncture point li . When d is minimized, the
toroidal winding number #T D T and the poloidal winding number #P D PT .

The minimization is based on an important observation: for a given toroidal
winding number #T , the poloidal winding number should be consistent between
every #T puncture points. For example, if the toroidal winding number is 5 and the
poloidal winding number is 2. Then the poloidal winding counts, #P could be:

0; 1; 1; 1; 2; 2; 3; 3; 3; 4; 4; 5; 5; 5; 6.
In this case the difference between every 5th value (the toroidal winding number) is
2 (the poloidal winding number).

While the minimization results in one “best” winding pair there are multiple
possible winding pairs, each of which is a rational approximation to the irrational
safety factor. In our previous work [13] we were only interested in the “best”
winding pair while in the present work we are interested in multiple pairs.
In Table 1 we show the possible pairs for an irrational surface ranked based on
the minimization criteria in (4). For this criterion, a 29,11 surface would be the best
candidate.

It is also possible to rank the winding pairs based on other criteria. For
example, the 29,11 pair results in a safety factor of 2:63636 which is not the best
approximation given the safety factor of 2:6537 as calculated using the rotational
sum. As such, selecting the winding pair that is closest to the approximated safety
factor is another option. In Table 2, we rank the winding pairs based on this criterion.
In this case, the 61,23 surface would be the closest match while the 29,11 surface
would now be ranked sixth. However, the winding pair we seek should provide us
information for the geometry reconstruction. The winding pairs obtained using the

Table 1 Winding pairs using
125 puncture points, 48

ridgeline points with a base
safety factor of 2:6537 ranked
based on the best matching
pair consistency

Toroidal/poloidal Safety Equation (4)
winding pair factor (normalized)

29, 11 2.63636 98.9583
37, 14 2.64286 98.8636
8, 3 2.66667 97.4359
45, 17 2.64706 96.25
21, 8 2.625 95.1923
50, 19 2.63158 93.3333
53, 20 2.65 93.0556
13, 5 2.6 91.9643
61, 23 2.65217 90.625
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Table 2 Winding pairs using
125 puncture points and 47

ridgeline points with a base
safety factor of 2:6537 ranked
based on the best rational
approximation

Toroidal/poloidal Safety Best rational
winding pair factor approximation

61, 23 2.65217 0.00152259
45, 17 2.64706 0.00663767
53, 20 2.65 0.0036965
37, 14 2.64286 0.0108394
8, 3 2.66667 0.0129702
29, 11 2.63636 0.0173329
50, 19 2.63158 0.0221176
21, 8 2.625 0.0286965
13, 5 2.6 0.0536965

above two criteria could not be proven to contain such information. Therefore, in
the following we turn to the analysis of two functions, the distance measure plot and
ridgeline plot.

5 Distance Measure Plot and Ridgeline Plot

In this section, we describe the distance measure and ridgeline plots whose periods
are dependent on the toroidal and the poloidal periods, respectively. To obtain their
periods and subsequently the classification of the fieldlines, we perform a period
analysis. Unlike the safety factor and winding pair analysis which required both the
toroidal and poloidal windings, the period analysis of each plot is independent.

5.1 Distance Measure Plot

We introduce a distance measure that is defined as the distance between two
puncture points:

di D kliCT � lik (5)

where T is the interval between two puncture points.
When the fieldline is periodic (i.e., lies on a rational surface) and has a toroidal

period of T , di between every T points will be zero. When the fieldline is quasi-
periodic (i.e., lies on an irrational surface) di will be non zero for all points in A

(Fig. 3). But the sum of distances is minimal when T is the toroidal winding period.
This is equivalent to finding the period T that minimizes the following:

min
T2N.d/ D

X
iDT

kliCT � lik (6)
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Fig. 3 An 8,3 flux surface
with the puncture points, li
and the distances, di between
each eighth puncture point

One can interpret (6) as the solution to a minimum spanning tree where the points
are the nodes and the weights of the edges are the distances between the points, di .

While perhaps not obvious one can look at each interval T as the basis for a 1D
plot where the sample values are the distances from (5) (thus the term distance
measure plot). Figure 4b, d show two distance measure plots with T equal the
fundamental periods where the sum of the distances are minimized.

5.2 Ridgeline Plot

Previously [13], we noted that for each poloidal winding in the fieldline there is a
local maximum, r with respect to the toroidal cross section (i.e., the Z D 0 plane),
which is defined as:

�z.r/ > 0I @� .r/

@z
D 0: (7)

The ridgeline plot is defined as the collection of these local maxima.
It is easy to understand the construction of a ridgeline plot when we view the

field lines in cylindrical coordinates (Fig. 5a). The periodic nature of the fieldline is
then apparent (Fig. 5b). The oscillation of the ridgeline can be attributed to an area
preserving deformation of the magnetic surface as the fieldline precesses around it
and its fundamental period is the poloidal period of the fieldline.

To extract the fundamental period of a ridgeline plot, which is essentially a
1D function we make use of a Yin Estimator [4] which minimizes the following
difference:
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Fig. 4 (a) A Poincaré section of a 29,11 flux surface. The number of curved sections, 29
corresponds to the toroidal winding number. (b) Top, the ridgeline plot with a period of 11.
(b) Bottom, the distance plot with a period of 29. (c) A Poincaré section of a 5,2 island chain.
The number of islands, 5 corresponds to the toroidal winding number. (d) Top, the ridgeline plot
with a period of 42. (d) Bottom, the distance plot with a period of 105. Each island contains 21

points in its cross-section

Fig. 5 (a) The original toroidal geometry containing a single fieldline for multiple toroidal wind-
ings in Cartesian coordinates superimposed with the same geometry in cylindrical coordinates.
(b) The ridgeline plot of maximal points is shown in black and has a period of 10

min
f 2N

.�/ D
X
iD0

.ri � riCf /2 (8)

where ri is the local maxima from (7), and f is the fundamental period.

5.3 Combining Measures

When analyzing distance measure and ridgeline plots we are able to obtain multiple
solutions with different rankings using (6) and (8), respectively. For example, in
Tables 3 and 4 we show the candidate periods for the distance (toroidal) and
ridgeline (poloidal) plots with the descending ranking respectively. Similar periods
are seen in Tables 1 and 2 but with different rankings.
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Table 3 Toroidal winding
periods via 125 poloidal
punctures ranked based on
the best period

Toroidal Normalized
period variance

37 0.00255453
58 0.0071927
29 0.00790372
45 0.0177908
50 0.0346803
53 0.0352651
61 0.0433945
63 0.0760976
42 0.0865597

Table 4 Poloidal winding
period via 46 ridgeline points
ranked based on the best
period

Poloidal Normalized
period variance

14 1.07227e–05
22 2.48072e–05
11 2.83332e–05
17 6.16752e–05
20 0.000101897
19 0.000105744
23 0.000129318
16 0.000209808
24 0.000210209

Table 5 Possible winding
pairs found in Table 1 using
the periods from Tables 3 and
4 ranking based on an
Euclidean distance. [1]
reduced to 29,11, [2]
discarded

Winding Euclidean
pair distance

37,14 0
58; 22Œ1� 1.41421
29; 11Œ2� 2.23607
45,17 4.24264
53,20 6.40312
50,19 6.40312
61,23 8.48528
21,8 10.6301
8,3 13.6015

While each of the plots yields independent toroidal and poloidal winding periods
we now combine them to form the same winding pairs found in Table 1. Further,
we rank each pair based on their individual rankings using an Euclidean distance
measure (sum of the squares of their individual rankings) (e.g., Table 5).

This ranking results in winding pair 37,14 being the “best” overall approximation
having a Euclidean distance of 3:16228 (in Tables 1, 2, and 5 the 37; 14 winding pair
was ranked second, fourth, and first respectively thus

p
12 C 32 C 02). The resulting

surface is shown in Fig. 6. We can use this metric regardless of topology albeit not
for chaotic fieldlines.
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Table 6 Winding pairs
ranked based on an Euclidean
distance

Winding Euclidean
pair distance

37,14 3.16228
45,17 4.12311
29,11 5.09902
53,20 6.78233
8,3 8.30662
50,19 8.77496
61,23 9.43398
21,8 10.0499
13,5 13.3041

Fig. 6 The best winding pair
from Table 6 a 37,14 flux
surface with 37 line segments
representing the 37 toroidal
windings

It is worth noting that the 29,11 winding pair also shows up as 58,22 winding pair
(see Table 5). The latter can be reduced to a 29,11 pair as the integers 58,22 have a
common denominator of 2. Further, the original 29,11 pair is discarded because its
Euclidean ranking distance was greater than the 58,22 pair (Table 5).

Winding pairs that share a common denominator are not unexpected. However,
as will be discussed in Sect. 6, common denominators are a key to differentiating
between the topology of flux surfaces and magnetic islands.

6 Identifying Island Chains Using Period Estimation

Up to this point we have focused solely on identifying a winding pair that
approximates an irrational surface. However, we note that in the case of an island
chain an interesting phenomenon occurs.
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When analyzing a flux surface, the fundamental periods of the distance and
ridgeline plots are equal to the toroidal and poloidal winding pair values (Fig. 4b).
While for an island chain, the fundamental periods of the distance and ridgeline
plots are proportional to the toroidal and poloidal winding pair values (Fig. 4d).
In [13] we showed that the proportionality constant for the ridgeline plot was equal
to the number of points in the cross-sectional profile of the island. We have since
observed the same for the distance measure plot. This proportionality is due to the
periodic nature of the puncture points as well as the periodic nature of the points
defining the cross section of the island.

While we have not yet fully investigated, we believe the difference in the
proportionality between a flux surface and an island chain is due to the fact that the
puncture points in an island chain are topologically separate from each other (i.e.,
multiple closed curves), while for a flux surface the puncture points will overlap
with each other (i.e., one closed curve).

Further, we observed that the number of candidate winding pairs is typically
limited as the irrational fieldlines of the island chains continue to reflect the rational
fieldlines from which they originated (or broke down) from. For instance, for a 5,2
island chain that utilizes 271 poloidal puncture points and 107 ridgeline points using
(4) (Sect. 4.2) results in only one winding pair 5,2 being found.

Constructing the distance measure and ridgeline plots and obtaining the funda-
mental periods, as shown in Tables 7 and 8, we obtain a “best” winding pair of 105,
42. We can reduce the winding pair to 5,2 by dividing by 21. In the meantime, in
Fig. 4c, the cross sectional profile of each island is composed of 21 points. In other
words, the greatest common denominator of the two periods in the best winding pair
obtained using the combined measures of the distance measure and ridgeline plots
is larger than 1 for an island chain (typically larger than 3 in order to form a closed
shape). On the other hand, this greatest common denominator is usually 1 for a flux
surface (see the 37,14 surface in Table 5). This characteristic provides a simple test
for determining whether a surface is a flux surface or an island chain. If the “best”
fundamental periods of the distance and ridgeline plots are some integer multiples
of the toroidal and poloidal periods found by (4), then not only is the surface an
island chain but the common multiplier (e.g., 21 in the previous example) of these
multiples is the number of points in the cross sectional profile of each island.

Table 7 Toroidal winding
periods for an island chain via
271 poloidal punctures
ranked based on the best
period

Toroidal Normalized
period variance

105 0.0001533
110 0.00197257
100 0.00428337
115 0.00836247
95 0.0143386
120 0.0164212
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Table 8 Poloidal winding
period for an island chain via
108 ridgeline points ranked
based on the best period

Poloidal Normalized
period variance

42 4.29724e–07
44 4.95931e–06
40 1.14382e–05
46 2.00078e–05
38 3.63677e–05
48 3.85742e–05

An alternative way for determining whether a surface is a flux surface or an island
chain is by looking at the common denominator for the lists of toroidal periods
and poloidal periods, separately. For instance, the common denominators for the
candidate toroidal and poloidal periods in Tables 7 and 8 are 5 and 2 respectively,
which is exactly the winding pair found from (4). The common denominator is due
to the resonance nature of the fieldline and is an indication of the island topology.
For a flux surface, such as for Tables 3 and 4 no such common denominator other
than 1 will be found. As will be shown below, this common denominator property
gives us an indication of the type of the resonance of the two functions (and literally
the fieldline).

7 Results and Discussion

The combined metrics described in Sect. 5.3 have produced accurate results for
our tests so far, failing only when encountering chaotic fieldlines. In addition to
identifying flux surfaces and magnetic island chains, the metrics are also used to
identify rational surfaces whose fieldlines are truly periodic, A0.l0/ D A#T .l#T /.
However, we have found that our technique is not always able to give a definitive
result because as one approaches a rational surface the distance between adjacent
points goes to zero, which in turn requires an infinite number of points for the
analysis. As the future work, we plan to investigate the analysis of rational surfaces
using a limited number of points.

We have also examined the periodicity of separatrices near island chains.
In Fig. 7, the best rational approximations for the three surfaces are all 2,1. It is
purely coincident that all three surfaces had the same approximation as selecting a
slightly different starting seed point near separatrix could have resulted in a higher
order approximation (i.e., a winding pair with larger integers).

In Sect. 6 two characteristics, i.e., integer multiples and common denominators
were discussed which could be used to identify magnetic islands and their unique
topology. However, we observed cases where the common denominator did not
equal the winding pair found from (4). For instance, for a 3,1 island chain that
utilizes 278 poloidal puncture points and 91 ridgeline points has a safety factor of
2:99932 while the only winding pair found using (4) is 3,1. Constructing distance
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Fig. 7 A 2,1 magnetic island
chain (red) surrounded by its
separatrices, (blue and black)

Table 9 Toroidal winding
periods for an island chain via
278 poloidal punctures
ranked based on the best
period

Toroidal Normalized
period variance

108 6.79968e–05
90 0.00092499
126 0.00098725
144 0.00178431
72 0.00195148
54 0.00199423
36 0.00200031
18 0.00201468

measure and ridgeline plots and computing the fundamental periods (Tables 9 and
10) we obtain a “best” winding pair of 108, 36. We can reduce the winding pair to
3, 1 by dividing by 36 which is the number of points in the cross sectional profile.

However, unlike our previous island chain example the common denominators
for the toroidal and poloidal periods, 18 and 6 respectively, do not equal 3,1. Though
they do reduce down to it. This secondary reduction or more precisely secondary
resonance, gives further topological information about the island chain. Specifically,
the island chain itself contains islands (aka islands within islands). To reduce the
common denominators 18,6 to 3,1 an integer multiple of 6 is required. Which is the
number of small islands surrounding each island (Fig. 8) with each island containing
6 points (i.e., 6 islands with 6 points equaling 36, the number of points in the cross
sectional profile).

Finally, we note that we do not compare the present results to our previous
geometric tests because they were not a general solution, to the point of being ad-
hoc in nature. More importantly they required overlapping puncture points in order
to obtain a definitive result. Our new technique gives a definitive result as long as
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Table 10 Poloidal winding
period for an island chain via
91 ridgeline points ranked
based on the best period

Poloidal Normalized
period variance

36 Variance 3.70173e–07
30 Variance 4.4525e–06
42 Variance 4.71553e–06
48 Variance 9.01227e–06
18 Variance 1.01154e–05
24 Variance 1.01895e–05
12 Variance 1.03454e–05
6 Variance 1.03557e–05

Fig. 8 (a) Poincaré plot from a NIMROD simulation of the D3D tokamak. (b) A closeup from the
lower left showing the island within islands topology. In this case there are six islands surrounding
each of the islands that are part of a 3,1 island chain

there is a sufficient number of puncture points to perform the period analysis (i.e.,
at least twice of the fundamental period).

8 Summary

In this paper, we discuss the period analysis of the quasi-periodic fieldlines in
a toroidal magnetic field. We show that the topology of these fieldlines has
direct relationship to the fundamental periods of the distance measure plots and
ridgeline plots that are obtained through the computation of fieldlines and Poincaré
plot, respectively. We have described how the period analysis of these two plots
characterize the behavior of the fieldline. The present framework while having its
basis in resonance detection relies on a heuristic solution. Therefore, the future
work will focus on the further evaluation of the present combined analysis, and
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the development of more robust technique for characterizing fieldlines including
identifying different topological structures and extracting winding pairs.
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In: Museth, A.Y.K., Möller, T. (eds.) Proceedings of the 9th Eurographics/IEEE VGTC
Symposium on Visualization (EuroVis’07), pp. 211–218, May 2007

11. Peikert, R., Sadlo, F.: Flow topology beyond skeletons: Visualization of features in recirculat-
ing flow. In: Hege, H.-C., Polthier, K., Scheuermann, G. (eds.) Topology-Based Methods in
Visualization II, pp. 145–160. Springer, Berlin (2008)

12. Post, F.H., Vrolijk, B., Hauser, H., Laramee, R.S., Doleisch, H.: The state of the art in flow
visualization: Feature extraction and tracking. Comput. Graph. Forum 22(4), 775–792 (2003)

13. Sanderson, A., Chen, G., Tricoche, X., Pugmire, D., S. Kruger, S., Breslau, J.: Analysis
of recurrent patterns in toroidal magnetic fields. IEEE Trans. Visual. Comput. Graph. 16,
1431–1440 (2010)

14. Theisel, H., Weinkauf, T., Seidel, H.-P., Seidel, H.: Grid-independent detection of closed
stream lines in 2D vector fields. In: Proceedings of the Conference on Vision, Modeling and
Visualization 2004 (VMV 04), pp. 421–428, Nov 2004

15. Wischgoll, T., Scheuermann, G.: Detection and visualization of closed streamlines in planar
fields. IEEE Trans. Visual. Comput. Graph. 7(2), 165–172 (2001)

16. Wischgoll, T., Scheuermann, G.: Locating closed streamlines in 3D vector fields. In: Pro-
ceedings of the Joint Eurographics – IEEE TCVG Symposium on Visualization (VisSym 02),
pp. 227–280, May 2002



Consistent Approximation of Local Flow
Behavior for 2D Vector Fields Using
Edge Maps

Shreeraj Jadhav, Harsh Bhatia, Peer-Timo Bremer,
Joshua A. Levine, Luis Gustavo Nonato, and Valerio Pascucci

1 Introduction

Typically, vector fields are stored as a set of sample vectors at discrete locations.
Vector values at unsampled points are defined by interpolating some subset of
the known sample values. In this work, we consider two-dimensional domains
represented as triangular meshes with samples at all vertices, and vector values on
the interior of each triangle are computed by piecewise linear interpolation.

Many of the commonly used techniques for studying properties of the vector
field require integration techniques that are prone to inconsistent results. Analysis
based on such inconsistent results may lead to incorrect conclusions about the data.
For example, vector field visualization techniques integrate the paths of massless
particles (streamlines) in the flow [25] or advect a texture using line integral
convolution (LIC) [2]. Techniques like computation of the topological skeleton of
a vector field [9, 10], require integrating separatrices, which are streamlines that
asymptotically bound regions where the flow behaves differently [11]. Since these
integrations may lead to compound numerical errors, the computed streamlines may
intersect, violating some of their fundamental properties such as being pairwise
disjoint. Detecting these computational artifacts to allow further analysis to proceed
normally remains a significant challenge.
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1.1 Contributions

To address this challenge in situations where consistent analysis is required, we
propose a new representation of flow through each triangle. This representation,
called edge maps, approximates the flow by mapping pairs of boundary points that
are on the same streamline to each other. Once computed, edge maps replace the
numerical integration of streamlines with a lookup, which enforces that computed
streamlines never cross. With implementation in mind, we can merge adjacent pairs
of mapped points to provide a multi-resolution approximation of the edge map,
enabling us to build more compact representations of the flow. At any resolution of
merging, the edge maps still guarantee consistent streamlines. At the finest scale of
resolution, streamlines remain accurate on triangle boundaries, while at the coarsest
scale (the maximum possible amount of merging), the edge map represents one class
of possible flow behavior. We enumerate these possibilities and show there are 23
equivalence classes that can exist for triangles in a piecewise linearly interpolated
vector field. While the discussion within this work is primarily theoretical, an
implementation of edge maps and their applications have been described in [1].

2 Related Work

One step towards producing consistent streamlines is to use higher accuracy
integration techniques. Some recent results that improve on the traditional Runge-
Kutta based techniques include the local exact method (LEM) of Kipfer et al. [13]
that follows the lead of Nielson and Jung [16]. LEM solves an ODE for simplices
on unstructured grids representing the position of the particle as a function of
time, starting at a given position. While the solution is often more expensive than
numeric integration, given an entry point of a particle to a triangle, LEM gives its
exact path within the triangle. However, the exit point is calculated numerically as
an intersection with the triangle edges which is prone to numeric errors. Hence,
consistency of streamlines still cannot be guaranteed. Despite this, it is the most
accurate technique available since it does not incur integration error. Although
our work focuses on the mathematical properties of edge maps, we mention these
results since a system using edge maps could first rely on such a computation for
construction. Using LEM we can get a more accurate construction of edge maps.

Consistency becomes particularly desirable when computing structural proper-
ties of vector fields. Helman and Hesselink [10] compute a vector field’s topological
skeleton by segmenting the domain of the field using streamlines traced from each
saddle of the field along its eigenvector directions. The nodes of the skeleton
are critical points of the vector field and its arcs are the separatrices connecting
them. Subsequently, the skeleton extraction has been extended to include periodic
orbits [28]. Three dimensional variants of the topological skeleton have also been
proposed [9, 12, 24, 27]. The reader should refer to [7, 14, 21] for more detailed
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Fig. 1 A triangle is
represented as three vectors,
which impart a flow through
the interior

surveys. However, it is well known that computing the topological skeleton can be
numerically unstable due to errors inherent in the integration of separatrices and
inconsistencies among neighboring triangles [4, 8, 16, 23].

A number of techniques have been proposed to extract the topological skeleton
in a stable and efficient manner [3, 17, 22, 28]. Recent work of Reininghaus and
Hotz [18] construct a combinatorial vector based on Forman’s discrete Morse the-
ory [6]. Using combinatorial fields allows the extraction of a consistent topological
structure. However, combinatorial vector fields are limited by their high complexity,
leading to later improvements to the algorithm [19]. While provably consistent, it
is unclear how close the topological structure of the combinatorial field is to that
of the original, piecewise linear, field. By comparison, this work proposes a multi-
resolution technique that is both consistent and provides control over the level of
approximation of the field.

3 Edge Maps

Let VW M ! R
2 be a 2-dimensional vector field defined on a manifold M . V is

represented as a set of vector values sampled on the vertices of a triangulation
of M. Specifically, each vertex pi has the vector value V.pi / associated with it.
The vector values on the interior of each triangle T with vertices fpi ; pj ; pkg
in the triangulation are interpolated linearly using V.pi /, V.pj /, and V.pk/ (see
Fig. 1).

Given a vector field V, we can define the flow �.x; t/ of V. Treating V as a
velocity field, the flow intuitively describes the parametric path that a massless
particle travels according to the instantaneous velocity defined by V. We define
�.x; t/ as the solution of the differential equation:

d�.x; t/

dt
D V.x/

with the initial condition �.x; 0/ D x0. Fixing a point x and varying t , we call the
collection of points produced by � a streamline.
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3.1 Preliminaries

For the remainder of this work, we will assume the vector values for V on the interior
of a triangle are defined by linearly interpolating the three vectors at the vertices of
a triangle, T . We make three simplifying assumptions: (1) the vectors at all the
vertices of the triangle are non-zero, (2) the vectors at any two vertices sharing
an edge are not antiparallel, and (3) the vectors at two vertices on an edge e are
not both parallel to e. Any such configuration is unstable, and can be avoided by
a slight perturbation. These small perturbations ensure a point to point mapping
between the boundary of the triangle, and hence makes edge maps bijective. As we
will see in the following sections, these assumptions will significantly reduce the
complexity of many of the arguments as the locations of critical points become well
defined.

Under the aforementioned assumptions, we can begin studying the properties of
linearly varying vector fields. We first note the following two important properties
that follow from our assumptions.

Property 1. Within T , V defines at most one critical point.

Proof. Critical points are defined as points x where V.x/ D 0. Consider the
component scalar fields V1, V2 where V.x/ D .V1.x/; V2.x//. As the triangle is
linearly varying, the graphs of V1 and V2 are planes lifted from the triangle. Critical
points are the set of points where both these two planes intersect the constant plane
of height zero. As we know from planar geometry, two planes either intersect in
another plane or a line, and consequently these three planes intersect in a plane, a
line, or a point.

If these three planes intersect in a plane, this defines an infinite number of zeros,
which can only happen when assumption (1) is violated. If these planes intersect in
a line, the only way that line passes through T is when either (1) is violated (because
two vertices are zero) or (2) is violated for at least two edges.

In all other cases, either a single critical point is defined (within the interior of
T ) or the field defines critical values outside of T . ut
Property 2. On the line ` obtained by extending, from both sides, any edge e of a
triangle T , there exists at the most one point where the vector field is tangential to `.

Proof. Without loss of generality, rotate ` to be the x-axis and decompose V into
its x and y components, i.e., V.�/ D .Vx.�/; Vy.�//. Following the linearity of the
vector field V, Vy is also linear. By assumptions (1) and (3), Vy D 0 can only happen
once, meaning that V is tangential to ` at only one point. We further note that on
either side of this zero crossing, Vy has a different sign, and hence the flow changes
directions from flowing upwards to downwards, or vice versa. ut
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a b c d

Fig. 2 Based on the flow at a point on the boundary of a triangle, the point can be classified as
one of the following: (a) Inflow point, (b) Outflow point, (c) External transition point (ETP), and
(d) Internal transition point (ITP)

3.2 Defining Edge Maps

For a triangle T , let @T and VT be the boundary and interior of T respectively. We
first examine the behavior of the flow at any point on @T . The flow behavior can
be classified into four types (as illustrated in Fig. 2) depending upon the location of
that particle under flow �.x; t/ for positive and negative time t. Let " > 0. Given a
point p 2 @T such that �.x; 0/ D p, we define the following:

Definition 1 (Inflow Point). If for all t 2�0; "�, �.x; t/ 2 VT and �.x; �t/ … T ,
then p is an inflow point.

Definition 2 (Outflow Point). If for all t 2�0; "�, �.x; t/ … T and �.x; �t/ 2 VT ,
then p is an outflow point.

Definition 3 (External Transition Point (ETP)). If for all t 2�0; "�, �.x; ˙t/

… T , then p is an external transition point (ETP).

Definition 4 (Internal Transition Point (ITP)). If for all t 2�0; "�, �.x; ˙t/ 2 VT ,
then p is an internal transition point (ITP).

The concept of transition points is similar to that of boundary switch points
mentioned in [5, 15, 26]. The above four definitions account for all possible
behaviors of flow as it touches @T , since our assumptions only allow the possibility
where flow travels along the edge instantaneously. Our ultimate goal is to model the

flow through VT . To start, we first pair points as they travel along the same streamline.

Definition 5 (Origin-Destination Pair (o–d pair)). Let a; b 2 R and a � b such
that �.x; Œa; b�/ � T where p D �.x; a/ and q D �.x; b/. We call .p; q/ an
origin-destination pair if the time interval Œa; b� is maximal where p; q 2 @T and

�.x; �a; bŒ/ � VT . We call p an origin point and q a destination point.

Here, maximal interval means that the time range Œa; b� produces the largest
possible streamline contained within VT , bounded by two points p and q on @T .
Inflow, outflow, and transition points all play different roles in o–d pairs. The
simplest case is for inflow and outflow points. Since the streamline of an inflow

point p flows to the VT , p will be paired up with the point q (either an outflow point
or ITP) where this streamline first touches the boundary after p.
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An ITP flows to VT in both positive and negative time, thus creating at most two

such maximal intervals for which a streamline is completely contained in VT . Hence,
an ITP may participate in two o–d pairs. In one pair it is an origin point while in
the other it is a destination point. If the streamline is an orbit touching @T only at
the ITP, we pair the ITP with itself, resulting in a single o–d pair. In this case, the

streamline of the orbit has many time intervals Œa; b� where �.x; �a; bŒ/ � VT , all of
which are of equal length. On the contrary, an ETP always forms an o–d pair with

itself, since the streamline does not flow to VT . Hence its maximal time range will be
when a D b.

Thus, all origin points are either inflow points or transition points; and all
destination points are either outflow points or transition points. Note that if x is
chosen such that �.x; t/ is an orbit contained entirely in VT , then such a streamline
will never converge to @T and hence any p and q on it will not form an o–d pair.
Moreover, there are some points that do not converge to @T , because of the presence
of a critical point in T . Such points can be classified as unmapped inflow points
(associated with a sink), unmapped outflow points (associated with a source), or sepx
points (intersections of the saddle separatrices with @T ), and they are not included
in the definition of o–d pairs.

Since we can determine the existence of an o–d pair for every point on @T we can
define a mapping to describe the transversal behavior of flow through points on @T .
Let P � @T be the set of all origin points, and Q � @T be the set of all destination
points.

Definition 6 (Edge Map). An edge map of T is defined as a map �W P ! Q, such
that �.p/ D q, if .p; q/ is an o–d pair.

We will also call q the image of p under �.

We claim that � is a bijection between P and Q, and thus its inverse is also well
defined. We call � as the forward edge map, since it maps an origin point to its
destination point under forward flow. Its inverse ��1 maps a destination point to its
origin point, and hence is called the backward edge map.

Using the forward and backward edge maps, integration of streamlines can be
replaced with a map lookup that traverses the triangle. Using only this lookup,
a streamline travelling through a triangulated vector field is approximated as a
sequence of points on the boundaries of triangles through the field. This approxi-
mation discards the flow behavior of the interior of triangles, but as we shall see,
maintains enough information to maintain consistency of streamlines.

3.3 Approximating Edge Maps

In this paper, we intend to define a feasible representation for storing and using
an approximated edge map �� as a data structure to represent �. We achieve this by
grouping the point to point exact mapping � into connected intervals which preserve
its ordering, forming what we call the links.
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Definition 7 (Link). Let O be a connected subset of P , and D be a connected
subset of Q, where D D �.O/. Let @O be the end points (boundary) of O . We call
�W O ! D a link if � is continuous, order-preserving, and �.x/ D �.x/ for each
x 2 @O . We call the set O an origin interval and the set D a destination interval.

A link � allows for a second level of approximation of � on some subsets of the

domain of �. Let VO be the interior of O . For each point p 2 VO, we allow the mapped
points �.p/ to shift from its original �.p/, except at the boundaries of O .

Although, � is an approximation, we at least require that it preserves the
ordering of streamlines. The property of order-preservation handles this notion by
disallowing links which have streamlines that cross. To enforce order-preservation,
first note that since O is a connected subset of @T , it can be parameterized as a single
interval. Similarly, since � is continuous, we will only build links where �.O/ is a
single interval, again parameterizable. As long as we preserve the ordering within
this parameterization, � is a valid link. Thus, the property of order-preservation leads
to the following theorem.

Theorem 1. Order-preserving links always produce consistent (pairwise disjoint)
streamlines.

Since each � may only be defined on a subset of P , to completely approximate �

we need a set of links. This motivates the following definition.

Definition 8 (Approximated Edge Map). An approximated edge map �� of � is a
collection of n links �i W Oi ! Di , such that the fOig and fDig form partitioning
of P and Q respectively.

We can see that an edge map can be subdivided into links in many ways to
form such a partitioning. Since the boundaries of each link are “snapped” to require
�.x/ D �.x/, using more links enforces more accuracy. Once the partitioning of P

is defined, one way of approximating � as �� is creating links �i which are linearly
mapped between Oi and Di , as proposed in [1]. Such a � satisfies the properties of
order-preservation, and provides a simpler map lookup computation.

Earlier, we pointed out that certain points on @T can be classified as unmapped
inflow, unmapped outflow or sepx points, and do not participate in any o–d pair. It
follows from the definition of the link that these points cannot be included in either
of the origin or destination intervals, and hence do not get included in any link.
Connected subsets of such points are called unmapped intervals.

3.4 Base Edge Maps

Links can be created by merging the origin and destination sets of adjacent o–d
pairs such that the origin and destination intervals remain connected sets and the
orientation of the link is preserved. It turns out that this merging process can be
expanded only so much, until specific points where the continuity of the flow
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Fig. 3 The base edge map
for the triangle in Fig. 1 has
three links (shown in different
colors). It is generated by
splitting the boundary at
ITP’s (white circles), their
images (grey dots), and ETP’s
(white squares)

breaks. At this maximal amount of merging, we have a minimal set of links in the
approximated edge map.

Definition 9 (Base Edge Map). A base edge map of T is an approximated edge
map �� such that the number of links is minimal. Links of a base map are called
base links.

This merging of o–d pairs into a single link cannot be done across transition
points, sepx points, and ITP images. This follows since orientation of a link cannot
be preserved across transition points while sepx points and ITP images break the
continuity of the map. Thus, the intervals in a base edge map are bounded by the
transition points, sepx points, and the image points of ITPs. A base edge map can
be readily constructed by identifying these points and splitting the boundary of
a triangle at these points into intervals. The intervals can be paired up into links
using connectivity information. Figure 3 shows the creation of base edge maps for
a regular triangle (with no critical point in the interior).

4 Classification of Base Edge Maps

There are many ways to approximate an edge map � as a set of links. Using the
concept of a base edge map, many different edge maps can be reduced to the
same base edge map. Thus, a base edge map can be thought of as representative
of an infinite number of edge maps, each representing the same flow behavior.
This motivates a study of all possible base edge maps, which leads to a notion of
equivalence classes of the edge maps that represent all possible types of linearly
varying flow. In what follows, all proofs are included in the appendix.

4.1 Equivalence of Maps

While the notion of reducing any edge map to its base edge map is well defined,
we need to define why two base edge maps are considered equivalent in order to
declare them as belonging to the same class. Before discussing equivalence, we shall
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enumerate all the features of a map that we would like to include when comparing
two maps.

• Pairing of intervals .Oi ; Di / as links.
• Orientation of links .Oi ! Di/.
• Cyclic order of all intervals (including unmapped) on @T .

We define a way to construct a mixed graph from any edge map � approximated by
�� and the set of links f�1; �2; : : : ; �ng. Our goal is to capture all the above features
into the graph. A mixed graph G .V; E; A/ can be constructed such that:

• Nodes: V D fIkg where Ik is either an origin interval Oi , a destination interval

Di , an unmapped interval Uj , or a sink or source Sp in VT .
• Undirected Edges: E D ffI1; I2gg where I1 and I2 are adjacent on @T .
• Directed Edges: A D f.I1; I2/g where either �i W I1 ! I2 (corresponding to a

link); I1 D Uj and I2 D Sp (an unmapped inflow interval); or I1 D Sp and
I2 D Uj (an unmapped outflow interval).

An example of such a graph is shown in Fig. 4. Though unmapped intervals
do not participate in the edge map, they have a structural bearing on the map and
consequently on the mixed graph. They separate links that would otherwise appear
contiguous and could be potentially merged. In the case of a saddle, while the
sepx points are also unmapped, they need not have an explicit place in the graph

Fig. 4 Construction of mixed
graph from a map. Points of
the magenta interval do not
form o–d pairs since they
flow directly to Sp
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as their existence can be inferred from its neighboring intervals (and consequently

the existence of a saddle in VT ).

Definition 10 (Equivalence). Two edge maps are considered equivalent if the
mixed graphs of their base edge maps are isomorphic.

Under this definition of equivalence, we present a group theoretic approach for
counting all possible equivalence classes of base edge maps. We use the Groups,
Algorithms, and Programming (GAP) system [20] to do the following computation.
There are three important steps: generation of initial sample space; restricting this
space to those possible in linearly varying flow; and identifying equivalences.

4.2 Initial Sample Space

Our analysis for all possible equivalence classes first considers all possibilities for
links and unmapped intervals. We start by disallowing an interval from spanning
beyond an edge. This simplifying assumption helps enumerate the sample space,
and later we shall remove these splits caused by vertices, allowing links to span
across them. From the definition of base links and given the property that all links
of a base edge map are bounded by transition points, sepx points, and ITP images,
any base edge map has a bounded number of links and unmapped intervals.

Let a; b; c symbolically represent the edges of T and d be either the sink or

source in VT , if it exists. For an interval I , its location, loc.I /, can be any of the
four values in L D fa; b; c; d g. In the following lemma we show that in G , no
two directed edges having their origin nodes in the same location can have their
destination nodes in the same location. Said more formally:

Lemma 1 (Edge Level Links). Let G .V; E; A/ be a mixed graph of an edge map
where no node Ii spans more than one edge of @T and let loc.Ii / be its location.
Consider two directed edges .I1; I2/; .I3; I4/ 2 A. If loc.I1/ D loc.I3/ and
loc.I2/ D loc.I4/, then .I1; I2/; .I3; I4/ can be merged.

From Lemma 1 we see that there are a maximum of 13 directed edges in the
graph of any edge map with edge level links, as each pair in S D L � L can only
appear once and the pair .d; d/ cannot appear because d is either a source or a sink,
but not both. Moreover, no pair .d; �/ can co-exist with a pair .�; d /, again because d

is either a source or a sink. Thus, each configuration for any set of directed edges A

can be represented as certain elements of P.S/, the power set of S . Consequently,
the number of possible configurations for directed edges is 213.

Under rotations of T , certain directed edges are equivalent. For example,
f.a; b/; .b; c/g is equivalent to f.b; c/; .c; a/g. Similarly, f.b; b/; .c; c/g is equiv-
alent to f.c; c/; .a; a/g and f.a; a/; .b; b/g. We next eliminate such equivalences
under rotation by using the action of a permutation group that imparts rotations
.a ! b ! c ! a/ and .a ! c ! b ! a/.
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These permutations allow us to enumerate the possibilities for the set A; however,
they still lack any cyclic ordering of nodes to form the undirected edges E in G . We
generate all the mixed graphs under the constraint that there is a maximum of one
TP on the interior of an edge (a consequence of Property 2) by grouping all intervals
sharing the same edge label. We do this by first generating permutations of all
origin/unmapped inflow nodes and destination/unmapped outflow nodes separately
on every edge. All possible orderings of nodes on that edge are then the Cartesian
product of these two sets. This ultimately constructs the set of all possible mixed
graphs (our initial sample space) which numbers more than 100 million.

4.3 Restricting Cases

Our initial enumeration of all graphs is quite large, but contains many invalid graphs.
Using the following lemmas based on the linear nature of V, we filter this initial set.
In particular, the following must hold:

Lemma 2 (ITP-vertex). An ITP cannot exist on a vertex of T .

Next, Lemma 3 states an important fact that can be used to qualify a critical point
based on the existence of an ETP on the interior of an edge of the triangle.

Lemma 3 (ETP-Saddle). Let q 2 @T � fpi ; pj ; pkg be an ETP. If there exists a

critical point Sp 2 VT , then Sp is a saddle.

Based on these lemmas, we enforce the following rules on all mixed graphs:

1. Directed edges of G cannot intersect. (Since streamlines never intersecting in
piecewise linear flow.)

2. ITP cannot exist on vertices. (Lemma 2)
3. ETPs cannot exist on edges when there is source or sink (Lemma 3 and

Property 1).

We can label some undirected edges of a mixed graph as either ITPs or ETPs
using the combinatorial structure of the graph. For an undirected edge fI1; I2g in
G , if I1 and I2 switch between inflow to outflow, then fI1; I2g is a combinatorial
TP. Moreover, if I1 and I2 do not have a directed edge between them in A, then the
TP is an combinatorial ITP. Images of an ITP are directly implied by its directed
edges. Similarly, if I1 and I2 have a directed edge between them, then the TP is a
combinatorial ETP. We remark that in a very few number of cases, combinatorial
ETPs actually correspond to an interior flow that wraps to itself, creating an orbit in
the triangle. These cases are not distinguished by the flow maps, but can only appear

if there is no source or sink within VT .
Though the above analysis does not label all the undirected edges, these are

sufficient to enforce the above mentioned rules to restrict the sample space of mixed
graphs to under one thousand. After labeling combinatorial ITPs and ETPs, the
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second and third rule can be enforced directly. We enforce the first rule using a
stack method of detecting intersections between links. In a valid map, any link that
has its intervals on @T divides the triangle into two halves such that no other link
has intervals in both the halves, thus forming a last in, first out sequence on @T

equivalent to pairing parentheses in a mathematical expression.

4.4 Identifying Equivalences

For the final equivalence computation in GAP, we merge contiguous directed edges
so that all mixed graphs become base edge maps. We next use the dihedral group
for all graph symmetries as well as the permutation group for all labelings of
nodes. The dihedral group is useful for comparing the mixed graphs under all rigid
transformations. The permutation group also includes inversion of the flow direction
of directed edges to compare similarities in base edge maps under global inversion
of flow. Using GAP, we enumerate all graphs that fall in the same orbit under
its actions, each set of which represents an equivalence class for the graphs. This
process produces 43 map classes as an output.

Since our mixed graph definition does not explicitly encode saddles or orbits,
we then manually invalidate more cases based on some additional lemmas, many
of which would be challenging to encode within GAP, but are simple to remove by
inspection. We rely on two properties for the behavior of ITPs:

Lemma 4 (ITP-Saddle). If there is a saddle in VT , then an ITP cannot be present
on @T .

Additionally, Lemma 5 limits the location of a critical point Sp within the
interior of the triangle when an ITP exists. In particular, Sp must be enclosed by
the streamline extending from an ITP.

Lemma 5 (ITP-CP Enclosure). Let x 2 @T be an ITP whose images xb; xf 2 @T

and Sp be a critical point in VT . Sp is an element of the area bounded by the
streamline �.x; t/ and @T where t 2 Œa; b� s.t. �.x; a/ D xb and �.x; b/ D xf .

Thus, the following rules are enforced on the remaining cases to get the final
equivalence classes:

1. The graphs should not violate Lemma 4.
2. The graphs should not violate Lemma 5.
3. There can be a maximum of one critical point. If there is a sink or a source in the

map, there cannot a sepx point (Property 1, since a sepx point means there must
additionally be a saddle).

4. There have to be exactly four sepx points or none at all (By definition of a linear
saddle).
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To enforce the above rules, we need to identify combinatorial sepx points in the
graphs. Since, we have merged all contiguous directed edges, the graphs represent
the base edge maps. Thus, any unlabeled undirected edges have to correspond to
sepx points, since all ETP, ITP and ITP images have already been labeled. Knowing
the labeling of each undirected edge allows us to hand invalidate 20 of the 43 cases
produced by GAP. 23 classes persist after the invalidations, visualized in Fig. 5. We
have generated vector values for triangles to realize each of these cases as well,
confirming the following result:

Theorem 2. Under Definition 10 for equivalence, there are 23 equivalence classes
of edge maps for triangles in a linearly varying vector field.

5 Discussion

Edge maps are a natural way to encode one facet of the information a triangulated
vector field presents. The study of the equivalence classes of edge maps helps us
understand different structures of flow possible on a triangle. Every class represents
a large number of possible realizations of the flow. While some of the edge map
classes represent a more generic flow in terms of a point-to-point map, some of them
may reflect degeneracies in the flow. For example, class 4 (first column, third row
in Fig. 5) represents the flow imparted by an orbit in a triangle. While it is widely
known that such a field is unstable under small perturbations, its corresponding edge
map class also represents this instability.

The main benefit of edge maps is that they explicitly store the origins and
destinations of flow through individual triangles. This gives a direct control on how
the streamlines are computed, enabling us to enforce consistency. While they store
how streamlines travel across triangles, they discard any notion of what is happening
within the triangle. However, they can still preserve the global structure of the flow
in the sense that starting at a single point and traversing through a series of maps
will give an accurate representation of the destination even if the path it takes is only
approximated. If a higher resolution of the shape of a streamline is desired, it may
be achieved by using numerical integration as a progressive computation. This is
generally not required if the mesh is sufficiently fine.

In their current form, the maps drop all notion of time in their construction. One
could model a “unit” of time as a jump across a single triangle. It might be more
meaningful to add how long it takes to get from origin to destination across the
triangle. The time it takes to travel through a link could then be added into the edge
map. This modification would allow a more accurate representation of flow.

We believe that edge maps have the potential to complement existing techniques
for processing vector fields. Since they maintain consistency while providing a level
of control over accuracy, one could conceivably design algorithms for visualization
and topological analysis that can leverage these properties. Some example appli-
cations we have already considered include error analysis of streamline integration
techniques [1].
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Fig. 5 The 23 equivalent classes of mixed graphs, along with one possible rendition of edge map
for piecewise linear flow for each class, in the order of increasing number of links
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The structure of an edge map depends on the flow as well as the geometry of the
underlying mesh. The current study of edge maps is based on linear interpolation.
As future work, there are two apparent ways to generalize this study. One is by
extending it to a generalized interpolation scheme; and another way is to extend it
to higher dimensional simplices and other types of meshes.

Acknowledgements This work is supported in part by the National Science Foundation awards
IIS-1045032, OCI-0904631, OCI-0906379 and CCF-0702817. This work was also performed
under the auspices of the U.S. Department of Energy by the University of Utah under contracts
DE-SC0001922, DE-AC52-07NA27344, and DE-FC02-06ER25781, and Lawrence Livermore
National Laboratory (LLNL) under contract DE-AC52-07NA27344. Attila Gyulassy and Philippe
P. Pebay provided many useful comments and discussions. LLNL-CONF-468780.

Appendix

Proofs from Sect. 4.2

Proof (Lemma 1). In all the cases that follow, if I1 and I3 lie on an edge of T then
we assume that there exists a subset I5 2 @T such that I5 lies between I1 and I3.
Similarly, there exists I6 2 @T between I2 and I4. In such a scenario, I5 is a set of
inflow points and I6 is a set of outflow points, otherwise there will be more than one
TP on the same edge. We know from Property 2 that this is not possible. Let a; b; c

be the edges of T and d the critical point in VT . We enumerate all possibilities of
locations for the four intervals:

1. loc.I1/ and loc.I3/ is any edge, e; and loc.I2/ and loc.I4/ is d .
2. loc.I1/ and loc.I3/ is d ; and loc.I2/ and loc.I4/ is any edge, e.

(This is symmetric to case 1 in reverse flow.)
3. loc.I1/ and loc.I3/ is any edge, e1; and loc.I2/ and loc.I4/ is another edge, e2.
4. loc.I1/ and loc.I3/ is any edge, e; and loc.I2/ and loc.I4/ is the same edge e.
5. loc.I1/, loc.I3/, loc.I2/, and loc.I4/ is d .

(This case is not possible since the one critical point is either source or sink but
not both.)

From the discussion in Sect. 3.4 we know that we can merge adjacent o–d pairs
except across transition points, sepx points, and ITP images. For all the above cases,
streamlines on I5 and I6 are bounded by .I1; I2/ and .I3; I4/ irrespective of their
locations. Therefore, since there cannot be a TP on I5 or I6, we can also rule out
ITP images. Similarly, sepx points are impossible since all four sepx points will
have to lie on I5 and I6 which would imply a TP on them. Thus, under the given
constraint, .I1; I2/ and .I3; I4/ can be merged. ut
Proofs from Sect. 4.3

Proof (Lemma 2). Let vertex pj of T be an ITP. From the definition of ITP, the

curve �.x; ˙t/ 2 VT for all t 2�0; "�, such that �.x; 0/ D pj . The streamline
�.x; ˙t/ is a C 1 continuous curve, while the two edges of T meeting at pj define a
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a b c

Fig. 6 (a) In Lemma 2, a streamline passing through a vertex .pj / of triangle T must exit and
re-enter T . (b) The first case in Lemma 3, multiple switches in flow across line of the edge. (c) The
second case in Lemma 3, more than one critical point

corner. By C 1 continuity, �.x; ˙t/ has a well defined tangent everywhere, including
at pj , but since the interior angle of T at pj is less than � , this is not possible

for �.x; ˙t/ being contained in VT . Thus, the streamline �.x; ˙t/ must exit T to
maintain its continuity (as shown in Fig. 6a). This contradicts the definition of an
ITP, implying an ITP is not possible on a vertex. ut

Proof (Lemma 3). Let an ETP xe exist on an edge a, of T . Thus, �.xe; ˙t/ … T

for t 2�0; "�. Let Sp 2 VT be the critical point. From Property 1 we know that
there is exactly one interior critical point in the vector field. Therefore, if Sp is a
sink, all streamlines eventually flow to it; if Sp is a source, all streamlines emerge
from it; and if Sp is an orbit, all streamlines are closed loops. Thus, if Sp is a sink
or a source, �.xe; t/ will have to flow to, or emerge from it. This cannot happen
without crossing the line ` of edge a. There are two ways in which �.xe; t/ can
cross `. First, it may make multiple switches of direction (Fig. 6b) over `, violating
Property 2. Second, one of the images (backward or forward) gets trapped in the
enclosure of �.xe; t/ and flows to a critical point inside (Fig. 6c), violating the fact
that there is exactly one defined critical point. If Sp is an orbit, the closed loop has to
enclose Sp else it would define another orbit. Thus again �.xe; t/ is forced to cross
`, violating Property 2. Thus Sp has to be a saddle. ut
Proofs from Sect. 4.4

Proof (Lemma 4). Let an ITP xi exist on an edge a of T , Thus, �.xi ; ˙t/ 2 VT
for t 2�0; "�. Let Sp 2 VT be the critical point. Assume, to build a contradiction,
that Sp is a saddle. This assumption implies that all streamlines including �.xi ; t/

are parallel to the separatrices of the saddle as t ! ˙1. We show that �.xi ; t/

crosses the line of an edge of T multiple times to stay parallel to the separatrices in
those limits of t , contradicting Property 2. This follows since at least one separatrix
intersects the line of every edge of T forcing multiple intersections of �.xi ; t/ with
the line of the edge to which xi belongs. Hence, Sp cannot be a saddle. The cases
for saddle sectors are shown in Fig. 7a, b. ut

Proof (Lemma 5). Let an ITP xi exist on an edge a, of T and Sp be a critical

point in VT . Assume, to build a contradiction, that Sp exists outside the enclosure of
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a b c

Fig. 7 (a) and (b) Lemma 4: Cases of saddle sectors intersecting @T invalidating the existence of
an ITP on @T . (c) Construction of a new triangle as in Lemma 5 to place both the forward and
backward images of an ITP are on the same edge

�.xi ; t/ in VT . We show that this is not possible. Since xi is an ITP, Sp is not a saddle
according to Lemma 4. Let a; b; c be the three edges of T .Now we enumerate all
possible combinations of edges on which xi , xf , and xb can lie:

1. edge.xi / D edge.xb/ D edge.xf /.
The only way to realize this case is an orbit such that xi D xf D xb . Such an
orbit immediately encloses the critical point.

2. edge.xi / D edge.xb/ or edge.xi/ D edge.xf /.
These two cases are symmetrical under reversal of flow. If either xf or xb lie
on the same edge as xi , by Property 2, the other image gets enclosed into the
�.xi ; t/ and has to flow to a critical point.

3. edge.xi / ¤ edge.xb/ D edge.xf /.
In this case, both xb and xf lie on the same edge indicating a switch from inflow
to outflow. This implies that there exists at least one TP between them including
the two points. If one of xf and xb is a TP, it has to be an ITP since part of its

streamline is already in VT . Due to Property 2, the other image of this ITP has to
flow into a critical point in the enclosure of �.xi ; t/. If a point in the interior is a
TP, this TP cannot be an ETP since we have already established that Sp is not a
saddle and an ETP would violate Lemma 3. Now one of the images of this ITP
can flow back to the same edge, but the other has to flow to Sp . Thus Sp is in the
enclosure of �.xi ; t/.

4. edge.xi / ¤ edge.xb/ ¤ edge.xf /.
In this case, we can always construct a new triangle by connecting xf and xb as
an edge and arbitrarily choosing a third point such that Sp still lies in the interior
of the new triangle as shown in Fig. 7c. An argument identical to case 3 can now
be applied. ut
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Cusps of Characteristic Curves
and Intersection-Aware Visualization
of Path and Streak Lines

Tino Weinkauf, Holger Theisel, and Olga Sorkine

1 Introduction

Dynamic flow phenomena play an important role in many applications. In this paper,
we are particularly interested in 2D time-dependent flows. Their three-dimensional
space-time domain allows essentially for the following visualization options:

• Static space-time visualization: Time is explicitly incorporated as the third
dimension and the geometry or texture to be visualized is shown in the space-
time volume. Examples are tracked critical points shown as line-type structures
in space-time [11, 12], or path lines stretching through the volume (cf. Fig. 2b).

• Dynamic visualization in space: The temporal behavior is captured in an anima-
tion of a 2D visualization. Examples are particle animations [4], animations of
FTLE color plots [2], animated texture-based flow visualizations [15, 17], and
many more.

• Static visualization in space: The temporal behavior is encoded in the 2D
visualization by means of color or other graphical attributes. An example is the
visualization of path lines where time can be mapped to the width of the line. An
example for 3D flows is given by Wiebel and Scheuermann [16], where bundles
of path and streak lines running through the same spatial location are visualized
in a static image.
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Static visualizations not only have the advantage of being perfectly suited for non-
dynamic types of media such as paper, but they also compile all information into
a single image, whereas animations break it into several transient impressions.
Clearly, both the dynamic and the static approach have their merits.

In this paper we are concerned with static visualizations of characteristic curves
(stream, path, streak, time lines; Sect. 2). While visualizing them in 3D space-time
is always a valid option, note that this boils down to a 2D projection anyway
once a snapshot is taken for purposes such as printing, and the non-orthogonal,
perspective projection inevitably introduces distortions as showcased throughout
the paper. In contrast, visualizing characteristic curves in the spatial domain (by
means of an orthogonal, orthographic projection) leaves the physically meaningful
spatial domain undistorted and the temporal dimension can be encoded in graphical
attributes.

Various stream line placement methods are available that aim at expressive
visualizations by distributing stream lines (of a time step or a steady flow) in an
evenly-spaced manner [3, 6, 8, 13], or for 3D steady flows in a view-dependent
fashion to reduce visual clutter [5]. To the best of our knowledge and much to our
surprise, there seem to be no existing methods for the placement of the other three
types of characteristic curves in time-dependent flows. There are many texture- or
geometry-based approaches for path, streak, and time lines in general [1, 9, 15], but
none of them take care of the distances between lines or possible intersections.

In this paper, we develop a method to create uncluttered, static visualizations of
path and streak lines. To that end, we first analyze the challenges that come with
the purely spatial depiction of these curves. Besides their obvious intersections in
space, we pay special attention to cusps (isolated points on the curve with abruptly
turning tangent direction) and self-intersections (Sects. 3 and 4). It turns out that
both phenomena are closely related to the occurrence of critical points in the original
flow. Based on the gained insight into the intricacies of visualizing path and streak
lines in space, we design a placement algorithm for them that makes use of the flow
topology and aims at cusp-free and intersection-aware visualizations (Sect. 5). As
we will show in our results (Sect. 6), an entirely intersection-free visualization is
of limited use for turbulent flows. We therefore allow for a small number of (self)-
intersecting path or streak lines.

Notation: We consider a 2D time-dependent vector field v.x; t/ over the domain
D � T , where D � IR2 is the spatial domain and T is a time interval. We write
.2C 1/-dimensional variables with a bar like Np, and .2C 2/-dimensional variables
with a double bar like NNq.

2 Characteristic Curves of Vector Fields

A curve L is called a tangent curve of a vector field v.x/, if for all points p 2 L the
tangent vector of L coincides with v.p/.
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In a time-dependent vector field v.x; t/ there are four types of characteristic
curves: stream lines, path lines, streak lines, and time lines. We can start a stream
line in a space-time point .x0; t0/, staying in time slice t D t0, by integrating a
tangent curve in the vector field Ns.x; t/ D .v.x; t/; 0/T : Similarly, path lines of
the original vector field v are described as the tangent curves of the vector field
Np.x; t/ D .v.x; t/; 1/T in space-time. Path lines describe the trajectories of massless
particles in time-dependent vector fields.

A streak line is the collection of all particles set out at different times but the same
point location. In an experiment, one can observe these structures by constantly
releasing dye into the flow from a fixed position. The resulting streak line consists of
all particles which have been at this fixed position sometime in the past. Considering
the vector field Np introduced above, streak lines can be obtained in the following
way: apply a path surface integration in Np where the seeding curve is a straight line
segment parallel to the t-axis; a streak line is the intersection of this path surface
with a hyperplane perpendicular to the t-axis. As shown in [14], streak lines can be
described as tangent curves of the vector field

NNq.x; t; �/ D

0
B@
�r��t .x/

��1 � @��t .x/
@t

C v.x; t/
0

�1

1
CA ; (1)

where ��t .x/ denotes the flow map computed from particles seeded at .x; t/ and
integrated over a time interval � . We call NNq the streak line vector field. It is defined
in the domain D � T � � with � 2 � , i.e., NNq is a 4D vector field if the original
flow v is a 2D time-dependent field. The streak lines of a constant time step can be
integrated as tangent curves in the subspace D � � , i.e., NNq simplifies to

Nq0.x; �/ D
�

w.x; �/
�1

�
; t D const; (2)

where w.x; �/ D �r��t .x/
��1 � @��t .x/

@t
C v.x; t/ denotes the spatial components.

A time line is the collection of all particles set out at the same time but different
locations, i.e., a line which gets advected by the flow. An analogon in the real world
is a yarn or wire thrown into a river, which gets transported and deformed by the
flow. However, in contrast to the yarn, a time line can get shorter and longer. It
can be obtained by applying a path surface integration in Np starting at a line with
t D const, and intersecting it with a hyperplane perpendicular to the t-axis. Whether
time lines can be described as tangent curves of some derived vector field is still an
open research question.

See [14] for a more thorough discussion of characteristic curves.
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Fig. 1 Plot of the function x2 � y3 D 0. It has a cusp at the origin, where the tangent vector of
the curve abruptly changes its direction

3 Cusps of Characteristic Curves

Cusps are isolated points on a curve where its tangent vector abruptly changes, i.e.,
the tangent has a discontinuity. Figure 1 shows this for a simple example: the zero-
levelset of x2 � y3, which has a cusp at the origin.

The previously introduced characteristic curves can be described as tangent
curves (except for time lines) in their higher-dimensional domainsD�T orD�T �
� . Given that the respective tangent curve vector fields Ns; Np; NNq are continuous, their
tangent curves are smooth, i.e., they cannot have cusps in these higher-dimensional
spaces. This follows since the vector field gives the first derivative of the tangent
curve: if the vector field is continuous (C0), then the first derivative of the tangent
curve is C0, which makes the tangent curve itself smooth (C1).

However, a projection of a characteristic curve into a subspace may very well
have a cusp. In this paper, we are interested in a spatial projection, since we wish to
create static, two-dimensional visualizations of these curves in Sect. 5. We strive for
high expressiveness of these visualizations by reducing the amount of clutter that is
likely to be introduced by the projection. To that end, we analyze the occurrence of
cusps in these projections, since the abrupt turning of the tangent direction at cusps
communicates a non-smoothness to the viewer despite the fact that the underlying
field is actually smooth or at least continuous. Hence, we want to exclude cusps (and
nearby areas) from these visualizations. In the following, we study cusps in spatial
projections of all four types of characteristic curves.

Stream lines: The case for stream lines is rather trivial. Stream lines live in a
constant time step, i.e., a spatial projection does not alter their geometry and they
cannot have cusps in a continuous vector field.
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Fig. 2 Cusps in the spatial projection of path lines shown for the 2D time-dependent vector field
(3). The red and green axes denote the spatial .x; y/-domain, whereas the temporal dimension is
depicted by the blue axis. The time step t0 is denoted by the large quad in (b) and (c)
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Time lines: Although a tangent curve description for time lines is not yet
available, we can already remark the following: a time line can be seen as the front
of a path surface integration in Np. Assuming that Np is smooth and remembering
that it does not have any critical points, the front line undergoes only smooth
transformations during the integration. Since t is constant for a time line, a spatial
projection will not alter the geometry of the curve. Hence, time lines cannot have
cusps. They may however be subject to strong bending during the integration, which
may distort the region around some point in a way that resembles a cusp, but those
points would not be cusps in the infinitesimal sense.

3.1 Cusps in the Spatial Projection of Path Lines

Path lines of v.x; t/ are the tangent curves of Np in space-time. The first two
components of Np become zero at locations c where v has a critical point, i.e.,
Np.c/ D .0; 0; 1/T . A path line running through c advances there only in temporal
direction, but stays at the same spatial location (for an infinitesimally small time).
Consequently, a following spatial projection will lead to a cusp at this point.

We can see this in Fig. 2, where the vector field

v.x; y; t/ D
� �y
x � t

�
(3)

is visualized. It contains a critical point of type center that moves over time in
x-direction. Figure 2a shows its evolution as a straight green line in space-time
together with LIC visualizations of the stream lines in three selected time steps.
Note that the spatial dimensions in all following visualizations are depicted by the
red and green axes, whereas time is denoted by the blue axis.

Figures 2b and d show a number of path lines in space-time and in the spatial
projection, respectively. Three of them have been highlighted in pink, red, and
yellow. We make the following observations for the spatial projection (Fig. 2d):

• A lot of visual clutter is apparent due to path lines intersecting each other.
• Path lines may have self-intersections as exemplified by the yellow curve.
• Path lines have cusps when they run through a critical point of v during their

integration, as exemplified by the red curve. Note that this curve is perfectly
smooth in space-time (Fig. 2b).

We will deal with the (self-)intersection issues in Sects. 4 and 5. Here it remains to
understand which subset of all space-time seeding locations gives rise to path lines
with cusps in their spatial projection. Later, we will exclude those areas from our
seeding algorithm.

The critical points of v are line-type structures in space-time. They can be
extracted with a number of methods, for example using Feature Flow Fields [10,11].
Since all path lines with cusps have to intersect these critical lines, we can collect
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all their possible seeding locations using two path surface integrations in Np started
from each critical line: one in forward and one in backward direction. Figure 2c
illustrates this. Intersecting the surfaces with a time step t0 yields cusp seeding lines:
they describe all seeding locations at t0 which give rise to path lines with cusps in
their spatial projection. Note that depending on where we start a path line integration
on a cusp seeding line, the actual crossing of the critical point might be before, after
or at t0. Figure 2e shows this in space-time, Fig. 2f in space.

3.2 Cusps in the Spatial Projection of Streak Lines

As described in Sect. 2, streak lines live in a constant time step and are given there
by (2) as the tangent curves of Nq0 in the 3D domain D � � , where � refers to the
�-dimension denoting the integration interval. Hence, a projection that removes the
�-dimension is required regardless of whether we visualize streak lines in space-
time or just space.

Such a projection leads to cusps, in a similar way as for path lines, at locations
c where w has a critical point, i.e., Nq0.c/ D .0; 0;�1/T . It can be shown that this
implies v.��t .x// D 0. In other words, the critical points of the original flow are
closely related (via the flow map �) to the critical points of the spatial components
of the streak line vector field.

Figure 3 shows this for the example vector field (3), that we already used in the
previous section. Its streak line vector field is given as NNq.x; y; t; �/ D .cos.�/� 1�
y;� sin.�/C x � t; 0;�1/T . We show only the .x; y; �/-subspace at t D 0, where
streak lines are given as tangent curves of Nq0.x; y; �/ D .cos.�/ � 1 � y;� sin.�/
C x;�1/T .

The spatial components of Nq0 are visualized using LIC in Fig. 3a together with
the tracked critical point. Note the difference to the tracked critical point of v shown
in Fig. 2a.

Figures 3b and c show a number of streak lines in D � � and in the spatial
projection, respectively. The three highlighted streak lines exemplify, that we have
to deal with (self-)intersections and cusps for streak lines as well.

We collect all possible seeding locations for streak lines with cusps similar to the
path line case: integrate two surfaces (forward/backward) in Nq0 starting from every
critical line (Fig. 3d). Their intersection with a certain �0 gives the cusp seeding
lines, that describe all seeding locations at �0 which give rise to streak lines with
cusps in their spatial projection (Figs. 3e and f).

4 Remarks on Self-Intersections of Characteristic Curves

For the sake of simplicity, the following remarks are made for path lines. They
extend to streak lines in a similar manner.
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Fig. 3 Cusps in the spatial projection of streak lines shown for the 2D time-dependent vector field
(3). Shown is the .x; y; �/-subspace (red, green, yellow axes) at t D 0, where streak lines are given
as tangent curves of Nq0. The large quad in (b) and (c) denotes �0 D 0

Consider a path line seeded at .x; t0/ that exhibits a self-intersection in its spatial
projection – as it is shown in the leftmost image of Fig. 4. Assume that it is possible
to change its spatial seeding location (staying in t0) such that the loop created by
the intersection becomes gradually smaller. Eventually, the loop will degenerate to a
point: a cusp. The seeding location is now on a cusp seeding line `c and the previous
seeding locations have been on one side of `c (in a local sense). Placing the seed on
the other side of `c yields a path line without a self-intersection.

It is easy to see that cusp seeding lines play a vital role in the binary segmentation
of a time step into areas where seeding a path line leads to self-intersection(s) and
where it does not. Figure 4 illustrates this for our example vector field (3) from the
previous section. Here, we have a single cusp seeding line in the shape of a circle.
In general, cusp seeding lines are not closed and are of arbitrary shape. It turns out
that all seeding locations outside the circle give rise to self-intersecting path lines,
whereas only path lines seeded inside the circle do not have a self-intersection in
their spatial projection.
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Fig. 4 Gradually changing the seeding location (gray ball) of a path line (black) leads to a
qualitatively different behavior when crossing a cusp seeding line (red/blue curve). Shown is the
example vector field (3), where only seeding locations inside the circle (yellow area) give rise to
non-self-intersecting path lines

Fig. 5 Defining a boundary Œ�2:5; 2:5�3 for the example vector field (3) limits the area (white)
where seeding path lines leads to their self-intersection in the spatial projection

At least one other component contributes to the self-intersection segmentation
of a time step: the boundary of the domain – may this be a boundary given as a
hard constraint by a numerical simulation, or as a soft constraint defined by a user.
A possible self-intersection of a path line is prevented if the integration stops at the
boundary before having reached the intersection point. In other words, introducing
a boundary reduces the number of self-intersecting path lines. Figure 5 illustrates
this.

There is an equivalent to cusp seeding lines associated with the boundary: one
could call them “boundary touching lines.” They consist of seeding locations at the
boundary giving rise to path lines, which have one end touching another part of
the spatially projected path line. To one side of a “boundary touching line” we find
self-intersecting path lines, to the other side the ones that could not make it to the
self-intersection due to the premature integration stop at the boundary.
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As a last remark, we also suspect topological separatrices (emanating from saddle
points) to play a role in the self-intersection segmentation.

However, for the purposes of this paper, it suffices to understand that only a
subset of all possible seeding locations (in some flows actually a rather small subset)
gives rise to self-intersecting path lines. This will guide some algorithmic decisions
in the following section.

5 Intersection-Aware Visualization of Path and Streak Lines

Our method for creating uncluttered, static visualizations of path or streak lines
follows these principles:

• Only a very limited, predetermined number of field lines is allowed to have
self-intersections and intersect each other. This is required to highlight turbulent
areas.

• All other field lines shall not have any intersections.
• Long field lines are preferred.
• A good coverage of the domain is desired.
• Field lines shall have a certain minimal distance to each other.
• Cusps and cusp-like shapes shall be avoided.

Algorithm 1: Intersection-Free Placement of Field Lines (Python-like syntax)

def FieldLinePlacement(nDesiredLines):
ResultLines = []
Pool = IntegrateFieldLines(m) #Initialize with m randomly seeded field lines. default:
m = 100

while len(ResultLines) < nDesiredLines:
Pool += IntegrateFieldLines(n) #Get n new randomly seeded field lines. default: n = 30
Pool.SortByLength() #Sort field lines in descending order; longest comes first.
LengthOfLastLongLine = Pool[0].Length()
ResultLines += Pool.pop(0) #Add the currently longest line to the result.

while len(ResultLines) < nDesiredLines:
Pool.CutFieldLinesIntersectingWith(ResultLines) #Intersection-free!
Pool.SortByLength() #Sort field lines in ascending order; longest comes first.
if Pool[0].Length() / LengthOfLastLongLine > x: #default: x = 0.98

ResultLines += Pool.pop(0) #Add the currently longest line to the result.
else:

break #Available field lines got too small. Get new ones.

#Delete small lines from the pool before we add new ones in the next loop.
Pool.RemoveLinesSmallerThan(LengthOfLastLongLine * y) #default: y = 0.5

return ResultLines
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The main ingredient of our method is Algorithm 1, which achieves a completely
intersection-free placement of field lines with a reasonable domain coverage and
preference for long lines. The basic idea is to randomly seed a large number of field
lines, put them in a pool of available lines, and iteratively copy the longest one into
the result. After adding a new line to the result, all remaining lines in the pool have
to be shortened such that they do not intersect one of the result lines. We continue
with the process of adding the currently longest line to the result and shortening the
remaining ones in the pool until the lines in the pool become too short. Then we add
a number of new field lines to the pool and continue to do so until we have reached
a desired number of field lines in the result.

We use a texture-based approach to check for intersections: all field lines in the
result are also rendered into a 2D texture. Testing a field line from the pool for
intersection with the result lines is then just a matter of checking for overlapping
pixels. The texture also allows us to maintain a certain minimal distance between
lines by using a certain pixel width when rendering new lines into the texture. This
works nicely together with the intersection test and also with the seeding of new field
lines, where spatial locations with covered pixels are excluded from the seeding.

Furthermore, we use a simple voxel bit mask to exclude certain space-time
locations from the seeding of new field lines. This includes obstacles in the flow
(such as a cylinder), and most importantly areas around cusp seeding lines: cusps
communicate discontinuities in the flow which are actually not there, since cusps are
due to the spatial projection and not due to the underlying flow. We exclude these
areas as follows (see also Sect. 3):

• Track all critical points, which yields lines in space-time.
• Integrate two surfaces (forward/backward) from each of these lines.
• Render the surfaces into the voxel bit mask with a certain width such that larger

areas around the actual cusp seeding lines are avoided.

Applying this algorithm yields cusp-free and intersection-free visualizations, but
it turns out that turbulent parts of the domain are only sparsely or not at all
covered since the field lines have numerous (self-)intersections there. We think
that an expressive visualization of unsteady flows demands the inclusion of a small
number of (self-)intersecting lines as a trade-off between visual clarity and a faithful
representation of the flow. Hence, we let the user select a desired number of such
lines from an automatically computed set optimized by length and domain coverage,
and feed this information into the above algorithm such that the rest of the domain
can be filled with non-intersecting field lines. In all visualizations of the following
results section we render the selected self-intersecting lines with color (blue for path
lines, red for streak lines) and halos to enhance their perception. Furthermore, we
encode time into the width of the path lines, and � into the width of the streak lines.

Streak lines are always seeded at a certain time step, but we allow the user to
choose either a time step or a time interval for seeding path lines. A small time
interval is suggested as it allows for a better temporal coherence between the path
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Fig. 6 Path lines in the flow behind a cylinder have been seeded using Algorithm 1, but without
excluding the areas around cusp seeding lines. While the result is free of (self-)intersections, some
path lines exhibit cusps or cusp-like shapes (highlighted by red circles)

lines. However, due to the boundary and the cutting of the path lines in Algorithm 1,
not all path lines will start or end in the same time steps.

Discussion of possible alternatives: Topological information might not be readily
available in every visualization system. Simply applying Algorithm 1 without
excluding the areas around cusp seeding lines, however, does not yield satisfying
results as exemplified in Fig. 6: cusps and cusp-like shapes are clearly visible.
Nevertheless, an alternative to our topology-based approach can be formulated
based on our theoretical findings from Sects. 3 and 4: we know that cusps appear
next to an area of self-intersecting path lines. To exclude them from the seeding, one
could determine for every grid point whether it gives rise to a self-intersecting path
line. If so, this grid point and a certain number of grid points in its neighborhood
are excluded from the seeding. This would serve as the voxel bit mask described
earlier, but without actually using topological information. We tested this and it
gave results similar to the ones shown in the next section. However, this brute-force
method needs more computation time (depending on the resolution of the voxel bit
mask) than the topological approach.

6 Results

The following results have been computed single-threaded on a laptop with an
Intel Core 2 Duo T9550 (2.66 GHz). The timings for the topological analysis and
the subsequent field line placement are given in the respective figure captions. All
integrations have been done with a fourth order Runge–Kutta scheme and adaptive
step size control.

Figure 7 shows the flow above a heated cylinder which has been simulated using
The Gerris Flow Solver [7]. It is given on a 41 � 70 � 241 uniform grid. The
comparison between the particle animation and our path line placement clearly
elucidates the differences between showing transient impressions and a static
visualization comprising all time steps. Furthermore, the seeding of the particles
turned out to be a cumbersome, time-consuming process since seeding location and
density had to be properly adjusted to achieve the shown effect. With the new path
line placement method we were able to produce a meaningful result within seconds.

Path and streak lines for a flow behind a cylinder [7] are shown in Fig. 8 (400 �
50 � 1001 uniform grid). As reasoned earlier, one finds self-intersecting field lines
near critical points of the underlying tangent curve vector field. The topology of
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Fig. 7 Heated cylinder data set. Shown is a particle animation (left) and the result of our path line
placement method (right). Topology/Placement: 6/2 s

Fig. 8 Flow behind a cylinder. The path lines (left) are shown in the vicinity of the cylinder
where critical points appear. Topology/Placement: 2/1 s The streak lines (right) are shown further
downstream where the von Krmn vortex street is fully developed. Our algorithm was able to
fill the domain with streak lines properly, i.e., no additional streak lines have been seeded.
Topology/Placement: 7/6 s

the original flow field has only a few critical points directly behind the cylinder,
which makes the path lines interesting there while they become rather simple further
downstream. The situation is different for streak lines: the spatial components of NNq
have critical points where v.��t .x// D 0. In other words, the critical points of the
original flow have been “transported” downstream and create interesting streak line
patterns there.

Figure 9 shows the streak lines of the well-known Double Gyre flow. We have
chosen a rather long �-interval for computing the streak line vector field (256 �
128 � 1280 uniform grid), which yields long streak lines in the final visualization.
Two streak lines in the left part had to be selected by the user since this part contains
only self-intersecting streak lines.
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Fig. 9 Streak lines of the Double Gyre flow for t D 10 in the � -interval Œ�10; 0�. The two red
curves have been selected by the user from a set of pre-computed self-intersecting streak lines in
order to fill the domain. Otherwise the left part would not have been filled by Algorithm 1 since it
contains mainly self-intersecting streak lines. Topology/Placement: 0.5/0.5 s

7 Conclusions and Future Work

We analyzed the spatial projections of characteristic curves in terms of cusps and
self-intersections. These insights allowed us to develop a novel placement method
for streak and path lines.

Future work needs to address the issue of intersecting field lines. Here, we
avoided them as much as possible, but this may also leave certain areas less covered.
Also, such visualizations could communicate other properties of the flow (curvature,
vorticity, converging/diverging, etc.) by allowing a varying density of the shown
field lines. Of course, incorporating intersections and dense areas into an image
calls for new rendering approaches for these kinds of visualizations to maintain a
certain visual clarity.
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Glyphs for Non-Linear Vector Field Singularities

Alexander Wiebel, Stefan Koch, and Gerik Scheuermann

1 Introduction

Vector field singularities (also called critical points), i.e. zeros in the vector field,
are a central ingredient to the analysis of vector field topology [10]. In two-
dimensional as well as three-dimensional vector fields they are the locations at
which separatrices (lines in 2D, surfaces in 3D) originate or end. These separatrices
partition the field into areas with streamlines that have the same origin and
destination (˛ and ! limit sets) and thus allow to divide the fields into areas with
similar behavior. Unfortunately, this partition is only useful for time-independent
vector fields or instantaneous snapshots of time-dependent vector fields. When
considering complete time-dependent vector fields the critical points lose their
importance concerning a partition of the space. Still, for time-dependent fields,
they are important in the development of certain flow features. The usefulness of
their tracking and visualization has for example been shown in the context of vortex
breakdown [7].

The obvious importance of singularities for the overall flow behavior results in
a need for the analysis of the flow in the vicinity of such singularities. In the past
vector field singularities themselves have been visualized mainly by showing either
only their location with a dot or a sphere, or with glyphs illustrating the nature
of their linear approximation. A prominent example of the latter are the iconic
representations of the repelling/attracting and rotating nature of the field around the
singularities that can be found in a paper by Theisel et al. [21]. They go beyond the
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Fig. 1 From left to right: Saddle point, saddle Point with seeding sphere, saddle point with seeding
sphere and deformed sphere illustrating the flow behavior, other perspective of previous image and
another perspective of the same image. Note how the glyph (deformed sphere) illustrates the non-
linear behavior around the saddle point; linear behavior would produce an ellipsoid (see Sect. 3.2)

common visualization showing only arrows for the directions of the eigenvectors of
the linear approximation (Jacobian matrix).

In this paper we want to go even further and illustrate also the non-linear behavior
of the field around a singularity. Therefore we introduce glyphs (see Fig. 1) whose
shape and coloring provide information about the behavior of the flow gathered
during a short time integration in the field. In particular, the main contributions of
this paper are:

• An improved and robust computation of the linear neighborhood that was
introduced to visualization by Schneider et al. [19].

• A new type of glyphs that is seeded according to this linear neighborhood and
that describes the non-linear behavior of vector field singularities not only in the
directions of the eigen-manifolds.

• A demonstration of different additions to the glyphs (coloring, FTLE and
streamlets) that emphasize special characteristics of the depicted flow.

As we will show throughout this paper, the introduced techniques can help to
improve visualization, understanding and analysis of vector field singularities and
their surrounding flow. Please note that we do not aim at specific new findings
in application areas. Our method is simply intended to provide additional and
complementary views on the vicinity of the singularities. We explicitly recommend
a combination with other methods (e.g. [15, 16]) described in Sect. 2.

2 Related Work

Glyphs are very common in the visualization of vector fields. One of the first
techniques uses arrows to depict the vectors themselves. It is not attributable a
specific author. The same holds for the use of tripods to depict the linear behavior
of critical points. A more advanced glyph shown by Theisel et al. [21] was already
mentioned in the introduction. Weinkauf et al. [22] presented an icon for higher
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order vector field singularities. De Leeuw and van Wijk [3] combine a collection
of iconic representations for divergence, rotation, shear, curvature, acceleration and
the vector itself to form a glyph called local flow probe. All properties shown by the
local flow probe are derived from the linear approximation of the field. Additionally,
the display of the flow direction and speed, would not work for singular points as the
field is zero there. Recently, Hentschel et al. [11] successfully demonstrated the use
of glyphs in virtual reality to show the deformation of blood cells in a blood flow.

The technique with the most similarities to our work was reported by Löffelmann
et al. [15]. They present abstract depictions of the eigen-manifolds of some types
of singularities and streamlets on spheres around singularities to illustrate the
dynamical system in the vicinity of the points. Löffelmann and Gröller improved
this method by adding streamlets around the characteristic curves of the singular-
ities [16]. In contrast to these methods which focus on the eigen-manifolds of the
singularities, the glyphs produced by our method give an impression of a singular-
ity’s vicinity in all directions without the need of integral lines started on a sphere
around the singularity. We consider the integral line alternative (e.g. the sphere
tufts [15]) to yield significantly more cluttered images. Another important difference
is that our method can illustrate the interaction of close singularities (see e.g. Fig. 7).

While all above methods dealing with singularities require them to be hyperbolic,
hyperbolicity is irrelevant for the construction of the presented glyphs.

Recently glyphs have become very popular to illustrate results from diffusion
weighted magnetic resonance imaging [4, 12]. In this context a large number of
different glyph types that show the diffusion strengths in the different directions as
deformed sphere surfaces has been developed [1,5,17]. Our approach is inspired by
this type of visualization.

As we advect a surface around a singularity to obtain the glyph, flow volumes [2]
by Becker et al. are also related. However, they do not pay special attention to the
characteristics of singularities and their algorithm is much more complex than our
basic advection because of the volumetric subdivision. For long integration times
our method could also need refinement. The sphere can then be interpreted as a time
surface and advected as described by Krishnan et al. [14]. Note, however, that long
integration is not intended for the glyphs themselves.

3 Mathematical Foundations

3.1 Linear Neighborhood

For our algorithm we need the concept of a linear neighborhood around a critical
point as introduced by Schneider et al. [19]. We define the linear neighbor-
hood UL.xc/ around a critical point xc 2 R

3 as the region for which a linear
approximation of the vector field holds within a certain bound CL 2 R; CL > 0:
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UL.xc/ D
�

y 2 R
3

ˇ̌
ˇ̌ kv.y/ � J.xc/ � .y � xc/k

kv.y/k < CL

�
(1)

where J denotes the Jacobian. We describe the computation of the neighborhood in
Sect. 4.

3.2 Note on Ellipsoids in Linear Vector Fields

We note that the application of the advection scheme we use to produce the glyphs
leads to the well known ellipsoidal glyphs in linear vector fields with one isolated
singularity.1 Thus, glyphs for such vector fields can directly be derived from their
Jacobian matrix defining the whole field. The comparatively costly step of advecting
the sphere is not necessary. This holds to some degree also for the field in the linear
neighborhood around a singularity. For any sensible choice of the linearity threshold
the difference to an ellipsoid will not be visible.

The fact that ellipsoids always transform to ellipsoids in linear vector fields
may not be obvious. Therefore we provide a short discussion in the following.
We consider the changes of an ellipsoid under an integral line approximation
algorithm because this is what we use to advect the vertices of the sphere. In the
following, we use the Euler approximation method for simplicity. It is given by
ynC1 D yn C h v.yn/ where y0 is the start position, h the step size and v the vector
field. In a linear vector field this can be written as

ynC1 D yn C h Ayn (2)

where A is the matrix defining the linear vector field and its Jacobian matrix at the
same time. Consider all y0 that make up the sphere (which is a special ellipsoid).
If we add the positions of an ellipsoid to those of another ellipsoid the resulting
positions will again fulfill the quadratic equation defining an ellipsoid, i.e. form
an ellipsoid. The same holds for scaling all positions of an ellipsoid. Together this
means, that we need to show that all Ayn lie on an ellipsoid if all yn lie on an
ellipsoid in order to show that (2) transforms another ellipsoid to an ellipsoid. Proofs
for this statement are available in the literature, see e.g. Hyslop [13].

4 Linear Neighborhood Computation

In contrast to Schneider et al. [19] who only need to guarantee that their points
are somewhere in the linear neighborhood for some of their operations, we are
explicitly interested in the radius of the largest sphere lying completely in the linear

1Linear vector fields with one isolated singularity are defined by invertible matrices.
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neighborhood. Inside this sphere all positions adhere to the linearity condition. We
call the radius of this sphere the radius of the linear neighborhood.

As vector fields are still mostly stored as discrete samples at vertices (building up
a grid of cells for interpolation), we compute the sphere using a cell-based procedure
outlined by Algorithm 1.

Algorithm 1: Computing the radius of the linear neighborhood
input : Position of singularity: singularityPosition
output: Radius of linear neighborhood: radius

cell SearchCell(singularityPosition);
positions GetPositions(cell);
posFound false;
while not posFound do

for pos 2 positions do
if CheckLinearity(pos) then

add GetNeighboringPositions(pos) to newPositions;
// no duplicates in newPositions

else
posFound true;
outsidePositions pos;

end
end
positions newPositions;

end
pos FindPositionWithMinDistToSing (outsidePositions,singPos);
minimalRadiusFound false;
while not minimalRadiusFound do

radius GetMinLinearRadius(singularityPosition,pos);
minimalRadiusFound true;
for pos 2 discretized ball with radius do

if not CheckLinearity(pos) then
minimalRadiusFound false;
break;

end
end

end
return radius;

The linearity test CheckLinearity essentially checks whether the condition
in (1) holds for a certain position. FindPositionWithMinDistToSing
selects the position from the given set which is closest to the singularity. After this
call the grid vertex violating the linearity condition which is closest to the singularity
has been found. The distance of this vertex to the singularity is an upper bound for
the radius of the linear neighborhood. The second part of the algorithm is concerned
with refining the radius. GetMinLinearRadius determines the specific point
on a ray between the vertex and the singularity which first violates the linearity
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condition. Therefore a binary search2 is performed. The search is confined to the
cell which contains the vertex and which is crossed by the ray. Other cells crossed
by the ray are guaranteed to lie completely in the linear neighborhood.

The procedure so far would already compute a reasonable approximation of the
radius for most cases. To handle also all other cases we check whether the linearity
condition holds for all vertices of a discretized sphere with the radius determined so
far. If the check fails for the first time we use the current vertex to reiterate the binary
search on a ray from this vertex to the singularity. Again, we get an approximation of
the radius and check it on a discretized sphere. We repeat this until we have found a
radius for which no vertex on the sphere violates the linearity condition. This radius
is the radius of the linear neighborhood. The iteration is guaranteed to terminate,
because the radius can only decrease in each step, each step uses a separate binary
search and there is a natural minimum (i.e. zero).

5 The Glyphs

5.1 Glyph Generation

As a starting point for the glyph computation, we place spheres with a fixed radius
around the singularities of the vector field. The centers of the spheres are exactly
at the position of the singularities. The spheres are approximated by repeated
subdivision of icosahedra, so that we obtain triangular discretizations for all spheres.
The vertices of the triangulations of the start spheres serve as starting points for a
integral line computation over a certain time interval. The endpoints of these particle
integrations are stored in a so called flow map vector field, which means that the
endpoint of every integral line is stored at the corresponding vertex. The simplest
version of the glyphs, i.e. the spheres advected respectively deformed by the flow
surrounding the singularities, can then be obtained by substituting all sphere vertices
by the corresponding flow map entries.

Because the choice of the initial sphere radius and the integration time are crucial
for easily interpretable and meaningful glyphs, we will now discuss different radius
determination approaches.

5.1.1 Choice of Initial Sphere Radii and CL

The simplest choice is one user defined radius for all glyphs. This gives the user
maximum freedom but may be not the optimal solution concerning depiction of
non-linearity.

2A binary search is suitable here because the error in the linearity condition varies monotonically
along the ray. This is immediately clear for tetrahedral cells because linear interpolation is used for
them. For other cells, i.e. trilinearly interpolated cells, the monotonicity is not given for the whole
cell. However, as the line starts from the “non-linear” vertex closest to the singularity and as the
extrema in a trilinear cell lie on the boundary, the ray can only cross monotonic regions.



Glyphs for Non-Linear Vector Field Singularities 183

If the user is not sure which initial sphere size is suitable for the flow field, the
initial radius of each sphere may be determined semi-automatically. For this purpose
we employ the linear neighborhood introduced in Sect. 3.1, i.e. we use the linear
neighborhood spheres as start spheres. Only the parameter CL has to be given by
the user. It indicates how non-linear the field has to be at the starting sphere. The
resulting radii are meaningful for each glyph separately, because they will reflect
exactly the degree of non-linear flow behavior the user aims to illustrate around each
singularity. This is guaranteed as the advection then starts where a certain degree of
non-linearity starts. According to the considerations in Sect. 3.2 very small CL will
lead to nearly ellipsoidal glyphs. Note, that the semi-automatic choice results in
separate starting radii for the different singularities.

5.1.2 Choice of Integration Time

Besides the choice of the radii for the initial spheres, the integration time for the
integral line computations is very important to obtain meaningful glyphs. Again,
users can either select the value manually or use an automatically computed
integration length for each single initial sphere.

We determine the automatic integration time such that the vertices of a starting
sphere are advected approximately a distance (arc length) that is equal to half the
radius of that sphere. In fact, we determine the median integration time all vertices of
the sphere need to travel this prescribed arc-length. This integration is then used to
advect all vertices of the sphere to their final positions. Thus the glyphs are between
half and 1.5 times the size of the starting sphere.

5.2 Rendering Styles

To elevate the characteristic of the glyphs we provide different color maps and a
glyph evolution.

5.2.1 Color Maps

Color mapping on the glyphs can support the perception of the deformation of the
initial sphere through the non-linear flow behavior and can be used to add additional
information. We provide two color maps for the first and one color map for the latter
task.

First, the value range of the radii can be mapped on our glyphs. As a result of this,
we obtain depictions of large values at the positions on the glyphs which have a large
distance to their singularity and vice versa we depict small values at the positions
that are close to the singularity. Therefore, this color map emphasizes the percep-
tions of the glyph shape and supports its fast and easy interpretation by the user.
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Fig. 2 The images show a selection of color maps on glyphs for two close singularities (from left
to right): normalized distance to singularity, signed distance to start position and FTLEC

The second color map we provide makes a statement about the deformation of
the glyph relative to the initial sphere. For that purpose, we subtract the radius at all
positions of a glyph from their actual distance to the singularity. Thus, we obtain a
positive value if a position moved outside the initial sphere and a negative value if
the position moved to the inside. Hence, the user is able to get a quick overview of
the glyph shapes relative to the initial spheres without the need to render the spheres.

Coloring glyphs with Lagrangian flow properties depicts divergence and conver-
gence of the flow in the different directions around the singularity. Therefore, we
adapt the surface FTLE technique introduced by Garth et al. [8]. In their paper they
present FTLE computed for surfaces with a small offset from the boundary of flow
embedded surface structures to depict separation of flows. We compute the surface
FTLE for our starting spheres. The resulting scalar field on the glyph is mapped
to color. An example of this version of our glyphs is shown in Fig. 2 in the right
images. Large values indicate a strong stretching of the spherical surface.

Note that the computation of the FTLE causes only a very small amount of
extra computation time because the most expensive part, i.e. the advection of the
vertices of the starting sphere, is already done for the construction of the glyphs.
Only the evaluation of the FTLE values from the flow map has to be performed
additionally. For details on the FTLE computation on surfaces we refer the reader to
the mentioned paper [8] and for more in depth introduction of FTLE itself to works
by Shadden et al. [20] and Haller [9].

5.2.2 Glyph Evolution

Besides the just introduced glyph shapes and color maps, another way to give a
deeper insight into the non-linear flow is to illustrate the deformation of the initial
sphere by showing the evolution of the glyphs over their integration time.

Therefore, we provide the option to interrupt the glyph integration at equidistant
time steps and store the intermediate shapes. Displaying all intermediate shapes with
a color coding of the different advection times provides an instructive visualization.
An example for this illustration is given in Fig. 3.
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Fig. 3 Evolution of a glyph over time. Four steps between initial sphere and final integration
time. The arrows indicate the linear nature of the singularity for reference. The right image is a
high resolution version of the glyph in the left image with color mapping

Fig. 4 Glyphs with streamlets emphasizing the flow direction. Left: Pair of singularity glyphs.
Right: Overview of a group of singularities in the gas furnace chamber data set

5.3 Streamlets

In general, our singularity glyphs do not represent rotational flow behavior well. The
color map encoding the movement of the different vertices can give a first hint in this
regard. However, we generate an additional cue for the flow direction. Therefore we
use all glyph vertices as seeding positions for streamlets, i.e. short streamlines (or
path lines in the unsteady case). As integration time we choose half the integration
as for the glyph surface. The streamlets provide the desired directional cues without
obstructing the visibility of the glyph surface. This is demonstrated in Fig. 4.

In contrast to Löffelmann et al. [15] who seed their streamlets stochastically on a
sphere, we use the triangulation of the glyph for seeding. This strategy increases the
streamlet density where the flow converges and decreases it where the flow diverges,
thus providing additional information about the flow behavior.
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5.4 Steady vs. Unsteady Flow

Up to now we described the technique without any focus on time-dependent or time-
independent vector fields. Fortunately, the whole idea applies to time-dependent as
well as time-independent fields without any major changes. The advection of the
sphere vertices is done exactly the same way. The only difference is that their traces
are path lines instead of streamlines in the unsteady case.

As we discussed earlier, singularities in time-dependent fields have a somewhat
different meaning than in steady fields. Thus they deserve some special comments.
First, we can simply use instantaneous vector field singularities as in the steady
case. However, in the unsteady case there also exist other definitions of meaningful
critical points. The most recent definition are the motion compensated critical points
given by Fuchs et al. [6]. They are not the obvious singularities in the vector field,
but vector field singularities in a specially chosen local frame of reference. As these
singularities are also given as simple points, they fit well into our approach and can
be used as centers for the start spheres. The advection of the points can then be done
either in the originally given field or in the field in the local frame of reference. The
choice depends on the desired meaning: the first simply depicts the flow around the
critical point the second puts a special emphasis on the critical points influence on
its neighborhood.

5.5 Implementation Details

The basis for the glyphs are spheres that have been approximated with the trian-
gular discretization. As described above, the triangulation is derived by repeated
subdivision of an icosahedron. Except where mentioned explicitly, all images in
this paper use a subdivision depth of three yielding 1,280 triangles for each sphere.
This resolution was sufficient to capture all desired details in our experiments, while
being coarse enough to be easily handled by any graphics card with simple 3D
support.

5.6 Special Cases of Glyphs

Figure 5 shows glyphs for singularities close to the boundary. The radius of the start
sphere of some of these glyphs (arrows) is larger than their distance to the boundary.
Thus some of their points lie outside the data domain. These points need special
treatment because they cannot be advected at all. Two possibilities seem useful.
One is discarding all triangles containing such a point. This leaves a hole where
the problematic points are. The hole nicely indicates the fact of non-advectable
points while producing no visual artifacts. Increasing the resolution of the starting
spheres yields smaller holes. This looks nicer but is very expensive regarding time
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Fig. 5 Singularity glyphs with manually selected radius close to the boundary of a flow embedded
ball with a hole. Some glyphs (some marked with arrows) are open on one side because the radius
was chosen larger than their distance to the wall. The upper right image shows glyphs with higher
resolution than in the upper left image. The lower right image shows the same glyphs as in the
lower left image but with enabled clipping

and memory. The second possibility is to clip the mentioned triangles at the data
domain boundary. This results in glyphs nicely attached to the boundary. Jagged
parts in theses glyphs indicate shear flow close to the boundary (which is quite
common). This is also quite costly in our naive implementation. However, this is
only needed for producing final high quality images, and a much more effective
implementation is easily achieved by using acceleration data structures like octrees
for the intersection step.

6 Application Examples and Discussion

Most of the examples used in this paper are singularities from a vector field
representing the flow in a furnace chamber of a central heating system as used
in single-family homes. As can be seen in the overview of the dataset given in
Fig. 6, the flow contains many (87) isolated singularities as it is very turbulent. The
turbulence in this example is not a problem of the design, it is intended to ensure a
good intermixture of air and gas for an effective combustion process.

The large number of singularities in this data set leads to many very close
singularity pairs. The interaction of such singularities is nicely visible in Fig. 7. The
flow around the left singularity (a source) in the left image is repelling and the right
singularity (a saddle) attracts the flow in one direction. The expansion of the left
glyph causing a “dent” in the right glyph illustrates this effect. A similar illustration
is shown in the right image where the attracting and repelling parts of two saddle
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Fig. 6 Left: Overview of glyphs for all singularities of the turbulent furnace chamber dataset.
Right: Zoomed in and slightly rotated version of the same visualization reveals the details. All
images are produced with automatically determined radius and integration time

Fig. 7 Pairs of glyphs for close-by singularities with radius larger than linear neighborhood

points interact. Such an interaction is not representable with any other previous
technique, like for example the eigenvector arrows shown in the same image.

Figure 5 shows glyphs advected in a time-dependent data set. It represents
the flow around a ball with a hole through its center. We illustrate instantaneous
vector field singularities taken from a single time step. The special properties of
the glyphs in Fig. 5 have been discussed in Sect. 5.6. We compute all information
for all rendering styles in one step before displaying the glyphs. This allows us to
switch between the different renderings immediately. The computation time of the
preprocessing step ranges from 5 to 30 s depending on the chosen glyph parameters
for datasets with less than 100 singularities. Our naive special treatment of glyphs
close to the boundary (mentioned above) is not included in these numbers. The
measurements where performed on one core of an Intel(R) Xeon(R) CPU with
2.40 GHz.
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7 Conclusion

We have presented a new type of glyphs for vector field singularities that is capable
to illustrate a number of the characteristics of the non-linear behavior of the field
around the singularities. Users can determine the size and meaning of the glyphs
by either prescribing an initial radius or a linearity threshold. Changing the latter
they can explore the different degrees of non-linearity around the singularities. The
glyphs are applicable for time-independent as well as time-dependent vector fields.
The concept can be easily extended to 2D using circles instead of spheres.

In order to keep the flow behavior and its representation by the glyph shape
consistent, some limitations of the overall technique are unavoidable. For example,
we can not scale the glyphs to a size that would make it possible to see an overview
of the whole field with all glyphs in sufficient detail. If we increase the size of the
glyphs after the advection step, the consistence is lost. The glyphs would mislead the
observer to believe that the flow in the volume covered by the glyph is represented by
the glyph although only the flow in a small part of the volume would be responsible
for the shape. Thus, we decided to show the glyphs in their original size (which is
large enough to be noticed in an overview, see Fig. 6) and leave it to the user to
zoom in to see the details of the local behavior. A future extension simplifying the
analysis of the singularities in the context of the whole dataset could be an interface
similar to the interactive closeups presented in the context of medical exploration by
Ropinski et al. [18]. We recommend to show the starting spheres together with the
glyphs in general (e.g. Fig. 1). This allows the user to put the deformation in relation
to the original shape. In the paper we have omitted the spheres in most cases.

As future enhancement, we plan to depict the unsteadiness as introduced by
Fuchs et al. [6] by a color map on the glyphs. We are already working on an
extraction of the exact shape of the linear neighborhood (not as sphere).
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2D Asymmetric Tensor Field Topology

Zhongzang Lin, Harry Yeh, Robert S. Laramee, and Eugene Zhang

1 Introduction

We define the topology of two-dimensional (2D) asymmetric tensor fields, whose
analysis can benefit a wide range of applications in solid and fluid mechanics
[23, 24]. Topology-based analysis has achieved much success in the processing and
visualization of scalar fields [1,6], vector fields [2,8,13,14], and symmetric second-
order tensor fields [3,16,21]. Not only can topology provide a concise representation
of the fields of interest in these applications, it also enables a framework for
systematic multi-scale analysis and temporal feature tracking.

There has been relatively little work in asymmetric (second-order) tensor
fields [23,24]. Dodd [5] develops a method to represent the geometry of a symmetric
tensor field in terms of its geodesics. The method can be used for a global realization
of the tensor field, which allows the user to identify the presence of inconsistencies
and singularities in the data. To the best of our knowledge, asymmetric tensor
field topology has not been defined, even in the 2D case. Asymmetric tensor fields
appear to have richer structures, in terms of both the number and the variety,
than vector fields and symmetric tensor fields. We define the topology of a 2D
asymmetric tensor field in terms of two topological graphs: eigenvector graph
and eigenvalue graph, based on the eigen-analysis of the tensor field. The nodes
of these graphs correspond to regions of tensor field features. The graphs not
only describe adjacency relationships between the regions, but also dictate the
topological constraints that need to be satisfied by any tensor field simplification
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procedures. We also provide algorithms to construct the graphs given an asymmetric
tensor field.

The rest of the chapter is organized as follows: we review related work in Sect. 2,
and provide the definition for eigenvalue and eigenvector graphs as well as an
algorithm to extract them in Sect. 3. We demonstrate the usefulness of these graphs
by applying them to some simulation data in Sect. 4. In Sect. 5, we conclude and
discuss some possible future directions.

2 Related Work

Vector field topology: Much work has been devoted to the extraction and visual-
ization of vector field topology [11]. Helman and Hesselink define the topology
for vector fields representing fluid flow and propose an analysis and visualization
framework [8]. Scheuermann et al. [13] suggest a novel approach to detect higher-
order singularities. Several algorithms have been proposed for extracting periodic
orbits [2, 19, 20], an important constituent of vector field topology. Tricoche et
al. [18] suggest a singularity tracking method for time-dependent vector fields.

To deal with noise in the data, various vector field simplification techniques
have been proposed. First-order singularities are either merged into higher-order
ones [15] or removed through systematic pair cancellation operations [14, 22]. The
simplified topology is easier to perceive and understand while the most prominent
structures of the original vector field are maintained.

Symmetric tensor field topology: The topology of symmetric tensor fields is
also well studied. Delmarcelle and Hesselink [3] introduce hyperstreamlines for
symmetric tensor fields. In addition, they visualize asymmetric tensor fields by using
hyperstreamlines for symmetric tensor components while encoding non-symmetric
components in an additional vector field.

Delmarcelle and Hesselink [4] and Hesselink et al. [9] define the topology for
2D and 3D symmetric tensor fields. Zheng et al. [25] point out that the degenerate
features in 3D tensor fields form curves and propose a fast computation method for
integrating degenerate lines in 3D symmetric tensor fields. Furthermore, a number of
vector field simplification techniques have been adapted to tensor fields [16,17,21].

Asymmetric tensor field analysis: In contrast to symmetric tensor fields, there
is relatively little work focusing on asymmetric tensor fields. However, tensor fields
that appear in many engineering phenomena and problems are asymmetric in nature,
such as the velocity gradient tensors of fluid flow and the deformation gradient
tensors in solid medium. Zheng and Pang [24] define degeneracies of asymmetric
tensor fields based on singular value decomposition of the tensor field. They also
introduce the concept of dual-eigenvectors which allow directional information
contained in the tensor field to be visualized even when real-valued eigenvectors
do not exist. Zhang et al. [23] introduce the notions of eigenvalue manifold and
eigenvector manifold, which are supported by tensor re-parameterizations with
physical meaning and lead to effective visualization techniques. To the best of
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our knowledge, the topology of asymmetric tensor fields has not been defined nor
systematically studied.

3 Asymmetric Tensor Field Topology

In this section, we define asymmetric tensor field topology in terms of two graphs
based on eigen-analysis, i.e., the eigenvector graph and the eigenvalue graph.

3.1 Eigenvector Graph

A 2D asymmetric tensor has either two real eigenvalues (real domain) or a pair of
complex conjugate eigenvalues (complex domain). Unlike a symmetric tensor, the
eigenvectors corresponding to the two real eigenvalues are not orthogonal even in
the real domain, and a separate treatment defining the dual-eigenvectors is needed in
the complex domain. Zhang et al. [23] define the eigenvector manifold as a sphere
illustrated in Fig. 1. The equator of the sphere corresponds to symmetric tensors
(pure anisotropic stretching), while the poles represent anti-symmetric tensors (pure
rotations). The north and south 45ı latitudes are boundaries between the real and
complex domains, with the equator inside the real domain and the poles inside the
complex domain. These arcs divide the sphere into four regions: Wr;n, Wr;s , Wc;n,
and Wc;s . The subscripts r and c denote the real and complex domains, and n and
s represent the northern and southern hemispheres, respectively. A real or complex
region in the northern hemisphere has a counterclockwise rotational flow, while a
region in the southern hemisphere has a clockwise rotational flow. A tensor field

Fig. 1 Eigenvector manifold:
the orientation of the
rotational component is
counterclockwise in the
northern hemisphere and
clockwise in the southern
hemisphere. Each hemisphere
is partitioned into real
domains and complex
domains. The equator
represents pure symmetric
tensors (irrotational flows),
while the poles represent pure
rotations [23]
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T .p/ introduces a continuous map �T from the domain of T to the eigenvector
manifold, whose inverse ˇT D ��1T leads to a partition of the domain of T into a
collection of four types of regions (Wc;n, Wr;n, Wr;s , and Wc;s). The boundaries of
these regions correspond to the equator and north and south 45ı latitudes. The pre-
image of the poles are referred as the degenerate points.

We define the eigenvector graph of T such that each node in the graph
corresponds to a (connected) region in the partition. In addition, every degenerate
point is treated as a node. The edges in the eigenvector graph represent the adjacency
relationship among the regions (including degenerate points). Due to the continuity
of �T and ˇT , the following adjacency relationships are not possible: (1) Wr;n and
Wc;s , (2) Wr;s and Wc;n, and (3) Wc;n and Wc;s . For velocity gradient tensors, (3)
dictates that it is impossible to transition from a vortex core of counterclockwise
rotation (Wc;n) into a vortex core of clockwise rotation (Wc;s), or vice versa, without
going through the real domain, i.e., stretching-dominated region. Such constraints,
when applied to a sequence of slices of a 3D data, have the potential of helping
domain experts understand the evolution of flow features over time or in space as
well as during continuous multi-scale analysis.

Figure 2 shows two slices from a diesel-engine simulation data set [10]. The four
types of regions Wc;n, Wr;n, Wr;s , and Wc;s are expressed using light red, dark red,
dark green, and light green, respectively. The textures in the background depict the
vector field.

3.2 Eigenvalue Graph

Zhang et al. [23] re-parameterize the set of 2 � 2 asymmetric tensors as follows:

�d

�
1 0

0 1

�
C �r

�
0 �1
1 0

�
C �s

�
cos 2� sin 2�
sin 2� � cos 2�

�
(1)

where �d D .a C d/=2, �r D .c � b/=2, and �s D .
p
.a � d/2 C .b C c/2/=2 are

the strengths of isotropic scaling, rotations, and anisotropic stretching, respectively,
and � provides the directions of the stretching. Based on this parameterization,
any non-zero asymmetric tensor can be mapped onto the eigenvalue manifold
fv D �

�d ; �r ; �s
� jv � v D 1 and �s � 0g as shown in Fig. 3. There are five special

points in the eigenvalue manifold, corresponding to v D �
1; 0; 0

�
(positive isotropic

scalingDC),
��1; 0; 0� (negative isotropic scalingD�),

�
0; 1; 0

�
(counterclockwise

rotation RC),
�
0;�1; 0� (clockwise rotation R�), and

�
0; 0; 1

�
(anisotropic stretch-

ing S ). A tensor T is said to be dominated by one of the above five characteristics,
if the image of T onto the eigenvalue manifold has a smaller spherical distance to
the special point than any of the other special points. The inverse of this projection
leads to a partition of the domain of the asymmetric tensor field, as each region in
the partition is dominated by the same characteristic. The region dominated by a
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Fig. 2 This figure illustrates the eigenvector graphs applied to two slices of a 3D engine
simulation data set [12]. The slices are cut at the 63mm .1a/ and 73mm .2a/ from the top of
the cylinder in the diesel engine simulation [10]. Note that the icons showing nearby degenerate
points can overlap during rendering, such asD2 4 andD2 5 in .1a/. In addition, some regions are
too small to be visible without zooming. For example, R1 3 in .2a/ is a small Wr;n region (dark
red) surrounded by R2 4, a large Wr;s region (dark green)

characteristic is expressed using colors: DC in yellow, D� in blue, RC in red, R�
in green, and S in white (Fig. 4).

We define the eigenvalue graph as follows: the nodes in the graph correspond
to the regions in the partition, while each edge encodes the adjacency relationship
between a region pair. Notice that two regions may share more than one boundary
segment. In this case, each boundary segment will be encoded into an edge in the
eigenvalue graph. Figure 4 provides an example illustration using the same data
shown in Fig. 2. In Fig. 4(1a), there are two segments between regions R1 1 and
S 5. Consequently, there are two edges between them in the graph. Notice that not
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Fig. 3 Eigenvalue manifold: there are five special points on the manifold, which are positive and
negative scaling, counterclockwise and clockwise rotation, and anisotropic stretching. The Voronoi
decomposition with respect to these five special points partitions the manifold into five cells, where
the flow is dominated by different characteristics [23]

every configuration pair is possible, such as a RC and R� pair. In this case, any
curve connecting the two regions must pass through some other type of region. This
is a topological constraint that is specific to asymmetric tensor fields. Moreover,
the eigenvalue graph can be considered as a 2D cell complex [7], where each 2D
cell corresponds to a junction point shared by three regions (a tensor there satisfies
j�d j D j�r j D �s). The cell complex must satisfy that the alternating sum of the
number of cells (vertices, edges, and faces) equals the Euler characteristic of the
underlying domain. This is yet another aspect of asymmetric tensor field topology.

3.3 Graph Construction Algorithms

We now describe our algorithm to compute the eigenvector and eigenvalue graphs.
In our setting the underlying domain is represented by a triangular mesh. The
tensor values are defined on the vertices of the mesh and propagated into edges
and triangles through the interpolation scheme described in [14].

The most challenging aspect of the algorithms is to identify the nodes in the
eigenvalue and eigenvector graphs. Notice that with the exception of degenerate
points, a node in an eigenvector graph or eigenvalue graph is a connected component
of the domain that has certain characteristics, e.g., Wr;n, Wr;s, Wc;n, Wc;s for the
eigenvector graph, andDC,D�, RC, R�, and S for the eigenvalue graph. We refer
to part of the domain corresponding to such a node as a region. Notice that a region
can intersect multiple triangles or be contained completely inside one triangle. We
refer to the intersection of a region with a triangle to be a subregion. A subregion
is represented by the set of its boundaries. We represent a region as a list of all
subregions.



2D Asymmetric Tensor Field Topology 197

Fig. 4 This figure illustrates the eigenvalue graphs applied to slices of a 3D engine simulation data
corresponding to those shown in Fig. 2. Each segment of the boundary between a pair of regions
is depicted as an edge in the graph between the corresponding two nodes. For instance, there are
two edges connecting node R1 1 and S 5 in (1b), which indicate that the boundary between region
R1 1 and S 5 in (1a) is divided into two segments

To construct the eigenvector graph, we first compute the intersection of each
triangle with a particular type of region, i.e., Wr;n, Wr;s, Wc;n, or Wc;s . This leads to
a partition of each triangle into subregions of different types. Next, we iteratively
merge adjacency subregions in adjacent triangles that belong to the same type. This
leads to the regions, i.e., the nodes in the eigenvector graph. As part of the second
step, we also establish adjacency relationship between regions of different types,
thus constructing the edges in the graph. Finally, we extract the degenerate points
which are also nodes in the graph. We then generate edges that connect these nodes
with their container nodes, which must be a complex region.
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The most complicated part of the computation is the first step, i.e., computing the
intersection of a triangle with a particular type of region. This requires the extraction
of the region boundaries, which satisfy the conditions �r D 0 (equator), �s D �r
(north 45ı latitude), and �s D � �r (south 45ı latitude). Given the interpolation
scheme, �r D 0 corresponds to linear segments while �s D j�r j correspond(s) to
quadratic curves. While all these types of boundaries can intersect the edges of a
triangle, it is possible that an ellipse can be contained entirely inside a triangle.
This last case corresponds to a Wc;n or Wc;s region strictly inside the triangle. Our
algorithm is able to detect these cases as well. Figure 5 provides an illustration of
this. Given a triangle (Fig. 5a), we perform the following computation:
1. For each edge in the triangle, decide whether and where it intersects the boundary

of a particular type of a region (Fig. 5b).
2. Trace boundary curves within the triangle from the aforementioned intersection

points on the edges of the triangle (Fig. 5c).
3. Determine if any internal elliptical region exists, and locate its position (Fig. 5d).
4. Create subregions and classify their types (Fig. 5e).

After all subregions have been computed, graph nodes are created for the
subregions and a merging process is conducted to consolidate adjacent subregions
with the same type into regions (Fig. 5f).

Constructing the eigenvalue graph is similar (Fig. 6). The only difference is
that the boundaries of subregions can also intersect at junction points that are in
the interior of a triangle. Consequently, we need to first locate all junction points
(Fig. 6b) before tracing the boundaries (Fig. 6c).

Locate intersection points: An edge of a triangle can be parameterized by a
parameter t where 0 � t � 1. Denote the tensors at the two vertices of the edge as

a b c

d f

1
2

3

4
5 6

7

8

e

Fig. 5 Eigenvector graph construction: (a) given a tensor field defined on a triangular mesh, (b)
each edge of the triangles is visited to locate possible intersections with region boundaries; (c)
starting from the intersection points, the boundaries are traced within each triangle; (d) possible
internal elliptical boundary is detected; (e) after subregions are created, their types are determined;
(f) finally, a merging process is performed to consolidate adjacent subregions with same type into
a single region
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Fig. 6 Eigenvalue graph construction: (a) given a tensor field defined on a triangular mesh,
(b) triangle edges are visited to locate possible intersections with region boundaries, possible
junction points within the triangle are also detected; (c) the boundaries are then traced starting
from the intersection points; (d) possible internal elliptical boundary is detected; (e) subregions
are then created and their types are classified; (f) finally, adjacent subregions with same types are
merged into a single region

Ti D
�
ai bi
ci di

�
where i D 1; 2, then the tensor can be linearly interpolated for points

on the edge as

Tt D
�
at bt

ct dt

�
D
�
.1� t/a1 C ta2 .1� t/b1 C tb2
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The points on the boundary between Wr;n and Wr;s regions satisfy �r D 0, i.e.,
atCdt D 0, which is a linear equation. For points on the boundary between a real and
complex domain pair satisfy �s D j�r j, which can be found by solving the following
quadratic equation:

g.t/D �sj2t � �r j2t D .at � dt /2
4

C .bt C ct /
2

4
� .ct � bt /2

4
D 0 (3)

Note that not all solutions are real intersection points. We will only accept those
appearing on the intended edge segment.

Locate junction points: In the case of eigenvalue graph, there can be junction
points located within the triangles, satisfying j�d j D j�r j D �s . We can find such
points by identifying intersection points between two types of curves: the boundary
between real and complex domains (�s D j�r j) and the boundary between scaling-
dominant and rotation-dominant regions (�d D ˙ �r ). Recall that the former leads
to a quadratic equation while the latter a linear one. There are a maximum of four
solutions in every triangle, each of which corresponds to a junction point.

Trace boundary curves: Starting from the intersection points and the junction
points, we trace the boundaries in each triangle. As mentioned above, the boundaries
are either piecewise linear or piecewise quadratic.

The components of the tensor, i.e., a, b, c, and d , inside a triangle can be linearly
interpolated using local coordinates .x; y/. For each boundary, we first determine a
scalar function such that the boundary is one of the function’s iso-lines. For instance,
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points on the boundary that separate real and complex regions satisfy �s D j�r j, i.e.,
.a � d/2 C .b C c/2 � .c � b/2 D 0. We define the following scalar function:

g.x; y/D .a.x; y/� d.x; y//2 C .b.x; y/C c.x; y//2 � .c.x; y/� b.x; y//2 (4)

The tracing direction is given by the gradient of this function from the intersection
or junction point.

To determine the direction at a given point during tracing, we rotate the gradient
vector of g.x; y/ by �=2. Directions for other types of boundaries are obtained
similarly. Each boundary is guaranteed to end at an intersection point or a junction
point (Fig. 6c).

Internal elliptical boundaries: As previously mentioned, a region may be
completely contained in a triangle. When this happens, the region boundary must
be elliptical. Such an ellipse has no intersections with triangle edges or another
region boundary except in degenerate cases, and cannot be identified by tracing
from intersection points or junction points.

To detect such an ellipse, we first compute the coefficients in (4) for the quadratic
boundary and determine whether it is an ellipse or a hyperbola. If it is an ellipse,
there can be four scenarios:

1. The ellipse intersects with the triangle.
2. The ellipse is entirely inside the triangle.
3. The ellipse is entirely outside of the triangle and has no intersections with the

triangle.
4. The ellipse encloses the triangle.

If the ellipse does not intersect the triangle, we evaluate the quadratic function
from (4) at the center of the ellipse and the vertices of the triangle. Based on the
sign of these values as well as whether the center of the ellipse is inside the triangle,
we can determine whether an internal ellipse exists, and if so create a subregion
(Fig. 5d).

4 Results

We apply our graphs to a diesel-engine simulation data set. The asymmetric tensor
field we analyze is the velocity gradient tensor field. Figures 2 and 4 show the
eigenvector and eigenvalue graphs, respectively, for two slices (10 mm apart). In
both figures the textures in the background illustrate the input vector field.

Figure 7 uses another slice (83mm from the top of the engine cylinder) to com-
pare the eigenvector graph and the eigenvalue graph with the entity connection graph
(ECG) [2], a more general form of vector field topology than vector field skeleton.
ECG highlights the connectivity among the fixed points via separatrices, which
represents quite different topology from those of the tensor topology. We believe
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Fig. 7 This figure compares the eigenvector graph (1), eigenvalue graph (2), and vector field
topology (3) of the slice at 83mm from the top of the cylinder in the diesel engine simulation.
In (3b), R and A represent the repellers and attractors, and S indicates the saddles. Vector field
topology and tensor field topology can provide mutually complemental information of the data
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that vector field topology and tensor field topology can provide complemental
information about the underlying flow.

The eigenvector graphs in Fig. 2 demonstrate how and where a pair of co-rotating
vortices coalesce into a single vortex of the same rotation. This can be seen by
examining multiple nodes in the complex domain (light green or light red) of the
same hemisphere that are connected to a common node in the real domain (dark
green or dark red) of the same hemisphere. A couple of vortex coalescence processes
can be detected in the transition from (1) to (2): see C2 1 and C2 2, and C2 3
and C2 4 in Fig. 2. On the other hand, a pair of counter-rotating vortices tends
to maintain its form. A counter-rotating vortex pair can be identified by the edge
connection from a node in the complex domain (light green or light red) to the
corresponding node in the complex domain in the opposite side (light red or light
green). The connection needs to go through two nodes of the different rotations in
the real domain. It must be emphasized that the foregoing vortex behaviors are often
discussed for line vortices in fluid mechanics. Our tensor field topology enables the
users to analyze complex flows with basic understanding in fluid mechanics. The
eigenvalue graphs shown in Fig. 4 can provide systematic criteria for flow feature
reduction, i.e., part of the multi-scale analysis. For example, an isolated node in the
graph that is connected with only one edge may merge into the surrounding flow
characteristic, such as S 1 andD1 1 in Fig. 4(2b).

5 Conclusion and Future Work

We have defined the topology of asymmetric tensor fields in terms of eigenvector
graphs and eigenvalue graphs, and introduced algorithms to construct the graphs
given a tensor field. We also point out several topological properties for asymmetric
tensor field topology and their physical meanings in terms of fluid mechanics.

In future research, we plan to study how to combine the three types of graphs,
i.e., eigenvalue graph, eigenvector graph, and entity connection graph (vector field
topology), in order to provide stronger analysis of the vector fields. The quality of
a graph is greatly effected by its layout. We plan to explore optimal graph layout
algorithms for eigenvalue and eigenvector graphs. Compared to vector fields and
symmetric tensor fields, the topological changes for time-dependent asymmetric
tensor fields appear to be more complex and require more sophisticated techniques
for feature tracking. In addition, it is less intuitive how to perform asymmetric tensor
field simplification which is important to multi-scale analysis. We plan to address
these challenges in our future research. Finally, it is our goal to extend this work to
the topological analysis of 3D asymmetric tensor fields, a largely untouched topic
in tensor field visualization.
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On the Elusive Concept of Lagrangian Coherent
Structures

Jens Kasten, Ingrid Hotz, and Hans-Christian Hege

1 Introduction

The concept of Lagrangian coherent structures (LCS) plays a fundamental role in
the analysis of time-dependent flow fields. The idea of coherent structures (CS)
developed about fifty years ago in the context of semi- or fully turbulent flows [11].
One of the first observations of such large-scale structures was made by Roshko and
Brown [1] at a turbulent plane mixing layer using shadowgraphs. Before CS were
found, it was assumed that turbulent flows are only determined by chaotic particle
motion where structures of different scales arise, dissolve and affect each other. The
analysis of the vast amount of structures was restricted to statistical methods. Today,
there is a general consensus that besides the chaotic motion of particles, there are
CS exhibiting a more coarse and orderly flow behavior. The finding that turbulent
flow is not purely chaotic but embodies orderly structures had a deep impact on
fluid mechanics.

However, despite their importance, there is no commonly accepted precise
mathematical definition of CS. Moreover, Hussain [12] states that “in principle,
concepts like CS are best left implicit”. On the other side, the extraction of CS
is a fundamental goal in the analysis of complex flow fields. As a result, a variety
of individual interpretations and more or less formal definitions of CS have been
proposed, from an Eulerian as well as Lagrangian point of view. Examples are the
definitions by Michalke [12] or Farge [3], both proposing a “coherence function”.
Others give more conceptual definitions. Yule suggests that CS should follow three
requirements: (1) being repetitive, (2) survive distances larger than structure size,
(3) significantly contribute to the kinetic energy [30]. While Hussain considers
these conditions, at least partly, as “unnecessary and unrealistic”, he defines CS as
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“connected turbulent fluid mass with instantaneously phase-correlated vorticity over
its spatial extent” [11]. Farge states, that “the only definition of a coherent structure
that seems objective is a locally meta-stable state, such that, in the reference frame
associated with the coherent structure, the nonlinearity of Navier Stokes equations
becomes negligible” [3].

In the past ten years, an approach to LCS by Haller became quite popular. He
proposes a concept of distinguished material lines or surfaces in the flow field. To
extract these structures, he refers to the finite-time Lyapunov exponent (FTLE) [9].
FTLE measures the separation of infinitesimally close particles over a finite-time
interval T . Typically, FTLE is computed using the gradient of the flow map. Haller
states that the extremal structures of the FTLE field are possible boundaries of
LCS [10]. Shadden and Marsden [23, 24] even define ridges of the resulting scalar
field as LCS.

More recently, other Lagrangian feature extraction methods dealing with
the eduction of LCS have been investigated in the visualization community.
Typically, a local feature identifier is integrated along a pathline resulting in
an averaged scalar value. The finite time span T used for the averaging is a
crucial parameter of all these methods. It defines the temporal scale of the feature.
Examples for local feature identifiers are acceleration, separation or unsteadiness
[4, 13, 14].

The purpose of this paper is to critically review selected results of popular
realizations of LCS related to FTLE. This comprises raising questions as whether
Lagrangian features and their development should always be associated with path-
lines. It is not intended to give final answers but to illustrate various aspects of LCS.
As an addition to existing feature concepts, we propose a formal complementary
Lagrangian feature concept that possibly fills some gaps. It includes the concept of
a feature identifier equipped with two further components: a spatial and a temporal
measure for the importance of the local structure, feature strength and feature
lifetime.

For the analysis, we will use some two-dimensional well-known datasets. The
Stuart vortex model [25] illustrates the flow of two layers of fluid with different
velocities. The Oseen vortex model [18] is a simple analytical model that is complex
enough to generate different time-dependent features. Furthermore, the flow behind
a circular cylinder is used to discuss known FTLE structures. As an outlook, we use
the dataset of a jet that is a complex turbulent dataset.

2 Concepts of Lagrangian Coherent Structures

Currently, many efforts in visualization and analysis of unsteady flows take up the
idea of LCS. The goal of this section is to recall some of the reoccurring ideas and
notions and to try to distill an underlying concept.
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2.1 Material Lines

Many discussions pursue the idea that temporally developing flow features should be
close to material lines. Such features result in structures building a kind of material
barrier, minimizing crossflow.

Haller defines a material line as a “smooth curve of fluid particles advected by the
velocity field” and describes them as finite-time invariant manifolds [9]. In terms of
integral surfaces, material surfaces are path surfaces and material lines correspond
to time lines in the surface. Material lines can be interpreted as transport barrier.
In this context, Haller proposes to define LCS boundaries as distinguished material
lines advected with the flow [8]. As an example, he refers to hyperbolic repelling
material lines.

2.2 Pathline Predicates

Independently, Salzbrunn et al. [22] proposed a framework based on pathline
predicates. A Boolean function decides if a pathline, constricted to the data domain,
exhibits a certain property of interest. Thereby, two groups of predicates can be
distinguished. The first group considers the pathline as geometric entity. The second
group relies on properties derived from the flow like vorticity. This framework is
very general. Many pathline-based approaches, including material surfaces, can be
subsumed under this concept. Methods that do not investigate the entire available
pathline, but only a finite-time interval T , do not strictly follow this idea of pathline
predicates. This comprises approaches that average local feature identifiers along
pathlines, like unsteadiness and acceleration [4, 13].

2.3 Finite-time Lyapunov Exponent (FTLE)

Currently, the most common realizations of LCS in flow visualization are based on
FTLE. It measures the separation of infinitesimally close particles over a finite-
time interval T and became popular through Haller’s work. He has suggested
characterizing LCS as extremal structures of both the forward and backward FTLE
field. Later on, he has relativized this view presenting an example where FTLE
ridges do not necessary mark LCS [10]. But still, FTLE ridges depict LCS in
a wide range of configurations and are used in many applications [19]. Shadden
even defines LCS as ridges in FTLE. He shows that the resulting structures are
approximately advected by the flow with negligible fluxes across the structures [23].
This puts FTLE into context with material lines and surfaces.
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There are multiple possibilities to implement the concept of FTLE. Typically,
the computation of FTLE utilizes the flowmap (F-FTLE). Since this involves the
integration of multiple pathlines, it does not strictly fit into the framework of pathline
predicates. Another variant, called localized FTLE (L-FTLE), bases the computation
on the local separation generated by the Jacobian along a single pathline. This
approach comes closer to the concept of pathline predicates.

2.4 In Summary

Most methods are characterized by a local feature identifier (separation, accelera-
tion, pathline curvature, unsteadiness) that is accumulated or averaged for a given
finite time T along a pathline. Differences origin from different time parameters T

and different local measures. The proper choice of the parameter T is subject of
many discussions. In general, an increasing time parameter T is considered to lead
to more accurate results.

In the following, we examine the two major underlying assumptions in more
detail: 1. Longer integration times lead to more accurate results. 2. Features are
attached to pathlines. Thereby we focus on local identifiers related to stretching, but
many of the arguments carry over to the more general case.

3 Separation Related Feature Identifiers

We base our investigations on two feature identifiers related to flow separation and
convergence, which will be introduced in this section. The first one is the FTLE. In
this paper, we have chosen the L-FTLE variant. For the examples considered, the
flow map approach yields very similar results and, thus, this choice is not essential
for the following discussion. A detailed comparison of both methods can be found
in [14]. As second measure, we introduce averaged stretching, which only considers
the local norm of the separation without taking its directions into account. There are
other interesting FTLE-related measures as proposed by Haller [9], which are not
considered here.

3.1 L-FTLE

While the flowmap FTLE (F-FTLE) measures the separation of close-by particles
over a finite period of time, L-FTLE reflects the behavior of infinitesimally close
particles along a single pathline. It is based on the integration of the Jacobian matrix
J along the pathline. Given a flow field v, the Jacobian of v is a generator of
separation. Its symmetrical part quantifies the separation along the pathline.
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Consider a pathline p.t/ D p.x0; t0; t/ for a particle started at space-time location
.x0; t0/. The deviation of trajectories of infinitesimally close particles started at
.x0 C ı0; t0/, with ı0 ! 0, is given by the differential equation

Pı.t/ D J.p.t/; t0 C t/ı.t/. (1)

Solving the differential equation yields

ı.t/ D exp

�Z t

0

J.p.�/; t0 C �/d�

�
ı0. (2)

Given a finite time span T , the matrix

�T .p/ D exp

�Z T

0

J.p.t/; t0 C t/dt

�
(3)

expresses the mapping of a neighborhood at the starting point p.0/ onto its
deviations at the end point p.T /. Compared to the flow map approach, this matrix
corresponds to the gradient of the flow map. Defining a temporal discretization of
the pathline T D �t � N , where �t is the length of one time step and N the number
of steps, Equation 3 can be approximated as

�T .p/ '
N�1Y
iD0

exp.J.p.i�t/; t0 C i�t/ � �t/. (4)

L-FTLE is now defined as the largest separation of this mapping. It is computed as

L-FTLEC.x0; t0; T / D 1

T
ln.jj�T .p/jj�/, (5)

where jj:jj� depicts the spectral norm of the resulting matrix.

3.2 Averaged Stretching

While L-FTLE considers the deformation of the neighborhood of a particle over
a finite time T , we are now interested in the averaged separation a particle
experiences, independent from its direction. This corresponds to the average of the
instantaneous maximum separation. In the discretized version, we therefore use the
L-FTLE computed only for one time step �t and define

S�t .x; t/ D 1

�t
ln .jj exp.J.x; t/�t// jj�/. (6)
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This measure is averaged along the pathline for a finite time interval T D �t � N

IT .x0; t0/ D 1

T

NX
kD0

S�t .p.x0; t0; k�t/; t0 C k � �t/ � �t . (7)

4 Critical Analysis of Selected Examples

In this section, the measures introduced in Sect. 3 are applied to selected examples.
Thereby, we will analyze the resulting structures and put it into context with the
notion of LCS and pathline related features.

4.1 Stuart Vortices

The analytic Stuart vortex model represents a two-dimensional time-dependent
flow with elliptical convecting vortices moving from left to right with the medium
velocity of the flow field. The model can be interpreted as a simple version of a
shear layer, i.e., the velocity is lower in the upper half than in the lower half. The
flow is analytically defined as

u.x; t/ D sinh.2 x2/

cosh.2 x2/ � 0:25 � cos.2.x1 � t//
C 1

(8)

v.x; t/ D � 0:25 � sin.2.x1 � t//

cosh.2 x2/ � 0:25 � cos.2.x1 � t//

It is a periodic flow with a temporal period of T D � . We use a dataset resulting
from a sampling to a regular grid.

To analyze the dataset, we computed the forward L-FTLE for different integra-
tion times T , see Fig. 1. Red indicates high FTLE values and white low values. The
blue regions depict areas, where the FTLE cannot be computed due to the dataset
boundary. As expected, the increasing integration time leads to more and crisper
details in the visualization. The elliptical Stuart vortices are clearly highlighted.

Besides, one can make following observations: After a few periods a stable ridge
bounding the vortices is emerging. This matches the statement by Green et al. [7]
that the location of the ridge indicating the boundary of the vortex does not change
with increasing time. In contrast, the inner regions become clearer and sharper, but
also change in position and frequency. The location of these FTLE-ridges depends
on the integration time and does not converge for increasing integration time T .
The high FTLE values result from “separation events” far away in spatio-temporal
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domain, which are advected with the flow. The significance of such features for flow
analysis is not clear and should not be interpreted as LCS.

In order to filter out the stable ridges, representing LCS, we propose to average
the FTLE fields belonging to different integration times. The result for an average
of integration times T D 10; 11 and 12 is shown at the bottom right of Fig. 1. The
high FTLE values within the vortex vanish and the region boundaries stay visible.

Next, we focus on the white regions in the center of the vortices indicating no
separation. Here, the FTLE value changes from red (high separation) for small T

to white (low separation) after a few integration periods. In the center, the locally
strong separation vanishes. To understand this behavior, we have seeded three
pathlines, one in the vortex center and two on the vortex boundary on the FTLE
ridge. Along the pathline, the instantaneous deformation induced by the Jacobian
exp.J.x; t/�t/ is visualized using glyphs, see Fig. 2. In the left figure, the seeding
points are displayed including the first glyph. The right image shows the pathlines
and the glyphs in a three-dimensional visualization, where time is used as third
dimension. The integration time for the FTLE and the pathlines is T D 10, which
corresponds to approximately three periods of the dataset. The color of the glyphs is
determined by the maximum local separation as defined in Equation 6. Blue depicts
high and white low values. It can be seen that the pathline in the center exhibits a

Fig. 1 Forward L-FTLE of the Stuart vortex dataset for T D 1; 2; 5; 10 and 15, where one period
corresponds to T D � (from left top to bottom right). The image bottom right is the result of
averaging the images for T D 10; 11 and 12. The colormap is the same for all images – white
color corresponds to low and red to high FTLE values. With the increasing integration time the
features become more crisp and detailed, partially resulting from an structure advection along
trajectories
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Fig. 2 Analysis of the local separation along three pathlines. The colormap is the same as in Fig. 1.
The local separation is depicted by glyphs deformed by the Jacobian matrix. While the FTLE value
is high in the outer regions and low in the center, the local separation shows strong values along
the center pathline and lower values along the outer pathlines

Fig. 3 Forward averaged stretching values of the Stuart vortex dataset for T D 1; 5; 10 and 15

(from left top to bottom right). With increasing integration times, the separation in the vortex
centers does not vanish in contrast to the values of the L-FTLE measure

constantly high local separation, which is always higher than the local separation
along the other two pathlines. Moreover, the separation points always in the same
direction on the center pathline. Thus, it might be surprising at first sight that the
FTLE value vanishes. Closer inspection shows that this results from the rotational
part of the Jacobian, which is not visualized in this representation. Keeping this in
mind, it cannot be concluded that low FTLE values mean that the particle does not
experience high separation. FTLE shows a combination of both flow components –
rotation and stretch.

A feature identifier that measures the local separation a particle experiences has
been introduced in Equation 6. Figure 3 displays the result for integration times of
T D 1; 5; 10 and 15. Red marks high and white low average separation. Again blue
regions depict seedings where the pathlines left the domain. These visualizations
illustrate that the average separation is high in the entire vortex region with maximal
values in the center and at the boundary of the vortices. The averaged separation
value converges toward its final value after a few time periods.
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To put it in a nutshell, we can make the following observations when analyzing
this dataset:

1. The locations of FTLE ridges do not necessarily indicate boundaries of LCS. One
has to distinguish two kinds of structures. First, there are structures that stabilize
after some integration periods. The corresponding pathlines experience periodic
“separation events” and represent the actual boundaries of LCS. Second, there are
structures with no definite position, where one “separation event” is transported
along pathlines. It is to expect that for an integration time approaching infinity, it
will become arbitrary dense and will fade out.

2. Low FTLE values do not necessarily mean that there is no separation along the
pathline. Therefore, it is meaningful to analyze the local separation in addition to
FTLE.

4.2 Cylinder Dataset

This dataset, referred to as cylinder dataset, resulted from a time-dependent 2D CFD
simulation of the von Kármán vortex street [17,29], the flow behind a cylinder with
Re D 100, see Fig. 4. It consists of 32 time steps. The flow is periodic, allowing a
temporally unbounded evaluation of the field.

To analyze the contribution of the advection of separation to the final FTLE
image, we compare the FTLE results, cf. Fig. 5, with a simple visualization using
dye-advection, cf. Fig. 4. The dye is injected into the time-dependent flow in front
of the cylinder. Advection results in a streak line visualization with very similar
patterns to backward FTLE. Thus, if local separation takes place constantly at one
position – as it is the case for this dataset at the cylinder –, FTLE mainly transports
this high separation values just as streaklines transport the stationary dye. The
apparent feature originates mainly from the local separation at the cylinder.

Fig. 4 Visualization of time-dependent dye-advection combined with image-based flow visual-
ization. The dye is advected along streaklines. The typical pattern of backward FTLE can be
recognized in the advected dye
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Fig. 5 L-FTLE computed for the cylinder dataset computed for two shedding periods. White color
corresponds to low and blue to high FTLE values

4.3 Mixing of Oseen Vortices

The Oseen vortex models a line vortex that decays due to viscosity. The velocity V�

in the circumferential direction � is given by

V�.r/ D 	

2�

1 � e�. r
rc

/2

r
, (9)

where r is the spatial coordinate with origin in the center of the vortex, rc is a
parameter determining the core radius and the parameter 	 the circulation contained
in the vortex. For further information we refer to Rom-Kedar et al. [21] or Noack
et al. [16].

We use this example to discuss the second assumption, that features ought to
be attached to pathlines. For this purpose, we focus on saddle like features, since
vortices have the property to trap particles inside. Figure 6 shows a time-dependent
saddle-line, which is extracted as tracked minima of the acceleration. In addition,
we seeded pathlines in the vicinity of this feature. As discussed in [13], the time-
dependent saddle-line is not associated to any pathline. In general, particles do not
stay in the vicinity of such features for a long time.

4.4 Turbulent Jet

This dataset represents a turbulent, non-periodic flow [2, 15]. It is generated from
a three-dimensional time dependent large eddy simulation of a jet. It consists of
about 6; 000 timesteps – we used steps 5,000–5,500 for our computation, which
corresponds to a temporal interval of length 50. From this dataset, the center slices
are extracted resulting in a two-dimensional unsteady dataset. In Fig. 7, the forward
and backward FTLE computed in the unsteady two-dimensional dataset for a length
of T D 5 are displayed.
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Fig. 6 2D time-dependent dataset of the mixing of six Oseen vortices with time as the third
dimension. The LIC at the bottom is colored according to acceleration. The thick yellow line
depicts tracked minima of the acceleration showing saddle behavior. In the vicinity, pathlines are
seeded

The discovery of the existence of large-scale structures, so-called CS, superim-
posing a chaotic background-flow was a big breakthrough in turbulent flow research.
Under this perspective, it is interesting to have a look on how well FTLE copes with
turbulent data. Figure 7 shows the forward and backward FTLE structures extracted
from the jet dataset. There is a vast amount of structures visible, in particular
multiple crossings of forward and backward FTLE. Even though the explicit
physical interpretation of this slicing is not clear it is sufficient to demonstrate the
complexity of the emerging structures, which we leave without interpretation at this
point.
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Fig. 7 Forward (red) and backward (blue) FTLE for the two-dimensional time-dependent dataset
of a jet for the integration time T D 5. The colormap was introduced by Garth et al. [5]

5 An Alternative Concept of Features

The third example in our discussions suggests that there are also relevant features
that do not fall into the framework of pathline predicates or can be interpreted as
distinguished pathline. In the following, we propose an alternative point of view
that considers features as spatio-temporal entities detached from single particles.

The idea is also based on a local feature identifier F .x; t/ similar to those
accumulated or averaged to define pathline predicates. Instead of following these
scalar values along the pathline, the resulting scalar field is examined for a fixed
time step, e.g., by extracting its extremal structures. The Lagrangian perspective
comes into play by choosing a Lagrangian identifier as, e.g., particle acceleration.
Minima of the acceleration or maxima of the local separation correspond well to
certain flow features as, e.g., vortices.

The temporal development of these features is no longer related to a particle
trajectory and has to be tracked by other means. There are several concepts and
algorithms available to solve similar tasks, e.g., Feature Flow Fields [26, 28] or the
tracking of vector field singularities [6, 27]. Another tracking algorithm proposed
by Reininghaus et al. [20] also addresses the problem of high feature density. The
paper proposes an importance filter, which combines persistence as a spatial feature
strength with the idea of feature lifetime [13]. This results in a spatio-temporal
importance measure by integrating the spatial measure over the feature line. Similar
filters could be used to distinguish important structures from non-relevant features.

6 Conclusions

This paper gives a short overview on the development and characteristics of LCSs in
the area of flow visualization and analysis. In the history of the analysis of turbulent
flows, LCS were a breakthrough, but, still, there is no common understanding nor
formal definition, covering all aspects of LCS. The FTLE measure and its extremal
structures can be considered as one successful realization of LCS. It highlights
interesting flow structures in many applications. But one should also be aware that,
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even in non-turbulent flow fields, there are structures that cannot be depicted by
FTLE. It is important to interpret the results carefully to avoid misconceptions.
There are also examples where similar features can be obtained with much simpler,
less computationally expensive methods. As Example 4.2 shows, there can be a
close connection to streaklines.

From the analysis of path-line related methods applied to a few well-known
examples we summarize our observations as follows: Increasing integration time
does not always improve the results. There are Lagrangian features that cannot be
formulated in terms of pathline features. There is not yet a satisfying interpretation
of FTLE ridges for complex and especially for non-periodic data sets. Finally, we
conclude that FTLE is one realization of LCS but does not cover all aspects of LCS.
There is also a need for features not related to pathlines, which could build on the
concept of local identifiers, feature strength and lifetime.
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Ridge Concepts for the Visualization
of Lagrangian Coherent Structures

Benjamin Schindler, Ronald Peikert, Raphael Fuchs, and Holger Theisel

1 Introduction

There have been various attempts to find lines or surfaces that characterize the
structures of an unsteady flow field in a similar way as topological skeletons [11]
characterize a steady flow. The most influential approach is probably Haller’s
definition [9] of Lagrangian coherent structures (LCS) as the ridges in the scalar
field of finite-time Lyapunov exponents (FTLE). Numerical experiments [21] have
shown that these ridges coincide well with material lines (in 2D flow) or material
surfaces (in 3D flow). However, this coincidence is not something that could be
formulated as a mathematical statement, because the FTLE contains a parameter,
the integration time, and also because there are multiple definitions for a ridge.
Such a statement would for example hold in the limit of infinite integration time
if a steady flow is assumed. Then, the Lyapunov exponent would be constant per
trajectory, and the ridges, under any reasonable definition, would be material lines.
In scientific visualization, we have to deal with finite time domains, and here it turns
out that FTLE ridges can deviate significantly from material lines or surfaces.

An obvious error metric for comparing different types of FTLE ridges, FTLE
watersheds and related features is the flux through these lines or surfaces. The flux
per unit length can be computed as the normal component of the velocity vector
minus the velocity with which the feature moves in the normal direction. The latter
can be estimated by tracking the feature over a small time interval.
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Besides comparing different types of FTLE ridges with respect to this error
metric, a second goal of this paper is to explore other FTLE-related concepts. The
definition of FTLE contains a normalization and a natural logarithm. These two
operations are inherited from the (infinite-time) Lyapunov exponent, where they are
needed to make it independent of the starting time of a trajectory and, under the
conditions of the Oseledec theorem, also independent of the trajectory. In the finite-
time case these independences do not hold. Therefore, neither the logarithm nor the
normalization (which both are monotone functions) are needed. By omitting the two
functions, the largest eigenvalue of the (right) Cauchy-Green deformation tensor is
obtained. This leads us to the study of the eigenvalues and eigenvectors of this tensor
as a basis for an alternative definition of LCS lines and surfaces.

2 Related Work

FTLE have been used by the fluid dynamics community for visualizing flow
phenomena such as flow separation [21], vortex rings [20], transport barriers [16],
or flows generated by jellyfish [18]. In the visualization community, algorithms
for efficient FTLE computation and subsequent visualization techniques were
developed in recent years. Garth et al. [7] presented a technique for 2D flow,
and later for 3D flow [6] where direct volume rendering was used to visualize
the FTLE field. As an alternative to a full computation of a 3D FTLE, they
proposed to compute the FTLE only on planar cross sections for gaining efficiency.
Sadlo et al. [22] addressed the efficiency issue with a hierarchical approach
where the sampling grid is refined only in the vicinity of ridges. In a later
paper [23], grid advection was used in order to exploit temporal coherency of
time-dependent velocity data. Lipinski and Mohseni [15] present a method to track
ridges over time to reduce the amount of FTLE computations for time-dependent
data.

Besides algorithmic aspects, visualization researchers also found novel uses for
FTLE. Bürger et al. computed an FTLE field for steering particle seeding in a
particle-based visualization [1]. Also in terms of applications there is a recent
diversification of uses of FTLE. They have been used for visualizing the flow in
the small bronchial tubes by Soni et al. [24] and for cell aggregation by Wiebel
et al. [29].

Shadden et al. [21] give an analytical and numerical analysis of the suitability
of ridges of FTLE for being used as LCS. Their demonstration that FTLE ridges
behave nearly as material lines is based on two non-standard ridge definitions that
both have the problem that they are overdetermined (see Appendix). While they
express desirable properties of ridges, the fact that practical ridges deviate from
these is a motivation to study the effect of the chosen ridge definition on feature
extraction from FTLE or related data.
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3 Background

The flow map (in mathematics sometimes simply called the flow) of a vector field
u .x; t/ is the map from the point where a massless particle is seeded at time t0 to
the point where it is located at time t . The flow map is denoted by ˚t

t0
.x/. Formally,

it is described by the following initial value problem

@

@t
˚t
t0
.x/ D u.˚t

t0
.x/ ; t/; ˚t0

t0
.x/ D x: (1)

Its gradient F D r˚t
t0
.x/ leads to the (right) Cauchy-Green deformation tensor

C D F>F. With this, the finite-time Lyapunov exponent (FTLE) can be defined as

� .x; t0; t / D 1

jt � t0j ln
�p

�max .C/
�

(2)

where �max .C/ denotes the largest eigenvalue of C.
The FTLE therefore describes the rate of separation of a pair of particles, where

the maximum is taken over all spatial orientations of the pair. The FTLE can also be
computed for a flow map going backward in time. In that case it describes attraction
rather than repulsion.

3.1 Watersheds, Height Ridges, and Section Based Ridges

Even though ridges in a 2D height field are easily recognized by the human eye,
there is not a unique ridge definition. Generally, a ridge is a lower-dimensional
manifold in a scalar field that generalizes the notion of a local maximum.

A natural definition of a ridge is the watershed. For a 2D scalar field the
watershed is obtained by integrating the gradient of the field, starting at a saddle
point. Intuitively, this means to walk uphill from a pass to a peak, always taking
the direction of the steepest slope. In topological terms, watersheds are part of the
topological skeleton of the gradient field. This way, extension to 3D scalar fields
is straightforward: They are the unstable 2D manifolds of saddle points. Sahner
et al. [26] used such 2D watersheds for their concept of strain skeletons in 3D
velocity fields.

Height ridges are a generalization of local maxima. A (maximum convexity)
height ridge of co-dimension one is given by the points which have a zero first
derivative and a negative second derivative if derivatives are taken in the direction
of the minor eigenvector of the Hessian [3]. Here, the minor eigenvector refers to the
eigenvector associated with the smallest signed eigenvalue. Often this set of points is
further reduced by additional constraints in order to remove false positives [14, 19].
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Section based ridges are obtained by finding local maxima in a set of parallel
n � 1-dimensional sections and connecting them [12]. Obviously, the orientation
chosen for the sections influences the result, and reasonably good results can be
expected only if the ridge is roughly orthogonal to the sections. Section based ridges
have the advantage that they do not require second derivatives.

In 3D velocity fields, it can be observed that the FTLE field often has surface-
like maxima, defining structures which are approximately orthogonal to the major
eigenvector. Therefore, a height ridge of co-dimension one can be used to represent
such structures [22].

4 Tensor Field Lines

LCS are obtained by applying any of the above ridge definitions to the FTLE field.
Since the FTLE field only depends on the eigenvalues of C, an alternative is to
include also the eigenvectors of C. The background of this is: The Cauchy-Green
tensor C is a positive symmetric tensor, and U D C1=2 is the right stretch tensor in
the polar decomposition F D RU, while R is a rotation matrix. The eigenvectors Ni

of U (being also the eigenvectors of C) are orthogonal and contain the directions of
maximal and minimal stretch. The eigenvectors ni of the left stretch tensor V (with
F D VR) are the vectors Ni after rotation, ni D RNi (see Fig. 1).

A tensor field line is obtained by integrating along the minor eigenvector of C.
The seed point for this integration can be a local FTLE maximum or another point
which is assumed to lie on an LCS. Integration is stopped when a degenerate point
is approached where the eigenvector direction becomes undefined. The resulting
structures have the property that they are aligned with the direction of maximal
stretching. Tensor field lines are included in this study as an alternative to ridges.

5 C-Ridges

Section based ridges are biased by the sectioning direction. However, this can be
largely reduced by using sections that are taken orthogonal to the predicted ridge
direction. In our case of ridges of an FTLE field �.x/, such an orthogonal direction
exists, namely the major eigenvector N1 of C, as was explained in Sect. 4. The ridge
obtained this way can be expressed by

N1 � r� D 0 and .H� � N1/ � N1 < 0 (3)

where H� denotes the Hessian of � . It differs from the height ridge only in the
use of the eigenvector N1 which for a height ridge must be replaced by the minor
eigenvector of H� . This new type of ridge, restricted to points where � > 0, fulfills
two of the conditions of Haller’s new concept of weak LCS (cf. [10], Definition 7),
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time t0 time t0 + T

flow map gradient F = ∇Φ
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Fig. 1 Tensor field line of C D F>F acting as a repelling material line. When advected, its
particles are mapped by ˆ and their neighborhoods by F
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Fig. 2 Radial integration
method used for C-ridge
surfaces

while the other two (material surface, the surface itself is orthogonal to N1) can hold
in general only in the limit t ! 1. For brevity of notation, we will use the name
C-ridges for these ridges.

The C-ridge can be extended to a surface in 3D by taking a local FTLE maximum
as the seed point and a tangential plane orthogonal to the major eigenvector. In
Fig. 2 we illustrate the integration approach for the C-ridge. At the seed point the
ridge normal vector is given by the major eigenvector N1 of C. We choose a vector
v00 normal to N1 and rotate this vector around N1 in discrete angular steps, giving
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vectors v0i . We denote the j th integration step in the i th direction as vij and the
resulting point as qij . At qij a correction step is done in the direction of the local
eigenvector N1, maximizing the FTLE value � . The result is denoted by pij . The
next step vi jC1 is then computed as the projection of the previous stepping direction
vij onto the normal plane of N1 at the point pij . Integration is stopped when � drops
below a given threshold.

It is worth clarifying that both height ridges and C-ridges can be detected locally,
i.e., they would not require a seed point. However, local maxima of FTLE always
lie on a ridge, and by taking (a subset of) the maxima as the seed points a subset of
“important” ridges is obtained. This approach is also computationally more efficient,
even though it means that duplicates must be checked for. Furthermore, it allows
ridges to be tracked over time by tracking the local maximum, which is easily done
by following the steepest ascent.

As a side note, the same procedure without the correction step would give the
3D analog to the tensor field line, which has been used also for visualization [28].
However, it is well known [25] that a surface exactly orthogonal to the major
eigenvector does not exist in general.

6 Error Metric for the Material Line/Surface Property

Material lines and surfaces have the property that there is zero flux crossing the
line or surface. A straightforward error metric is therefore based on the flux. When
computing the flux we have to take relative velocities because the line or surface is
moving. Formally, for the case of a line � in 2D, this is

Z

�

.u.x.s; t/; t/ � c.s; t// � n.s; t/ds (4)

where x.s; t/ is the position of the curve point with parameter value s at time t ,
u.�; t/ the velocity field, c.s; t/ is the point’s velocity as given by its tracking, and
n.s; t/ is the curve normal.

For a local measure, the flux is taken per unit length (or unit area). Its
computation requires computing LCS for a sequence of time steps. LCS curves
(or surfaces) are tracked over time and the speed orthogonal to the LCS is derived
from its motion. This speed is compared to the local velocity field, again projected
onto the orthogonal space of the LCS. The difference is the local flux, i.e., the flux
per unit length or area. Since the local flux is commensurate with a velocity, it
can be normalized by dividing it by the local velocity magnitude. Normalized local
fluxes were used by Shadden et al. [21]. This error metric can be used for line-
type structures in 2D domains and for line-type and surface-type structures in 3D
domains.
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The tracking of an LCS over time is done by tracking its seed point. For the
majority of the above feature definitions the seed point is a local FTLE maximum,
which is simply tracked by following the gradient (steepest ascent method). The
remaining feature types, watersheds and tensor field separatrices, are seeded at
saddle points of the FTLE field and degenerate points of the tensor field C,
respectively. These other seed points could be tracked by a critical point tracking
method [8, 27]. For our study, we did a simple tracking by proximity.

However there is no one-to-one mapping between these seeds and the FTLE
maxima where ridges are seeded. At the initial time step, the best matching
watershed and tensor field separatrix have to be found manually. After each
tracking step it is verified that the watershed still extends to the FTLE maximum
and the separatrix does this sufficiently close. If not, this means that a “bifur-
cation” event has happened. Then the tracking is stopped, and the procedure is
re-initialized.

7 Results

In this section we evaluate the differently defined LCS on series of time steps of two
2D vector fields. We also use a 3D dataset from [22] for a qualitative comparison of
height ridges and the proposed C-ridges.

7.1 “Double Gyre” Example

The double gyre is an analytic unsteady 2D vector field which was used by Shadden
et al. [21] to demonstrate that saddles of vector field topology can deviate from the
point of actual saddle behavior. The field is defined by

u.x; y; t/ D ��A sin.�f .x; t// cos.�y/
v.x; y; t/ D �A cos.�f .x; t// sin.�y/df .x;t/

dx

(5)

where
f .x; t/ D " sin.!t/x2 C .1 � 2" sin.!t// x (6)

and A D 0:1; ! D �=10; " D 0:25. First, we use long-time FTLE to reproduce the
findings from Shadden et al. [21]. Then, different ridge types are compared using
short-time FTLE. This makes sense because the difference in flux is expected to be
more pronounced when short integration times are used.
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7.1.1 Results for Long-Time FTLE

As a first test, we measured the flux through a height ridge of an FTLE of the “double
gyre” computed with integration time T D 30, and compared this with the findings
of Shadden et al. [21]. Their Fig. 8 can be roughly confirmed with our method of
computing height ridges of FTLE. Also the flux through this ridge is consistent with
their values. However, our height ridge computed for the same parameter values
(A D 0:1; ! D 2�=10; " D 0:1) passes the point x D 1:019; y D 0:9370888 that
means that the ridges disagree by about 0.0003. We computed the FTLE field using
the C version of Netlib’s RKF45 with relative error setting of 10�9 (and consistently
also with 10�8), and with a grid resolutions of 2 � 10�7 and 2 � 10�6 (see Fig. 3b).
We computed a flux less than 10�5 (five times less than computed by Shadden et al.)
with either of the two resolutions. The normalized flux, as defined in Sect. 6 is less
than 0.0002.

7.1.2 Results for Short-Time FTLE

The goal of [21] was to investigate the sharp FTLE ridges that result from flow
maps taken over a long integration time T . It is mentioned that FTLE ridges are less
suitable for short times T . However, in the practice of data visualization the time
domain is bounded by the available datasets, and very often it is too short to develop
sharp ridges. If ridges are “soft”, the different ridge definitions lead to the extraction
of significantly different curves. It is one of the main purposes of this study to

 0.9370

 0.9371

 0.9372

 1.0185  1.0186  1.0187  1.0188  1.0189  1.0190  1.0191  1.0192  1.0194 1.0193  1.0195

t = 0, low res
t = –0.0002
t = 0
t = 0.0002

c

Fig. 3 Short-time and long-time FTLE of the “double gyre” vector field. (a) FTLE at t D 0,
integration time T D 3. The white rectangle marks the close-up region used in Fig. 4. (b) FTLE
with integration time T D 30 in the region discussed in [21]. (c) Extracted height ridge on close-
up region at t D 0 and t D ˙0:0002
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compare these definitions and the resulting ridge curves in terms of their geometry
and their cross flux which quantifies their deviation from being material lines.

In Fig. 4, the main ridge of a short-time (T D 3) FTLE of the “double gyre”
is shown. The height ridge (red), section-based ridge (orange), C-ridge (green) and
tensor field line (blue) are all seeded at the local FTLE maximum near the x-axis.
The FTLE watersheds (black) are seeded at a saddle point. Since there are several
watersheds converging to the same local maximum, the best one in terms of cross-
flux was taken for the comparison. The separatrix of the tensor field C (magenta) is
seeded at a degenerate point. These do not converge to FTLE maxima as they are
not directly related to the FTLE field. For the comparison we took the one separatrix
that approaches the chosen FTLE maximum most closely.

The set of 5x5 particles in Fig. 4 shows that all curves have some particles
crossing them in the time interval .1:0; 2:0/. Toward the bottom of the image, all
feature lines except the tensor field separatrix (magenta) coincide with the two FTLE
watersheds (black). The height ridge (red) originating at the FTLE maximum below
the bottom of the image curves to the right at t=1.0 and later connects with the
branch reaching to the left. In either stage the long branch of the height ridge follows
closely one of the two watersheds. Also the C-ridge (green) closely follows it. Some
of the curves are crossed by fewer particles, such as the y-section ridge (orange),
the tensor field separatrix, and in particular the tensor field line (blue) which is
consistent with the flux plot in Fig. 5b for the same time interval.

The evaluation result using our error metric is shown in Fig. 5 where normalized
fluxes are plotted for the various types of ridge curves. In Fig. 5a fluxes are measured
at the lower end of the ridge. Since this ridge is quite pronounced here, most curves
nearly coincide. The exception is the tensor field separatrix which does not run
on top of the ridge. In Fig. 5b where the ridge starts to fall off, it turns out that
height ridges, watersheds and C-ridges behave similarly throughout the time domain
t D 0; � � � ; 10.

Fig. 4 Close-up of the “double gyre” with advected particles and the tracked feature lines: height
ridges (HR), FTLE watersheds (WS), y-section ridge (YR), C-ridge (CR), tensor field line (TL),
tensor field separatrix (TS). (a) Time t=1.0. (b) Time t=2.0
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Fig. 5 Fluxes per unit length measured for the various feature lines over the full periodic time
range t D 0; � � � ; 10 of the “double gyre” field. FTLE ridges: height ridges (HR), y D const
section ridges (YR), C-ridges (CR), watersheds (WS). Field lines of C: seeded at FTLE max (TL),
at degenerate point (TS). Integration time used for computing C and FTLE was T D 3. (a) Fluxes
through feature lines at y D 0:2. (Integration time T D 3). (b) Fluxes through feature lines at
y D 0:6. (Integration time T D 3)

7.2 Square Cylinder Example

This vector field is a transient 3D simulation of the flow about a square cylinder (or
cuboid) done with Ansys’ finite-volume solver CFX. The cuboid vertically extends
only to one half of the computational domain, therefore the fluid (water) can flow
over the top and instead of a classical von Kármán vortex street a chain of more
three-dimensionally shaped vortices appears as can be seen in Fig. 6a where vortices
are visualized by a �2 isosurface.

We use the full 3D version of the data set for a qualitative analysis. We
implemented the tensor field surface as discussed in Sect. 5. Fig. 6b shows that it
is consistent with the FTLE color-mapped on the slice. For the quantitative analysis
we use this 2D slice on the half height of the cuboid. The reason is that not all of the
feature lines have a well-defined 3D analog. We cropped the slice to a rectangle of
physical size 0:18 by 0:06. Only ridges passing through the seed point as indicated
in Fig. 7 are shown. Since the features extend mostly along the x-axis, we also
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added ridges based on constant x sections to the comparison. The results are plotted
in Fig. 8, where we selected time steps t D 0:13 and t D 0:14 and manually picked
as the seed point one of the FTLE maxima.

Similar observations as in the first example can be made here. Through all
structures there is non-negligible flux. The three types of ridges give very similar
results with the C-ridge being slightly but consistently better than the other two. The
tensor field lines which geometrically deviates from the ridges has similar repulsion
strength, but the cross-flux differs for some of the time steps quite significantly, e.g.,
at t D 0:14 there is almost no flux. The time steps t D 0:13 and t D 0:14 are shown
in Fig. 7.

Summarizing the evaluation of both examples, we observe that both tensor field
lines and FTLE watersheds can drift away at some point from an FTLE ridge. This is
because these methods are based on integration and lack a local correction toward a
maximum. With the proposed error metric, tensor field lines cannot be qualified
as better or worse than FTLE ridges. We included ridges based on axis-aligned
sections only for the purpose of comparison. Their simple definition and the fact
that the FTLE structures happen to be roughly oriented in axes directions makes
them useful as a reference.

Section based ridges with sections taken perpendicular to the minor eigenvector
of C are, however, a valid alternative. Not only can C-ridges be computed with just
first derivatives of FTLE (which is sufficient for iteratively finding local maxima)
but also the directional information contained in C is exploited, which is missing in
the FTLE field and therefore in its height ridges. In all cases where watersheds and

Fig. 6 Flow about a square cylinder. (a) Vortices (isosurfaces of �2). (b) C-ridge surface and
FTLE in a slice at half height of the cylinder

Fig. 7 Height ridge (HR) passing the selected local FTLE maximum (circled), tensor field line
(TL) seeded at the same point, tensor field separatrix (TS) seeded at the nearest degenerate point.
(a) Time t D 0:13. (b) Time t D 0:14
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Fig. 8 Error of feature lines at selected time steps in the square cylinder example. HR: height
ridge, WS: watershed, XR: x D const section ridge, CR: C-ridge, TL: tensor field line, TS: tensor
field separatrix. (a) Flux per unit length through feature lines, t D 0:13. (b) Flux per unit length
through feature lines, t D 0:14

height ridges are in good accordance, the C-ridge was found to be also consistent
with them.

7.3 Francis Turbine Example

This vector field is an unsteady CFD simulation of an entire Francis turbine. High
FTLE values can be found at the lower end of the draft tube where it branches in two
parts. This region of interest was already used by Sadlo et al. [22] to compute height
ridges with an optimized method. Here, we compare height ridges and C-ridges in
terms of mesh quality. By using the following brute-force method, we make sure
that mesh quality is not influenced by any optimization technique.

On a regular grid the flow map ˚ is computed and from this the gradient
F, the Cauchy-Green tensor C, the FTLE � as well as its gradient and Hessian
H� . All derivatives are computed by convolving with derivatives of Gaussian.
Depending on the choice of height ridges or C-ridges, the major eigenvector of
H� or C is computed on all grid nodes. Then, in a loop over the cells, the Marching
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Fig. 9 Comparison of height ridge (a) and C-ridge (b) in Francis turbine data, both extracted with
Marching Ridges method

Ridges algorithm [4] is applied. This consists of using principal component analysis
to convert the eigenvectors into a consistently oriented vector field e and then
computing the zero-level isosurface of e�r� . The Asymptotic Decider [17] method
is used for the disambiguation. Finally, all triangles are trimmed at the isoline
� D �min for removing parts below a threshold and at the isoline .H� e/ � e D 0 to
remove non-ridge parts (“connector surfaces” [2]).

Fig. 9 shows that while the two types of FTLE ridges generally coincide, the
height ridge is much noisier. The standard deviation of the Gaussian kernel is a
parameter that affects the smoothness of the ridges. This effect of the scale on ridges
can be studied in a scale-space setting [5,13]. In our study, several fixed values were
used (for Fig. 9 twice the flow map resolution), and the quality difference between
the two types of ridges was found to be consistent. It can therefore be attributed to
the fact that second derivatives of � are needed in the C-ridge only for the trimming
of triangles, but not for the ridge extraction itself.

8 Conclusion

By computing the flux through various types of ridges of FTLE fields, we confirmed
the findings made in [21] and we demonstrated that for shorter integration times the
normalized flux can be 0:1 or more.

We introduced the C-ridge and showed that it is a good alternative to FTLE height
ridges, because it proved to be slightly better quite consistently. The main advantage
of the C-ridge is that it only uses eigenvectors of C, i.e., information that is basically
available when the FTLE field is computed, and first derivatives of FTLE for the
maximum search. Height ridges require second derivatives which is numerically
problematic since the FTLE field already required a numerical differentiation.
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Appendix

In ref. [21] two alternative ridge definitions are used, both of which are overde-
termined and can therefore not be strictly fulfilled in general. In definition 2.2 of
the second-derivative ridge, condition SR1 says that the curve must everywhere
be tangent to the gradient of the FTLE field, i.e., it must be a slope line of � .
Together with an initial condition this fully specifies the curve, e.g., a watershed
of � if a saddle point is taken as the seed point. Condition SR2 also prescribes
the tangent direction of the ridge curve at each of its points, this time as the
eigenvector of the Hessian of � corresponding to the larger (signed) eigenvalue. An
additional constraint is that the other eigenvalue must be negative. Again, condition
SR2 specifies the curve up to a seed point. For practical ridges this means that
at least one of these conditions holds only approximately. Condition SR2 can
be transformed into the standard definition of the (maximum convexity) height
ridge [3] by replacing the tangent direction of the ridge by r� . Height ridges, if
they are sufficiently “sharp”, fulfill SR1 in an approximate sense. A relaxed version
of SR1 can be used to post-filter the set of computed height ridges, e.g., by allowing
for a certain maximum angle between the ridge and r� [19]. Definition 2.1 of the
curvature ridge is overdetermined in the same way as definition 2.2, therefore both
definitions must necessarily be relaxed to become practically usable as, for example,
watersheds, height ridges or surface creases.
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Filtering of FTLE for Visualizing Spatial
Separation in Unsteady 3D Flow

Armin Pobitzer, Ronald Peikert, Raphael Fuchs, Holger Theisel, and
Helwig Hauser

1 Introduction

The concept of flow plays a central role in many fields. Classical application
fields are the automotive and aviation industries. The visualization of data gained
from the simulation or measurement of flow processes is relevant for the domain
users, as visualization has the potential to ease the understanding of complex flow
phenomena.

For a good overall understanding of the flow, the identification of areas with
coherent flow behavior has proved to be useful. For steady flow, methods based
on vector field topology (VFT), as introduced to the visualization community by
Helmann and Hesselink [17], provide an expressive segmentation of the flow. In
the case of unsteady flow, a comparable theory is not readily available, even though
a number of promising approaches and methods have been worked out in the past
years. We refer to a related state of the art report [25] for an overview of topology-
based methods for the visualization of unsteady flow.

One of the promising directions leading to a semantic segmentation of unsteady
flow, are so-called Lagrangian methods. These methods focus on the motion of
massless particles in the flow. The most prominent methods are related to finite-
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Fig. 1 Two particles traveling along straight parallel lines at different speeds: we see that the
particles separate in the direction of the movement, but their paths are at a fixed distance, and will
hence traverse the same regions

time Lyapunov exponents (FTLE). Haller [13, 14] shows the relation of FTLE to
Lagrangian coherent structures (LCS) and its application to flow data.

Roughly speaking, the (maximum) FTLE gives the maximum separation rate for
nearby particles over a certain time-period. When interpreting separation structures
extracted from the FTLE field, such as ridges, this concept of separation, has to be
kept in mind: Apart from the separation due to differences in flow directions, FTLE
will also detect separation due to differences in flow magnitude. We illustrate this
with a simple thought experiment:

We consider two particles that travel on straight parallel lines with constant
velocity, but the one velocity being larger the other. At a certain time, these particles
have a certain distance from each other. The distance between the particles increases
monotonically (due to the different particle velocities), but their paths remain
nonetheless parallel, leading the particles into the same area (but at different times).
Figure 1 illustrates this situation.

This causes, for example, that a shear layer is a region with high FTLE values.
More generally, regions of particles with parallel paths but different speeds will
show this behavior. A separation concept that is not sensitive to such differences in
speed would therefore define particles as “staying close” if their paths stay nearby.
This concept of vicinity is called Poincaré or orbital stability. Formally, a path line
is Poincaré stable if for any given " > 0, there is a ı > 0 such that a particle with
starting distance ı to the path line stays in the "-tube around it [19]. Although well
known in theory, the definition of Poincaré stability does not provide an intuitive
quantification of distance (since it would require to compare every single point on
one path to all points on the other path).

From the above mentioned thought experiment we infer that separation resulting
from differences in the velocity magnitude, occurs along the lines, i.e., in direction
of the flow vector, while separations due to differences in flow direction will
occur at an angle to the flow direction. The analysis of the deformation gradient
tensor builds on the assumption of a linear mapping between the difference of the
particle positions before and after advection by the flow and assumes hence that the
distance between particles is locally describable by straight lines [22]. Hence, our
considerations are valid for arbitrary path lines, as long as the general assumptions
for the FTLE analysis are fulfilled.
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The direction of the main separation can be found by analyzing the gradient
of the flow map (in a more general setting referred to as the deformation gradient
tensor [22]). For this purpose we use singular value decomposition (SVD). We show
in Sect. 3 that our approach is directly derived from the geometric approach to
FTLE as provided by Haller [13]. The examination of the angle between this main
separation direction and the direction of the path line gives us a measure for the
spatial separation that is represented by the respective FTLE values. Filtering the
FTLE field with this measure then yields the separation structures representing a
separation inspired by Poincaré stability. One needs to be aware of this different
stability – and hence, separation – concept, and assess its meaningfulness in the
case under investigation.

Accordingly, the main contribution of this paper is a new filter, to be used as
a filtering step after the computation of FTLE values in unsteady flow fields, that
allows to focus on those regions within the flow that lead to spatial separation.

The remainder of this paper is structured as follows: First we discuss related
work. Then we introduce our proposed filtering approach, deriving it from the
known theory. In the subsequent section we present results from analyzing several
flow cases, applying our filtering to four simple analytical examples, the well-
known “double gyre” example by Shadden et al. [29], and a CFD data set
demonstrating what results we can achieve. We then discuss computational aspects
of the estimation of the deformation gradient tensor and the extraction of the main
separation direction. Finally we discuss results and point out future work.

2 Related Work

The visualization of flow is an active research field. Topological methods were first
introduced to the scientific visualization community by Helman and Hesselink [17,
18] for both 2D and 3D steady flow fields, under the notion of VFT. Globus et al. [10]
showed the practical relevance of VFT for computational fluid dynamics data.
For a detailed survey of VFT for two and three dimensions we refer to Asimov’s
tutorial [1].

From the theoretical point of view, the applicability of VFT for unsteady flow
has been questioned, among others, by Perry and Chong [24]. They conclude that
classical VFT is only applicable to nearly steady fields. Later Shadden [29] and
Wiebel et al. [33] showed this by specific examples. Very recently, Fuchs et al. [6]
proposed an extended critical point concept which allows them to apply VFT in the
case of unsteady flow.

Theisel et al. [31] introduce flow topology based on path lines. Path lines are
the paths of massless particles that are advected by the flow. Therefore, they are
inherently well suited to gain an understanding of unsteady flow.

The seminal paper of Haller [13] introduces FTLE to the analysis of flow fields.
The concept of LCS is discussed and its connection to FTLE is revealed. LCS are –
to a certain degree – the unsteady analogon of separatrices in VFT. In a follow-up
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paper [14], Haller showed that LCS correspond to ridges of the FTLE field. Sadlo
et al. [27] and Shi et al. [30] compare LCS to VFT and conclude that the information
conveyed by FTLE is only partial as compared to VFT, missing out, for example,
on vortices.

The standard algorithm for the computation of the FTLE field involves the
seeding of a large number of particles in the flow and the calculation of their
path lines (flow map). This is computationally challenging since it requires a high
precision integration for every particle. Sadlo and Peikert [26] use adaptive mesh
refinement in their ridge extraction to avoid unnecessary evaluations of the flow
map. As shown by Shadden [29], LCS are “nearly” material lines. This can be
exploited to speed up the algorithm. Sadlo et al. [28] present a method to extract
LCS using grid advection, exploiting the temporal coherency of LCS. Lipinski and
Mohseni [21] present a ridge tracking algorithm for FTLE fields that uses both
temporal and spatial coherency of LCS, and give an error estimator for the difference
between the advected ridge the and actual LCS. Both approaches give great speed-
up compared to the standard algorithm.

As the computation of ridges usually involves the computation of higher-order
derivatives, the computation will be sensitive to noise. Furthermore, some types of
solvers used to simulate the flow, e.g., spectral element methods [32], may introduce
discontinuities in higher-order derivatives.

Garth et al. [7] avoid the computation of ridges using a volume rendering
approach. The authors show also that 3D FTLE might be approximated by 2D
FTLE in selected cross-sections. Furthermore, the authors present an efficient
approximation to FTLE fields.

Kasten et al. [20] introduce the notion of localized FTLE (L-FTLE). The main
idea of this approach is to exchange the deformation gradient tensor with a matrix
that accumulates the separation behavior along a path line. Haller and Sapsis [15]
show that also the smallest FTLE is related to LCS, and can be used to compute
the attracting LCS from forward standard FTLE (and vice versa). This makes
computing both forward and backward FTLE obsolete and, hence, saves costly
computations.

To the best of our knowledge, no attempts have been made yet to use the
directional information inherent to the definition of FTLE in visualization. Ober-
maier et al. [23] use iteratively deformed ellipsoids to visualize volume deformation
along trajectories. The deformation in every iteration step is analyzed using SVD,
which also our approach makes use of. It is worthwhile noticing that their approach
imposes divergence-freeness.

3 The Filtering Scheme

In the following, we show how the main separation direction can be computed from
the directional information that is inherent to the definition of FTLE and how it can
be easily derived from it.



Filtering of FTLE for Visualizing Spatial Separation in Unsteady 3D Flow 241

3.1 Definition of FTLE and Its Geometric Interpretation

The concept of finite-time Lyaponov exponents (FTLE) is an adaptation of the
concept of the classical Lyapunov exponents to the situation of a vector field
which is defined over finite time only. Those fields are of practical relevance since
both simulations and measurements of unsteady flow will typically yield this type
of fields. Roughly speaking, the FTLE is the maximum deformation of a small
neighborhood advected by the flow over a certain time-interval. This maximum
deformation can be computed from the maximum eigenvalue of the (right) Cauchy-
Green tensor [13, 22].

In the original paper [13], Haller gives an alternative, geometric reasoning to
motivate the interpretation of the FTLE field, which yields the same formula as the
standard formulation. We will use this reasoning as a starting point for our own
considerations: Let v be a time-dependent vector field and

'T
t0

.x0/ D x.T / (1)

the solution of the initial value problem

Px.t/ D v.x.t/; t/ x.t0/ D x0 (2)

evaluated at t D T . 'T
t0

is called the flow map. Hence, the difference in position
between two particles that are seeded at a small distance ıx at time t0 at time t D T

is given by
'T

t0
.x0 C ıx/ � 'T

t0
.x0/: (3)

Now, we apply a Taylor series expansion and get

'T
t0

.x0 C ıx/ � 'T
t0

.x0/ D 'T
t0

.x0/ C r'T
t0

.x0/ıx C R1 � 'T
t0

.x0/ (4)

with R1 being an error term with jjR1jj 2 O.jjıxjj2/. Hence, in a small sphere
around x0 we have the following approximation

'T
t0

.x0 C ıx/ � 'T
t0

.x0/ � r'T
t0

.x0/ıx: (5)

The gradient of the flow map r'T
t0

.x0/ is a linear operator. The maximal stretching
of a ı-sphere around x0 is therefore

max
jjıxjj�ı

 
jjr'T

t0
.x0/ıxjj

jjıxjj

!
D max
jjıxjjD1

�jjr'T
t0

.x0/ıxjj� D jjr'T
t0

.x0/jjop (6)

jj � jjop being the operator norm with respect to the usual Euclidian norm [11].
Assuming exponential growth and scaling by the integration length we get
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FTLE.x0/ D 1

jT � t0j ln
�jjr'T

t0
.x0/jjop

�
(7)

The equivalence of this formulation to the standard formula found in most papers is
easy to check using basic properties of the operator norm [11, 13].

We see that the impact of the gradient of the flow map tensor on the unit sphere is
the crucial aspect in the analysis of local separation using FTLE. The SVD is a useful
tool to examine this action on the unit sphere. It is well known that a linear mapping
transforms the unit sphere into an ellipsoid. The SVD gives us the opportunity to
compute the main axes of this ellipsoid explicitly. More generally, the SVD of any
linear mapping A is its unique representation as

A D U � diag0.�1; : : : ; �r ; 0; : : : ; 0/ � V � (8)

where U and V are orthogonal matrices, r the rank of the matrix A, and diag0 a
block-diagonal matrix [11]. .�/� denotes the transposition operator. In addition, the
relation �1 � �2 � : : : � �r > 0 holds. The columns of the matrix U are in
the direction of the axes of the ellipsoid which the unit sphere is mapped to. The
values �i are the lengths of its main axes and �1 D jjAjjop. Figure 2a illustrates this
for the linear map given by 1

4

�
1 3
4 2

�
. We see that using the SVD to gain directional

information about the local separation is a straight-forward extension of the original
considerations of Haller.

It is worthwhile noticing that an eigenvalue decomposition of the Cauchy-Green
tensor used in the standard presentation of FTLE will yield the columns of V ,
and not U . Unless the deformation is rotation free, these vectors will not coincide.
However, the columns in V are mapped onto the columns of U . These two different
sets of axes are known as the principal spatial and principal material strains,
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Fig. 2 (a) Illustration of the geometric interpretation of singular values and left-singular vectors
of a linear map: The unit circle (red) and its image (blue) under a linear map. The black arrow
correspond to the left-singular vectors of the map, scaled by the respective singular values. (b) The
figure shows the trajectories of two particles moving from left two right. Although local velocities
are very different we perceive them as having the same overall direction
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respectively. The principal material strains provide the information on the shape of
the ellipse resulting from the advection of the unit sphere S 2 by the flow. Therefore,
the use of the principal material strains to gain the directional information on the
FTLE field is a straight-forward extension of the geometric approach to FTLE
provided by Haller in its original paper [13]. For a thorough discussion of straining
we refer to Mase [22] and Hayes [16]. Given the path line � started in x0 at t0
and integrated to t D T , the direction of the path line at any instant t is given by
P�.t/ D v.�.t/; t/ and the corresponding separation direction U�1.t/ (i.e., the first
column of U ) is computed from r't

t0
.x0/. Hence, we can use

1

T � t0

Z T

t0

ˇ̌
ˇ̌
�
U�1.t/;

v.�.t/; t/

jjv.�.t/; t/jj
�ˇ̌
ˇ̌ dt (9)

as a measure for the directional difference between separation and path line starting
in .x0; t0/. Notice that perfect alignment of the separation direction and the flow
direction, i.e., the situation we want to filter out, will cause the integrand to be 1.
The absolute value has to be used since SVD may invert the orientation.

It is important to point out that this separation measure is not Galilean invariant,
since it depends on properties such as velocity that are themselves not Galilean
invariant. The separation measure will therefore detect path lines, that are locally
parallel in the chosen frame of reference. Although Galilean invariance is an
important property in general flow analysis, many interesting situations with fixed
frame of reference exist, e.g., fluid flow in a tube or air flow inside of a room. Besides
this, we also give an example of a separation situation below, where a Galilean
invariant separation measure would fail to detect a separation that can easily be
deduced from the visual inspection of the path lines in the flow (see Sect. 4.1).

In practical computations, (9) needs to be discretized. We now assume to have
N samples of the path line .�.tn//N

nD1. Since the velocities could change rapidly
in direction, without actually affecting the perceived overall direction of the path
line much, �.tiC1/ � �.ti / can be used instead of v.�.tiC1/; tiC1/ to robustify the
measure. But even with this robustification, the local position differences can deviate
substantially from the perceived overall direction, as we can see from Fig. 2b. We
therefore choose �.tN / � �.ti / instead. As the approximation to the velocities,
this expression is less sensitive to fluctuation in the velocity along the path line.
In addition, it uses our knowledge of where the particle will end up. In this way
we estimate the overall direction of the remaining trajectory. As a convenient side
effect, this estimation is also less sensitive with respect to the chosen sampling of
the path line (see Sect. 5). With these considerations in mind, the discrete version of
our measure for spatial separation is:

1 � 1

N � 1

N�1X
iD1

ˇ̌
ˇ̌
�
U�1.ti /;

�.tN / � �.ti /

jj�.tN / � �.ti /jj
�ˇ̌
ˇ̌ (10)

The main separation direction is the left-singular vector associated with the
maximum singular value. The maximum singular value of the deformation gradient
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tensor (or, equivalently, the maximum eigenvalue of the Cauchy-Green tensor) is,
however, not unique by definition. In fact, all singular values �i might be the same,
or almost the same. In addition, numerical errors may cause the two largest singular
values to be of the same order. In the original definition of FTLE this does not
create any problems since we are interested in the maximum only. In contrast, when
looking at the angle between the associated left-singular vector and the flow vector,
this situation needs special consideration. From the SVD we know that those vectors
are orthogonal to each other. Hence, even if one of the vectors is almost parallel to
the flow, there is a direction of comparable distortion that is nearly orthogonal to the
flow. Therefore, we shall consider these points as if the main separation occurs at a
large angle to the flow direction. The consideration of the third singular value is not
necessary since its left-singular vector lies in the same plane orthogonal to the first
left-singular vector as the left-singular vector associated with the second singular
value. To account for this, we introduce a scaling factor 1 � �2.ti /

�1.ti /
for the single

summands in (10), and our final definition of the separation measure sep becomes

sep.x0/ WD 1 � 1

N � 1

N�1X
iD1

�
1 � �2.ti /

�1.ti /

� ˇ̌
ˇ̌
�
U�1.ti /;

�.tN / � �.ti /

jj�.tN / � �.ti /jj
�ˇ̌
ˇ̌ (11)

Obermaier et al. [23] use the quotient of the smallest and the largest singular value
to measure the overall deformation of an advection. In two dimensions, this measure
coincides with the quotient in our scaling factor, the interpretation is however
slightly different, as the afore reasoning shows.

3.2 The Basic Concept of the Filtering

Bringing all this together, the proposed filter scheme can be set up by four
computational steps:

1. Computation of the deformation gradient tensor: This step is generally necessary
in all FTLE-related algorithms and involves the integration of path lines. We
save the particle positions at some intermediate time instances as well in order to
compute the spatial separation. Further details are discussed in Sect. 5.

2. Computation of the SVD of the deformation gradient tensor: This step leads both
to the FTLE field and the main separation directions.

3. Computation of the spatial separation of the flow using (11).
4. Focusing on regions of large angles: This focusing can be achieved by threshold-

ing or by smooth brushing [5].

In a final step the filter is applied to the regions with high FTLE values. The above
described four steps comprise the main idea for our filtering approach.
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3.3 The Filter

The actual filter is then constructed by applying (smooth) brushing to the field
sep. This brush maps values of the separation measure sep to the interval Œ0; 1�

and describes the degree of being in focus. This then corresponds to accordingly
modulated opacity values in the 3D view (cf. Doleisch and Hauser [5] for further
details). Hence, we can formulate our filter as f ilter D brush.sep/ Eventually,
this filter is then applied to the FLTE values. This focusing is done by smooth
brushing as well. The overall feature characterization function fsep with range Œ0; 1�

(1 or near 1 for all locations in the flow which are considered to be part of the
searched separation structure), is therefore described by

fsep D brush.FTLE/ � filter D brush.FTLE/ � brush.sep/ (12)

The function sep can also be thought of as a degree of “featureness” for the feature
“spatial separation,” or, as degree of interest (DOI), using another terminology [5].

4 Case Studies

In the following we present results from the extraction of separation structures from
different data sets. We demonstrate how our filtering scheme helps to focus on
regions which actually separate flow compartments that move into different regions
of the flow.

4.1 Synthetic Test Data

First we investigate four small analytic examples where the separation behavior can
be deduced directly from the equations

v1.x; y/ D .y; 0/T ; v2.x; y/ D .y; 1/T (13)

v3.x; y/ D .x � 1; 1/T ; v4.x; y; t/ D .x � t; 1/T (14)

Notice that the field v2 arises from field v1 under the Galilean transformation
.x; y; t/ 7! .x; y C t; t/. The field v4, in turn, arises from v3 using the Galilean
transformation .x; y; t/ 7! .xCt; y; t/. Hence, it is easy to deduce from the fields v1

and v3 that the FTLE field is constant for all four fields. We investigate all four fields
on the upper half plane (i.e., y � 0) and choose t0 D 0 and T D 1. All computations
for this example have been carried out using the MAPLE software package. The
flow map was computed using MAPLEs seventh-eighth order continuous Runge-
Kutta method dverk78. For estimation of the deformation gradient tensor we used
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Fig. 3 Stream, resp. path, lines with the separation value as color field in the background. The
left column shows the original fields, the right a Galilean transformed field. For the equations we
refer to Sect. 4.1. The FTLE field is constant for all four cases. In (a) and (b) we infer from the
stream lines that no spatial separation is present and the separation values are as expected close
to zero (range Œ0; 0:02�). In (c) and (d) the trajectories show clear spatial separation and again the
separation values coincide with the visually detected separation lines

central finite differences in the coordinate directions with spacing h D 0:01. For
the first two fields, our separation measure sep is in the range Œ0; 0:02�. Hence,
we expect no spatial separation. Plotting the respective stream lines of the fields
shows that our filter handles both straight parallel lines (as described in the thought
experiment in the introduction) as well as “locally parallel” trajectories. In contrast
to the first two fields, we expect to see a clear spatial separation in the remaining
two. In the first field this separation line is clearly x D 1, in the second field
the separation line will be located right of the y-axis. Its location depends on the
integration time and the speed of the observer, since this determines if particles
starting on the right side of the y-axis have “enough time to turn.” Our separation
measure shows the expected behavior and stream, respectively path, lines plotted
as a verification show the expected behavior at the separation line (see Fig. 3). The
field v4 is an example where a Galilean invariant measure for separation would not
give a response: fixing the integration time the observer speed determines where the
separation line is located, and it is easy to see that any parallel to the y-axis can be
achieved. Since the response would have to be the same for all observer speeds, the
field would have to be constant.

4.2 Double Gyre

We demonstrate our approach in context of a well-known analytic two-dimensional
example, known as the “double gyre.” This has been used by Shadden et al. to
demonstrate the non-usability of VFT for time-dependent flow [29], amongst others.
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Fig. 4 The FTLE field of the double gyre with parameters t0 D 0 and T D 15 (i.e., 1.5 periods).
(a) The unfiltered field. (b) The filtered by setting FTLE values to 0 for sep.x/ � 0:5. Path lines
confirm that the persistent ridge is indeed due to spatial separation

For the analytic definition of the field, we refer to the original paper by Shadden
et al. [29]. Using the same notation as in their paper, our parameter set is A D 1=10,
! D �=5 and " D 1=4. The field is defined on Œ0; 2��Œ0; 1��R. All computations for
this example have been carried out using the MAPLE software package. The flow
map was computed using MAPLEs seventh-eighth order continuous Runge-Kutta
methoddverk78, for estimation of the deformation gradient tensor we used central
finite differences in the coordinate directions with spacing h D 0:01. Figure 4 shows
the FTLE field with parameters t0 D 0 and T D 15, i.e., 1:5 periods. The filtering
is emulated by setting the FTLE value of points with sep.x/ � 0:5 to 0. We see
that the filtering produces sharper ridges as the original FTLE field, highlighting in
particular one ridge associated with rather low FTLE values. Seeding path lines at
both sides of the ridge shows that the highlighted ridge is due to the desired type of
separation, indeed.

4.3 A Bursting Dam

We apply our approach to the simulation of a bursting dam with a box-shaped
obstacle. The data set consists of 48 time steps, covering the time span Œ2; 120�

(seconds) non-uniformly. The burst occurs in the first time step. We expect a
recirculation zone in front (upstream) of the obstacle due to particles hitting the wall
and recirculating and others getting deviated to the left and right of the obstacle.
Furthermore we expect reflux on the backside of the obstacle due to pressure
differences, causing particles from the end of the box to be sucked toward the
obstacle, some of them ending up in front, some getting incorporated by the main
flow. Right behind the obstacle we expect to see recirculation. A schematic overview
of the flow can be found in Fig. 5a. The SimVis framework [4] was used for this
example. We calculated the FTLE field for t0 D 62 and T D 68, using the optimal
4th order Runge-Kutta method (sometimes referred to as the “3/8-rule”). For details
we refer to Hairer et al. [12]. The usage of a even higher order integration method
(which is not standard) was purely due to the fact the MAPLE software package
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Fig. 5 (a) Schematic overview over the flow domain, z being the streamwise direction. (b) The
FTLE field of a simulation of a bursting dam with parameters t0 D 62 and T D 68. The FTLE
values greater than 0:25 are brushed (smooth lower bound 0:2) . We see that we can identify
expected structures around the obstacle. The upper rear part of the flow domain shows large regions
with high FTLE values, presumably induced by shearing

Fig. 6 The (a) FTLE and (b) filtered FTLE field upstream (right in the figures) of the obstacle in
top view. The FTLE values greater than 0:25 are brushed (smooth lower bound 0:2), sep.x/ < 0:45

(smooth lower bound 0:4) is used for the filtering in (b). We see that the spatial separation structure
stemming from particles passing on different sides of the obstacle is not clearly discernible in
the unfiltered field. While adjusting the brush would not give the desired structure either, our
filtering does

readily provides this method. The integration time was found empirically with the
aim that not more that 15 percent of the particles seeded leave the flow domain
before the end of the integration time. Figure 5b shows an overview over the FTLE
field. We filter the field brushing all points with a sep-value greater or equal 0:45

(smooth lower bound 0:4). We will now investigate two regions in the flow domain
more closely: The region stream-wise in front of the obstacle and the upper rear
region.

4.4 In Front of the Obstacle

In front of the obstacle, we expect to detect a separation structure upstream, due
to particles passing on different sides of it. We see that (Fig. 6a) this expected
separation structure is not detectable from the original field. Applying our separation
filter allows us to focus on this spatial separation, even though the corresponding
FTLE values do not show up prominently in the original field. We added path lines
to both figures to confirm that the intuitively expected separation structure indeed
exists and coincides with the structure found by the filtering with our separation
measure.
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Fig. 7 A cross section of the (a) FTLE and (b) filtered FTLE field. The filtering used is the same
as in Fig. 6. The ellipse (A) shows a region where the filter has a strong impact. We see that the
path lines are locally parallel and show little to no spatial separation. In contrast, we see that the
structure below the ellipse separates path lines moving from the left to the right (above) from those
moving in the opposite direction (below). In the same fashion, the ellipse (B) indicates a structure
that separates particles coming from the left and passing over the obstacle, from those moving back
to the left end of the flow domain. This structure is persistent under our proposed filter

4.5 The Upper Rear Region

In the overview in Fig. 5b we see a large region with high FTLE in the upper rear part
of the flow domain. Applying our filtering reduces the region to a surface separating
particles moving from the back to the front (upper part) from those leaving the
flow domain (lower part). We seeded particles in a cross-section in order to validate
the result from the filtering. We see that the particles in the region delineated by
the ellipse (A) in Fig. 7b show the expected locally parallel pattern. The structure
at approximately half height of the box captures the boundary between the two
essentially different particle behaviors described above. The structure in ellipse (B)
in Fig. 7b separates particles moving from the back to the front and passing over the
obstacle from those inverting their motion direction again. This separation is again
the type our filter aims to focus on.

5 Computational Issues

Although the steps that are needed to compute the proposed filter are in theory
rather straightforward, the application to discrete data offers some challenges we
want to discuss. Namely, we address (a) the influence of the used sampling of the
path line, and (b) the computational cost of computing the FTLE field following our
suggestions compared to the standard algorithm.

5.1 The Impact of the Sampling

Our sampling of the path line at 1
2
; 3

4
; 7

8
and the full integration time puts emphasis

on the end of the path lines. Visually, this is intuitive, since we perceive path lines
as parallel if their ends show this behavior. We anticipate common “spatial fate.”
Therefore will rather small direction changes toward the end of the registered path
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Table 1 Error analysis of sampling density

N D 2 4 6 8 10

v4 Mean 1:2� 10�3 6:13 � 10�4 3:23 � 10�6 1:64� 10�5 3:5 � 10�5

Variance 1:27 � 10�6 3:04 � 10�7 8:42 � 10�7 2:17� 10�8 3:5 � 10�9

Double gyre Mean 0:2 0:1 0:07 0:04 0:01

Variance 0:03 0:01 0:03 9:4� 10�4 1:4 � 10�4

Breaking dam Mean 1:27 � 10�2 5:47 � 10�3 2:57� 10�3 9:82� 10�4 6:6 � 10�5

Variance 1:13 � 10�5 2:4� 10�7 5:36 � 10�8 7:7� 10�9 2:97 � 10�9

lines intuitively be read as diverging behavior, since we anticipate that the motion
will continue in the same direction.
We computed the separation measure for some of the data sets, namely the time-
dependent ones, for N D 2; 4; 6; 8; 10 and compared the results point-wise, using
the N=25 as reference value. Table 1 shows the average relative error and the
variance in the computed fields. We chose to investigate the time-dependent data
sets since this is most relevant in practice because FTLE computations for steady
fields are usually avoided using VFT instead.

5.2 FTLE as Eigenvalues of the Cauchy-Green Tensor vs.
Singular Values of the Deformation Gradient Tensor

Our filtering needs, in addition to the FTLE field, the left-singular vectors of the
deformation gradient tensor. This is not a part of the usual algorithm to compute
FTLE. However, the computation of the deformation gradient tensor is. Therefore,
we do an informal comparison of the expected computational cost. Essentially, the
here used alternative FTLE computation methods differ from the standard method
in one aspect only: the use of the SVD instead of the eigenvalue decomposition.
Standard algorithms for both decompositions are based on the same transformation
in the iteration steps and have therefore the same complexity order. The singular
matrices are an by-product of the SVD computation and do not need to be computed
separately. For details we refer to Gill et al. [9]. Hence, computing the FTLE plus
left-singular vectors will not be substantially slower than the usual computation of
FTLE from the Cauchy-Green tensor. With the Maple implementations of SVD and
eigenvalue decomposition the ratio of the computation time using the SVD to the
time used with the standard formula is in the range Œ0:95; 1:06�, i.e., the SVD-based
method is in the worst case 6% slower than the standard method on the double gyre
data set. In SimVis we used the linear algebra library JAMA (http://math.nist.gov/
tnt/overview.html), which gives a ratio of 1:12 for the bursting dam data set, i.e., a
12% computational overhead. It is worthwhile noticing that our methods provides
both the regular FTLE field plus the additional information needed to perform the
filtering at once. Hence, ridge extraction algorithms may be applied as well, if
wanted.
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6 Discussion and Future Work

We examine the results from analyzing several different flow scenarios with the here
proposed filtering scheme. We assess the filtered structures by seeding path lines in
the unfiltered field and comparing the result of our filtering scheme to the result that
we would expect from the path lines. In all cases the paths lines seeded in the filtered
region show the expected locally parallel flow pattern (which we see as a satisfying
confirmation of our more theoretical considerations with respect to the design of the
proposed filter).

The computation of the flow map is, as expected, the bottle neck when applying
our filtering to data sets. A speed-up of this computation could be achieved by
exploiting the inherent parallel nature of path line computation and multi-core
architectures. AMR and advection based methods to speed-up computations do not
seem to be suitable at the first sight, since we are not extracting ridges and we do not
know whether the structures that our filtering reveals have properties corresponding
to material lines and surfaces. We intend to perform computational experiments to
assess this question.

Finally, we intend to assess the effects of combining our filtering with other flow
feature detectors. FTLE is known to miss out on some features as, for example,
vortices. Hence, the combination of feature detectors is a promising approach [2,3].
We have implemented our filtering in the SimVis framework [4], that is inherently
suitable for the proposed investigation due to its combination of interactive visual
analysis and 3D context visualization designed for flow data.

FTLE based methods, and consequently also our filtering of the field, are known
to be heavily dependent on the choice of the integration length [8, 29]. Hence, the
search for separation measures that can handle diverging and re-converging flow (as
in flow around an obstacle) and similar behavior seems appealing.

7 Conclusion and Acknowledgments

In this paper we discuss two different types of separation and showed how to
distinguish them filtering FTLE. Analyzing different flow scenarios, we showed
that this distinction indeed yields a deeper understanding of separation structures.
Separation is an important aspect in flow analysis and further classification of
different types of this phenomenon seems to be a promising research direc-
tion.

The project SemSeg acknowledges the financial support of the Future and
Emerging Technologies (FET) program within the Seventh Framework Program for
Research of the European Commission, under FET-Open grant number 226042.

The CFD simulation of a bursting dam is courtesy of AVL List GmbH, Austria.
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H.: On the way towards topology-based visualization of unsteady flow – the state of the art.
In: Eurographics 2010 – State of the Art Reports. Eurographics Association, Norrköping,
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A Variance Based FTLE-Like Method
for Unsteady Uncertain Vector Fields

Dominic Schneider, Jan Fuhrmann, Wieland Reich,
and Gerik Scheuermann

1 Introduction

Uncertainty in vector field data poses a major challenge for visualization in gen-
eral [16] but especially for the identification of coherent structures. For deterministic
steady data vector field topology (VFT) reveals the overall structure in a condensed
abstract view. However, VFT as such, is directly applicable only to steady or quasi
stationary vector fields. This is due to the fact, that the theoretical foundation of VFT
is build on stream lines. A concept build around path lines rather than streamline is
the finite-time Lyapunov exponent (FTLE) which has its roots in dynamical systems
theory and was introduced by Haller [13]. Lagrangian coherent structures (LCS),
which can be extracted as ridge lines in the FTLE field, act as material lines or
surfaces in the flow [19]. Hence they are either attracting if nearby particles converge
towards them or repelling if they diverge from the respective LCS. They are the
time-dependent analog to stable and unstable manifolds in steady vector fields.
FTLE is one of the most important techniques to analyze flow structures in vector
fields, however, it cannot be applied to uncertain vector fields directly. Haller [14]
provided a formal analysis of FTLE behavior in the presence of error and found
that LCS are very robust in the presence of these errors. In contrast, we propose an
alternative, practical, variance-based approach directly applicable to stochastic flow
maps computed from uncertain vector fields.
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2 Related Work

In this section we give an overview of relevant work on VFT, FTLE and work in the
context of visualizing uncertainty in various types of data.

VFT has been introduced to visualization by Helman and Hesselink [15] and
Globus et al. [10]. It aims at extracting so-called invariant sets. An invariant set is
a special set of streamlines, most importantly isolated zeros (critical points) which
are degenerate stream lines. Löffelmann et al. [22] visualized periodic orbits and
Wischgoll et al. [38] and Chen et al. [4] presented an algorithm locating them.
Invariant sets can segment the vector field into regions of similar flow, hence
these invariant sets are termed separatrices. Displaying all separatrices, however,
would lead to occlusion problems. A solution to this problem is the display of their
intersection curves, the so-called saddle connectors [36].

For the topological analysis of time-dependent vector fields Sadlo et al. [32] used
FTLE and generalized VFT, where degenerate streak lines take on the role of critical
points. Weinkauf et al. [37] integrate a streak line field to facilitate time-dependent
topology extraction. In contrast to the integration based perspective, Fuchs et al. [6]
provide a differentiation based perspective to find critical points for time-dependent
vector fields.

In visualization LCS have been increasingly subject of interest in the last decade
[28]. Garth et al. visualized the FTLE field for 2D flows [9] using color and height
maps and for 3D flows [7] using direct volume rendering. In subsequent work
[8] FTLE has been used to identify attachment and separation on the surface of
obstacles. Sadlo et al. compared VFT and LCS visualizations [31] and proposed a
scheme for an accelerated computation [33].

Griethe at al. [11], Johnson et al. [17] and Pang et al. [27] give an overview of
different uncertainty concepts and the different techniques used in visualization.

Uncertainty in vector fields has been visualized using additional geometry such
as glyphs to represent the uncertainty at certain positions [20,21,23,39,40] to convey
the amount of uncertainty explicitly. Other work used the concept of fuzziness
or blurring to convey uncertainty in volumetric data [5, 30] or isosurfaces [12].
Lundstrom et al. [24] and Brown [3] used animation of the different possibilities
to convey uncertainty information. Sanderson et al. [34] utilized reaction-diffusion
systems to visualize vector fields and show that it is possible to incorporate
uncertainty into their model. Botchen et al. [1, 2] proposed texture based flow
visualization techniques and convey uncertainty by blurring streak lines using cross
advection and diffusion.

Otto et al. [26] considered global uncertainty by the transport of local uncertainty
in steady 2D flow fields. The domain is super-sampled by a high number of particles.
Each particle is integrated and the final distribution is interpreted as a discrete
particle density function. In contrast, we consider the original grid and analyze the
transport of uncertainty by computing a stochastic flow map for unsteady flows.
The stochastic flow map is analyzed using a Principal Component Analysis (PCA)
yielding a scalar field showing FTLE-like structures for uncertain vector fields.
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3 Uncertain Vector Fields

In this work we consider steady and unsteady 2D vector fields. In the following
these are called deterministic vector fields. In contrast, uncertain vector fields no
longer map a position to a single unique vector but rather to a probability distribution
of vectors. We adopt the definition for a steady uncertain 2D vector field given
in [26].

We follow the approach of [14] and examine a stochastic differential equation
describing the vector field and a chosen error model. Since we have full control of
the amount and type of error, this provides us with a method to analyze the vector
field in the presence of uncertainty, i.e. error. The stochastic differential equation is
solved by stochastic integration which is described in the next section.

3.1 Stochastic Integration

In the following we develop a model for stochastic integration in a vector field v
defined over a domain D. We start with solving the following classical ordinary
differential equation (ODE):

d� D v.�.t/; t/dt �.t0/ D x0 (1)

where � is a map D ! D. Since we want to analyze vector fields in the presence
of errors, it seems reasonable to modify (1) to include random effects disturbing the
system, thus turning it into a stochastic differential equation (SDE):

d˚ D v.˚.t/; t/dt C B.˚.t//d�t ˚.t0/ D x0 (2)

The first term of the right-hand side resembles the classical formulation (see (1)) and
the second term represents the disturbance with d�t being a so-called continuous-
time stochastic process, where �t is indexed by real numbers t � 0 and B.:/
characterizing the disturbance.

The most popular example of a stochastic process that is ubiquitous in physics,
chemistry, finance and mathematics is the Wiener process Wt named after Norbert
Wiener with the following three properties (see [35]):

Property 3. For each t , the random variable Wt is normally distributed with mean
0 and variance t .

Property 4. For each t1 � t2, the normal random variableWt2 �Wt1 is independent
of the random variableWt1 , and in fact independent of allWt , 0 � t � t1.

Property 5. The Wiener processWt can be represented by continuous paths.
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In order to simplify the matter we set B.˚.t// D " constant. This leads to the
following stochastic differential equation:

d˚ D v.˚.t/; t/dt C "dWt ˚.t0/ D x0 (3)

Now we can solve (3) in the following way:

˚.t/ D x0 C
Z t

0

v.˚.�/; �/d� C
Z t

0

"dW� (4)

This resembles a so-called drift and diffusion model where v is referred to as the
drift coefficient, while " is called the diffusion coefficient. A helpful interpretation
of the stochastic integral in (4) is that in a time interval of length 1 the stochastic
process changes its value by an amount that is normally distributed with expectation
v and variance ". This change is independent of the processes past behavior because
the increments of the Wiener process are independent and normally distributed (see
property 1–3). The integral of the Wiener process, in particular, yields a diffusion
term and as necessary a contribution to the drift term. For an in depth discussion of
stochastic differential equations and integrals we refer the reader to [29].

3.2 Error Model

Despite the popularity and importance of the Wiener process in other fields of
research we will use a different random process. We deem this necessary due to
the fact that the Wiener process has normally (Gaussian) distributed increments.
This implies that the increments are unbounded meaning an arbitrary large error
could occur. This means the numerical stochastic integration could perform steps
of arbitrary length. This does not account for the situation arising with CFD data,
because it would mean that the simulation contains arbitrary large errors. Instead, an
error bound is provided describing the maximal error of the data. Moreover, we do
not want to make any assumption about the error distribution within this bound. This
leads us to an equal distribution with zero mean, bounded by a n-dimensional ball
with radius ". Furthermore, we assume independence for this stochastic process (see
property 2 of the Wiener process). On the contrary, the error in a CFD simulation
at one grid point is likely not to be independent from neighboring grid points.
However, the modeling of this dependence would require exact knowledge of the
underlying CFD solver and it would be a highly complex task. Hence, the presented
error model is a rather pragmatic approach.

Furthermore, we assume the same error bound " for the whole domain. This has
the effect of a homogeneous error distribution and the error being independent of
the location in space and time. Formally this is achieved by setting B.˚.t// D "

constant (see Sect. 3.1) which leads to the following SDE:
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d˚ D v.˚.t/; t/dt C "dRt ˚.t0/ D x0 (5)

with dRt denoting the chosen random process.
If the error distribution, however, turns out to be inhomogeneous over time, " is

no longer a constant but will depend on the location in space and time ".˚.t/; t/.
Moreover, the error " does not need to be a scalar quantity but can provide
directional information, hence becoming biased or anisotropic. In these cases the
underlying SDE needs to be modified to fit the chosen error model resulting in a
different numerical approximation (see Sect. 3.3). In general the error model can
always be adjusted to fit ones needs.

3.3 Numerical Approximation

The classical numerical approximation schemes (e.g. Euler or Runge–Kutta) cannot
be applied to a SDE as such, but needs to be modified. In order to approximate
the stochastic integration process numerically we need to discretize the stochastic
process dRt in (5). This is accomplished by the Euler–Maruyama method (see [18])
which provides an approximate numerical solution of a SDE. Application to the
stochastic process dRt yields

�Rn D " �t RW (6)

where RW denotes an increment of a so-called random walk. A random walk
is the mathematical formalization of a trajectory consisting of successive random
steps discretizing the considered stochastic process. Our error model (see Sect. 3.2)
requires RW to be an undirected random walk with a bounded symmetric uniform
probability distribution with bound ". The discretization of (5) then reads as follows:

ynC1 D yn C�t v.yn; t/C�t " RW (7)

As one can see, the classical Euler method is a special case of the Euler–Maruyama
integration for " D 0. The successive application of (7) yields a stochastic stream-
or path-line, respectively. However, the obtained trajectory is an approximate
realization of the solution stochastic process˚ in (5) and each one will be different.

In the case that the vector field consists of measured data and a stochastic
modeling of the process is not possible then the uncertain vector field vu, consisting
of the measured data, can of course be evaluated directly yielding

ynC1 D yn C�t vu.yn; t/ (8)

where vu is automatically respecting the probability distribution.
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3.4 Stochastic Flow Maps

A classical discrete flow map �t0Ctt0 .x/ maps from a sample position x 2 D to the
position of a particle started at x at time t0 advected by the flow for the time t . In
other words �t0Ctt0 .x/maps x to its advected position. In case the integration reaches
the boundary we store the position on the boundary in the flow map. Classical flow
maps are computed by integrating one particle per sample position. In contrast,
stochastic flow maps ˚ store a whole distribution per sample position, yet the
principle is the same. We approximate the distributions in the stochastic flow map by
sampling: we start multiple stochastic integrations at each grid point x. The number
of integrations per position is prescribed by the parameter N .

In Sect. 4 we evaluate the stochastic flow map at a certain grid point r and at the
neighboring grid points. Hence the particles started from these positions are part of
the same random experiment. Assigning two or more particles to the same random
experiment means they are dependent. This dependency manifests in the way that if
two particles meet at exactly the same point in space and time they experience the
same fluctuation, i.e. RW in (5) is for both particles the same. However, if one of
these two particles is only a small distance off that position the random variables are
independent, i.e. RW evaluates for each particle to a different value.

An algorithm taking this into account would create N deterministic vector fields
vd , each disturbed according to the error model. For each of these vector fields
particle integration is carried out deterministically. This way we obtain a distribution
consisting of advected particles for each start point as well, at the expense of
additional memory consumption for the creation of additional vector fields and the
computational cost for their construction.

Now we argue that the probability of any two particles which are part of the
same random experiment seeded at different positions in space meet at exactly the
same position in space and time is zero in the continuous setting. Since we are
in a discrete setting the probability of this event is not zero anymore. However,
if this still very unlikely event is happening we argue that in a continuous setting
both particles would not have met at exactly the same position in space and time.
Hence we argue further that this event is due to the discretization of the vector field
and especially due to the discrete approximation of the integration process. The
conclusion of this argumentation is that we calculate trajectories for particles of
the same random experiment simply as they were independent random experiments
since the possible gain is negligible. After all we are only interested in the expected
value and the variance of the particle distribution. Note that this argumentation is
only valid for an error model assuming independence of errors.

4 FTLE-Like Variance Based Analysis of Stochastic Flow Maps

The classical FTLE method [13] measures the maximal separation or expansion rate
of two closely seeded particles when advected by the flow for a finite time t . FTLE
can be computed by utilizing the above mentioned flow map. More precisely it is
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the square root of the spectral norm of the (right) Cauchy-Green deformation tensor
�.x/ [25]:

�.x; t; t0/ D .r�t0Ctt0 .x//T .r�t0Ctt0 .x// (9)

The function � is a symmetric matrix and measures the square of the distance
change due to deformation. Now FTLE is defined as the logarithm of the Cauchy–
Green deformation tensor’s maximum eigenvalue �max normalized by the absolute
advection time t . More formally this reads as follows:

FTLEtt0 .x/ D 1

jt j ln
p
�max.�.x; t; t0// (10)

For an in depth discussion the reader is referred to the work of Haller [13].
The above description provides us with an algorithm for the computation of

FTLE in deterministic vector fields. However, it cannot be directly applied to
uncertain vector fields since we are dealing with probability distributions. On the
other hand, the idea of FTLE is to find the maximal stretching a virtual particle
experiences during its lifetime. We think this idea can be carried over to the realm
of uncertain vector fields by replacing the stretching with variance. Therefore, we
propose a new geometry driven technique to compute a FTLE-like field for uncertain
vector fields based on variance. The FTLE principle then translates to finding the
maximal variance of the advected distribution. The best linear approximation for
this problem is provided by the PCA. PCA is hence used to measure the deformation
of the seeding points and the according probability distributions comprising of
the advected particles. We evaluate the stochastic flow map at the current and
neighboring positions wrt. the mesh. This is necessary mainly for two reasons: First,
we need a reference value for the variance to measure the stretching. Moreover this
simulates the discrete derivation process in the FTLE computation, since the direct
neighbors are involved in the numerical approximation of the derivative. Second,
if we would consider only the current position and the error " is rather small the
visualization would heavily suffer from aliasing effects.

The distributions gained by evaluating the stochastic flow map are approximated
by stochastic trajectory endpoints. All these endpoints are merged to one single
set or distribution respectively. From this set we compute the covariance matrix C
which is a symmetric matrix like the Cauchy–Green deformation tensor. The matrix
C is a linear model measuring the square of the standard deviation (variance) in
every direction of space. We are interested in the maximal variance of C which is
represented by the maximal eigenvalue. Figure 1 summarizes the algorithm visually.
The relative maximal standard deviation consists of the maximal standard deviation
of the matrix C divided by the maximal standard deviation of the seed points. If
we interpret the relative maximal standard deviation as a measure for the maximal
stretching of a distribution after integration in the uncertain vector field and recall
that variance is the squared standard deviation and account for the similarities
between the Cauchy–Green deformation tensor and the covariance matrix C we
can simply rewrite (10) by changing� and C :
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Fig. 1 Stochastic integration from a starting point gives a distribution of end points due to
uncertainty. A principal component analysis of the start and end point distribution provides
information about the maximum amount of stretching

FTVAtt0 .x/ D 1

jt j ln

s
�max.C.x; t; t0//
�max.C.x; t0; t0//

(11)

where FTVA stands for finite time variance analysis.

5 Results

In this section we apply our method to a 2D steady and unsteady vector field to
demonstrate the utility and robustness of our method. The quality of the results
naturally depends on certain parameters, which are integration time, the amount of
error and the number of particles per position.

5.1 Tilted Bar

Our first dataset is a 2D unsteady vector field comprising of 100 time steps each with
79,200 positions and 78,421 quad cells. It consists of a Karman vortex street behind
a tilted bar. A direct visual comparison between FTLE and FTVA in the steady case
of a selected time step with integration time 1 is depicted in Fig. 2 and shows only
slight visible differences. We used the color mapping proposed in [9], where red
structures indicate high divergence in positive time, blue high divergence in negative
time, black high divergence in both time directions and white no divergence.

In order to show the robustness of our method and the computed LCS, we
increased the error in the computations successively. Figure 3 shows LCS for
integration time 0:4 but with different amounts of error. An expected result is that the
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Fig. 2 Visual comparison between FTLE and FTVA computed for the tilted bar dataset with
integration time 1.0. Top: FTLE field. Bottom: FTVA field with one particle per position and " D 0

strength of LCS weakens as the error grows (see Fig. 3, bottom). However, despite
the weakening, LCS are very robust. They remain visible for a surprisingly large
error which, according to our model, grows linearly with the integration time.

Another parameter to be studied is the amount of particles per position which is a
crucial one in terms of quality. For the visualizations in Fig. 4 the number of particles
per position has been set to 100 and the error has been varied. As a result, if too few
particles are chosen the distribution cannot be approximated correctly. Hence the
FTVA fields become disturbed, which is manifested in an unsmooth color map. As
expected, this effect unfolds with increasing error.

5.2 Turbulent Jet Flow

Our second dataset is a swirling jet flow entering the domain, containing resting
fluid, to the left. The dataset is steady, consist of 124� 101 quad cells and is highly
turbulent. Again, there is almost no visible difference between a visualization of
the FTLE and the FTVA fields (see Fig. 5). As was the case in the former example
dataset the strength of the LCS in the FTVA fields weakens and become less sharp
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Fig. 3 Weakening of LCS in the titlted bar dataset for growing error, for an integration time of
0:4. Top: 10 Particles and "D 0:01. Bottom: 500 particles and " D 1:0

with growing error. However, even in the presence of large errors LCS remain visible
(see Fig. 6).

The lion’s share of the computation time is spent integrating particles for the
stochastic flow map, which is about 99% of the timings given in Table 1. These
timings are given for a non-parallelized version of the algorithm executed on an
Intel Xeon CPU E5620 with 2.4 GHz.

6 Conclusion and Future Work

In this paper we have proposed a method to compute an FTLE-like measure
called FTVA (finite time variance analysis) to find regions of converging and
diverging flow in uncertain flow fields. We have produced promising visualization
results, however, we would like to study application examples with naturally arising
uncertain vector fields. Despite a successful implementation of the stochastic flow
map further research is needed to limit the high computational cost (see Table 1).
Therefore, we will look into an adaptive approach for the automatic determination
of the number of stochastic trajectories necessary per position, which would be
highly desirable. Furthermore, we want to research deeper into the differences and
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Fig. 4 Comparison between FTVA results for the tilted bar dataset for a constant number of
particles (100 particles per position) to show the influence of error on the visualizations. Top:
integration length 1:0 and " D 0:1. Middle: integration length 1:0 and "D 1:0. Bottom: integration
length 1:0 and "D 2:0

similarities of the covariance matrix and the Cauchy–Green stress tensor and exploit
the results to improve our method. Also a parallelized version should be much faster
and additionally acceleration techniques [7, 33] can be implemented as well.

The extension of the presented concepts to 3D is straight forward: first: extend
stochastic flow map computation to 3D, second: compute stochastic flow map for
every grid point, third: compute PCAs in 3D. Neither of which poses a major
hurdle.
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Fig. 5 Comparison between FTLE (left) and FTVA (right) with one particle per position and
"D 0 for the jet flow dataset

Fig. 6 Visualizations for the jet flow dataset showing the blurring of the FTVA structures for
integration length 1,100 particles per position and varying error. Left: " D 1. Right: " D 5

Table 1 Computation times for the tilted bar dataset for different number of particles per position

No. particles per position No. particles total Computation time

10 7:92 � 105 7 min
100 7:92 � 106 1 h 15 min
500 3:96� 107 6 h 18 min
1,000 7:92 � 107 12 h 41 min
Timings are given for non-parallel integration.
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Härdle, W.K., Gentle, J.E.S. (eds.) Handbook of Computational Finance. Springer Handbooks
of Computational Statistics, pp. 529–550. Springer, Berlin (2012)

36. Theisel, H., Weinkauf, T., Hege, H.-C., Seidel, H.-P.: Saddle connectors – an approach to 378
visualizing the topological skeleton of complex 3D vector fields. In: Proceedings of IEEE
Visualization ’03, Seattle, WA, pp. 225–232 (2003)

37. Weinkauf, T., Theisel, H.: Streak lines as tangent curves of a derived vector field. IEEE Trans.
Visual. Comput. Graph. (Proceedings of Visualization 2010), 16(6):1225–1234 (2010)

38. Wischgoll, T., Scheuermann, G.: Locating closed streamlines in 3D vector fields. In:
Proceedings of the Symposium on Data Visualisation 2002, VISSYM ’02, Aire-la-Ville,
Switzerland, Switzerland, pp. 227–232. Eurographics Association (2002)

39. Wittenbrink, C.M., Pang, A.T., Lodha, S.K.: Glyphs for visualizing uncertainty in vector fields.
IEEE Trans. Visual. Comput. Graph. 2, 266–279 (1996)

40. Zehner, B., Watanabe, N., Kolditz, O.: Visualization of gridded scalar data with uncertainty in
geosciences. Comput. Geosci. 36, 1268–1275 (2010)



On the Finite-Time Scope for Computing
Lagrangian Coherent Structures from Lyapunov
Exponents

Filip Sadlo, Markus Üffinger, Thomas Ertl, and Daniel Weiskopf

1 Introduction

Traditional vector field topology [7] deals with several types of distinguished
streamlines. Those that degenerate to isolated points play a special role in the
form of critical points: if they exhibit saddle-type flow behavior in their linearized
neighborhood, they give rise to separatrices. Separatrices are another type of
distinguished streamlines: those that converge to saddle-type critical points in
forward or reverse time. Other types include periodic orbits, i.e., isolated closed
streamlines and invariant tori. Common to all these special cases is their derivation:
these constructs are obtained as limit cases as integration time of the streamline
approaches infinity [1]. This, except for technical issues, does not represent a
problem. Steady vector fields are constant over time and hence do not require the
notion of scope of time.

The traditional Lyapunov exponent (LE) shares many aspects with vector field
topology. Despite additional technical issues regarding numerics and boundedness
of the temporal domain, its properties are well defined and do not depend on
additional parameters. It was, however, the boundedness of the temporal domain
together with the aim of choosing a region of interest also in terms of time that led
to the finite-time Lyapunov exponent (FTLE). A main risk, however, is the choice
of too short advection time for FTLE computation and resulting misinterpretation.

Lagrangian coherent structures (LCS) by means of the FTLE [6] have become
a prominent alternative for the investigation of time-dependent topology of vector
fields. In this paper, we present a method for validating and choosing the advection
time parameter for 2D FTLE computation with respect to prescribed error measures.

F. Sadlo (�) �M. Üffinger � T. Ertl � D. Weiskopf
Visualization Research Center University of Stuttgart (VISUS), Germany
e-mail: sadlo@visus.uni-stuttgart.de; ueffinms@visus.uni-stuttgart.de;
ertl@visus.uni-stuttgart.de; weiskopf@visus.uni-stuttgart.de

R. Peikert et al. (eds.), Topological Methods in Data Analysis and Visualization II,
Mathematics and Visualization, DOI 10.1007/978-3-642-23175-9 18,
© Springer-Verlag Berlin Heidelberg 2012

269



270 F. Sadlo et al.

We base our approach on a main principle of LCS: their advection property [12], i.e.,
their behavior as material lines.

1.1 Finite-Time Lyapunov Exponent

Vector fields exhibit a spectrum of Lyapunov exponents. It is the largest exponent
in this spectrum that has become a prominent tool for predictability analysis
in time-dependent vector fields. The LE can be determined by computing two
neighboring trajectories in phase space and measuring their separation rate as
time approaches infinity. Since the LE was originally introduced for predictability
analysis, it has to reflect properties along trajectories. Therefore, precaution has to
be taken to assure that the “neighboring” trajectories do not separate too far, e.g., by
renormalization [2].

Since the systems under investigation are often defined on a finite temporal
domain only, or because it is often the objective of the user to restrict the analysis
to a temporal region of interest, the FTLE has been becoming more and more
popular. Again, there are techniques to assure proximity of the (implicitly) involved
trajectories, such as the localized FTLE [8].

Whereas the LE and FTLE have been applied for a long time to predictability
analysis, there is a recent trend in the visualization community to use FTLE for
revealing the topology of time-dependent vector fields. Haller [6] showed that ridges
present in the FTLE represent a time-dependent counterpart to separatrices from
vector field topology [7]: they separate regions of qualitatively different behavior.

In the context of time-dependent vector field topology, the FTLE is typically
computed from the flow map �t0CT

t0 .x/, mapping seed points x of trajectories starting
at time t0 to their end points after advection for finite time T . According to Haller
[7], the FTLE �.x; t0; T / is computed from the flow map � as follows:

�.x; t0; T / D 1

jT j ln

s
�max

��
r�

t0CT
t0

.x/
�>r�

t0CT
t0

.x/

�
; (1)

�max.�/ being the major eigenvalue.

2 Method

In this paper, we do not address the choice of the advection time parameter T in the
context of specific applications and related application-oriented questions. In fact,
we rather consider the fundamental advection property of LCS to find appropriate
advection times inside a prescribed temporal interval of interest.
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Fig. 1 FTLE ridge intersections i obtained with a fixed FTLE advection time T with starting times
t0 (left) and t0C�t (right). The spatial discrepancy ı is defined as the distance between i.t0C�t/

and the endpoint x.t0 C�t/ of the path line started at i.t0/ after advection time �t

Let us examine the two extreme choices for T : infinity and zero. As T ! 1,
the FTLE converges1 to the classical LE. Hence, this extreme case imposes no
particular concerns. The interpretation and use of the LE is well established. If,
on the other hand, T ! 0, it can be easily shown that the FTLE converges to the
largest eigenvalue of the rate of strain tensor of the vector field. In this case, due
to the instantaneous property of the rate of strain tensor, it cannot be expected that
the advection property [6] of ridges inside this field is met, consistent with Shadden
et al.’s Theorem 4.4 [12].

Shadden et al. measured fluxes of the instantaneous velocity field across FTLE
ridges as a means of verifying the advection property of given FTLE ridges.
However, zero flux alone is a necessary but not sufficient condition for advection:
it does not capture tangential motion, i.e., the motion component along the ridge
cannot be assumed to satisfy the advection property even if the flux across the ridge
is zero. Unfortunately, it is hard to identify point correspondences between ridges
from FTLE fields with different starting times t0 (Fig. 1) because common ridge
definitions, such as height ridges by Eberly [3], are purely geometric, i.e., they are
not represented by identifiable particles that advect. We therefore follow a different
approach: we measure the advection property only for distinguished points on the
FTLE ridges, i.e., we identify point correspondences in terms of advection.

For sufficiently well defined LCS (according to Shadden et al.), the advection
property holds for both ridges in the FTLE field computed from forward trajectories
and ridges in the FTLE field computed from reverse-time (�T ) trajectories.
These ridges typically intersect. The intersection points give rise to hyperbolic
trajectories [5, 11] and are important in the Lagrangian skeleton of turbulence [9].
Hence, if both types of ridges satisfy the advection property, this property must also
hold for their intersections. In 2D vector fields, these intersections are isolated points
(we exclude congruent ridge regions because these represent degenerate cases that

1We follow a conceptual, or continuous, argumentation here. In the discrete case, precautions
have to be taken such as renormalization [2] or evaluation of the velocity gradient along the
trajectories [8].
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can be avoided by perturbing the vector field). Thus, one needs to identify point
correspondence between ridge intersections of successive FTLE time steps (at t0
and t0 C �t) (Fig. 1).

As FTLE computation typically depends on time-dependent discretized vector
fields, it is very hard to derive generic rules for parametrizing FTLE visualizations.
FTLE computation is heavily dependent on the structure and position of the
sampling grid, and the advection time T . Furthermore, FTLE ridges only tend to
represent LCS if they are sufficiently sharp [12]. Providing automatic strategies
for finding a good choice of the parameters is very hard because many decisions
directly depend on the goal of the user. Therefore, FTLE visualization, as other
feature extraction procedures, is typically a trial-and-error procedure representing
the basic exploration by visualization. Once the user has found a sampling grid
that sufficiently captures the FTLE structures he or she wants to see, has found
an appropriate threshold filtering out insufficiently sharp ridges (this can be
accomplished by filtering by an eigenvalue of the FTLE Hessian [10]), and has
found a minimum and maximum FTLE advection time T , our new technique takes
over these parameters. Although our method can be further parametrized manually,
it performs well with the default values (described below). As the result, our
technique provides a plot of advection discrepancy with respect to FTLE advection
time T . It can identify local and global optima inside the prescribed range of T , and
in particular, provide a lower bound on T with respect to a prescribed accuracy in
terms of average advection error of ridge intersections.

One contribution of this paper is a comparably robust technique for tracking
FTLE ridge intersections. It is based on the assumption that the user already has
chosen a meaningful time scope for the analysis, i.e., where the lower bound of
the time interval already produces comparably sharp ridges. According to Shadden
et al. [12], this will lead to FTLE ridges that already approximately satisfy the
advection property. Therefore, the advection property of the intersections can be
exploited for making the correspondence finding more robust. We then present a
technique to quantify the advection property of the intersections and show how it
can be used to optimize the FTLE advection time T for obtaining FTLE fields where
the ridge intersections satisfy the advection property up to a prescribed average
error. Interestingly, we observed for typical discretizations of FTLE sampling
grids that the advection property is not a monotonic function of the finite FTLE
advection time: we observed local optima. Hence, our findings indicate that once an
appropriate interval of possible finite advection times is identified, it is desirable to
choose an optimum inside this interval, possibly by our technique.

2.1 FTLE Ridge Intersection

FTLE sampling is a computationally expensive task. One is therefore typically
limited to comparably low resolutions of the FTLE sampling grid. Although there
are techniques that adapt the sampling grid to the vicinity of LCS [4] and ridges in
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general [10], they are, as many adaptive sampling techniques, susceptible to missed
features, or would require a priori knowledge about the data. We therefore base
our analysis on a regular sampling of the FTLE and use regions of interest if high
resolution is required.

The ridge lines in the resulting scalar FTLE fields are extracted according to
Eberly’s criterion [3]. The subsequent intersection procedure for obtaining the
intersections is a trivial problem in the 2D context investigated in this paper. To
assert sufficient quality of the geometric intersections, we impose a minimum
intersection angle threshold.

2.2 Intersection Tracking

As illustrated in Fig. 1, we extract forward and reverse FTLE fields for both t0 and
t0 C �t . This leads to two sets of intersections, i.t0/ at time t0 and i.t0 C �t/

at t0 C �t . A straightforward approach would use a very small �t . This would
produce almost identical ridges and hence finding correspondences between their
intersections would lead to a trivial tracking problem. Further, the limit case �t ! 0

would be used for defining the intersection velocity

ui .t0 C �t=2/ D .i.t0 C �t/ � i.t0//=�t: (2)

We have carried out such an analysis using the quad-gyre example, discussed in
Sect. 3.1. Unfortunately, it turns out that ridge extraction tends to be only accurate in
the order of the cell size of the FTLE sampling grid, and thus, using small �t leads
to poor accuracy of ui , because i.t0/ and i.t0 C �t/ are too close with respect to the
resolution of the FTLE sampling grid. Thus, using larger �t improves accuracy. The
time span �t can be estimated from the average speed Nu of the vector field and the
cell size h of the FTLE sampling grid: �t D ch=Nu with a constant c > 1. However,
in this case, �t is not small enough to allow the estimation of the intersection
velocity by the linearization (2), i.e., the intersection point cannot be assumed to
move at constant speed along a straight line at sufficient precision during �t .

Using comparably large �t leads to another problem: intersection correspon-
dences are harder to identify because the ridge intersections move over larger
distances; the FTLE ridges move and deform, and may even disappear or new ones
might originate. However, since the input to our method is a desired parametrization
(see Sect. 2) of FTLE and already satisfies the advection property to some extent,
we can utilize the advection property to solve the correspondence problem: the
intersection points at time t0 are advected along path lines to time t0 C �t and
these advected points are checked for correspondence with the ridge intersections at
t0 C �t (Fig. 1). To further avoid erroneous correspondences, a threshold limiting
discrepancy ı is imposed and the correspondence is identified as the closest
remaining candidate with respect to ı. The measure ı reflects the Lagrangian
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advection consistency of the FTLE ridge intersections and is denoted as advection
discrepancy in our technique.

2.3 Measuring Advection Quality

Various approaches are conceivable for the summarization or aggregation of the
advection discrepancy ı into a single quality measure for the whole visualization.
For basic considerations we determine ımin.T /, the minimum ı of all intersections
at a given value of T . We also compute the average over all intersections Nı.T /. Of
course, many other techniques, e.g., from statistics, can be applied.

Whereas ımin tends to show the best case in terms of advection, Nı can be used
to get an overall picture of the advection quality of the FTLE ridges. All plots are
in units of FTLE sampling grid cell size. This way one can easily choose a limit of
advection discrepancy in terms of FTLE grid cells and then visually or numerically
identify which regions of T satisfy this requirement.

A potential problem are intersections that do not or do only slowly move
over time. It is likely that these intersections exhibit small ı and hence exhibit
inappropriately high advection quality since they exhibit low discrepancy only due
to the fact that they stand still. This can be addressed by an inverse weighting of ı

with the length of the corresponding trajectory from Fig. 1. However, it is unlikely
that a time-dependent vector field exhibits a zero over extended time. We did not
encounter this problem in the context of CFD simulations, although it could appear
in vector fields from other domains.

2.4 Finding Locally Optimal Advection Times T

Having now the building blocks at hand, it would be possible to run an optimization
process over all feasible grid resolutions, advection times T , starting times t0, and
ridge sharpness thresholds for a given dataset. According to Theorem 4.4 in [12],
this would likely result in infinite resolution and infinite advection time T for all t0.
On the other hand, there is a region of interest for all parameters of the analysis
(Sect. 2). This is particularly important for the advection time scope T , which
depends on the questions of the user and the application (FTLE ridges typically
grow with T and can fill the complete domain in, e.g., convective flows).

Therefore, we perform an analysis of the advection discrepancy by uniform
sampling of T inside the prescribed advection time interval and provide a plot
together with the T producing global minima of the different discrepancy measures
ımin and Nı. Finding the global minimum inside the region of interest of T serves
here as a straightforward example. Of course, more sophisticated techniques for data
analysis can be applied. An important question that can be interactively and visually
answered from the plot of the advection discrepancy is the minimum required FTLE
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advection time T that makes sure that the advection property is in the average
satisfied up to a given tolerance. In our current approach, we still advocate visual
inspection of the plots, in particular because they tend to exhibit outliers and are
therefore susceptible to errors if simple automatic analysis techniques are applied.

3 Results and Evaluation

In the following, we demonstrate and evaluate our method on three time-dependent
2D examples: the analytic quad-gyre example (Sect. 3.1) and two CFD simulations
of buoyant flow (Sections 3.2 and 3.3).

3.1 Quad-Gyre

The double-gyre example was introduced by Shadden et al. [12] to examine FTLE
and LCS and to compare them to vector field topology. This dataset consists of
two vortical regions separated by a straight separatrix that connects two saddle-type
critical points: one temporally oscillating horizontally at the upper edge and the
other synchronously oscillating horizontally along the lower edge (Fig. 2, left). This
is a prominent example where vector field topology gives a substantially different
result from that by FTLE. This dataset is temporarily periodic. To avoid boundary
issues, we use a larger range of field, resulting in four gyres. Therefore, we call this
example quad-gyre. Using

f .x; t/ D a.t/x2 C b.t/x;

a.t/ D " sin.!t/;

b.t/ D 1 � 2" sin.!t/; (3)

1

1

0

0

X

Y

–1

–1

Fig. 2 Left: quad-gyre example. Center: buoyant plume dataset. Right: buoyant flow with
obstacles, heated at its lower side and cooled at the top
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the quad-gyre is defined in space-time as follows:

u.x; y; t/ D
0
@

��A sin.�f .x// cos.�y/

�A cos.�f .x// sin.�y/
df

dx

1

1
A : (4)

As recommended by Shadden et al., we use the configuration " D 1=4, ! D �=5,
and A D 1=10. Figure 2, left shows a hedgehog plot of the vector field at t D 0 and
Fig. 3 depicts the FTLE inside a region of interest at the center.

Figure 4 shows a result plot from our method and Fig. 5 a corresponding
visualization. It is apparent that the plot of ımin is much lower than the plot of Nı,
mostly due to outliers, but both are similar with respect to local extrema and trends.

Fig. 3 FTLE visualization for the quad-gyre dataset at time t0 D 20 in a region of interest at the
center of the dataset. The FTLE advection times T vary: 4 (left),�4 (left center), 13 (right center),
and �13 (right). The intersection points between forward-time and reverse-time FTLE ridges are
marked by black crosses
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Fig. 4 Quad-gyre example. Discrepancy plots for a setup with FTLE starting time t0 D 20 and
ridge intersection advection to time t D 20:3 (�t = 0.3). Global optimum in Nı plot at T D 2:5.
For three selected values of T , marked as P1–P 3, visualizations are given in Fig. 5
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P1 T=6.1 P2 T=8.5  

P3 T=10.3 P3H T=10.3

Fig. 5 Quad-gyre example. Forward FTLE ridges in red and backward in blue; low saturated
colors indicate FTLE ridges starting at t0 D 20 and high saturated colors at t0 D 20:3 for three
selected values of T marked in the discrepancy plot in Fig. 4. “P3H” is the same as “P3” but with
a threshold suppressing ridges that are not sharp. For each intersection at t0 D 20, a pathline is
visualized (black). If the pathline leads to a corresponding intersection at t0 D 20:3, the starting
point is visualized by a green dot

It is also apparent how well the ridge sharpness criterion rejected outliers from the
analysis. This fact is consistent with the statement by Shadden et al. that an FTLE
ridge has to be sufficiently sharp to represent an LCS. Our test directly reflects
the fact that as the analysis is restricted to sharp ridges, the advection principle is
substantially better satisfied.

We can also well observe from the plot that the advection property is more and
more violated as the FTLE advection time T reaches low values. This again supports
Shadden et al.’s findings.

3.2 Buoyant Plumes

Our first CFD example is a time-dependent simulation of buoyant plumes inside a
2D box, depicted in Fig. 2, center. The domain is a square of 1 m side length filled
with air. The air is initially at rest and at 40 ıC. Gravity forces are acting downwards.
No-slip conditions are imposed on all boundaries. The left and the right walls are
supplied with adiabatic boundary conditions, making the walls neutral in the sense
that there is no heat exchange with the outside. There is a region at the center of the
lower wall that is heated to 75 ıC and a corresponding region on the upper wall that
is cooled to 5 ıC.

Figure 6 shows the plot from our analysis using T0 D 20 and �t D 1. It can
be seen that the average discrepancy shows a decreasing trend. We added a plot of
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Fig. 6 Buoyant plumes dataset. Examining the plot of Nı, we identify clearly too low advection
times (until T D 4), medium quality ranges (around T D 6), and comparably high quality (lower
than the size of an FTLE sampling cell) for T D 8 and larger

Fig. 7 Buoyant plumes dataset. Advected FTLE ridges (black dots) and corresponding ridges (red
lines) of later FTLE visualizing ridge advection quality, for T D 4 (left), T D 6 (center), and
T D 8 (right). The temporal difference �t between the t0 of the FTLE fields is 1 s (this is also the
time that was used for the advection of the ridges). One can see that with T D 8 advection quality
is sufficient for typical applications

the number of used intersections for judgment of uncertainty. For validation and for
further investigation, we generated images where the complete ridges are advected,
not only their intersections (Fig. 7). It is visible in the Nı plot that T D 4 exhibits
high error, T D 6 reduced, and T D 8 already average error below the size of
an FTLE sampling cell. The global optimum inside the Nı plot is at T D 8:6. The
images in Fig. 7 support this finding, it can be seen that for T D 8 the advected
ridges and the ridges of the corresponding time fit well almost everywhere. It has to
be noted that we advected here the repelling ridges, i.e., those from forward FTLE.
We also did this for the attracting ridges and there the deviation was much smaller.
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Nevertheless, according to the initial motivation of our method, such a comparison
with complete advected ridges instead of intersections cannot detect tangential
discrepancy between the motion of the ridges and the vector field behavior.

3.3 Buoyant Flow with Obstacle

Our second CFD example is again a buoyant unsteady flow (Fig. 2, right). During
the 80 s of simulation time, a convective flow evolves due to the effect of heating
the lower wall to 75 ıC and cooling down the opposing upper wall to 5 ıC. Two
rectangular obstacles, a small one on the bottom wall and a larger one on a side wall,
prevent the onset of a simple circular flow. We use t0 D 10 to study the early phase
of turbulence development (Fig. 2, right). Note that in the following description,
time is given in seconds, length units are in meters.

Convective flows are known for their complex topology. We set up an FTLE
visualization with t0 D 10 and used a threshold for the eigenvalue of the Hessian
to suppress many weak FTLE ridges caused by the turbulent flow. We applied
our method for T in the interval Œ0:4; 2:6�, Fig. 8 contains the resulting advection
discrepancy plot and Fig. 9 shows visualizations for advection times selected
according to the plot. In this analysis, T D 2:125 produced the global minimum
Nı inside the prescribed interval. If advanced data analysis techniques were used,
that are able to address noise, it is likely that a lower value would be obtained,
more consistent with our observation of a value of T D 1. As in our other
experiments, the advection discrepancy first decays rapidly as T increases and once
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Fig. 8 Buoyancy dataset: average (Nı) and minimum (ımin) advection discrepancy plots. Again it
is evident that increasing FTLE advection time improves the advection property. Please refer to
Fig. 9 for the investigation of selected advection times T (T D 0:2, 0:5, and 1:0)
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Fig. 9 Buoyancy dataset. Advected FTLE ridges (black dots) and corresponding ridges (red lines)
of later FTLE visualizing ridge advection quality, for T D 0:2 (left), T D 0:5 (center), and
T D 1:0 (right). The temporal difference �t between the t0 of the FTLE field is 0:05 s (this is also
the time that was used for the advection of the ridges). One can see from the Nı plot that with T D 1

advection quality is getting sufficient for typical applications

it has reached a certain quality, the decay slows down. However, due to the high
LCS complexity in this flow, our chosen FTLE sampling grid resolution does not
capture the intersections very robustly. This is no surprise since it is known that
such flows exhibit very complex, i.e., massively folded LCS, and hence are very
difficult to investigate (the ridges in Fig. 9, right are folded, i.e., the line features
consist of several ridges).

4 Conclusion

We have presented a technique for measuring the advection property of FTLE ridge
intersections in 2D vector fields. Our approach can be seen as dual to the flux-
based approach by Shadden et al. By analyzing the temporal behavior of the ridge
intersections, not only flow discrepancy orthogonal to the ridges, but also tangential
to the ridges can be revealed. Our measurements support the theoretical behavior
stated by Theorem 4.4 in [12], i.e., that the error in the advection property tends
to decrease with increasing T . We also have observed that the advection property
is better satisfied by sharp ridges. An apparent property of our approach is the
noise in the order of the size of an FTLE cell. As mentioned, this error seems to
be introduced by the ridge extraction stage and hence related to the resolution of
the FTLE sampling grid. A thorough analysis is, however, subject to future work.
It would also be interesting to compare our approach with the flux-based approach
by Shadden et al. and to compare their accuracy with ours. Further, it seems that
both approaches could complement each other, possibly leading to a more robust
and more accurate technique.
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Scale-Space Approaches to FTLE Ridges

Raphael Fuchs, Benjamin Schindler, and Ronald Peikert

1 Introduction

The idea behind Lagrangian coherent structures (LCS) is to find material surfaces
which separate regions of the fluid with different long term particle movement
behavior. In other words, we want to find coherent structures based on their influence
on material transport and detect transport barriers in the flow. Attracting LCS
are structures on which nearby trajectories accumulate. Conversely, repelling LCS
locally exhibit the highest rate of repulsion. The FTLE-based approach to LCS was
introduced by the seminal work of Haller and Yuan [12]. Even though FTLE ridges
are not always perfect indicators of the LCS [10], they have been shown to work
well in a large number of applications [24].

For dynamical systems where there is no limit on integration time and spatial
resolution of the field it is possible to use very long integration times and very
high sampling densities. For practical data and computational resources this can
be impossible to do. Often there is only a finite time interval of the flow available,
the spatial resolution of the discretization is limited and the sampling density has to
be kept as large as possible to reduce computational effort. In this paper we show
that scale-space theory [20] offers answers to these problems.

Originally scale-space was developed for detecting features at different scales in
digital images. Typical such features are edges and ridges. There are several benefits
of extracting ridges in scale-space:

• When extracting features we have to use operators of finite size for gradient
estimation and other operations. The scale-space approach inherently solves the
question of which size should be selected.
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• Selecting the scale where the ridges are most distinctive improves the quality of
the result.

• The scale of detection contains valuable information about the feature. For
example ridges detected only at very small scales of observation are often noise.

Following the related work section, Sect. 3 addresses the numerical computation
of FTLE. The two standard ways are described in Sect. 3.1, while Sect. 3.2 explains
our scale-space approach. Scale-space extensions to ridge extraction are presented
in Sect. 4 and a faster method for computing smoothed flow maps is described in
Sect. 5.

2 Related Work

There is a wide range of topological methods for flow visualization. For an overview
we refer to state-of-the-art reports on this topic in general [18] and the special case
of unsteady flow [25].

Haller [8,9] proposed that a repelling LCS appears as a ridge of the forward-time
FTLE field, whereas attracting LCS appear as ridges of the backward-time FTLE
field. Shadden et al. [30] define an LCS as a ridge of the FTLE field and derive an
estimate for the material flux through FTLE ridges. Tang et al. [31] suggest a method
to extend a given finite velocity field to an infinite domain to solve the problem
of trajectories leaving the domain. Recently, Haller [11] presented examples of
dynamical systems where stable and unstable manifolds cannot be extracted as
ridges of the FTLE field and suggested a variational approach to LCS extraction.

The computational effort to compute the flow map and for the extraction of FTLE
ridges is substantial. Therefore there are several suggestions on how to reduce the
required amount of computation. Garth et al. [6] computed FTLE on planar cross-
sections and used direct volume rendering instead of an explicit ridge extraction. In
a later work [7], FTLE computation is restricted to offset surfaces at walls. Sadlo
et al. [27] and Lekien and Ross [19] suggested an adaptive refinement strategy for
ridge extraction that reduces the number of flow map integrations. Sadlo et al. [28],
Lipinski and Mohseni [23], and Brunton and Rowley [3] exploit temporal coherency
for fast FTLE (ridge) computation for multiple time steps. Jimenez [13] presented a
GPU-based FTLE computation for regular 2D grids.

Scale-space theory has been developed by the computer vision community and
received much attention in the 1990s. For a general introduction we refer to the
book and tutorial of Lindeberg [20, 21]. The main concept is that an image can be
extended to a family of smoothed images where the size of the smoothing kernel
is parameterized by the scale parameter. Since the detection of features such as
ridges is crucially dependent on the size of the gradient estimation stencil, the scale-
space representation is a natural approach to select the optimal range for all image
operations. Lindeberg [22] discusses a ridge detection approach where an optimal
scale is selected at each point based on a strength criterion for a ridge. Florack and
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Kuiper [5] propose to analyze the deep structure of an image, that is, to consider all
levels of smoothing simultaneously. Scale-space methods are to be distinguished
from multi-resolution methods, where data are represented at lower resolutions,
e.g. by applying a wavelet transformation, and where typical applications are data
compression and progressive visualizations.

In the visualization community there are several works exploring the applicabil-
ity of scale-space theory. Bauer and Peikert [1] present a technique to extract vortex
core lines in scale-space. Klein and Ertl [15] track vector field critical points in scale-
space. Kinsner et al. [17] present a GPU implementation for 2D ridge detection.
Recently, Kindlmann et al. [16] proposed a scale-space approach to extract crease
surfaces in tensor data. An interesting extension to the approach of Lindeberg is that
their approach tries to maintain the spatial continuity of the scale.

3 Numerical Computation of FTLE

In a given time-dependent velocity field u.x; t/ the trajectory (pathline) seeded at
.x0; t0/ is the solution �x0;t0 .t/ of the initial value problem

@

@t
�x0;t0 .t/ D u.�x0;t0 .t/; t/

�x0;t0 .t0/ D x0 (1)

By keeping t0 and t fixed, but varying x0, we obtain the flow map �t
t0

.x0/. Its
gradient F D r�t

t0
.x0/ leads to the right Cauchy–Green deformation tensor C D

FTF and to the FTLE

FTLE.x0/ D 1

t � t0
ln
p

�maxC (2)

3.1 Methods Based on Discretized Flow Map and on
Renormalization

Computation of the FTLE field can be done in two ways. In the flow map method
[9], the flow map is computed on all nodes of a sampling grid, and then the FTLE
field is computed using finite differences for the gradients. The renormalization
method [2] also starts with a finite-difference stencil (given point plus two neighbor
points per dimension). The trajectories of the central point and the neighbor points
are computed simultaneously, and after each integration step the neighbor trajectory
is renormalized, i.e., the distance of the neighbor trajectory and the central trajectory
is restored by moving the current point on the straight line connecting the central
trajectory and the neighbor trajectory (see Fig. 1). In other words a multiplier is



286 R. Fuchs et al.

x

Δx

T

d

x

T

d
d

Δxi+1
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Fig. 1 Flow map
computation without and with
renormalization

applied to the distance between the central (fiduciary) trajectory and the neighbor
trajectory. After integrating over the full time interval Œt0; t0 C T �, the product of
these multipliers is computed per trajectory, and the inverse of it is applied to
its end point. The difference between the two approaches is that renormalization
improves the accuracy of the FTLE at the given point, while the first yields a
more representative value for the grid cell represented by the point. In a recent
comparison, Kasten et al. [14] used the terms L-FTLE and F-FTLE for FTLE
computed with and without renormalization.

By definition, FTLE converge with increasing integration time T to Lyapunov
exponents (which exist under the conditions of the Oseledec theorem). This can
be used to approximate Lyapunov exponents by computing FTLE with sufficiently
large T . However, for this purpose it is crucial to use a method based on
renormalization rather than a sampled flow map. The latter approach is easily seen
to fail, for example, if the velocity field is fully recirculating, i.e., has no normal
component on the domain boundary. In this case the flow map has bounded range,
and due to the fixed sampling grid, any estimated flow map gradient is also bounded.
Therefore, with growing T , the FTLE estimate converges to zero.

The practical consequence of this is that for FTLE computed with the flow
map method, it does not make sense to compare values for different integration
times T1 and T2, e.g. for numerically checking convergence. Also, concepts such as
MFTLE [26] inherit this problem.

Sadlo [26] discusses the problem that FTLE computation with the two methods
give quite different results in the case of a flow that splits without shear (see Fig. 2).
This case can be illustrated by the velocity field

u.x; y/ D
�

1

v.x; y/

�
wherev.x; y/ D

�
0 x < 0

csgn.y/ x � 0
(3)

Its flow map, in the interesting region �T � x � 0, is

�
t0CT
t0

.x; y/ D �T
0 .x; y/ D

�
x C T

y C c.x C T /sgn .y/

�
(4)

and its gradient is
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Fig. 2 Synthetic example of
a flow splitting at an obstacle
at the non-negative x-axis

r�
t0CT
t0 .x; y/ D

�
1 0

c sgn.y/ 1 C cT ı.y/

�
(5)

where ı.y/ is the Dirac delta which is infinity at y D 0 and zero elsewhere. The
FTLE is then also a Dirac delta, for small cT it is approximately cı.y/.

If the FTLE is computed with renormalization, this works correctly everywhere
except on the x-axis. However, even though this method is likely to give correct
FTLE values everywhere where evaluated, the resulting visualization would miss
the only important feature, namely the infinitely thin ridge. For the purpose of
visualizing LCS, the renormalization method can therefore not be used. The usual
way is to sample FTLE on a grid and to use finite differences for estimating the
gradients.

If FTLE is computed with finite differences of the flow map, the infinite gradient
at y D 0 gets estimated as a value which is inversely proportional to the sampling
density. This causes a problem in adaptive methods, where the computed function
should not depend directly on the sampling density. The problem is how to define a
stopping criterion, given the fact that estimated FTLE values can depend directly on
the mesh width.

Even though velocity fields from CFD simulations do not have discontinuities,
they have large gradients especially at boundaries. In principle, gradients are
bounded, and therefore by sampling the flow map fine enough, the problem
could be solved. However, the sampling would have to be at least as fine as the
smallest cells of the CFD grid, and even if adaptive sampling was used [27], the
refinement cannot be limited to the local density of the CFD grid because the flow
map can connect regions of different sampling densities. In practice, this means
that the problem of the “flow split without shear” exists, because the necessary
sampling density cannot be afforded. The problem can be alleviated by using spline
interpolation in the estimation of flow map gradients [6]. The approach presented
in the current paper allows to use adaptive sampling of the FTLE field during ridge
computation, while avoiding the problem of underestimating the gradient during the
process.
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3.2 FTLE Computation from Smoothed Flow Map

The proper way of dealing with the above discretization issues is to work in scale-
space [20]. Instead of using the original flow map which is possibly sampled too
coarsely to resolve all features contained in the underlying numerical velocity field,
a smoothed version is used. In the classical scale-space approach, smoothing is
done with a Gaussian G� with standard deviation � , which is called the scale of
observation. The scale of observation can be chosen as fine as the smallest cells of
the data grid, or it can be chosen larger to either reduce computation time or focus
at larger scale features.

If the flow map from the above example is smoothed with G� , then the step
function sgn.y/ becomes erf.y=.

p
2�// and thus the flow map gradient

r�
t0CT
t0

.x; y/ D
�

1 0

c sgn.y/ 1 C 2cT G�

�
(6)

The FTLE is now (for small cT ) approximately 2cG� . That means, in this example,
the FTLE ridge is a Gaussian with a standard deviation that equals the scale of
observation. Here, a sampling density of � would suffice to reconstruct the FTLE
ridge.

In general, the relationship between the scale of observation and the minimal
sampling density is more complicated, and in particular, depends on the integration
time T . It is intuitively clear that the frequencies contained in an FTLE field increase
if the integration time T increases, because the longer the integration time is, the
longer does the stretching-and-folding effect distort the flow map.

This leads to the assumption that for a given T there is a minimum sampling
density for the flow map such that the FTLE can be reliably computed. By
convolving this flow map with a Gaussian, high frequencies can be removed again
and the LCS (FTLE ridges) are obtained at a larger scale.

We are not aware of any analytical derivation of the minimum sampling density
needed to compute the FTLE of a given velocity field for a given T . However,
the minimum sampling density can be found algorithmically by performing a
(local) subdivision as long as the FTLE value changes more than a prescribed error
threshold. When comparing two subdivision levels it is important to do this using the
same scale of observation. The effect is that high gradients are no longer estimated
inversely proportional to the sampling width. It is also important to compute the
flow map gradient not with finite differences but by convolution with derivatives of
the Gaussian.

This way, scale-space provides the solution for the adaptive refinement problem.
If the scale parameter s is kept fixed, flow map samples can be added adaptively
without the aforementioned detrimental effect of the decreasing sampling width.
Fig. 3 shows FTLE computed at two different scales from the well-known “double
gyre” velocity field [30]. A second example is a simulated 2D air convection flow
(Fig. 4).
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Fig. 3 FTLE of the “double gyre” field, computed with T D 10, and colored from 0 (blue) to 0:4

(red). Scale 0:004 (left) and 0:016 (right). The size of the domain is 2:0� 1:0

Fig. 4 FTLE of the convection data, computed with T D 0:5, and colored from 0 (blue) to 7 (red).
Scale 0:0004 (left) and 0:0012 (right). The size of the domain is 0:1� 0:1

4 Ridge Extraction from FTLE Fields

In this study we did all ridge extraction with the C-ridge method [29] which
is computationally easier and produces less noisy results than the (maximum
convexity) height ridge [4]. According to either ridge definition, a point lies on
a co-dimension one ridge if the FTLE field assumes a maximum in a specified
transversal direction. The transversal direction is an eigenvector of C or of the
Hessian of the FTLE, respectively, and the corresponding eigenvalue must be
negative and the minimum eigenvalue. Haller postulates [11] that this eigenvector
of C is perpendicular to the intended ridge direction. Our choice of the C-ridge is
not crucial, the height ridge could as well be chosen. For extracting FTLE ridges
we need as precomputed data the FTLE value and the transversal direction on
the points of a (regular or adaptive) sampling grid. The ridge extraction is then
done per sampling point and consists in finding a nearby FTLE maximum along
the transversal direction, where “nearby” means within a one-cell neighborhood.
Finding the FTLE maximum is done using bisection and by looking for a zero
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Fig. 5 Ridges of the FTLE fields from Fig. 3, colored by ridge strength (red=high). At a higher
scale many of the smaller ridges are removed

Fig. 6 Ridges of the FTLE fields from Fig. 4, colored by ridge strength (red=high). At a higher
scale, we can see that the ridge separating the large and the small room is the most prominent

crossing of the FTLE gradient. The FTLE gradient is estimated by convolution with
the gradient of a Gaussian, the standard deviation of which is the scale parameter of
the ridge extraction (Figs. 5 and 6).

4.1 Optimal Scale Ridges of FTLE

The FTLE field can be interpreted as a 2D or 3D image, and therefore the concept
of scale-space ridges [22] is directly applicable. It will extract ridges of different
scales by automatically adapting the local scale of observation to the “width” of
the ridge. A scale-space ridge point is a ridge point with the additional property
that it is a maximum of the ridge strength in the transversal direction given by
the particular ridge definition. Among the various measures for ridge strength,
we chose the normalized curvature, i.e., the second derivative of FTLE in the
transversal direction, multiplied with the normalization factor s3=4, where s is the
scale parameter.
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Fig. 7 Left: Scale-space ridges of FTLE computed with � D 0:08 (double gyre) and � D 0:004

(convection flow). Ridges are colored by scale. Left: double gyre, blue=0:25� , red=2� . Right:
convection, blue=0:5� , red=1:5�

The procedure for extracting scale-space extends the one described in Sect. 4 by
a loop over the scales. In addition, any ridge point obtained at scale si is checked for
being also a scale-space ridge point. For this, corresponding ridge points in scales sj

(with j D i�1, i, iC1) are searched for on the line given by the transversal direction.
Then the ridge strength for the three ridge points is computed. The required second
derivative of the FTLE in the transversal direction is computed using the Hessian of
FTLE which is obtained by convolution with the Hessian of Gsj .

When extracting scale-space ridges from our two test data (Fig. 7) it turned out
that ridge points were indeed extracted at different scales. However, by comparing
the scale-space ridges with a set of fixed-scale ridges (using the same scale for FTLE
computation and for ridge extraction), it turned out that the scale-space ridge is
very similar to one of the fixed-scale ridges. Surprisingly, however, this fixed scale
turned out to be smaller than the � that was used in the FTLE computation. In
both cases, this scale is roughly 0:75� . We do not claim that there exists such a
factor, but it seems that it is not optimal to extract ridges at the same scale as was
used for FTLE computation. A slightly smaller scale may yield more meaningful
detail.

There exists an alternative way of computing scale-space ridges of FTLE. Rather
than using a fixed FTLE “image”, FTLE computation can be done on-the-fly and
at the same scale as the subsequent ridge extraction. The results (Fig. 8) again are
visually close to ridges extracted at a single scale. In Fig. 8, left the range of scales
was chosen such that even the smallest scale produces a smoothed FTLE image.
Consequently, the scale-space ridges are similar to the fixed-scale ridges at this
lowest scale. Larger scales do not contribute much besides slightly deforming the
ridges. In Fig. 8, right the flow map has only large-scale features, and the range of
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Fig. 8 Scale-space ridges where computation of FTLE is done on-the-fly for the double gyre data.
Integration time was T D 10 (left) and T D 4 (right). Range of scales: 0.002 (blue) to 0.016 (red)

scales was chosen such that it extends below the minimum scale of the features.
Here, the ridge image is similar to a fixed-scale image at an intermediate scale.

Based on the observation that larger scales have little contribution to FTLE
ridges, the only potential advantage of the scale-space ridge method is that it can
detect the minimum feature scale. However, this information is also obtained from
adaptive FTLE computation. It is certainly more efficient to first compute an FTLE
and let it follow by a ridge extraction using the same scale, or possible a slightly
smaller scale, taking the above observation into account. This can be done also if a
spatially varying scale is used.

4.2 Optimal Integration Time Ridges of FTLE

In Sect. 4.1 it was assumed that the integration time T was given and an optimal
scale was searched for. However, in the context of FTLE ridges it is even more useful
to search for an optimal integration time, given a scale of observation. Computing
such optimal integration time ridges is similar to computing scale-space ridges
(Sect. 4.1), with looping over integration times instead of scales. However, when
comparing ridge strengths for two different integration times, we have to account
for the fact that ridges tend to get stronger with increasing T . The deformation of a
“fluid” element under the flow map is expressed by the Cauchy-Green tensor C. The
square root of the smallest eigenvalue of this tensor, �minC, expresses contraction
in the direction where this is maximized. This direction tends to be aligned with the
FTLE ridges, therefore we propose to modify ridge strength by multiplying it with
�minC.

Such scale-space ridges based on optimal integration time are shown in Fig. 9.
When looking at the strong ridge originating near the center of the bottom line,
it can be seen that this feature is represented twice. A short-time version of it
is curved to the right, while a long-time version is curved to the left. They both
represent approximations for material structures, having different life-times. Any
ridge extraction at a fixed T would give at most one of these two manifestations of
the ridge.
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long-time version

short-time version

Fig. 9 Ridge of double gyre at multiple integration times T ranging from 4 (blue) to 10 (red).
We can see how the main separation in the double gyre is detected better as a combination of a
long-term FTLE ridge and a short term FTLE ridge

5 Incremental Computation of the Flow Map

If FTLE are to be computed for multiple initial times or multiple integration times,
the reuse of computed trajectories can save computing time. In the case of a fixed
initial time t0, this is easily done by extending trajectories at their end points. If
trajectories are seeded on a regular grid, this results in all flow maps sampled on this
regular grid. The case of fixed T but variable t0, needed for animated visualization, is
more difficult, because shortening trajectories at their beginning results in flow maps
sampled on distorted grids. This approach is possible [28], but requires frequent re-
initialization to avoid overly distorted grids.

A better alternative is to compute partial flow maps for a sequence of initial times
t0 C i�t and integration time �t . A contiguous subset of these are then composited
to the flow map for the desired sliding time window. Composition of flow maps
requires their values at arbitrary points, which are obtained by convolution with
a Gaussian kernel. Of course, such a repeated smoothing requires the choice of
a smaller � . Convolution with G� repeated N times is equivalent to convolution
with GpN � . In the proposed incremental approach convolution alternates with
application of partial flow maps. Therefore, it is hard to determine the standard
deviation for the single flow map method that exactly corresponds to the partial
flow map method with G� . Nevertheless, our experiments showed that

p
N � works

in a qualitative sense.
With this setting, the partial flow map method produced FTLE values with a mean

absolute error of 0.025, at a data range of Œ�1:16; 7:36�, which are barely noticeable
in Fig. 10. In the extracted ridges, the error is mostly below the sampling width of
the grid (Fig. 10, right). In the “double gyre” example, the mean absolute error is
only 0.0004, at a data range of Œ0:005; 0:424� and the extracted ridges are visually
indistinguishable.

Often, an exact scale value is not required, e.g., when computing optimal-scale
ridges (Sect. 4.1). It has to be pointed out that the number of partial flow maps must
be kept relatively small because the standard deviation cannot be chosen arbitrarily
small. We observed that for sufficient approximation quality this should be about
2:0 times the sampling width.
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Fig. 10 (Left) FTLE computed with single flow map and (middle) composition of partial flow
maps, colored from 0 (blue) to 7 (red). The faster, approximate method (middle) yields visually
almost identical results. (Right) Ridges (at scale 0.0008) of the above two FTLE fields computed
with single (red) and partial (blue) flow map method, colored black where identical within pixel
precision

The incremental computation reduces the integration time by a factor 1=N ,
assuming that a sequence of flow maps for successive times is computed. Gaussian
smoothing has to be done N times instead of just once. If done efficiently,
computing time for one such smoothing is dominated by the forward and inverse
FFT operation. This means that a speedup of close to N can be achieved by using
the partial flow map method.

6 Conclusion

In this paper we showed that the scale-space offers an elegant way to cope with
undersampling problems that can occur due to limited space and computing time
availability. This way, smoothed FTLE fields can be correctly computed, even in
adaptive methods, where existing methods produced results that were biased by the
sampling width. Also, a series of smoothed FTLE in a sliding time window can be
computed efficiently using a set of partial flow maps.

An often criticized problem of FTLE is its dependence on a parameter,
the integration time. While FTLE itself is not parameter-free, FTLE ridges
become parameter-free with our proposed definition of optimal-integration time
ridges.

Finally, a topic that deserves further study is how to handle trajectories that
prematurely leave the domain. Given the strong dependence of FTLE on the choice
of T , it seems problematic to include such trajectories into FTLE visualizations and
into further processing such as ridge extraction. On the other hand, excluding them
means to exclude large parts of the domain from visualization. Fully recirculating
flow, as we used in our examples, is the exception rather than the rule in application-
related velocity fields.
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