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The analysis of protein–protein interactions is fundamental to the
understanding of cellular organization, processes, and functions. Pro-
teins seldom act as single isolated species; rather, proteins involved in
the same cellular processes often interact with each other. Functions
of uncharacterized proteins may be predicted through comparison with
the interactions of similar known proteins. Recent large-scale investiga-
tions of protein–protein interactions using such techniques as two-hybrid
systems, mass spectrometry, and protein microarrays have enriched the
available protein interaction data and facilitated the construction of inte-
grated protein–protein interaction networks. The resulting large volume
of protein–protein interaction data has posed a challenge to experimental
investigation.

This book provides a comprehensive understanding of the computa-
tional methods available for the analysis of protein–protein interaction
networks. It offers an in-depth survey of a range of approaches, includ-
ing statistical, topological, data-mining, and ontology-based methods.
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Preface

I am pleased to offer the research community my second book-length contribution
to the field of bioinformatics. My first book, Advanced Analysis of Gene Expression
Microarray Data, was published in 2006 by World Scientific as part of its Science,
Engineering, and Biology Informatics (SEBI) series. I first became involved in the
study of bioinformatics in 1998 and, over the ensuing decade, have been struck by the
enormous quantity of data being generated and the need for effective approaches to
its analysis.

The analysis of protein–protein interactions (PPIs) is fundamental to the under-
standing of cellular organizations, processes, and functions. It has been observed
that proteins seldom act as single isolated species in the performance of their func-
tions; rather, proteins involved in the same cellular processes often interact with each
other. Therefore, the functions of uncharacterized proteins can be predicted through
comparison with the interactions of similar known proteins. A detailed examination
of a PPI network can thus yield significant new insights into protein functions. These
interactions have traditionally been examined via intensive small-scale investigations
of a small set of proteins of interest, each yielding information about a limited num-
ber of PPIs. The existing databases of PPIs have been compiled from such small-scale
screens, presented in individual research papers. Because these data were subject to
stringent controls and evaluation in the peer-review process, they can be considered
to be fairly reliable. However, each experiment observes only a few interactions and
yields a data set of very limited size. Recent large-scale investigations of PPIs using
such techniques as two-hybrid systems, mass spectrometry, and protein microarrays
have enriched the available protein interaction data and facilitated the construc-
tion of integrated PPI networks. The resulting large volume of PPI data has posed
a challenge to experimental investigation. Consequently, computational analysis of
the networks has become a necessary tool for the determination of functionally
associated proteins.

This book is intended to provide a comprehensive understanding of the com-
putational methods available for the analysis of PPI networks. It offers an in-depth
survey of a range of approaches to this analysis, including statistical, topological, data-
mining, and ontology-based methods. The fundamental principles underlying each of

xiii



xiv Preface

these approaches are discussed, along with their respective benefits and drawbacks.
Suggestions for future research are also offered. In total, this book is intended to
offer bioinformatics researchers a comprehensive and practical guide to the analysis
of PPI networks, which will assist and stimulate their further investigation.

Some knowledge on the part of the reader in the fields of molecular biology, data
mining, and statistics is assumed. Apart from this, the book is designed to be self-
contained, as it includes introductions to the fundamental concepts underlying data
generation and analysis. Thus, this book is expected to be of interest to a variety of
researchers. It can be used as a textbook for advanced graduate courses in bioinfor-
matics, and most of its content has been tested in the author’s graduate-level course
in this field. In addition, it can serve as a resource for graduate students seeking topics
for investigation. The book will also be useful to researchers involved in computa-
tional biology in universities, organizations, and industry. For this audience, it will
provide guidance on the techniques available for analysis of PPI networks. Research
professionals interested in expanding their knowledge base can draw upon the mate-
rial presented here to gain an understanding of principles and methods involved in
this growing and highly significant field.
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Aidong Zhang
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Introduction

1.1 RAPID GROWTH OF PROTEIN–PROTEIN INTERACTION DATA

Since the sequencing of the human genome was brought to fruition [154,310], the
field of genetics now stands on the threshold of significant theoretical and practical
advances. Crucial to furthering these investigations is a comprehensive understand-
ing of the expression, function, and regulation of the proteins encoded by an organism
[345]. This understanding is the subject of the discipline of proteomics. Proteomics
encompasses a wide range of approaches and applications intended to explicate how
complex biological processes occur at a molecular level, how they differ in various
cell types, and how they are altered in disease states.

Defined succinctly, proteomics is the systematic study of the many and diverse
properties of proteins with the aim of providing detailed descriptions of the structure,
function, and control of biological systems in health and disease [241]. The field has
burst onto the scientific scene with stunning rapidity over the past several years.
Figure 1–1 shows the trend of the number of occurrences of the term “proteome”
found in PubMed bioinformatics citations over the past decade. This figure strikingly
illustrates the rapidly increasing role played by proteomics in bioinformatics research
in recent years.

A particular focus of the field of proteomics is the nature and role of interac-
tions between proteins. Protein–protein interactions (PPIs) regulate a wide array
of biological processes, including transcriptional activation/repression; immune,
endocrine, and pharmacological signaling; cell-to-cell interactions; and metabolic
and developmental control [9,139,167,184]. PPIs play diverse roles in biology and
differ based on the composition, affinity, and lifetime of the association. Noncova-
lent contacts between residue side chains are the basis for protein folding, protein
assembly, and PPI [232]. These contacts facilitate a variety of interactions and associ-
ations within and between proteins. Based on their diverse structural and functional
characteristics, PPIs can be categorized in several ways [230]. On the basis of their
interaction surface, they may be homo- or hetero-oligomeric; as judged by their sta-
bility, they may be obligate or nonobligate; and as measured by their persistence, they
may be transient or permanent. A given PPI can fall into any combination of these
three categorical pairs. An interaction may also require reclassification under certain
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Figure 1–1 Number of results found in PubMed for the term “proteome.” (Reprinted from
[200] with permission of John Wiley & Sons, Inc.)

conditions; for example, it may be mainly transient in vivo but become permanent
under certain cellular conditions.

It has been observed that proteins seldom act as single isolated species while per-
forming their functions in vivo [330]. The analysis of annotated proteins reveals that
proteins involved in the same cellular processes often interact with each other [312].
The function of unknown proteins may be postulated on the basis of their interaction
with a known protein target of known function. Mapping PPIs has not only provided
insight into protein function but also facilitated the modeling of functional pathways
to elucidate the molecular mechanisms of cellular processes. The study of PPIs is
fundamental to understanding how proteins function within the cell. Characterizing
the interactions of proteins in a given cellular proteome will be the next milestone
along the road to understand the biochemistry of the cell.

The result of two or more proteins interacting with a specific functional objective
can be demonstrated in several different ways. The measurable effects of PPIs have
been outlined by Phizicky and Fields [254]. PPIs can:

■ alter the kinetic properties of enzymes; this may be the result of subtle changes
at the level of substrate binding or at the level of an allosteric effect;

■ act as a common mechanism to allow for substrate channeling;
■ create a new binding site, typically for small effector molecules;
■ inactivate or destroy a protein; or
■ change the specificity of a protein for its substrate through interaction with dif-

ferent binding partners; for example, demonstrate a new function that neither
protein can exhibit alone.

PPIs are much more widespread than once suspected, and the degree of regulation
that they confer is large. To properly understand their significance in the cell, one
needs to identify the different interactions, understand the extent to which they take
place in the cell, and determine the consequences of the interactions.

In recent years, PPI data have been enriched by high-throughput experimental
methods, such as two-hybrid systems [155,307], mass spectrometry [113,144], and
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protein chip technology [114,205,346]. Integrated PPI networks have been built from
these heterogeneous data sources. However, the large volume of PPI data currently
available has posed a challenge to experimental investigation. Computational anal-
ysis of PPI networks has become a necessary supplemental tool for understanding
the functions of uncharacterized proteins.

1.2 COMPUTATIONAL ANALYSIS OF PPI NETWORKS

A PPI network can be described as a complex system of proteins linked by interac-
tions. The computational analysis of PPI networks begins with the representation of
the PPI network structure. The simplest representation takes the form of a mathemat-
ical graph consisting of nodes and edges [314]. Proteins are represented as nodes in
such a graph; two proteins that interact physically are represented as adjacent nodes
connected by an edge. Based on this graphic representation, various computational
approaches, such as data mining, machine learning, and statistical approaches, can
be designed to reveal the organization of PPI networks at different levels. An exami-
nation of the graphic form of the network can yield a variety of insights. For example,
neighboring proteins in the graph are generally considered to share functions (“guilt
by association”). Thus, the functions of a protein may be predicted by looking at
the proteins with which it interacts and the protein complexes to which it belongs.
In addition, densely connected subgraphs in the network are likely to form protein
complexes that function as a unit in a certain biological process. An investigation of
the topological features of the network (e.g., whether it is scale-free, a small network,
or governed by the power law) can also enhance our understanding of the biological
system [5].

In general, the computational analysis of PPI networks is challenging, with these
major difficulties being commonly encountered:

■ The protein interactions are not reliable. Large-scale experiments have yielded
numerous false positives. For example, as reported in [288], high-throughput
yeast two-hybrid (Y2H) assays are ∼50% reliable. It is also likely that there are
many false negatives in the PPI networks currently under study.

■ A protein can have several different functions. A protein may be included in one
or more functional groups. Therefore, overlapping clusters should be identified
in the PPI networks. Since conventional clustering methods generally produce
pairwise disjoint clusters, they may not be effective when applied to PPI networks.

■ Two proteins with different functions frequently interact with each other. Such
frequent, random connections between the proteins in different functional groups
expand the topological complexity of the PPI networks, posing difficulties to the
detection of unambiguous partitions.

Recent studies of complex systems [5,227] have attempted to understand and
characterize the structural behaviors of such systems from a topological perspective.
Such features as small-world properties [319], scale-free degree distributions [28,29],
and hierarchical modularity [261] have been observed in complex systems, elements
that are also characteristic of PPI networks. Therefore, topological methods can be
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used to address the challenges mentioned earlier and to facilitate the efficient and
accurate analysis of PPI networks.

1.2.1 Topological Features of PPI Networks

Barabasi and Oltvai [29] introduced the concept of degree distribution, P(k), to
quantify the probability that a selected node in a network will have exactly k links.
Networks of different types can be distinguished by their degree distributions. For
example, a random network follows a Poisson distribution. In contrast, a scale-free
network has a power-law degree distribution, P(k) ∼ k−γ , indicating that a few
hubs bind numerous small nodes. When 2 ≤ γ ≤ 3, the hubs play a significant role
in the network [29]. Recent publications have indicated that PPI networks have the
features of a scale-free network [121,161,198,313]; therefore, their degree distribu-
tion approximates a power law, P(k) ∼ k−γ . In scale-free networks, most proteins
participate in only a few interactions, while a small set of hubs participate in dozens
of interactions.

PPI networks also have a characteristic property known as the “small-world
effect,” which states that any two nodes can be connected via a short path of a few
links. The small-world phenomenon was first investigated as a concept in sociology
[217] and is a feature of a range of networks arising in both nature and technol-
ogy, including the Internet [5], scientific collaboration networks [224], the English
lexicon [280], metabolic networks [106], and PPI networks [284,313]. Although the
small-world effect is a property of random networks, the path length in scale-free
networks is much shorter than that predicted by the small-world effect [74,75]. There-
fore, scale-free networks are “ultra-small.” This short path length indicates that local
perturbations in metabolite concentrations could permeate an entire network very
quickly. In PPI networks, highly connected nodes (hubs) seldom directly link to
each other [211]. This differs from the assortative nature of social networks, in which
well-connected individuals tend to have direct connections to each other. In contrast,
biological networks have the property of disassortativity, in which highly connected
nodes are only infrequently linked.

A number of recent publications have proposed the use of centrality indices,
including node degree, pagerank, clustering coefficient, betweenness centrality, and
bridging centrality metrics, as measurements of the importance of components in
a network [47,53,103,110,226,268,319]. For instance, betweenness centrality [225]
was proposed to detect the optimal location for partitioning a network [122,145].
The modified betweenness cut approach has been suggested for use with weighted
PPI networks that integrate gene expression [61]. Jeong’s group has espoused the
degree of a node as a key basis for the identification of essential network compo-
nents [161]. In this model, power-law networks are very robust to random attacks
but highly vulnerable to targeted attacks [7]. Hahn’s group identified differences in
degree, betweenness, and closeness centrality between essential and nonessential
genes in three eukaryotic PPI networks (yeast, worm, and fly) [131]. Estrada’s group
introduced a new subgraph centrality measure to characterize the participation of
each node in all subgraphs in a network [103,102]. Palumbo’s group sought to identify
lethal nodes by arc deletion, thus facilitating the isolation of network subcomponents
[239]. Guimera’s group devised a clustering method to identify functional modules
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in metabolic pathways and categorized the role of each component in the pathway
according to its topological location relative to detected functional modules [129].

As we will subsequently discuss in greater detail, the unique topological fea-
tures found to be characteristic of PPI networks will play significant roles in the
computational analysis of these networks.

1.2.2 Modularity Analysis

The idea of functional modules, introduced in [139], offers a major conceptual tool
for the systematic analysis of a biological system. A functional module in a PPI net-
work represents a maximal set of functionally associated proteins. In other words, it is
composed of those proteins that are mutually involved in a given biological process or
function. A wide range of graph-theoretic approaches have been employed to iden-
tify functional modules in PPI networks. However, these approaches have tended to
be limited in accuracy due to the presence of unreliable interactions and the complex
connectivity of the networks [288]. In particular, the topological complexity of PPI
networks, arising from the overlapping patterns of modules and cross talks between
modules, poses challenges to the identification of functional modules. Because a
protein generally performs different biological processes or functions in different
environments, real functional modules are overlapping. Moreover, the frequent,
dynamic cross connections between different functions are biologically meaningful
and must be taken into account [274].

In an attempt to parse this complexity, the hierarchical organization of modules
in biological networks has been recently proposed [261]. The architecture of this
model is based on a scale-free topology with embedded modularity. In this model,
the significance of a few hub nodes is emphasized, and these nodes are viewed as
the determinants of survival during network perturbations and as the essential back-
bone of the hierarchical structure. This hierarchical network model can plausibly
be applied to PPI networks because cellular functionality is typically hierarchical in
nature, and PPI networks include a few hub nodes that are biologically lethal.

The identification of functional modules in PPI networks or modularity analysis
can be successfully accomplished through the use of cluster analysis. Cluster anal-
ysis is invaluable in elucidating network topological structure and the relationships
among network components. Typically, clustering approaches focus on detecting
densely connected subgraphs within the graphic representation of a PPI network.
For example, the maximum clique algorithm [286] is used to detect fully connected,
complete subgraphs. To compensate for the high-density threshold imposed by this
algorithm, relatively dense subgraphs can be identified in lieu of complete subgraphs,
either by using a density threshold or by optimizing an objective density function
[56,286]. A number of density-based clustering algorithms using alternative density
functions have been presented [12,24,247].

As noted, hierarchical clustering approaches can plausibly be applied to biolog-
ical networks because of the hierarchical nature of functional modules [261,297].
These approaches iteratively merge nodes or recursively divide a graph into two
or more subgraphs. To merge nodes iteratively, the similarity or distance between
two nodes or two groups of nodes is measured and a pair is selected for merger in
each iteration [17,263]. Recursive division of a graph involves the selection of nodes
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or edges to be cut. Partition-based approaches have also been applied to biological
networks. One partition-based clustering approach, the Restricted Neighborhood
Search Clustering (RNSC) algorithm [180], determines the best partition using a cost
function. In addition, other approaches have been applied to biological networks.
For example, the Markov Clustering Algorithm (MCL) finds clusters using iterative
rounds of expansion and inflation that, respectively, prefer the strongly connected
regions and weaken the sparsely connected regions [308]. The line graph generation
method [250] transforms a network of proteins connected by interactions into a net-
work of connected interactions and then uses the MCL algorithm to cluster the PPI
network. Samantha and Liang [272] applied a statistical approach to the clustering
of proteins based on the premise that a pair of proteins sharing a significantly greater
number of common neighbors will have a high functional similarity. The recently
introduced STM algorithm [148] votes a representative of a cluster for each node.

Topological metrics can be incorporated into the modularity analysis of PPI net-
works. From our studies, we have observed that the bridging nodes identified in PPI
networks serve as the connecting nodes between protein modules; therefore, remov-
ing the bridging nodes preserves the structural integrity of the network. Such findings
can play an important role in the modularity analysis of PPI networks. Removal
of the bridging nodes yields a set of components disconnected from the network.
Thus, using bridging centrality to remove the bridging nodes can be an excellent
preprocessing procedure to estimate the number and location of modules in the
PPI network. Results of this research [151,152] have shown that such approaches
can generate larger modules that discard fewer proteins, permitting more accurate
functional detection than other current methods.

1.2.3 Prediction of Protein Functions in PPI Networks

Predicting protein function can be, in itself, the ultimate objective of the analysis of a
PPI network. Despite the many extensive studies of yeast that have been undertaken,
there are still a number of functionally uncharacterized proteins in the yeast database.
The functional annotation of human proteins can provide a strong foundation for
the complete understanding of cell mechanisms, information that is invaluable for
drug discovery and development. The increased interest in and availability of PPI
networks have catalyzed the development of computational methods to elucidate
protein functions.

Protein functions may be predicted on the basis of modularization algorithms. If
an unknown protein is included in a functional module, it is expected to contribute
toward the function that the module represents. The generated functional modules
may thus provide a framework within which to predict the functions of unknown
proteins. Each generated module may contain a few uncharacterized proteins along
with a larger number of known proteins. It can be assumed that the unknown proteins
play a positive role in realizing the function of the generated module. However, pre-
dictions arrived at through these means may be inaccurate, since the accuracy of the
modularization process itself is typically low. For greater reliability, protein functions
should be predicted directly from the topology or connectivity of PPI networks.

Several topology-based approaches that predict protein function on the basis of
PPI networks have been introduced. At the simplest level, the “neighbor counting
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method” predicts the function of an unknown protein by the frequency of known
functions of the immediate neighbor proteins [274]. The majority of functions of the
immediate neighbors can be statistically assessed [143]. The function of a protein
can be assumed to be independent of all other proteins, given the functions of its
immediate neighbors. This assumption gives rise to a Markov random field model
[85,196]. Recently, the number of common neighbors of the known protein and the
unknown protein has been taken as the basis for the prediction of function [201].

Machine learning has been widely applied to the analysis of PPI networks, and,
in particular, to the prediction of protein functions. A variety of methods have been
developed to predict protein function on the basis of different information sources.
Some of the inputs used by these methods include protein structure and sequence,
protein domain, PPIs, genetic interactions, and gene expression analysis. The accu-
racy of prediction can be enhanced by drawing upon multiple sources of information.
The Gene Ontology (GO) database [84] is one example of such semantic integration.

1.2.4 Integration of Domain Knowledge

As noted, the accuracy of results obtained from computational approaches can be
compromised by the inclusion of false connections and the high complexity of net-
works. The reliability of this process can be improved by the integration of other
functional information. Initially, the identification of similarities in gene sequence
can be a primary indicator of a functional association between two genes. Addi-
tionally, genome-level methods for functional inference, such as gene fusion events
and phylogenetic profiling, can generate useful data pointing to functional linkages.
Beyond this, we know that genes with correlated expression profiles determined
through microarray experiments are likely to be functionally related. Many studies
[65,66,153,304] have investigated the integration of PPI networks with gene expres-
sion data to improve the accuracy of the functional modules identified. Finally, as
briefly noted earlier, GO [18,301] can be a useful data source to combine with the PPI
networks. GO is currently one of the most comprehensive and well-curated ontol-
ogy databases in the bioinformatics community. It represents a collaborative effort
to address the need for consistent descriptions of genes and gene products. The GO
database includes GO terms and their relationships. The former are well-defined
biological terms organized into three general conceptual categories that are shared
across different organisms: biological processes, molecular functions, and cellular
components. The GO database also provides annotations to each GO term, and
each gene can be annotated on one or more GO terms. The GO database and its
annotations can thus be a significant resource for the discovery of functional knowl-
edge. These tools have been employed to facilitate the analysis of gene expression
data [89,105,147] and have been integrated with unreliable PPI networks to accu-
rately predict functions of unknown proteins [84] and identify functional modules
[68,70].

1.3 SIGNIFICANT APPLICATIONS

The systematic analysis of PPIs can enable a better understanding of cellular orga-
nization, processes, and functions. Functional modules can be identified from the
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PPI networks that have been derived from experimental data sets. There are many
significant applications following this analysis. In this book, the following principal
applications to which this analysis can be applied will be discussed:

■ Predicting protein function. As noted earlier, the most basic application of PPI
networks is the use of topological analysis to predict protein function. The gen-
erated functional modules can serve as a framework within which to predict
the functions of unknown proteins. Each generated module may contain a few
uncharacterized proteins. By associating unknown proteins with the known pro-
teins, we can suggest that those proteins participate positively in performing the
functions assigned to the modules.

■ Lethality analysis. The topological analysis of PPI networks can be used to sys-
tematically assess the biological importance of bridging and other nodes in a PPI
network [65,66,70,148]. Lethality, a crucial factor in characterizing the biologi-
cal indispensability of a protein, is determined by examining whether a module
is functionally disrupted when the protein is eliminated. Information regarding
lethality is compiled in most PPI databases. For example, the MIPS database
[214] indicates the lethality or viability of each included protein. Such sources
allow the researcher to compare the lethality of nodes with high bridging-score
values to that associated with other competing network parameters in the PPI
networks. These comparisons reveal that nodes with the highest bridging scores
are less lethal than both randomly selected nodes and nodes with high degree
centrality. However, the average lethality of the neighbors of the nodes with the
highest bridging scores is greater than that of a randomly selected subset. Our
research has indicated that bridging nodes have relatively low lethality; inter-
connecting nodes are characterized by higher lethality; and modular nodes and
peripheral nodes have, respectively, the highest and lowest proportion of lethal
proteins. These results imply that many of the bridging nodes do not perform
tasks critical to biological functions [151,152]. As a result, these nodes would
serve as good targets for drugs, as discussed later.

■ Assessing the druggability of molecular targets from network topology. Translat-
ing the societal investments in the Human Genome Project and other similar
large-scale efforts into therapies for human diseases is an important scientific
imperative in the post–human-genome era. The efficacy, specificity/selectivity,
and side-effect characteristics of well-designed drugs depend largely on the appro-
priate choice of pharmacological target. For this reason, the identification of
molecular targets is a very early and critical step in the drug discovery and devel-
opment process. The goal of the target identification process is to arrive at a
very limited subset of biological molecules that will become the principal focus
for the subsequent discovery research, development, and clinical trials. Phar-
macological targets can span the range of biological molecules from DNA and
lipids to metabolites. In fact, though, the majority of pharmacological targets are
proteins. Effective pharmacological intervention with the target protein should
significantly impact the key molecular processes in which the protein participates,
and the resultant perturbation should be successful in modulating the pathophys-
iological process of interest. Another important consideration that is sometimes
overlooked during the target identification step is the potential for side effects.
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Ideally, an appropriate balance should be found among efficacy, selectivity, and
side effects. In practice, however, compromises are often required in the areas of
specificity/selectivity and side effects, since pharmacological interventions with
proteins that are central to key processes will likely affect many biological path-
ways. We have observed that the biological correlates of the nodes with the
highest bridging scores indicate that these nodes are less lethal than other nodes
in PPI networks. Thus, they are promising drug targets from the standpoints of
efficacy and side effects.

1.4 ORGANIZATION OF THIS BOOK

This book is intended to provide an in-depth examination of computational analysis
as applied to PPI networks, offering perspectives from data mining, machine learning,
graph theory, and statistics. The remainder of this book is organized as follows:

■ Chapter 2 introduces the three principal experimental approaches that are
currently used for generating PPI data: the Y2H system [121,156,307], mass
spectrometry (MS) [113,120,144,187,210,303], and protein microarray methods
[114,346].

■ Chapter 3 discusses various computational approaches to the prediction of
protein interactions, including genomic-scale, sequence-based, structure-based,
learning-sequence-based, and network topology-based techniques.

■ Chapter 4 introduces the basic properties of and metrics applied to PPI net-
works. Basic concepts in graphic representation employed to characterize various
properties of PPI networks are defined for use throughout the balance of
the book.

■ Chapter 5 discusses the modularity analysis of PPI networks. Various modularity
analysis algorithms used to identify modules in PPI networks are discussed, and
an overview of the validation methods for modularity analysis is presented.

■ Chapter 6 explores the topological analysis of PPI networks. Various metrics
used for assessing specific topological features of PPI networks are presented
and discussed.

■ Chapter 7 focuses on greater detail on one type of modularity algorithm,
specifically, the distance-based modularity analysis of PPI networks.

■ Chapter 8 focuses on greater detail on graph-theoretic approaches for modularity
analysis of PPI networks.

■ Chapter 9 discusses the flow-based analysis of PPI networks.
■ Chapter 10 examines statistical- and machine learning-based analysis of PPI

networks.
■ Chapter 11 discusses the integration of domain knowledge into the analysis of

PPI networks.
■ Chapter 12 presents some of the more recent approaches that have been devel-

oped for incorporatingdiversebiological information into theexplorativeanalysis
of PPI networks.

■ Chapter 13 offers a synthesis of the methods and concepts discussed through-
out the book and reflections on potential directions for future research and
applications.
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1.5 SUMMARY

The analysis of PPI networks poses many challenges, given the inherent complexity
of these networks, the high noise level characteristic of the data, and the presence of
unusual topological phenomena. As discussed in this chapter, effective approaches
are required to analyze PPI data and the resulting PPI networks. Recently, a variety
of data-mining and statistical techniques have been applied to this end, with varying
degrees of success. This book is intended to provide researchers with a working
knowledge of many of the advanced approaches currently available for this purpose.
(Some of the material in this chapter is reprinted from [200] with permission of John
Wiley & Sons, Inc.)
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Experimental Approaches to Generation
of Protein–Protein Interaction Data

2.1 INTRODUCTION

Proteins and their interactions lie at the heart of most fundamental biological pro-
cesses. Typically, proteins seldom act in isolation but rather execute their functions
through interaction with other biomolecular units. Consequently, an examination of
these protein–protein interactions (PPIs) is essential to understanding the molecu-
lar mechanisms of underlying biological processes [79]. This chapter is intended to
provide an overview of the more common experimental methods currently used to
generate PPI data.

In the past, PPIs were typically examined via intensive small-scale investigations
of restricted sets of proteins of interest, each yielding information regarding a limited
number of PPIs. The existing databases of PPIs have been compiled from the results
of such small-scale screens presented in individual research papers. Since these data
are subject to stringent controls and evaluation in the peer-review process, they can
be considered to be fairly reliable. However, each experiment observes only a few
interactions and provides a data set of limited size.

Recent high-throughput approaches involve genome-wide detection of protein
interactions. Studies using the yeast two-hybrid (Y2H) system [121,156,307], mass
spectrometry (MS) [113,120,144,187,210,303], and protein microarrays [114,346]
have generated large amounts of interaction data. The Y2H system takes a bottom-
up genomic approach to detecting possible binary interactions between any two
proteins encoded in the genome of interest. In contrast, mass spectrometric analysis
adopts a top-down proteomic approach by analyzing the composition of protein com-
plexes. The protein microarray technology simultaneously captures the expression
of thousands of proteins.

2.2 THE Y2H SYSTEM

One of the most common approaches to the detection of pairs of interacting pro-
teins in vivo is the Y2H system [21,155]. The Y2H system, first introduced in 1989
[107], is a molecular–genetic tool that facilitates the study of PPI. The interaction of
two proteins transcriptionally activates a reporter gene, and a color reaction is seen

11
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Figure 2–1 Y2H system applied to the detection of binary protein interactions.
(Reprinted by permission from Macmillan Publishers Ltd: Nature [233], copyright 2000.)

on specific media. This indication can track the interaction between two proteins,
revealing “prey” proteins that interact with a known “bait” protein.

Two-hybrid procedures are typically carried out by screening a protein of interest
against a random library of potential protein partners. Figure 2–1 [233] depicts the
Y2H process. In Figure 2–1(a), we see that the fusion of the “bait” protein and the
DNA-binding domain of the transcriptional activator does not turn on the reporter
gene; no color change occurs; and the interaction cannot be tracked. Figure 2–1(b)
shows that, similarly, the fusion of the “prey” protein and the activating region
of the transcriptional activator is also insufficient to switch on the reporter gene. In
Figure 2–1(c), the “bait” and the “prey” associate, bringing the DNA-binding domain
and activator region into sufficiently close proximity to switch on the reporter gene.
The result is gene transcription and a color change that can be monitored.

The Y2H system enables both highly sensitive detection of PPIs and screening
of genome libraries to ascertain the interaction partners of certain proteins. The sys-
tem can also be used to pinpoint protein regions mediating the interactions [157].
However, the classic Y2H system has several limitations. First, it cannot, by defini-
tion, detect interactions involving three or more proteins and those depending on
posttranslational modifications (PTMs) except those applied to the budding yeast
itself [157]. Second, since some proteins (e.g., membrane proteins) cannot be recon-
structed in the nucleus, the Y2H system is not suitable for the detection of interactions
involving these proteins. Finally, the method does not guarantee that an interaction
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indicated by Y2H actually takes place physiologically. Given these limitations, the
Y2H system is most suitable for the detection of binary interactions, particularly
those that are transient and unstable.

Despite these drawbacks, the Y2H system has become established as a stan-
dard technique in molecular biology and serves as an important method for
proteomics analysis [240]. High-throughput Y2H screens have been applied to
Escherichia coli [31], hepatitis C virus [108], Vaccinia virus [213], Saccharomyces
cerevisiae [156,307], Helicobacter pylori [259], and Caenorhabditis elegans [198,315],
Drosophila melanogaster [121], and Homo sapiens [76,266].

Recently, numerous modifications of the Y2H approach have been proposed that
characterize PPI networks by screening each protein expressed in a eukaryotic cell
[109]. Drees [92] has proposed a variant that includes the genetic information of a
third protein. Zhang et al. [342] have suggested the use of RNA for the investigation
of RNA–protein interactions. Vidal et al. [311] used the URA3 gene instead of GAL4
as the reporter gene; this two-hybrid system can be used to screen for ligand inhibition
or to dissociate such complexes. Johnson and Varshavsky [166] have proposed a
cytoplasmic two-hybrid system that can be used for screening of membrane protein
interactions.

Despite the various limitations of the Y2H system, this approach has revealed
a wealth of novel interactions and has helped illuminate the magnitude of the pro-
tein interactome. In principle, it could be applied in a more comprehensive fashion
to examine all possible binary combinations between the proteins encoded by any
single genome.

2.3 MASS SPECTROMETRY (MS) APPROACHES

Another traditional approach to PPI detection uses quantitative MS to analyze
the composition of a partially purified protein complex together with a control
purification in which the complex of interest is not enriched.

Mass spectrometry analysis proceeds in three steps: bait presentation, affinity
purification of the complex, and analysis of the bound proteins [2]. Two large-scale
studies [113,144], that apply MS analysis to the PPI network in yeast have been
published. Each study attempted to identify all the components that were present
in “naturally generated” protein complexes, taking as their subject essentially pure
preparations of each complex [188]. In both approaches, bait proteins were gener-
ated that carried a particular affinity tag. In the case studied by Gavin et al. [113],
1,739 TAP-tagged (Tandem Affinity Purification) genes were introduced into the
yeast genome by homologous recombination. Ho et al. [144] expressed 725 proteins
modified to carry the FLAG epitope. In both cases, the proteins were expressed in
yeast cells, and complexes were purified using a single immunoaffinity purification
step. Both groups resolved the components of each purified complex with a one-
dimensional denaturing polyacrylamide gel electrophoresis (PAGE) step. From the
1,167 yeast strains generated by Gavin et al. [113], 589 protein complexes were puri-
fied, 232 of which were unique. Ho et al. [144] used 725 protein baits and detected
3,617 interactions that involved 1,578 different proteins.

Figure 2–2 illustrates the process of mass spectrometric analysis [188]. In step
(1), an “affinity tag” is attached to a target protein (the “bait”). As illustrated in



14 Experimental Approaches to Generation of PPI Data

Ta g

Bait
Isolate protein
comple x

Affinity
col umn

SDS-
PA G E

Excise bands
Digest with tr ypsin

Protein 1
Protein 2
Protein 3
Protein 4
Protein 5

Analyse by mass
spectrometr y and
bioinf or matics

1

2

3

4      5

6–9

1

3

2
4

1

5

Figure 2–2 Mass spectrometric analysis of protein complexes. (Reprinted by permission
from Macmillan Publishers Ltd: Nature [188], copyright 2002.)

Figure 2–2(2), bait proteins are systematically precipitated, along with any associated
proteins, onto an “affinity column.” In Figure 2–2(3), purified protein complexes
are resolved by one-dimensional SDS-PAGE, so that proteins become separated
according to mass. Step (4) entails the separating of protein bands by protein size; in
step (5), protein bands are digested with trypsin. In steps (6–9), component proteins
are detected by MS and bioinformatic analysis.

Mass-spectrometry-based proteomics can be applied not only to identify and
quantify individual proteins [77,189,249,318] but also to protein analysis, including
protein profiling [192], PTMs [206,207], and, in particular, identification of PPIs.

In general, mass spectrometric analysis is more physiological than the Y2H
system. Actual molecular assemblies composed of all combinations of direct and
cooperative interactions are analyzed in vivo, as opposed to the examination of
reconstituted bimolecular interactions ex vivo or in vitro. MS can detect more com-
plex interactions and is not limited to binary interactions, permitting the isolation
of large protein complexes and the detection of networks of interactions. However,
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the technique is best applied to interactions of high abundance and stability, while
two-hybrid approaches are able to reliably detect transient and weak interactions.

2.4 PROTEIN MICROARRAYS

Microarray-based analysis is a relatively high-throughput technology, that allows
the simultaneous analysis of thousands of parameters within a single experiment.
The key advantage of the microarray format is the use of a nonporous solid sur-
face, such as glass, that permits precise deposition of capturing molecules (probes)
in a highly dense and ordered fashion. The early applications of microarrays and
detection technologies were largely centered on DNA-based applications. Today,
DNA microarray technology is a robust and reliable method for the analysis of gene
function [40]. However, gene expression arrays provide no information on protein
PTMs (such as phosphorylation or glycosylation) that affect cell function. To examine
expression at the protein level and acquire quantitative and qualitative information
about proteins of interest, the protein microarray was developed.

A protein microarray is a piece of glass on which various molecules of protein
have been affixed at separate locations in an ordered manner, forming a microscopic
array [205]. These are used to identify PPIs, the substrates of protein kinases, or
the targets of biologically active small molecules. The experimental procedure for
protein microarray analysis involves choosing solid supports, arraying proteins on
the solid supports, and screening for PPIs.

Experiments with the yeast proteome microarray have revealed a number of
PPIs that had not previously been identified through Y2H or MS-based approaches.
Global protein interaction studies were performed with a yeast proteome chip. Ge
[114] has described a universal protein array, that permits quantitative detection of
protein interactions with a range of proteins, nucleic acids, and small molecules. Zhu
et al. [346] generated a yeast proteome chip from recombinant protein probes of
5,800 open-reading frames.

2.5 PUBLIC PPI DATA AND THEIR RELIABILITY

2.5.1 Experimental PPI Data Sets

PPIs within the S. cerevisiae have been the subject of extensive study due to the
simplicity of the organism, and an abundance of data is currently available. Below is
a partial list of the interaction data that have been generated for yeast via two of the
high-throughput experimental methods discussed earlier, the Y2H system and mass
spectrometric purification of protein complexes:

■ Ito full data and Ito core data: In [156], Ito and colleagues applied the Y2H
system to 3,275 proteins, detecting 4,392 interactions. From this “full data set,”
they selected a “core set” consisting of those proteins that appeared at least three
times. This set comprised 758 interactions among 790 proteins.

■ Uetz data: In [307], application of Y2H by Uetz and colleagues detected 1,459
interactions among 1,353 proteins.

■ Gavin complexes: In [113], a comprehensive MS protein complex purification was
conducted on yeast proteins, resulting in 589 purifications. These purifications
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Table 2.1 Overlaps of Different PPI Data Sets

Data Ito Uetz Gavin Ho

Full Core Spoke Matrix Spoke Matrix

Ito Full 4392 758 186 55 107 64 95
Ito Core 758 758 133 40 69 41 56
Uetz 186 133 1459 58 100 60 86
Gavin Spoke 55 40 58 3815 3815 292 842
Gavin Matrix 107 69 100 3815 18793 563 2264
Ho Spoke 64 41 60 292 563 4108 4108
Ho Matrix 95 56 86 842 2264 4108 28172

were further manually curated into 232 protein complexes [113], covering 1,310
proteins. The original purifications and the curated complexes are termed the
Gavin Raw and Gavin Curated data sets, respectively.

■ Ho complexes: [144] presents another systematic analysis of protein complexes
of yeast proteins. This includes 1,577 proteins and 741 protein complexes.

The Gavin and Ho data sets compromise the largest high-throughput protein
complex purifications generated by MS technology to date. The binary protein inter-
actions from the Gavin Raw complexes inferred through the spoke and matrix models
are referred to as Gavin Spoke and Gavin Matrix, respectively. Similarly, the binary
protein interactions from the Ho Complex inferred through the spoke and matrix
models are denoted as Ho Spoke and Ho Matrix, respectively.

Table 2.1 presents the areas of overlap between these yeast PPI data sets. It can
readily be seen that there is very limited overlap, both for data sets detected by the
same technology (i.e., Ito Full and Uetz data sets, Gavin Spoke and Ho Spoke data
sets) and data sets detected by different technologies (i.e., Ito Full and Gavin Spoke).

2.5.2 Public PPI Databases

In addition to these experimental data sets, there are also a number of open databases
that provide comprehensive PPI data for several different organisms. There is little
standardization among these databases, with each having a unique data structure,
format, and mode of description. The data have been curated using various compu-
tational methods, which will be discussed in the next chapter. The major open PPI
databases will be briefly described as follows:

■ MIPS: The Munich Information Center for Protein Sequences (MIPS) [214] is
the repository of a significant body of protein information including sequence,
structure, expression, and functional annotations. This database also includes PPI
data for selected organisms, including Homo sapiens. The human PPI data have
been manually created and curated on the basis of literature review and include
the experimental approach, a description, and the binding regions of interacting
partners [237].
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■ DIP: The Database of Interacting Proteins (DIP) [271] has combined data from
a variety of sources to create a single, consistent set of PPI. For the yeast PPI
data, the core PPIs have been selected from full data by a computational cura-
tive process based on the correlation of protein sequence and RNA expression
profiles [82].

■ BIND: The Biomolecular Interaction Network Database (BIND) [8], a com-
ponent of BOND (the Biomolecular Object Network Databank), includes
interactions, molecular complexes as a collection of two or more molecules that
together form a functional unit, and pathways as a collection of two or more
molecules that interact in a sequence.

■ BioGRID: The General Repository for Interaction Database (BioGRID) [289]
is a unified and continuously updated source of physical and generic interactions.
It comprises more than 55,000 nonredundant interactions for yeast, making it
the largest database for this organism, and more than 130,000 nonredundant
interactions across a total of 22 different organisms.

■ MINT: The Molecular Interaction Database (MINT) [59] uses expert curators
to extract various experimental details from published literature; these are then
stored in a structured format. HomoMINT [253] is a separate database of human
protein interactions that have been inferred from orthologs in model organisms.

■ IntAct: IntAct [178] is a database and toolkit for modeling, storing, and analyzing
molecular interaction data. In addition to PPI data, it also includes extensive
information on DNA, RNA, and small-molecule interactions.

■ HPRD: The Human Protein Reference Database (HPRD) [219] provides a
comprehensive collection of human PPI with protein features such as protein
functions, PTMs, enzyme–substrate relationships, and subcellular localization.
The human PPI data have been obtained from various experimental methods,
including the Y2H systems.

2.5.3 Functional Analysis of PPI Data

It is important to be cognizant of the relationships and functional associations
between the interacting protein pairs in these databases. Understanding the func-
tional link, which is established between two interacting proteins, may allow us to
assess the reliability of experimentally determined PPI data. Two measurements,
functional similarity and functional consistency, can be applied to each interacting
protein pair. As a “ground truth,” the hierarchically distributed functional categories
and their annotations from FunCat [267] in MIPS [214] are used. In this analysis, the
PPI data from MIPS, DIP, and BioGRID are compared.

The functional similarity of an interacting protein pair is defined as the structural
closeness between their functions. The functional categories are typically structured
as a hierarchical tree format. The most general function becomes the root of the
functional hierarchy. Each function has one or more children categories which cor-
respond to more specific functions. Each protein can be annotated on the functional
categories it performs. The set of proteins annotated on a functional category should
then be a subset of the proteins annotated on its parent category, and the set of pro-
teins annotated on the root is transitive, which is known as the transitivity property
of functional annotations.
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Each protein is typically annotated on one or more functional categories because
it may perform different functions in different environmental conditions. The func-
tional similarity of two proteins can then be estimated by selecting their most specific
functions among the paths from leaf nodes to the root and calculating the average
or maximum structural closeness of the pair-wise functions they have.

The most simplest way to calculate the structural closeness of two functions is to
measure the path length between them in a hierarchy. It is arrived at by counting the
edges of the shortest path between them. However, this method has the assumption
that all edges represent the same specificity between a function and its parent func-
tion. For the normalization across different structures of the hierarchy, the shortest
path length between two functions can be scaled down by the depth of the hierarchical
structure. The depth represents the longest path length among all paths from a leaf
node to the root. This way may normalize the structural closeness measurements by
smoothing the difference of specificity between a longer path length in the hierarchy
with a large depth and a shorter path length in the hierarchy with a small depth.

However, these methods do not take into consideration the location of the func-
tional categories to be measured in the hierarchical structure. For example, two
general functions having the same root as their parents should have the closeness
different from two specific functions which are leaf nodes and have a common par-
ent. To consider this factor, the depth of the most specific common parent should
be taken into account. The structural closeness C between two functions Fi and Fj is
then calculated by the ratio of the depth of the most specific common function to the
average depth of Fi and Fj , where the depth of Fi is the path length from the root to Fi.

C(Fi, Fj) = 2 · length(Fr , Fk)

length(Fr , Fi) + length(Fr , Fj)
, (2.1)

where Fr is the root in the functional hierarchy and Fk is the subsuming node of Fi
and Fj .

Figure 2–3 provides some examples of structural closeness between two nodes
in a hierarchy. Each circle represents a function, and each edge is a general-to-
specific relationship between two functions. Selected examples of structural closeness
between two functions in the hierarchy are provided in the inset box. The closeness
between a parent and a child is greater than that between siblings, and the closeness
of siblings on a lower level is greater than that of siblings on a higher level in the
hierarchy.

Figure 2–4(a) illustrates the distribution of the interacting protein pairs from
the MIPS, DIP, and BioGRID databases with respect to their functional similarity
or structural closeness. Significantly, 38% of the interacting pairs in MIPS, 37% in
DIP, and 35% in BioGRID have a functional similarity greater than 0.8. The other
interacting pairs in the databases have very low rates of similarity, always less than
0.4. Moreover, more than 30% of interacting pairs have a functional similarity of 0,
meaning that they share no common functions. It is interesting to note that there
are no interacting pairs with a functional similarity in the range between 0.4 and 0.8.
The result indicates that more than 60% of the interactions in the databases have
not been motivated by a similar function. Some of the functional mismatches might
result from false positive interactions caused in the experimental PPI data.



2.5 Public PPI Data and Their Reliability 19

F1

F3F 2 F 4

F5 F 6 F7 F8 F9

F10 F 11 F12

  S t ructural cl o s e n e s s  

C( F7 ,  F8) = 0. 5  

C( F 7 ,  F11 )  =  0 . 4  

C( F8, F11 )  =  0 .8 

C( F11 ,  F12 )  =  0 . 6 7  

Figure 2–3 Examples of structural closeness in a functional hierarchy.
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Figure 2–4 Distribution of interacting proteins with respect to (a) functional similarity
and (b) functional consistency.

The functional consistency of an interacting protein pair is measured by the pro-
portion of their common functions. This measurement assesses the tendency of
consistent functional behaviors of two proteins. As already discussed, according
to the transitivity property of functional annotations, if a protein is annotated to a
function, then it also has more general functions on the paths towards the root in
the hierarchical structure. For example, in Figure 2–3, if a protein pi is annotated
to F5 and F12. the set of functions of pi is {F1, F2, F3, F5, F8, F12}. The functional
consistency is then calculated by the ratio of the number of common functions to
the number of all distinct functions of the interacting proteins. Since the smallest
number of common functions of any protein pairs is 1 which represents the root,
the functional consistency should be greater than 0. If two proteins have the exactly
same functions, the functional consistency should be 1 as a maximum.

Figure 2–4(b) shows the distribution of the interacting protein pairs with respect
to their functional consistency. Only 18% of the interacting pairs in MIPS, 21%
in DIP and 16% in BioGRID have a consistency greater than or equal to 0.4. In
contrast, 63% in MIPS and DIP and 65% in BioGRID have the consistency of less
than 0.2. Moreover, these common functions are likely to be very general, located
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on the upper levels in the functional hierarchy. This result thus implies that more
than 60% of the interacting proteins do not share any specific functions.

2.6 SUMMARY

In this chapter, we have provided an overview of the experimental generation of
PPI data. The materials in this chapter have largely been excerpted from the many
publications and web sites that address this topic [113,114,120,121,144,156,187,210,
303,307,346]. As we have seen, the Y2H system, MS, and protein microarrays offer
efficient ways to measure PPIs at a large scale. Because it is recognized that two
proteins are functionally linked through an interaction, these PPI data become excel-
lent resources for inferring the functions of unknown proteins. However, as we have
shown, more than 60% of the interacting proteins generated by these methods do not
share any specific functions, significantly degrading the reliability of such inference
of protein function. This issue will be further addressed in later chapters.



3

Computational Methods for the Prediction
of Protein–Protein Interactions

3.1 INTRODUCTION

The yeast two-hybrid (Y2H) system and other experimental approaches described
in Chapter 2 provide useful tools for the detection of protein–protein interactions
(PPIs) between specified proteins that may occur in many possible combinations.
The widespread application of these methods has generated a substantial bank of
information about such interactions. However, as pointed out in Chapter 2, the data
generated through these approaches may be unreliable and may not be completely
inclusive of all possible PPIs. In order to form an understanding of the total universe
of potential interactions, including those not detected by these methods, it is useful
to develop approaches to predict the full range of possible interactions between
proteins. The accurate prediction of PPIs is therefore an important goal in the field
of molecular recognition.

A variety of computational methods have been applied to supplement the inter-
actions that have been detected experimentally. In addition, these methods can
assess the reliability of experimentally derived interaction data, which are prone
to error. The computational methods for in-silico prediction include genomic-
scale approaches [80,98,208,209,235,248], sequence-based approaches [212,287,322,
338], structure-based approaches [10,11,22,95,282], learning-based approaches [42,
43,127,160,236], and network-topology-based approaches [19,62,125,245,269,270].
The individual PPI data can be taken from publicly available databases, such as
MIPS [130,214], DIP [271,327], MINT [59,340], IntAct [141,178], BioGRID [289],
and HPRD [219,251,252], as described in Chapter 2.

3.2 GENOME-SCALE APPROACHES

The availability of complete genomes for various organisms has enabled the pre-
diction of PPIs at a genomic scale. Genomic-scale approaches typically perform
a comparison of gene sequences across genomes and are often justified on the
basis of the correlated evolutionary mechanisms of genes. Initial efforts to pre-
dict PPIs have been carried out by searches of gene neighborhood conservation
[80,235,296]. Dandekar et al. [80] observed the conservation of gene order in several
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microorganisms and noted that the proteins encoded by the conserved gene pairs
appear to physically interact with each other. Overbeek et al. [235] proposed a
method to predict functional linkages in a group of genes conserved across different,
distantly related genomes. This method searches both homolog pairs and pairs of
bidirectional hits within a group of conserved genes.

Gene fusion analysis [98,208] has also been employed to predict PPI at the
genomic scale. Two proteins in different organisms or located distantly in a sin-
gle organism are predicted to interact if they have consecutive homologs in a single
organism. The algorithm [98] employed for this analysis includes the following pro-
cesses. First, all similarities within the query genome are stored in a matrix T . The
query genome is also compared with the reference genome and similarities are stored
in a matrix Y . The algorithm then identifies those instances in which pairs of query
proteins exhibit similarity to a reference protein but not to each other by inspecting
these two matrices. A flowchart depicting the gene fusion algorithm is illustrated in
Figure 3–1.

In this process, the similarity between genomes is obtained by using the BLAST
[13] system for comparing primary biological sequence information. The system
includes BLASTN for the comparison of nucleotide sequences and BLASTP for the
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Figure 3–1 Flowchart of the gene fusion detection algorithm. (Reprinted by permission
from Macmillan Publishers Ltd: Nature [98], copyright 1999.)
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comparison of protein sequences. The search engine compares a query sequence
with the sequence database and detects those sequences that fall above a similarity
threshold.

Protein phylogenetic profiles [209,248] are useful resources for the prediction of
interactions. The phylogenetic profile of a protein is a binary string with a length
equal to the number of the genome in question. Each digit in the string is 1 if the
genome contains a homolog of the corresponding gene; the digit will be 0 if there is
no homolog. These profiles thus provide a means of capturing the evolution of genes
across organisms. It has been demonstrated experimentally that proteins having sim-
ilar phylogenetic profiles are likely to be functionally linked and to interact physically
each other [97,248]. Figure 3–2 provides an example of phylogenetic profile analysis
applied to four hypothetical genomes, each containing a subset of several proteins
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Figure 3–2 Phylogenetic profile analysis to detect functional linkages between proteins.
(Reprinted by permission from Macmillan Publishers Ltd: Nature [97], copyright 2000.)
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labeled P1, . . . , P7. In a related approach, Pazo and Valencia [242] employed the
similarity of phylogenetic trees as the indicator of PPIs. The similarity between two
trees was measured by the linear correlation coefficient between two distance matri-
ces containing average homologies for every possible pair of proteins. The process
of phylogenetic tree analysis for the prediction of PPIs is shown in Figure 3–3. The
phylogenetic trees are constructed by multiple sequence alignments of proteins, and
the distance matrices are created using the average homology for every possible pair
of proteins.
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Figure 3–3 Phylogenetic tree analysis to predict PPIs. (Reprinted from [242] with
permission of Oxford University Press.)
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3.3 SEQUENCE-BASED APPROACHES

Predictions of PPIs have been carried out by integrating evidence of known interac-
tions with information regarding sequential homology. This approach is based on the
concept that an interaction generated in one species can be used to predict an inter-
action in another species. Matthews et al. [212] introduced the term “interologs” to
refer to the potential orthologs of known interacting protein partners. A systematic
search of interologs can be performed to identify potentially conserved interactions.
This research team used BLASTP [13], the protein sequence comparison system
mentioned earlier, to search a Caenorhabditis elegans database and detect potential
orthologs of yeast in C. elegans. Their results show that the frequency of detec-
tion of interactions through searches for potential interologs is between 600- and
1,100-fold greater than that obtained by conventional two-hybrid screens using ran-
dom libraries. Yu et al. [338] quantitatively assessed the transfer rate of interologs
and verified that PPIs can be transferred when a pair of proteins has a joint sequence
identity of greater than 80% or a joint E-value [14] of less than 10−70.

Another sequence-based prediction approach proposed by Wojcik and Schachter
[322] took into account the domain profiles of proteins. Since interactions typically
occur between protein domains, the domain information for each interacting protein
in one species may help predict interactions in another species. In this method, PPI
data for a source organism is transformed into a domain cluster interaction map.
The domain clusters are formed by linking domains that interact with a common
region and domains exhibiting high sequence similarity. A domain profile is then
constructed from the multiple alignment of the domain sequences in a cluster. Two
domain clusters are connected if the number of interactions between them falls above
a threshold. In the final step, each domain cluster is mapped to a similar set of
proteins in a target organism. The prediction of protein interactions is based on the
connectivity between domain clusters.

The pattern of domains appearing in known interacting proteins can also help
predict additional PPIs. Sprinzak and Margalit [287] proposed the use of pairs of
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Figure 3–4 Schematic view of sequence signatures of known interacting proteins and
their contingency table. (Reprinted from [287], copyright 2001, with permission of
Elsevier.)
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domains, termed sequence-signatures, that recur frequently in various interacting
proteins. They first characterized protein sequences by their sequence-signatures
and derived a contingency table. They then identified overrepresented sequence-
signature pairs by comparing the observed frequencies to those that would arise
randomly. Schematic views of the sequence-signatures of known interacting pro-
tein pairs and the corresponding contingency table are illustrated in Figure 3–4.
This method relies on the assumption that all interactions occur within well-defined
domain–domain interactions.

3.4 STRUCTURE-BASED APPROACHES

The docking method is a classical approach for detecting PPIs by predicting the
structure of docked protein complexes. The detection of docked proteins [282] pro-
ceeds in two steps. A scoring function is developed that can discriminate between
correctly and incorrectly docked orientations, and then a search method is applied
to identify correctly docked orientations with reasonable reliability. The docking
algorithms themselves involve three steps. First, the algorithm searches for protein
complexes by treating proteins as rigid bodies and generating a list of possible docked
complexes. Second, these complexes are rescored according to the energy of their
association; this includes an evaluation of statistical potentials, electrostatics, and
hydrogen bonding. The final, optional third stage introduces flexibility through side-
chain rearrangements. In a related approach, Lu et al. [204] extended the concept of
threading, a method frequently used to predict the structure of a single protein, into
a multimeric threading technique to identify complex protein structures. The algo-
rithm first threads the sequences through a representative structure template library
and then uses statistical potentials to compute the energy of interaction between a
pair of protein chains.

Protein complexes with known three-dimensional structures offer the best con-
text within which to reliably identify PPIs [95]. However, given the paucity of
such known complexes, research has extended to consider homologs proteins. Aloy
and Russell [10] presented a method to model putative interactions upon known
three-dimensional complex structures and to assess the compatibility of a proposed
interaction with the complexes. They first observed that interactions between pro-
teins occur through various main- and side-chain contacts. They then defined the
empirical potentials by using a molar-fraction random state model based on the
observed tendency of residues to persist on protein surfaces. They obtained homologs
of both interacting proteins and applied the empirical potentials to test whether the
interactions are preserved. Their experimental results indicate that this method can
rank all possible interactions between homologs of the same species on the basis of
the known three-dimensional structure of a protein complex and homologs sequences
for each interacting protein. In their subsequent work [11], the inferred interaction
models are extended from the similarity of sequences to the similarity of structural
domains, and the interactions between complexes, termed “cross talk,” are taken
into consideration.

Similarities in interface surfaces offer an alternative resource for the prediction
of interactions. Aytuna et al. [22] proposed an algorithm that starts with a set of
structurally known protein interfaces and searches for pairs of proteins having similar
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residues. The similarity scoring function was defined by integrating structural with
evolutionary similarity.

3.5 LEARNING-BASED APPROACHES

Machine learning has been recognized as useful and reliable in a wide spectrum of
applications. Various machine-learning techniques can be applied to the prediction
of PPIs. Given a database of known interacting pairs, a machine learning system can
be trained to recognize interactions based on their specific biological features. An
initial attempt along these lines has been made by Bock and Gough [42]. They used
a support vector machine (SVM) learning system for training interaction data, with
protein sequences and associated physicochemical properties as features. For each
protein complex, feature vectors were assembled from encoded representations of
tabulated residue properties, including charge, hydrophobicity, and surface tension
for each residue in a sequence. Let {vj}i in L-dimensional real space R

L denote the
feature vector of jth residue in a sequence of length L, where i ∈ 1, . . . , M and M is the
number of features considered. The lengths of the individual feature vectors v should
be normalized by mapping onto a fixed-length interval K via {yk}i = f ({vj}i), where
the function f is defined by f : R

L → R
K . The full feature vector for a particular

protein A is constructed by concatenation of each feature y; that is,

{ϕ+
A} = {yk}1 ⊕ {yk}2 ⊕ · · · ⊕ {yk}M , (3.1)

where a ⊕ b indicates the concatenation of the vectors a and b. A representation of
an interacting pair is formed by concatenating the feature vectors for A and B.

{ϕ+
AB} = {ϕ+

A} ⊕ {ϕ+
B }. (3.2)

The vector {ϕ+
AB} then becomes a positive training example for the SVM. The exper-

imental results show that approximately four out of five potential interactions were
correctly estimated by the system. In their subsequent work [43], Bock and Gough
extended the prediction of interactions to the scale of full proteomes by using a
phylogenetic bootstrap system.

Gomez et al. [127] proposed a probabilistic approach that learns dynamically
from a large collection of data. In their attraction–repulsion model, the interaction
between a pair of proteins is represented as the sum of attractive and repulsive
forces associated with the features of each protein. The probability of an interaction
network G(V , E) is described as

P(G) =
∏

(vi ,vj)∈E

p̂(vi, vj)
∏

(vi ,vj)/∈E

[1 − p̂(vi, vj)], (3.3)

where p̂(vi, vj) is the estimated individual edge probability between vertices vi and vj .
They estimate the probability of observing an interaction between a pair of proteins,
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one of which has domain φ and the other domain ψ , by

p̂(φ, ψ) = n+
φψ + �/2

n+
φψ + γ n−

φψ + �
, (3.4)

where n+
φψ and n−

φψ are, respectively, the number of times domain pair (φ, ψ) appears
in interacting and noninteracting proteins. γ is a weighting coefficient such as

γ = |E|
|V |(|V | − 1)/2 + |V | − |E| . (3.5)

A pseudocount, �, is introduced to account for those instances in which there is an
absence of observations, that is, n+

φψ = n−
φψ = 0. The attraction–repulsion model for

PPIs is defined by taking the most informative domain–domain probability.

p̂(vi, vj) = arg max |p̂(φ, ψ) − 0.5|. (3.6)

This approach has the advantage of allowing the incorporation of both positive and
negative information regarding interactions.

Many recent studies [115,159,177] have investigated the relationship between
mRNA expression levels and PPIs. Jansen et al. [159] used two different methods
to analyze two types of available expression data: normalized differences for abso-
lute expression levels and correlation of profiles of relative expression levels. Their
experimental results show that a strong corelation exists between expression levels
and most permanent protein complexes. Based on this observation, Jansen et al.
[160] proposed a Bayesian approach for the prediction of PPIs. The method allows
the probabilistic combination of multiple data sets such as experimental interaction
data, mRNA expression data, biological function, and essentiality. Figure 3–5 illus-
trates the process of combining data sources to achieve probabilistic interactomes.
This approach assesses each source for interactions by comparison with samples of
known positives and negatives, yielding a statistical measure of reliability. The like-
lihood of possible interactions for every protein pair is then predicted by combing
each independent data source, weighted according to its reliability. The predictions
were validated by tandem affinity purification (TAP) tagging experiments. It was
observed that, at given levels of sensitivity, the predictions were more accurate than
the existing high-throughput experimental data sets.

Finally, data-mining techniques that extract useful knowledge from large data
sources can be applied to the prediction of interactions. Oyama et al. [236] employed
an association rule discovery approach that supports knowledge discovery relating
to PPIs. They selected seven features to characterize all yeast proteins: functional
category, enzyme number, SWISS-PROT keyword, PROSITE motifs, bias of the
amino acids, segment clusters, and amino acid pattern. The association rules of the
interacting proteins, such as “proteins having feature 1 interact with proteins having
feature 2,” were then detected. As input to the experiment, they used the aggregated
data from four different sources totaling 4,307 unique protein interaction pairs and
derived 5,241 distinct features from the seven categories. After transforming the
traditional protein-based transaction data into interaction-based transaction data,
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they articulated 6,367 rules. The results confirmed the efficacy of predicting PPIs
using data-mining techniques.

3.6 NETWORK TOPOLOGY-BASED APPROACHES

Experimentally determined PPIs in an organism have been used to construct a
PPI network. The PPI network is represented as an undirected, unweighted graph
G(V , E) with proteins as a set of nodes V and interactions as a set of edges E. N(vi)

denotes the neighbors of a node vi, comprising a set of nodes connected to vi. The
degree of vi is then equivalent to the number of neighbors of vi, |N(vi)|.

The PPI networks generated by known PPIs can be useful resources on which to
base the prediction of new interactions or the identification of reliable interactions.
Goldberg and Roth [125] proposed the use of topological measurements based on
neighborhood cohesiveness. Their mutual clustering coefficients assume that two
proteins are more likely to interact if they share many interacting neighbors. The
properties of cohesive neighborhoods can be demonstrated in small-world networks;
this topic will be addressed in Chapter 4. Figure 3–6 offers an illustration of the
property of neighborhood cohesiveness in small-world networks. In Figure 3.6(a),
the neighbors of a vertex v are more likely to be neighbors of each other (forming
triangles) in a small-world network than in a random graph. In Figure 3.6(b), sim-
ilarly, the two vertices v and w are more likely to have neighbors in common, also
forming triangles. In this figure, the confidence of the interaction (v, w) is increased
because they share several interaction partners. For the protein pairs v and w, the
mutual clustering coefficient is defined as

Jaccard Index: Cvw = |N(v) ∩ N(w)|
|N(v) ∪ N(w)| ,
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Figure 3–6 Neighborhood cohesiveness in small-world networks.

Meet/Min: Cvw = |N(v) ∩ N(w)|
min(|N(v)|, |N(w)|) ,

Geometric: Cvw = |N(v) ∩ N(w)|2
|N(v)| · |N(w)| ,

Hypergeometric: Cvw = − log
min(|N(v)|,|N(w)|)∑

i=|N(v)∩N(w)|

(|N(v)|
i

)
·
(

T − |N(v)|
|N(w)| − i

)
(

T
|N(w)|

) ,

where T represents the total number of proteins in an organism. However, the mutual
clustering coefficient measures only the directly interacting neighbors of two proteins
without considering the entire complex network topology. Although the authors
suggest that protein interactions could be given a confidence weighting instead of
taking an “all-or-nothing” view, they do not use such a weighting when calculating
these mutual clustering measurements. Instead, they simply treat each interaction
as real.

Saito et al. [269] proposed an interaction generality measurement (IG1) based
on the idea that interactions involving proteins that have many interacting partners
are likely to be false positives but that highly interconnected sets of interactions or
interactions forming a closed loop are likely to be true positives. The measurement
is defined as the number of proteins that directly interact with a target protein pair,
as reduced by the number of proteins interacting with more than one protein. Again,
this is a local measurement that considers only the direct neighbors of a protein. In
the authors’ subsequent work [270], the measure was extended to incorporate the
topological properties of interactions beyond the candidate interacting pairs. This
extended interaction generality (IG2), illustrated in Figure 3–7, considers five possi-
ble topological relationships of a protein C with a candidate interacting pair (A, B)

and measures the weighted sum of the five topological components with respect to C.
The weights are assigned a priori by performing a principal component analysis on
the entire PPI network.

Chen et al. [62] presented the interaction reliability by alternative path (IRAP)
approach to measure the reliability of an interaction in terms of the strength of
the alternative path. The reversed and normalized interaction generality values
(IG1(v, w), v, w ∈ V) are used as the initial edge weights to reflect the local reliability
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Figure 3–7 Five components of a protein C that interact with a target interacting protein
pair (A, B). (This figure is reprinted from [270] with permission of Oxford University
Press.)

of each interaction in a PPI network.

weight(v, w) = 1 −
(

IG1(v, w)

IG1max

)
, (3.7)

where IG1max is the maximum interaction generality value among all the vertices
in the network. The topological measure for the protein pair (v, w), denoted by
IRAP(v, w), is indicated by the collective reliability of the strongest alternative path
of interactions connecting the two proteins in the underlying PPI network:

IRAP(v, w) = maxφ∈�(v,w)

∏
(x,y)∈φ

weight(x, y), (3.8)

where �(A, B) denotes the set of nonreducible paths between vertices v and w. The
precision and robustness of this measurement is degraded by considering only the
strongest nonreducible alternative path connecting two proteins, which is often an
artifact of false positives in the PPI data.

As an alternative means for measuring interaction reliability, Pei and Zhang
[245] took into account all possible paths between two proteins. They defined a
k-length path strength for each path in a weighted interaction network model. The
weight was calculated based on the frequency of each interaction across different
databases. Details of their method with formulas will be discussed in Chapter 6.

A probabilistic weighted interaction network model was introduced in [19]. The
Bayesian rule is adopted to estimate the posterior probability P+ that a pair of
proteins interact directly and stably; that is, they physically contact one another and
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are contained within the same protein complex.

P+ = p(y = 1|z) =
(∏T

i=1 p(zi|y = 1)
)

· (y = 1)∑
j∈{0,1}

((∏T
i=1 p(zi|y = 1)

)
· (y = 1)

) . (3.9)

Here, y = 1 indicates that the pair of proteins interacts directly and stably, while
y = 0 otherwise. The vector z represents the presence or absence of each type of
interaction evidence, while T is the number of types of evidence, including two
high-throughput Y2H experiments [155,307] and two high-throughput mass spectro-
metric experiments [113,144]. The reliability of a data set p(y|zi) is then estimated
by optimizing the performance of the algorithm according to a training set of protein
complexes. This method uses estimated reliability to maximize the performance of
the algorithm instead of taking the initial reliability measure of the data set as input.

3.7 SUMMARY

This chapter has provided an overview of various approaches to the prediction
of possible interactions between proteins. We have briefly discussed genomic-
scale, sequence-based, structure-based, learning-based, and network-topology-
based approaches. These methods have all made major contributions to codifying
the PPI databases described in Chapter 2.
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Basic Properties and Measurements of
Protein Interaction Networks

4.1 INTRODUCTION

As discussed in Chapter 1, a protein–protein interaction (PPI) network refers to the
sum of PPIs occurring among a set of related proteins. Such networks are typically
represented by graphs, in which a set of nodes represents proteins and a set of
edges, representing interactions, connects the nodes. Many recent research efforts
have involved both empirical and theoretical studies of these PPI networks. Graph
theories have been successfully applied to the analysis of PPI networks, and many
graph and component measurements specific to this field have been introduced. This
chapter will explore the basic terms and measurements used to characterize the
graphic representation of the properties of PPI networks.

4.2 REPRESENTATION OF PPI NETWORKS

The computational investigation of PPI network mechanisms begins with a represen-
tation of the network structure. As mentioned earlier, the simplest representation
takes the form of a mathematical graph consisting of nodes and edges [314]. Proteins
are represented as nodes in such a graph; two proteins that interact physically are
represented as adjacent nodes connected by an edge. We will first discuss a number
of fundamental properties of these graphic representations prior to an exploration
of the algorithms.

Graph. Proteins interact with each other to perform a specific cellular function or
process. These interacting patterns form a PPI network that is represented by a graph
G = (V , E) with a set of nodes V and a set of edges E, where E ⊆ V × V .

V × V = {(vi, vj) | vi ∈ V , vj ∈ V , i 
= j}. (4.1)

An edge (vi, vj) ∈ E connects two nodes vi and vj . The vertex set and edge set of a
graph are denoted by V(G) and E(G), respectively. Graphs can be directed or undi-
rected. In directed graphs, each directed edge has a source and a destination vertex.
In undirected graphs, the order of the incident vertices of an edge is immaterial, since

33
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the edges have no direction. Graphs can be weighted or unweighted; in the latter,
each edge can have an associated real-value weight.

4.3 BASIC CONCEPTS

Degree. In an undirected graph, the degree (or connectivity) of a node is the number
of other nodes with which it is connected [29]. This is the most elementary charac-
teristic of a node. For example, in the undirected network graphed in Figure 4–1,
node A has degree k = 5. Let N(vi) denote the neighbors of node vi; that is the set
of nodes connected to vi. The degree d(vi)of vi is then equivalent to the number of
neighbors of vi, or |N(vi)|.

In directed graphs, the out-degree of vi ∈ V , denoted by d+(vi), is the number
of edges in E that have origin vi. The in-degree of vi ∈ V , denoted by d−(vi), is the
number of edges with destination vi. For weighted graphs, all these concepts can be
represented as the summation of corresponding edge weights.

Distance Path, Shortest Path, and Mean Path. Many relationships within a graph
can be envisioned by means of conceptual “walks” and “paths.” A walk is defined as
a sequence of nodes in which each node is linked to its succeeding node. A path is a
walk in which each node in the walk is distinct. In the path that starts from vi, passes
through vk, and ends with vj , 〈vi, vk, vj〉, vi and vj are termed the source node and
target node, respectively. The set of paths with source node vi and target node vj is
denoted by P(vi, vj). The length of a path is the number of edges in the sequence of
the path. A shortest path between two nodes is the minimal-length path connecting
the nodes. SP(vi, vj) denotes the set of the distinct shortest paths between vi and vj .
The distance between two nodes vi and vj is the length of the shortest path between
them and is denoted by dist(vi, vj).

A graph G′ = (V ′, E′) is a subgraph of the graph G = (V , E) if V ′ ⊆ V and
E′ ⊆ E. A vertex-induced subgraph is a vertex subset V ′ of a graph G together with
any edges in edge subset E′ whose end points are both in V ′. The induced subgraph
of G = (V , E) with vertex subset V ′ ⊆ V is denoted by G[V ′]. The edge-induced
subgraph with edge subset E′ ⊆ E, denoted by G[E′], is the subgraph G′ = (V ′, E′)
of G, where V ′ is the subset of V that are incident vertices of at least one edge in E′.

A
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C

D E

F

G

H

Figure 4–1 A graph in which node A has a degree of 5. (Adapted by permission from
Macmillan Publishers Ltd: Nature [29], copyright 2004.)
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Degree Distribution. Graph structures can be described according to numerous
characteristics, including the distribution of path lengths, the number of cyclic paths,
and various measures to compute clusters of highly connected nodes [314]. Barabasi
and Oltvai [29] introduced the concept of degree distribution, P(k), to quantify the
probability that a selected node will have exactly k links. P(k) is obtained by tallying
the total number of nodes N(k) with k links and dividing this figure by the total
number of nodes N . Different network classes can be distinguished by the degree
distribution. For example, a random network follows a Poisson distribution. By
contrast, a scale-free network has a power-law degree distribution, indicating that a
few hubs bind numerous small nodes. Most biological networks are scale-free, with
degree distributions approximating a power law, P(k) ∼ k−γ . When 2 ≤ γ ≤ 3, the
hubs play a significant role in the network [29]. More details about the scale-free
networks will be given later in this chapter.

4.4 BASIC CENTRALITIES

A comprehensive analysis of a complex network starts with an examination of funda-
mental elements such as vertices and edges. A variety of indices have been developed
to quantify the importance of these elements in a graph. Since the introduction of cen-
trality as the earliest of these indices, many extensions have been proposed on both
the local and global levels, including degree centrality [256] and feedback central-
ity [275]. In this section, we will survey some of the more commonly used centrality
measurements.

4.4.1 Degree Centrality

The degree centrality of a node, which is simply the degree d(v) of a vertex v, is one of
the most simple, useful, and widely applied topological indicators of the importance
of vertices in a graph. Degree centrality in a directed graph can be further subdivided
into in-degree centrality d−(v) and out-degree centrality d+(v) in a directed graph.
Degree centrality is a local and static metric, since it considers only the directly
connected neighbors of a vertex in a static state. Nonetheless, it serves as a useful
indicator of the extent of attachment of a vertex to the graph.

4.4.2 Distance-Based Centralities

Many indices measure the importance of a component on the basis of distance
between vertices in a graph. Since information flow in a graph can sometimes be
estimated by examining the shortest paths among nodes, shortest paths can be used
to measure the topological properties of a graph component. It should be noted,
however, that limiting the measurement of information flow to shortest paths is
excessively restrictive for a reasonable assessment of some real-world systems. The
selection of a metric should be dependent on the nature of the system and the purpose
of the analysis.

In the ensuing sections, we will discuss centrality measurements based on shortest
paths and random paths. First, we will examine centralities derived from the set of
shortest paths in a graph. Shortest-path-based centrality represents the quantity of
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information that might flow through a graph component under the assumption that
the information in a graph travels only along the shortest paths. These centralities
can be defined for both vertices and edges.

Stress Centrality. Stress centrality is the simple accumulation of a number of short-
est paths between all vertex pairs in a graph that pass through a particular vertex.
This index was developed to assist in determining the amount of “work” performed
by each vertex in a network [279]. A vertex or an edge traversed by many shortest
paths can be considered more central than other graph components.

CS(v) =
∑

s 
=t 
=v∈V

ρst(v), (4.2)

where ρst(v) denotes the number of shortest paths passing through v from source s to
target t. In determining stress centrality, the shortest paths starting from v or ending
at v itself are not included. The stress centrality of a vertex represents the workload
the vertex carries in a graph.

Eccentricity. The eccentricity e(v) of a vertex v is the greatest distance between v
and any other vertex, e(v)= max{dist(u, v): u ∈ V}, in a graph. The eccentricity of a
vertex represents the distance of a vertex from the center of a graph. Thus, the center
of G can be defined as the set of vertices that has minimal eccentricity in a graph.
Hage et al. [135] defined a centrality measure as the reciprocal of the eccentricity

CE(v) = 1
e(v)

= 1
max{dist(u, v): u ∈ V} . (4.3)

Thus, this centrality value for the center of G will have the maximum quantity in the
graph.

Closeness. Another centrality measure similar to eccentricity is closeness. Close-
ness is most simply defined as the reciprocal of the total distance from a vertex v to
all the other vertices in a graph:

CC(v) = 1∑
u∈V dist(u, v)

. (4.4)

Closeness can also be measured as the mean shortest-path length from a vertex to
all other vertices in a graph, thus assigning higher values to more central vertices. As
a result, closeness indicates the nearness of a given vertex to the other vertices in a
graph. Closeness can be regarded as a measure of the time needed for information
to spread from a particular vertex to the others in the network [226]. A number of
different closeness-based measures have been developed [36,49,229,268].

Shortest-Path-Based Betweenness Centrality. In [110], betweenness central-
ity was developed to address the inapplicability of some classical centrality
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measurements, such as closeness, to unconnected networks. Closeness measure-
ments cannot be developed for disconnected graphs, since graph theory defines
the distance between two disconnected vertices as infinity. Betweenness central-
ity excludes any vertex pair s and t that cannot be reached from the enumeration of
shortest paths.

Betweenness centrality is defined as

CB(v) =
∑

s 
=t 
=v∈V

ρst(v)

ρst
, (4.5)

where ρst is the number of all shortest paths between vertex s and t, and ρst(v) is the
number of shortest paths passing through a node v out of ρst . The term inside the
summation will be the ratio of the number of shortest paths passing through vertex
v to the number of all shortest paths between s and t. Betweenness centrality is a
semi-normalized version of stress centrality [110]. While stress centrality counts only
the number of shortest paths between all vertex pairs in a graph that pass through a
specific vertex, betweenness centrality measures the relative number of shortest paths
passing through a vertex for all vertex pairs. Thus, this centrality metric represents
the contribution a vertex v makes toward communication between all vertex pair s
and t. This may be further normalized by dividing by the number of pairs of vertices
that do not include v, that is (n − 1)(n − 2)/2, n = |V |.

4.4.3 Current-Flow-Based Centrality

Shortest-path-based centralities assume that the information in a graph travels only
via shortest paths. In most real-world network systems, such a restrictive assumption
may be inappropriate, as information may also travel through longer paths. The
following section will introduce centrality indices based on electrical current flow
theory that do not restrict information flow to the shortest paths.

Electrical Network. Current-flow-based centralities take as their model the flow of
electrical current in a network. This model was introduced in [50,226], along with
the method for calculating electrical current flow in a network using a matrix format.
The current flow of a vertex i is defined as the amount of current that flows through i,
averaged over all sources s and targets t. Let V be the voltage vector of an electrical
network, for example, Vi is the voltage at vertex i in the network, measured relative
to any convenient point. Kirchhoff’s law of current conservation states that the total
current flow in and out of any vertex is zero

∑
j

Aij(Vi − Vj) = δis − δit , (4.6)

where Vi is the voltage at vertex i in the voltage vector V and Aij is an element of
the adjacent matrix A as follows:

Aij =
{

1, if there is an edge between i and j,
0, otherwise,

(4.7)
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and δij is the Kronecker δ:

δij =
{

1, if i = j,
0, otherwise.

(4.8)

Noting that
∑

j Aij = di, the degree of vertex i, we can write Equation (4.6) in matrix
form as

(D − A) · V = S, (4.9)

where A is the adjacency matrix, V is the voltage vector, and D is the diagonal matrix
with elements Dii = di, and the source vector S has elements

Si =
⎧⎨
⎩

+1, for i = s,
−1, for i = t,
0, otherwise.

(4.10)

To calculate the voltage vector V , we need to solve the linear equation (4.9) for V . It
should be noted that we cannot accomplish this by simply inverting the matrix D−A.
This matrix, which is in the form of a Laplacian graph, is singular. As demonstrated
by Newman in [226], removal of any equation from the system results in an invertible
matrix. This operation is performed simply by measuring the voltages relative to the
corresponding vertex. To illustrate, we would measure voltages relative to some
vertex v and, additionally, remove the vth equation from Equation (4.9) by deleting
the vth row of D − A. Since Vv = 0, we can also remove the vth column, giving a
square (n − 1) × (n − 1) matrix, which we denote Dv − Av. Then

V = (Dv − Av)
−1 · S. (4.11)

The voltage of the one missing vertex v is zero. Matrix T is constructed by inserting
the vth row and column back into (Dv − Av)

−1 and setting to zeros. Then, using
Equation (4.10) and (4.11), the voltage at vertex i for source s and target t is given by

V (st)
i = Tis − Tit . (4.12)

The current flow passing through a vertex is the half of the currents coming from
all incident edges to the vertex:

I(st)
i = 1

2

∑
j

Aij|V (st)
i − V (st)

j | = 1
2

∑
j

Aij|Tis − Tit − Tjs − Tjt |, for i 
= s, t.

(4.13)

The current flow for the source and target vertices is exactly one unit:

I(st)
s = 1, I(st)

t = 1. (4.14)

A more detailed description of the electrical current model can be found
in [50,226].
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Current-Flow Betweenness Centrality. The current-flow betweenness of a vertex
v is defined as the amount of current that flows through v in this setup, averaged over
all vertex pairs s and t. The current-flow betweenness of a vertex v is the average of
the current flow over all source–target pairs:

CCB(v) =
∑

s 
=t∈V I(st)
v )

1
2 n(n − 1)

, (4.15)

where n(n − 1)/2 is a normalizing constant, and I(st)
v is the current flow through node

v between source s and sink t. Thus, current-flow betweenness measures the fraction
of current flow passing through vertex v between all possible vertex pairs in the
network.

A simple random walk from s to t is a walk traveling from source s to target
t by taking random intermediate vertices. Current-flow betweenness is shown to
be the same as random-walk betweenness [50,226]. In [226], Newman showed that
current-flow betweenness and random-walk betweenness are synonymous.

Current-Flow Closeness Centrality. Using a similar technique, the closeness index
based on shortest paths can also be transformed to a measure based on electrical
current. For the electrical current model set forth in [50], Brandes et al. developed
an alternative measure of the distance between two vertices s and t, which is defined
as the difference of their electrical potentials. Current-flow closeness centrality is
defined by

CCC(s) = n − 1∑
s 
=t pst(s) − pst(t)

for all s ∈ V , (4.16)

where (n−1) is a normalizing factor, pst(s) is the absolute electrical potential of vertex
s based on the electrical current supply from vertex s to vertex t, and pst(s) − pst(t)
corresponds to the effective resistance typically measured as voltage, which can be
interpreted as an alternative measure of distance between s and t. A more detailed
description of electrical potential p can be found in [50].

Information Centrality. Stephenson and Zelen [290] devised the concept of infor-
mation centrality. This index incorporates the set of all possible paths between two
nodes weighted by an information-based value for each path that is derived from the
inverse of its length. Information centrality CI is defined by

CI (s)−1 = nCI
ss + trace(CI ) − 2

n
, (4.17)

where CI = (L+J)−1 with Laplacian L and J = 11T , and CI
ss is the element on the sth

row and the sth column in CI . It measures the harmonic mean length of paths ending
at a vertex s, which is smaller if s has many short paths connecting it to other vertices.
Brandes and Fleischer showed that current-flow closeness centrality is equivalent to
information centrality [50].
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4.4.4 Random-Walk-Based Centrality

As noted previously, it may be unrealistic to assume that information travel in a net-
work will be restricted to the shortest paths. Additionally, in some instances, it may
not be possible for a vertex to detect the shortest paths because of the disconnectivity
of the graph. Shortest-path-based approaches are not well-suited to such cases. A
random-walk-based approach may provide a more realistic solution for these issues.
In this approach, information travels via a random path from s to t by selecting
the next traveling edge with random probability at each intermediate visiting vertex
i 
= t. In this section, we will introduce random-walk-based centralities that calculate
the importance of a network component on this basis.

Random-Walk Betweenness Centrality. The random-walk betweenness centrality
introduced in [226] is based on the idea that information propagated from source s
will travel through randomly chosen intermediate visiting nodes to target t. A ran-
dom walk can be modeled by a discrete-time stochastic process. At initial time 0,
vertex s propagates information to one of its neighbors using random probability.
This random propagation continues until the target vertex t is encountered. New-
man [226] and Brandes et al. [50] showed that random-walk betweenness is equivalent
to current-flow betweenness.

Markov centrality. In [320], the centrality of a vertex was defined as the inverse of
the mean first passage time (MFPT) in the Markov chain. The MFPT mst from s to
t is defined as the expected number of steps starting at node s taken until the first
arrival at node t [176]:

mst =
∞∑

n=1

nf (n)
st , (4.18)

where n denotes the number of steps taken, and f (n)
st denotes the probability that

the chain first returns to state t in exactly n steps. MFPTs not only have a natural
Markov interpretation but also permit direct computation of a mean first passage
matrix giving the MFPTs for all pairs of nodes [320]. The mean first passage matrix
is given by

M = (I − Z + EZdg)D, (4.19)

where I is the identity matrix, and E is a matrix containing all ones. D is the diagonal
matrix with elements dvv = 1/π(v), where π(v) is the stationary distribution (in the
Markov chain) of node v. Z is known as the fundamental matrix, and Zdg agrees with
Z on the diagonal but is 0 everywhere else. The fundamental matrix is defined as

Z = (I − A − eπT )−1, (4.20)

where A is the Markov transition probability matrix, e is a column vector of all
ones, and π is a column vector of the stationary probabilities for the Markov chain.
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The Markov centrality index CM(v) uses the inverse of the average MFPTs to define
the importance of node v

CM(v) = n∑
s∈V msv

, (4.21)

where n = |R|, R is a given root set, and mst is the MFPT from s to t. Markov
centrality values for vertices show which vertex is closer to the center of mass. More
central nodes can be reached from all other nodes in a shorter average time. A more
detailed description of Markov centrality is available in [320].

Random-Walk Closeness Centrality. Markov centrality indicates the centrality of
a vertex v in a network relative to other vertices. It represents the expected number of
steps from v to all other vertices, expressed as an average distance from v to all other
vertices, when information propagated from a source s travels via a random path
to a target t. Therefore, Markov centrality can be viewed as a kind of random-walk
closeness centrality.

4.4.5 Feedback-Based Centrality

Most complex real systems are dynamic, in that the network components are in a
constant state of mutual influence and interaction. Static analysis of a network can
provide only a limited and local view of such a complex system. To address this inad-
equacy, feedback centralities take into account the influences among components by
iteratively measuring their importance. In feedback centrality, a node becomes more
central in tandem with the centrality of its neighbors. Such analyses, which measure
the importance of network components, arose initially in the social sciences in the
1950s. The first three measurements discussed below were among those developed
to analyze social networks. The last two metrics to be discussed here, PageRank and
HITS, were developed to measure the importance of pages in a network that is the
set of linked pages in the World Wide Web (WWW). They have subsequently been
successfully applied to biological systems. As we will see, all feedback centralities
are expressed in a matrix format and determine the importance of components by
solving linear systems. Furthermore, most feedback centrality indices are variants of
eigenvector centrality.

Katz Status Index. One of the first ventures into the application of the feedback
concept was presented by Leo Katz [174] in 1953. The Katz index is a weighted num-
ber of walks starting from a given vertex. Each walk is weighted inversely according
to its length, that is, a long indirect walk has less weight than a short direct walk.
Katz developed the index after observing that consideration of only the direct rela-
tionships of a component is insufficient to provide an effective index of importance.
Therefore, he also incorporated the indirect influence of distant connected compo-
nents, as attenuated by their remoteness from the component of interest. The Katz
index therefore assigns a high weight to a vertex v that has few direct neighbors but
is connected more remotely to highly influential vertices.
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To take the distance between a vertex pair into account, a damping factor α > 0
is used to weight a walk inversely to its length. The Katz status index is defined by

CK =
∞∑

k=1

αk(AT )k−→
1 , (4.22)

where A is the adjacency matrix of the network,
−→
1 is the n-dimensional vector in

which every entry is 1, and α is a damping factor. We need to restrict α in order to
guarantee convergence of Equation (4.22).

Hubbell Index. Hubbell [146] introduced a centrality measurement similar to the
eigenvector index (to be discussed below), which is based on the solution of a system
of linear equations. This centrality value is defined by means of a weighted and loop-
allowed network. The weighted adjacency matrix W of a network G is asymmetric
and contains real-valued weights for each edge.

CH = E + WCH , (4.23)

where W = (wij) is the n×n adjacency matrix of the network. The column vector CH
is the pattern of status scores (s1, s2, . . . , sn), and the column vector E is the pattern
of exogenous inputs (e1, e2, . . . , en). The latter are often referred to as the boundary
conditions of the system [146]. If the boundary condition is unknown, E = −→

1 may
be used. The solution CH of the above equation is termed Hubbell centrality or the
Hubbell Index.

Eigenvector Centrality. Bonacich proposed an approach based on the eigenvec-
tors of adjacency matrices of a graph [46]. It scores the relative importance of all
nodes in the network by weighting connections to highly important nodes more than
connections to nodes of low importance. As graph G is undirected and loop-free,
the adjacency matrix A is symmetric, and all diagonal entries are 0. Eigenvector
centrality can be computed by finding the principal eigenvector of the adjacency
matrix A.

λCIV = ACIV , (4.24)

where CIV is a eigenvector. In general, there will be many different eigenvalues
λ for which an eigenvector solution exists. However, the additional requirement
that all the entries in the eigenvector be positive implies (by the Perron–Frobenius
theorem) that only the largest eigenvalue will generate the desired centrality mea-
surement [228]. The ith component of this eigenvector then gives the centrality score
of the ith node in the network.

Bargaining Centrality. The feedback centralities introduced to this point have con-
sidered only positive feedback. In positive-feedback centralities, the centrality of a
vertex is higher if it is connected to other important vertices. Bonacich [47] proposed
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a feedback centrality that also incorporates negative feedback. For example, in a
communication network, positive feedback is relevant because the amount of infor-
mation available to a component in the network is positively related to the amount of
information available to connected components. However, in bargaining situations,
it is advantageous to be connected to those who have few options; power comes
from being connected to those who are powerless [47]. Being connected to powerful
people who have many competitive trading partners weakens one’s own bargaining
power. Bargaining centrality is defined in matrix form by

CBar = α(I − βA)−1A
−→
1 , (4.25)

where α is a scaling factor, β is the influence parameter, A is the adjacency matrix,
and

−→
1 is the n-dimensional vector in which every entry is 1.

The parameter α is simply a scaling factor. α is selected so that
∑n

i=1 CBar(i)2 = n,
the squared length of c(α, β), equals the number of vertices in the network. The
second parameter β can be controlled according to the semantics of network rela-
tionships. A positive or negative β value can be chosen to represent positive or
negative influence, respectively. The choice β = 0 leads to a trivial centrality where
only information regarding direct neighbors is used; larger values will consider a
larger range of components. If β > 0, CBar is a conventional centrality measure-
ment in which the status of each vertex is positively related to the statuses of the
connected vertices. A negative value for β reflects the weakened status of a vertex
that accrues from the higher status of directly neighboring vertices in a bargaining
situation. The magnitude of β should reflect the degree to which authority or com-
munication is transmitted locally or globally throughout the network as a whole.
Small values of β give more weight to the local structure, whereas large values are
more cognizant of the position of individuals at the global level. Therefore, a person
can be powerful if he or she is in contact with trading partners who have no options
or if his or her other optional trading partners themselves also have many other
options [47].

PageRank. PageRank [53] is a link analysis algorithm that scores the relative impor-
tance of Web pages in a hyperlinked Web network, such as the WWW, using
eigenvector analysis. PageRank was developed by Larry Page and Sergey Brin as
part of a research project about a search engine. The PageRank of a Web page is
defined recursively; a page has a high importance if it has a large number of incoming
links from highly important Web pages. PageRank also can be viewed as a proba-
bility distribution of the likelihood that a random surfer will arrive at any particular
page at certain time.

CPR(v) = (1 − d) + d(CPR(t1)/C(t1) + · · · + CPR(tn)/C(tn)), (4.26)

where ti, i = 1, . . . n, are the Web pages that point to page v, C(v) is the number of
links originated at page v, and d is the damping factor (d ∈ [0, 1]). The PageRank
corresponds to the principal eigenvector of the normalized adjacent matrix of the
Web. Therefore, PageRank can be viewed as a variant of eigenvector centrality.
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Hypertext Induced Topic Selection (HITS). HITS is a link analysis algorithm that
rates Web pages for their authority and hub values in a Web page network such
as the WWW. Kleinberg introduced the idea of scoring Web pages on the basis
of a mutually reinforcing hub and authority relationship. A strong hub is a page
that points to many valid authorities; a valid authority is a page that is pointed
to by many strong hubs [183]. Authority and hub values are calculated by mutual
recursion algorithms. The authority value of a page is defined as the sum of the hub
values pointing to that page; similarly, the hub value of a page is defined as the sum
of the authority values of the pages linked from that page.

HITS is an iterative algorithm; in its first phase, the search space is reduced
based on a search query, and, in the second phase, the hub and authority values are
measured within the link structure of the reduced network.

In the first phase of the algorithm, an appropriate subgraph G[Vσ ] is extracted
for a given search query σ , where

■ Vσ is relatively small,
■ Vσ is rich in relevant pages for the search query σ , and
■ Vσ contains most (or many) of the strongest authorities.

The second phase of the algorithm iteratively calculates the hub and authority
scores for the Web pages in G[Vσ ] based on the mutually reinforcing relationship
between hubs and authorities. Two iterative operations are defined to update hub
and authority values for a Web page:

Chub(p) ←−
∑

q:(q,p)∈E

Cauth(q), (4.27)

Cauth(p) ←−
∑

q:(q,p)∈E

Chub(q), (4.28)

where Chub(p) is a nonnegative authority weight, and Cauth(p) is a nonnegative hub
weight for page p. The first and second operations update the authority and hub
values for a page, respectively.

4.5 CHARACTERISTICS OF PPI NETWORKS

Small-World Property. PPI networks are highly dynamic and structurally com-
plex. They are thus characterized by the inherent properties of complex systems
[5,227,293]. Additionally, PPI networks manifest the properties of small-world net-
works, meaning that the average shortest-path length between any two nodes in a
network is relatively small. In small-word networks, all nodes can be reached quickly
from any node via a few hops to its immediate neighbors.

Watts and Strogatz [319] have investigated this phenomenon through experi-
menting with the random reconnection of a regular network. They have found that
the subnetworks in the middle of either a regular network or a random network are
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Figure 4–2 Random reconnection procedure of a regular ring graph. (Reprinted by
permission from Macmillan Publishers Ltd: Nature [319], copyright 1998.)
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Figure 4–3 The average clustering coefficient C(p) and the average shortest path length
L(p) of graphs during the random reconnection procedure with various probabilities p.
(Reprinted by permission from Macmillan Publishers Ltd: Nature [319], copyright 1998.)

highly clustered and have short average path lengths between nodes. The procedure
for random reconnection of a regular graph is illustrated in Figure 4–2. The procedure
starts with a regular ring graph with 20 nodes and four directly connected neighbors
for each node. A node and the edge that connects it to its neighbor are chosen, and
the edge is reconnected to another node chosen uniformly at random, with proba-
bility p. By repeating this process, a disordered random graph is obtained for p = 1.
For the value of p between 0 and 1, the graph becomes a small-world network. Like a
regular graph, it is highly clustered, but it has short path lengths like a random graph.
Figure 4–3 illustrates the changes in average shortest path length L(p) and aver-
age clustering coefficient C(p) of graphs generated using different probabilities p.
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Table 4.1 Statistics for Currently-Available Yeast PPI Networks

Properties DIP MIPS

Number of proteins 4823 4567
Number of interactions 17471 15470
Density∗ 0.0015 0.0015
Degree distribution (γ in power law) 1.77 1.64
Average shortest path length 4.14 4.43
Average clustering coefficient∗ 0.2283 0.2878

∗ See Chapter 5 for the definitions of density and clustering coefficient.

As p increases, L(p)/L(0) drops rapidly, while C(p)/C(0) temporarily plateaus at
its highest value. As a result, a small-world network with high clustering coefficients
(see Chapter 5 for the definition of clustering coefficient) and short path lengths
can be detected when p is around 0.01. These small-world characteristics have been
observed in many real social and biological networks, including PPI networks.

Yeast PPI networks demonstrate these characteristics. The average shortest path
length and average clustering coefficient for these networks extracted from the DIP
[271] and MIPS [214] databases are shown in Table 4.1. Although both networks are
large and very sparse, with more than 4,500 nodes, the average value of the shortest
path lengths between all possible node pairs is very small, at ∼4.

Scale-Free distribution. Another special property of PPI networks is their scale-
free distribution [29]. Their degree distribution, which refers to the probability that a
given node will be of degree k, is approximated by a power law P(k) ∼ k−γ . A scale-
free network will have a few high-degree hub nodes, while most nodes will have only
a few connections. The structure and dynamics of these networks are independent
of the network size as measured by the number of nodes in the network.

Barabasi and Albert [28] have proposed that scale-free networks be defined by
two important features, growth and preferential attachment. Networks are continu-
ously expanded by the addition of new nodes with a connection to the nodes already
present. As a preferential attachment, the new nodes are likely to be linked to
high-degree nodes. Since their topological structure is characterized by a few ultra-
high-degree nodes and abundant low-degree nodes, scale-free networks are robust to
random attacks but can be vulnerable to a targeted attack on the hubs [7]. Scale-free
networks do not possess an inherent modularity, so the average clustering coefficient
is somewhat independent [29]. A schematic representation of a scale-free network,
a typical degree distribution, and the average clustering coefficients with respect to
degree are illustrated in Figure 4–4(b).

Recent studies [161] have examined scale-free distributions in PPI networks.
The γ values in the power-law degree distributions of currently available yeast PPI
networks are estimated in Table 4.1. These values indicate that the networks follow
the scale-free model.

Maslov and Sneppen [211] have observed a disassortativity pattern in PPI net-
works. Highly connected hub nodes are infrequently linked to each other. This
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Figure 4–4 A schematic view, the degree distribution and the average clustering
coefficient of a random network (a), a scale-free network (b), and a hierarchical
network (c). “See Color Plate 2.” (Reprinted by permission from Macmillan Publishers
Ltd: Nature [29], copyright 2004.)

topological pattern is in contrast to the assortativity nature of social networks, in
which well-connected people tend to have direct connections to each other.

Modular and Hierarchical Network. The properties discussed earlier suggest two
important topological issues in the analysis of PPI networks: modularity and the
presence of hubs. A module in a PPI network is a region with dense internal con-
nections and sparse external interconnections to other regions. Assuming that a PPI
network is composed of a collection of modules, we can categorize nodes in the net-
work as modular nodes, peripheral nodes, and interconnecting nodes. Modular nodes
are those nodes that form the core of a module. They have a relatively high degree of
connectivity to members of the same module. Peripheral nodes are trivial nodes with
a low degree of connectivity. They are linked to modular nodes or to the other periph-
eral nodes in the same module. Interconnecting nodes are connected to the nodes
in other modules. We define the edge that connects two nodes in different modules
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( a ) ( b)

Figure 4–5 Examples of modular networks composed of two modules. (a) Five dark gray
nodes represent interconnecting nodes. Light gray and white nodes are modular nodes
and peripheral nodes, respectively. Three thick edges are bridges connecting two
modules. (b) A black node represents bridging nodes. Three dark gray nodes are
interconnecting nodes, and three thick edges are bridges connecting from the bridging
node to each module.

as a bridge, and the end nodes of the bridge as interconnecting nodes. Figure 4–5(a)
illustrates the three types of nodes in a simple network composed of two modules.
While two modules are often directly connected by a bridge, an additional bridging
node maybe located in the middle of the bridge to support the interconnection. The
bridging node is therefore linked to two or more interconnecting nodes located in
different modules, as shown in Figure 4–5(b).

The existence of modular structures can be verified by the presence of high
average clustering coefficients, which imply that the network comprises a collec-
tion of modules. Since hubs are high-degree nodes, a small number of hubs can be
found in PPI networks with a power-law degree distribution, and these hubs mainly
interconnect to modules.

Building upon this observed module-and-hub structure, Ravasz et al. [261] pro-
posed the hierarchical network model. The architecture of this model is characterized
by scale-free topology with embedded modularity. In this model, a few hub nodes are
emphasized as the determinants of survival during network perturbation and as the
backbone of the hierarchical structure. This model suggests that low-degree nodes
are connected to form a small module. A core node within the module intercon-
nects not only with the cores of other small modules but also with a higher-degree
node, which, in turn, becomes the core of a larger module consisting of a group of
the small modules. By repeating these steps, a hierarchy of modules is structured
through the hubs. The degree distribution of hierarchical networks is similar to that
of scale-free networks, showing locally disordered effects within modules. How-
ever, unlike scale-free networks, the pattern of clustering coefficients in hierarchical
networks has an inverse relationship to degree [29]. Therefore, low-degree nodes
are clustered better than high-degree nodes, since low-degree nodes are intracon-
nected within a module, whereas high-degree nodes are typically interconnected
between modules. A schematic view of a hierarchical network, degree distribu-
tion, and the average clustering coefficients with respect to degree are illustrated in
Figure 4–4(c).

The modular and hierarchical network models can reasonably be applied to PPI
networks because cellular functionality is typically envisioned as having a hierarchi-
cal structure. Extracting these structures from PPI networks may provide valuable
information regarding cellular function.
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4.6 SUMMARY

This chapter has introduced a graph-based representation for PPI networks and
provided a detailed discussion of the basic properties of such graphs. The centrality
indices presented will serve as the basis for the an exploration of topological network
analysis in the upcoming chapters. As noted, PPI networks have been identified as
modular and hierarchical in nature. These properties will be further discussed in the
following two chapters. (Some of the material in this chapter is reprinted from [200]
with permission of John Wiley & Sons, Inc.)
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Modularity Analysis of Protein
Interaction Networks

5.1 INTRODUCTION

The component proteins within protein–protein interaction (PPI) networks are asso-
ciated in two types of groupings: protein complexes and functional modules. Protein
complexes are assemblages of proteins that interact with each other at a given time
and place, forming a single multimolecular machine. Functional modules consist of
proteins that participate in a particular cellular process while binding to each other
at various times and places. The detection of these groupings, known as modularity
analysis, is an area of active research. In particular, the graphic representation of PPI
networks has facilitated the discrimination of protein clusters through data-mining
techniques.

The methods of data mining can be applied to identify various aspects of network
organization. For example:

■ Proteins located at neighboring positions in a graph are generally considered to
share functions (“guilt by association”). On this basis, the functions of a protein
may be predicted by examining the proteins with which it interacts and the protein
complexes to which it belongs.

■ Densely connected subgraphs in the network are likely to form protein complexes
that function as single units in a particular biological process.

■ Investigation of network topological features can shed light on the biological
system [29]. For example, networks may be scale-free, governed by the power
law, or of various sizes.

A cluster is a set of objects that share some common characteristics. Clustering
is the process of grouping data objects into sets (clusters); objects within a cluster
demonstrate greater similarity than do objects in different clusters. In a PPI network,
these sets will be either protein complexes or functional modules. Clustering differs
from classification; in the latter, objects are assigned to predefined classes, while clus-
tering defines the classes themselves. Thus, clustering is an unsupervised classification
method and does not rely on a training step to place the data objects in predefined
classes. Clustering of PPI networks can lead to various analytical insights, including:

50
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■ clarification of PPI network structures and their component relationships;
■ inference of the principal function of each cluster from the functions of its

members; and
■ elucidation of the possible functions of cluster members through comparison with

the functions of other members.

In this chapter, we will first introduce several basic measurements used to con-
ceptualize and quantify the overall modular topology of a network. We will then
present a range of computational approaches for the detection of highly correlated
modules.

5.2 USEFUL METRICS FOR MODULAR NETWORKS

As discussed in Chapter 4, many real-world networks, including PPI networks, tend
to be modular. Components in a modular network may be grouped by their common
properties to explain significant underlying principles. A hierarchical network can be
further divided into several subcommunities with some common characteristics. It
has also been noted that proteins in PPI networks rarely act alone. Proteins aggregate
into protein complexes or functional modules that act as cohesive components of a
molecular function. Identification of highly correlated modules should be cognizant
of the topological properties and relational semantics among components in a par-
ticular domain of the network. The following sections will introduce some common
metrics that are used to quantify particular components of a network.

5.2.1 Cliques

A clique within a graph is an induced complete subgraph, with constituent vertices
that are completely connected to each other. In the algorithm point of view, the
identification of all cliques in a graph is very hard since the enumeration of all cliques
of a given size k must be considered.

A maximum clique is the largest clique among all cliques in a graph G. Finding the
maximum clique in a graph is known to be an NP-complete problem [172]. Several
faster methods for approximation have been introduced [26,54,58,111].

In a clique, each member shares edges with every other member. A clique C is
a maximal clique in a graph G = (V , E) if and only if there is no clique C′ in G
with C ⊂ C′. Alternatively stated, a maximal clique is a complete subgraph that is
not contained within any other complete subgraph. The largest maximal clique is the
maximum clique. Enumerative algorithms for the identification of cliques were intro-
duced in [45,136,291]. Identification of cliques in most real-world networks can be
quickly accomplished in polynomial time, since networks are typically very sparsely
connected.

5.2.2 Cores

A k-core is a subnetwork of the PPI network within which each protein is con-
nected to at least k proteins of this subnetwork. The concept of k-cores was
introduced by Seidman [277] and Bollobas [44] for the purpose of network analysis
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and visualization. Batagelj et al. defined the k-core in [34] as follows: given a graph
G = (V , E), the k-core is an induced subgraph created by removing all vertices and
their incident edges with degrees less than k. The vertex v will be also pruned if the
degree of vertex v is less than k after removal of all direct neighbors with degrees
less than k.

This operation can facilitate the examination of certain properties and the visu-
alization of graphs. For example, the sequence of vertices in sequential coloring can
be determined by the descending order of their core numbers. Cores can also be
used to localize the search for interesting subnetworks within large networks [34].
The cohesiveness of a graph can be also analyzed through the k-core of a graph.
An induced k-core subgraph in a graph G reveals that at least k paths are present
between any two pairs of vertices of G.

The density, den(G), of G is defined as

den(G) = 2m
n(n − 1)

, (5.1)

where n is the number of vertices, and m is the number of edges in graph G.
The density of a graph is the ratio of the number of edges present in a graph

to the possible number of edges in a complete graph of the same size. In many
real applications, identification of a subgraph of a certain density permits effective
examination of the network on both the global and local levels.

5.2.3 Degree-Based Index

The simplest and most commonly used index is based on the degree distribution
of vertices. The distribution or average degree measurement is frequently used to
visualize the fundamental connectivity of a graph.

The degree distribution P(k), that is, the probability that a selected node will
have degree k, of a random graph G is expected to follow the Poisson distribution:

P(k) = (np)k

k! e−np, (5.2)

where n is the number of vertices. It has been observed that many real-world network
systems follow a power-law degree distribution:

P(k) = ck−γ , γ > 0 and c > 0, (5.3)

where c is a scaling constant, and γ is a constant exponent. A power-law degree dis-
tribution indicates that the probability of finding a highly connected node decreases
exponentially with its own degree, which is the number of edges incident to the node.
Simply stated, there are many low-degree and few high-degree nodes. Studies of real-
world networks, including PPI networks, as discussed in Chapter 4, have shown that
2 ≤ γ ≤ 3 [6,28,104].
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5.2.4 Distance (Shortest Paths)-Based Index

Several metrics characterize a network on the basis of the distance between vertices.
The Wiener index W is the oldest molecular-graph-based structure-descriptor [321].
It consists of a simple summation of the distances between all vertex pairs, as follows:

W(G) =
∑

u 
=v∈V

dist(u, v). (5.4)

The compactness of a graph G increases as the total distance decreases. In [321],
Wiener performed a cross analysis between the total distance of a molecular graph
and the boiling point of the molecule that revealed a similar inverse correlation
between compactness and boiling point.

The average path length APL(G) is the mean of the lengths of the shortest paths
between all vertex pairs in a graph G:

APL(G) =
∑

u 
=v∈V dist(u, v)

1
2 (n2 − n)

. (5.5)

Since shortest paths are well defined only for connected vertex pairs, this index
requires management of disconnected components in a manner appropriate to the
semantics of each application.

The concept of reachability indicates the remoteness of a given vertex from other
vertices in a graph. As defined in Chapter 4, the eccentricity e(u) of a vertex u is the
greatest distance between u and any other vertices, e(u) = max{dist(u, v): v ∈ V}.
The radius rad(G) is the smallest eccentricity value of all vertices:

rad(G) = min{e(u)|u ∈ V}. (5.6)

The diameter diam(G) of a graph G is defined as the longest distance value between
two arbitrary vertices:

diam(G) = max{e(u)|u ∈ V}. (5.7)

These indices illustrate the extent of scatter or degree of compactness of a graph. A
network with a low reachability value will be tightly packed, and any component will
be reachable within a small number of steps.

5.3 METHODS FOR CLUSTERING ANALYSIS OF PROTEIN
INTERACTION NETWORKS

Clustering proteins on the basis of their protein interaction profiles provides an
explorative analysis of the data. Clustering seeks to identify groups of proteins that
are more likely to interact with each other than with proteins outside the group.
It has been found that proteins can be effectively clustered into these interaction-
based groups using computational methods [200]. Considering the large number of
proteins and the high complexity of a typical network, decomposition into smaller,
more manageable modules is a valuable step toward analysis of biological processes
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and pathways. Since, as noted, protein clusters may reflect functional modules and
biological processes, the function of uncharacterized proteins may be predicted by
an examination of other proteins within the same cluster.

There are many different types of clustering approaches available for modular-
ization of PPI networks. An overview of these methods will be presented in the
following sections, and ensuing chapters will provide detailed discussion of each.

5.3.1 Traditional Clustering Methods

As noted earlier, clustering can be defined as the grouping of objects in a network
based on the similarity of their topological or other natural properties. A variety
of graph-theoretic approaches have been employed for identifying functional mod-
ules in PPI networks. Following traditional data-mining concepts, graph clustering
approaches can be classified as density-based, hierarchical, or partition-based.

Density-based clustering approaches search for densely connected subgraphs.
A typical example is the maximum clique algorithm [286] for detecting fully con-
nected, complete subgraphs. To overcome the high level of stringency imposed by
this algorithm, relatively dense (rather than complete) subgraphs can be identified
by setting a density threshold or optimizing an objective density function [56,286].
A variety of algorithms using alternative density functions have been proposed,
including computing the density of k-cores [24], finding k-clique percolation [87,238],
tracking the density and periphery of each neighbor [12], and statistically measur-
ing the quality of subgraphs [247]. Recently, several density-based approaches have
attempted to uncover overlapping clusters [238,347]. Density-based clustering meth-
ods can detect densely connected groups of proteins within a PPI network. However,
they are unable to partition entire networks, which, as indicated by the power-law
degree distribution, are heavily populated by sparsely connected nodes. These sparse
connections decrease the density of clusters, and the relatively isolated nodes are
excluded from the clusters generated by density-based methods.

Hierarchical clustering approaches are applicable to biological networks because
of the hierarchical nature of their modularity [261,297], as discussed in Chapter 4.
These approaches iteratively merge nodes or recursively divide a graph into two
or more subgraphs. Iterative merging entails the measurement of the similarity or
distance between two nodes or two groups of nodes and the selection of a pair to
be merged in each iteration [17,263]. Recursive division involves the selection of
the nodes or edges to be cut from the graph. For this purpose, betweenness is an
appropriate index to detect the bridges among modules in a network. As defined in
Chapter 4, the betweenness of a node or an edge is the sum of the ratio of the number
of shortest paths passing through the node or edge to the number of all shortest paths.
Iterative elimination of the node or edge with the highest betweenness divides a graph
into two or more subgraphs [122,145]. The division can be recursively performed to
find modules of a desired size.

Partition-based clustering approaches seek a network partition that accounts for
all sparsely connected nodes. One of these approaches, the Restricted Neighborhood
Search Clustering (RNSC) algorithm [180], identifies the best partition using a cost
function. It starts with random partition of a network and iteratively moves the
nodes on the border of a cluster to an adjacent cluster with a goal of decreasing the
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total cost of clusters. For optimal performance, however, this method requires prior
knowledge of the exact number of clusters in a network.

There are additional clustering methods that do not fall within these three major
categories. A variety of distance-based approaches will be discussed in Chapter 7.
The Markov clustering (MCL) algorithm, presented in detail in Chapter 8, finds
clusters using iterative rounds of expansion and inflation that, respectively, promote
the strongly connected regions and weaken the sparsely connected regions [308].
Line graph generation [250], also discussed in Chapter 8, transforms the network
of proteins connected by interactions into a network of connected interactions and
then uses the MCL algorithm to cluster the interaction network.

Such traditional clustering approaches are useful for the global analysis of pro-
tein interaction networks. However, their accuracy is limited by the unreliability of
interaction data and the complexity of connectivity among modules.

5.3.2 Nontraditional Clustering Methods

In addition to the traditional approaches summarized above, many new clustering
methods have been developed for the analysis of PPI networks. In this book, we
have classified these approaches into the following categories:

■ Distance-based methods: These approaches begin by defining the distance or sim-
ilarity between two proteins in the network, with this distance/similarity matrix
then serving as input to traditional clustering algorithms. A variety of distance and
similarity measures have been proposed to ensure that the identified modules are
biologically meaningful. These measures are based on particular biological char-
acteristics such as protein or gene sequence, protein structure, gene expression,
and degree of confidence in an interaction based on frequency of experimental
detection. Examples of these metrics include sequence similarity, structural sim-
ilarity, and the gene expression correlation of the two incident proteins in each
interaction. These methods will be discussed in more detail in Chapter 7.

■ Topology-based methods: These approaches utilize the special topological fea-
tures of PPI networks, including their scale-free nature, modularity, and
hierarchical structure, to formulate modularization algorithms. Typically, these
methods first define metrics to quantitatively measure the topological features
of interest and then formulate clustering algorithms for modularity analysis. In
Chapter 6, we will focus particularly on one such metric, bridging centrality, and
its application to modularity analysis.

■ Graph-theoretic methods: These approaches utilize the methodology of graph the-
ory and convert the process of clustering a PPI network into a graph-theoretical
problem. Like topological-based methods, these approaches also take into con-
sideration either the local topology or the global structure of PPI networks.
Methods of this type will be discussed in Chapter 8.

■ Flow-based methods: These approaches offer a novel strategy for analyzing the
degree of biological and topological influence exerted by each protein over
other proteins in a PPI network. Through simulation of biological or functional
flows within the network, these methods seek to model and predict complex
network behavior under a realistic variety of external stimuli. They require
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sophisticated methods to effectively simulate the stochastic behavior of the sys-
tem. In Chapter 9, techniques used by these methods will be detailed. We will
discuss the compilation of information regarding protein function, the creation
and use of a weighted PPI network, and the simulation of the flow of information
from each informative protein through the entire weighted interaction network.
We will explore the modeling of a PPI network as a dynamic signal transduction
system, with each protein acting as a perturbation of the system.

■ Methods involving knowledge integration: Clustering approaches can be broadly
categorized as supervised, unsupervised, and semi-supervised according to the
extent of expert knowledge used in the clustering process. The various methods
mentioned above are considered unsupervised, as they simply cluster proteins
on the basis of network properties, without any input of additional information.
Semi-supervised and fully supervised methods integrate domain knowledge into
the clustering process to improve performance. Chapter 11 will present examples
of supervised methods that integrate Gene Ontology (GO) [18,302] annotations
into the clustering analysis of PPI networks.

5.4 VALIDATION OF MODULARITY

The identification of functional modules within an annotated PPI network can serve
as a first step toward the prediction of the functions of unannotated proteins in the
network. Chapters 6 and 7 will discuss the details of approaches to the identification
of these functional modules. Issues of accuracy assume paramount importance, as
disparate results can be generated both by different approaches and by the repeated
application of a given approach with different parameters. Therefore, these solutions
must be carefully compared with predicted results in order to select the approach
and parameters that provide the best outcome. Validation is the process of evalu-
ating the performance of the clustering or prediction results derived from different
approaches. This section will introduce several basic techniques used to validate
proteomic clustering results.

A survey performed by Jiang et al. [162] of methods for clustering gene expression
data revealed three main components to cluster validation: an intuitive assessment of
cluster quality, the evaluation of performance based on ground truth, and an assess-
ment of the reliability of the cluster sets. These components are also relevant to the
evaluation of clustering performance in proteomics. First, the quality of clusters can
be measured in terms of homogeneity and separation on the basis of the definition of
a cluster: objects within a cluster are similar to each other, while objects in different
clustersaredissimilar. Thesecondaspectofvalidation involvescomparisonwith some
ground truth pertaining to the clusters. The ground truth may be derived from some
element of domain knowledge, such as known function families or the localization of
proteins. Cluster validation is based on the agreement between clustering results and
this ground truth. Validation of the modularity analysis of PPI networks relies princi-
pally on this component. The third aspect of cluster validity focuses on the reliability
of the clusters, or the likelihood that the cluster structure has not arisen by chance.

5.4.1 Clustering Coefficient

The clustering coefficient of a vertex in a graph measures the extent of the intercon-
nectivity between the direct neighbors of the vertex and is the ratio of the number
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of edges between the nodes in its direct neighborhood to the number of edges that
could possibly exist among them. In many networks, if node A is connected to B and
B is connected to C, then A has a high probability of direct linkage to C. Watts and
Strogatz [319] quantified this phenomenon via the clustering coefficient to measure
the local connectivity around a vertex, thus representing the extent of connectivity
of the direct neighbors of the vertex. In their formulation, the clustering coefficient
is defined as CC(v) = 2nv/kv(kv − 1), where nv is the number of links connecting
the kv neighbors of node v to each other. In this coefficient, nv indicates the num-
ber of triangles that pass through node v, and kv(kv − 1)/2 is the total number of
triangles that could pass through node v. For example, in Figure 4–1, nA = 1 and
CC(A) = 1/10, while nF = 0, CC(F) = 0. In a different expression, the clustering
coefficient CC(v) of a vertex v can also be described by:

CC(v) = 2|⋃i,j∈N(v) e(i, j)|
d(v)(d(v) − 1)

, e(i, j) ∈ E. (5.8)

Following Equation (5.1), the density of a network G(V , E) is generally measured
by the proportion of the number of edges to the number of all possible edges. A
network G has the maximum density value, 1, when G is fully connected; that is,
G is a clique. The effect of a node vi on density is characterized by the clustering
coefficient of vi [319].

The average degree, average path length, and average clustering coefficient
depend on the number of nodes and links in the network. However, the degree
distribution P(k) and clustering coefficient CC(k) functions are independent of the
size of the network and represent its generic features. These functions can therefore
be used to classify various network types [29].

Clustering coefficients can be defined for individual vertices and, at the level of
an entire graph, as the average of the clustering coefficients over all vertices. Since
this metric quantifies the connectivity ratio among direct neighbors of a vertex, it
serves as a measurement of the density in the local region of a vertex.

5.4.2 Validation Based on Agreement with Annotated Protein
Function Databases

Clustering results can be compared with ground truth derived from various pro-
tein domain databases such as InterPro, the Structural Classification of Protein
(SCOP) database, and the Munich Information Center for protein sequences (MIPS)
hierarchical functional categories [56,99,186]. These databases are collections of well-
characterized proteins that have been expertly classified into families based on their
folding patterns and a variety of other information.

Jiang et al. [162] listed several simple validation methods that start with construc-
tion of a matrix C based on the clustering results. Given the clustering results of
p clusters C = {C1, . . . , Cp}, we can construct an n ∗ n binary matrix C, where n is
the number of data objects, Cij = 1 if object pairs Oi and Oj belong to the same
cluster, and Cij = 0 otherwise. Similarly, we can build a matrix P for the ground
truth P = {P1, . . . , Ps}. The agreement between C and P can be discerned via the
following values:

■ n11 is the number of object pairs (Oi, Oj), where Cij = 1 and Pij = 1;
■ n10 is the number of object pairs (Oi, Oj), where Cij = 1 and Pij = 0;
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■ n01 is the number of object pairs (Oi, Oj), where Cij = 0 and Pij = 1;
■ n00 is the number of object pairs (Oi, Oj), where Cij = 0 and Pij = 0.

Several indices [132] have been defined to measure the degree of similarity
between C and P ; they include:

the Rand index: Rand = n11 + n00

n11 + n10 + n01 + n00
,

the Jaccard coefficient: JC = n11

n11 + n10 + n01
,

the Minkowski measure: Minkowski =
√

n10 + n01

n11 + n01
.

The Rand index and the Jaccard coefficient measure the extent of agreement
between C and P , while the Minkowski measure embodies the proportion of dis-
agreements to the total number of object pairs (Oi, Oj), where Oi, Oj belong to the
same set in P . It should be noted that the Jaccard coefficient and the Minkowski
measure do not (directly) involve the term n00. These two indices may be more
effective in protein-based clustering because a majority of pairs of objects tend to
be in separate clusters, and the term n00 would dominate the other three terms in
both high- and low-quality solutions. Other methods are also available to measure
the correlation between the clustering results and the ground truth [132]. Selection
of the optimal index is application-dependent.

In semi-supervised clustering, constraints may ensure the correctness of pairs
fixed by the constraints or their closure. In these cases, a modification of the original
Rand index may be used to evaluate the decisions that are undetermined by the
constraints [182]:

CRand = # correct free decisions
# total free decisions

.

Simply counting matches between predicted clusters and complexes in the ref-
erence data set does not provide a robust evaluation. In cases where each cluster
corresponds to a purification, a maximal number of matches will be found, which
leads to maximally-redundant results. Krause et al. [186] defined the following
criteria to assess the fit of the clustering results to the benchmark data set:

(1) the number of predicted clusters matching ground truth should be maximal;
(2) each individual complex in the data set should be matched by a single predicted

cluster;
(3) each cluster should map to only one complex, as clusters matching more than

one complex may be too inclusive; and
(4) complexes should have an average size and size distribution similar to the

data set.
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Application of these criteria allows a more accurate comparison between cluster-
ing results and ground truth, as an one-to-one correspondence is required between
predicted clusters and complexes.

These approaches assume that each object belongs to one and only one cluster,
an assumption characteristic of classical clustering algorithms. In protein annotation
data, however, this is not necessarily the case. One protein may have several func-
tions, act in different localizations of the cell, and participate in multiple pathways
and protein complexes. Therefore, accurate cluster validation must be cognizant of
these overlapping clusters in the ground truth.

Results obtained from two hierarchical clustering algorithms must be compared
at different cutoffs, as cutoffs at different dendrogram levels have different meanings
and thus are not directly comparable. In [306], two hierarchical clustering algorithms
are compared based on the number of clusters they produced. This approach will
tend to be biased toward those algorithms that detect many small clusters. As a
result, though tending to be highly homogenous, these clusters cover a small number
of proteins and provide limited predictive power.

5.4.3 Validation Based on the Definition of Clustering

Clustering is defined as the process of grouping data objects into sets by degree
of similarity. Clustering results can be validated by computing the homogeneity of
predicted clusters or the extent of separation between two predicted clusters. The
quality of a cluster C increases with higher homogeneity values within C and lower
separation values between C and other clusters.

The homogeneity of clusters may be defined in various ways; all measure the
similarity of data objects within cluster C.

H1(C) =
∑

Oi ,Oj∈C,Oi 
=Oj
Similarity(Oi, Oj)

|C| · (|C| − 1)
, (5.9)

H2(C) = 1
|C|

∑
Oi∈C

Similarity(Oi, O). (5.10)

H1 represents the homogeneity of cluster C by the average pairwise object sim-
ilarity within C. H2 evaluates homogeneity with respect to the centroid Ō of the
cluster C.

Cluster separation is analogously defined from various perspectives to measure
the dissimilarity between two clusters C1 and C2. For example:

S1(C1, C2) =
∑

Oi∈C1,Oj∈C2
Similarity(Oi, Oj)

|C1| · |C2| , (5.11)

S2(C1, C2) = Similarity(O1, O2). (5.12)

The Davies–Bouldin (DB) index [81] measures the quality of a clustering result
exclusively according to such internal information as the diameter of each cluster
and the distance between all cluster pairs. The DB index is useful when no refer-
ence material is available for comparison. It measures the topological quality of the
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identified clusters in the intact graph.

DB = 1
k

k∑
i=1

max
i 
=j

[
diam(Ci) + diam(Cj)

dist(Ci, Cj)

]
, (5.13)

where diam(Ci) is the diameter of cluster Ci, and dist(Ci, Cj) is the distance between
clusters Ci and Cj . A small value of DB indicates that the identified clusters are
compact and have widely separated centers. The presence of low DB values therefore
indicates a good clustering result.

5.4.4 Topological Validation

The topological properties of modular networks include dense intraconnections and
sparse interconnections. As a result, each module should have relatively high density
and high separability. The modularity of a network can initially be quantified by the
proportion of the average density of the identified modules to the density of the
entire network. It can also be measured by the average clustering coefficient of all
nodes in the network. A recent study [129] proposed that modularity be assessed
through a comparison of the relative density of modules to the random connections
of the nodes in the modules of G(V , E):

Mden = 1
n

n∑
s=1

[
|E′

s|
|E| −

(
ds

2|E|
)2
]

, (5.14)

where n is the number of modules in the network G, and ds is the sum of the degree
of the nodes in a module G′

s(V
′
s, E

′
s).

Separability provides another vehicle for assessing the modularity of a network.
Assume G′

s(V
′
s, E

′
s) is a subnetwork of G(V , E), where V ′

s ⊆ V and E′
s ⊆ E, and

ds is the sum of the degree of nodes in G′
s. The separability of G′

s(V
′
s, E

′
s) from

G(V , E) is generally calculated by the interconnection rate, which is defined as the
ratio of the number of interconnections between V ′

s and (V − V ′
s) to the number of

all the edges starting from the nodes V ′. In practice, the interconnection rate can
be calculated by (1- intraconnection rate), where the intraconnection rate is defined
as (2|E′

s|/ds)
2. The modularity is then measured by the average separability of the

identified modules:

Msep = 1
n

n∑
s=1

[
1 −

(
2|E′

s|
ds

)2
]

. (5.15)

A higher Msep value indicates that G′(V ′, E′) is more likely to separate from G(V , E)

by disconnecting some edges.
The effect of a node vi on separation can be described by the participation

coefficient of vi [129]. The participation coefficient p(vi) measures the uniformity
of distribution of the neighbors of vi among all modules:

p(vi) = 1 −
n∑

s=1

( |{(vi, vj)|vj ∈ G′
s, i 
= j}|

|N(vi)|
)2

, (5.16)
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where n is the number of modules, and G′
s represents each module. A low p(vi) value

indicates that vi strongly influences the separation of the network into modules.

5.4.5 Supervised Validation

Modules identified in a PPI network can be validated by comparison to a ground
truth comprised of the actual functional categories and their annotations. Assume
a module X that is mapped to a functional category Fi. Recall, also termed the true
positive rate or sensitivity, is the proportion of proteins common to both X and Fi
to the size of Fi. Precision, which is also termed the positive predictive value, is the
proportion of proteins common to both X and Fi to the size of X .

Recall = |X ∩ Fi|
|Fi| , (5.17)

and

Precision = |X ∩ Fi|
|X | . (5.18)

In general, larger modules have higher recall values, because a large module X is
likely to include many members of Fi. In the extreme case where all the proteins are
grouped into one module, the recall value of that module will be maximal. In contrast,
smaller modules have higher precision, because the members of these smaller Xs
are likely to be homogeneous for a particular function. The extreme example in this
instance would designate each protein as a module, and these modules would have
maximum precision values. We can thus assess the accuracy of modules with the
f-measure, which rates the quality of identified modules by comparison with external
reference modules. The f -measure is defined as the harmonic mean of recall and
precision:

f − measure = 2(Precision · Recall)
Precision + Recall

. (5.19)

5.4.6 Statistical Validation

Modules can be statistically evaluated using the p-value from the hypergeometric
distribution, which is defined as

P = 1 −
k−1∑
i=0

(|X |
i

)(|V | − |X |
n − i

)
(|V |

n

) , (5.20)

where |V | is the total number of proteins, |X | is the number of proteins in a reference
function, n is the number of proteins in an identified module, and k is the number
of proteins in common between the function and the module. It is understood as the
probability that at least k proteins in a module of size n are included in a reference
function of size |X |. A low value of p indicates that the module closely corresponds
to the function, because it is less probable that the network will produce the module
by chance.
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5.4.7 Validation of Protein Function Prediction

Leave-One-Out Method. The classification of data may also be assessed using the
k-fold cross validation method, which partitions the data set into k subsets. One
of these subsets is retained as test data, and the remaining k − 1 subsets are used
as training data. The validation process is then subjected to k-fold repetition, with
each of the k subsets used exactly once as the test data. The results from the k-fold
repetition can be averaged to produce a single accuracy estimation.

A special case of k-fold cross-validation is the leave-one-out cross-validation
method, which has proven to be more applicable to the assessment of function pre-
diction in PPI networks. This method sets k as the total number of proteins with
known functions in the network. One protein is selected, and its functions are hypo-
thetically assumed to be unknown. Functions predicted by a selected method are
then compared with the true known functions of the protein. The process is repeated
for k known proteins, P1, . . . , Pk. Let ni be the number of actual functions of protein
Pi, mi be the number of functions predicted for Pi, and ki be the overlap between
the actual and predicted functions, for i = 1, . . . , k. The recall and precision can be
defined as

Recall =
∑k

i ki∑k
i ni

, (5.21)

Precision =
∑k

i ki∑k
i mi

. (5.22)

Trials using MIPS and other data sets have produced results that are highly
consistent with those of the distributions of expression correlation coefficients and
reliability estimations.

5.5 SUMMARY

This chapter has provided an overview of various clustering approaches that have
yielded promising results in application to PPI networks. Clustering approaches for
PPI networks can be broadly differentiated between the classic distance-based meth-
ods and more recent and nontraditional methods, which include graph-theoretic,
topology-based, flow-based, statistical, and domain knowledge-based approaches.
These nontraditional approaches are gaining acceptance for their ability to provide
a more accurate modularity analysis of PPI networks. In general, clustering algo-
rithms are employed to identify subgraphs with maximal density or with a minimum
cost of cutoff based on the topology of the network. Clustering a PPI network per-
mits a better understanding of its structure and the interrelationship of constituent
components. More significantly, it also becomes possible to predict the potential
functions of unannotated proteins by comparison with other members of the same
cluster.
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Topological Analysis of Protein
Interaction Networks

With Woo-chang Hwang

6.1 INTRODUCTION

Essential questions regarding the structure, underlying principles, and semantics
of protein–protein interaction (PPI) networks can be addressed by an examination
of their topological features and components. Network performance, scalability,
robustness, and dynamics are often dependent on these topological properties. Much
research has been devoted to the development of methods to quantitatively charac-
terize a network or its components. Empirical and theoretical studies of networks of
all types – technological, social, and biological – have been among the most popular
subjects of recent research in many fields. Graph theories have been successfully
applied to these real-world systems, and many graph and component measurements
have been introduced.

In Chapters 4 and 5, we provided an introduction to the typical topological prop-
erties of real complex networks, including degree distribution, attachment tendency,
and reachability indices. We also introduced the scale-free model, which is among the
most popular network models. This model exemplifies several important topological
properties, which will be briefly summarized here:

■ The small-world property: Despite the large size of most real-world networks, a
relatively short path can be found between any two constituent nodes. The small-
world property states that any node in a real-world network can be reached from
any other node within a small number of steps. As Erdős and Rényi [100,101]
have demonstrated, the typical distance between any two nodes in a random
network is the logarithm of the number of nodes, indicating that random graphs
are also characterized by this property.

■ Clustering: A common property of real-world networks is their tendency to be
internally organized into highly connected substructures, or clusters. This inher-
ent tendency to clustering is quantified by the clustering coefficient. Watts and
Strogatz [319] found that the clustering coefficient in most real networks is much
larger than in a random network of equal size. Barabasi et al. [261] showed
that the metabolic networks of 43 organisms are organized into many small,
highly connected topologic modules that combine in a hierarchical manner into
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larger, less cohesive units, with their number and degree of clustering following
a power law.

■ Degree distribution: In a random network model where edges are randomly
placed, the majority of nodes have approximately the same degree, close to the
average degree 〈k〉 of the network. The degree distribution of a random graph is a
Poisson distribution. In contrast, recent empirical investigations have shown that
the degree distribution of most real-world networks significantly deviates from
a Poisson distribution. In real-world complex networks, the degree distribution
has a power-law tail P(k) ∼ k−γ .

This chapter will explore the computational analysis of PPI networks on the basis
of topological network features.

6.2 OVERVIEW AND ANALYSIS OF ESSENTIAL
NETWORK COMPONENTS

In Chapter 4, we discussed the means by which a graph-theoretical representation,
together with various topological indices and measurements, can explain or sum-
marize important aspects of a network. These indices have been applied in diverse
fields to characterize networks of various kinds, analyze their performance, and iden-
tify important network components. The rest of this chapter will demonstrate the
application of these metrics to the prediction and analysis of PPI networks.

6.2.1 Error and Attack Tolerance of Complex Networks

Real-world complex systems display a surprising robustness to errors. Barabasi et al.
[7] found that the communicative ability of nodes in real-world networks was unaf-
fected even by unusually high failure rates. Their analysis compared the robustness
of a scale-free network model with a random network model under conditions that
included variations in the diameter and size of the largest cluster, in the average size
of isolated clusters, and in the average path length (APL), along with simulated net-
work failures [5,7]. The compactness of a network is often described by its diameter
d, defined as the average length of the shortest paths between any two nodes in the
network. The diameter characterizes the ability of two nodes to communicate, with
a smaller d indicating that any two nodes are separated by only a small number of
steps. Most real-world networks have been shown to have a diameter of less than six.

Barabasi’s group began their study of the error tolerance of networks by compar-
ing the impact of varying diameter on exponential and scale-free network models;
results are presented in Figure 6–1. In the exponential network model, the diameter
changed gradually and monotonically with both random failures and targeted attacks
on high-degree nodes [illustrated by triangles and diamonds in Figure 6–1(a)]. This
behavior arises from the homogeneous degree distribution of the network. Interrup-
tions to randomly chosen nodes and high-degree nodes in the exponential network
model were of equal impact on the network diameter. Since all nodes have approx-
imately the same degree, the removal of any individual node will cause the same
amount of damage. As a result, both random failures and targeted attacks in an
exponential network effected a gradual deterioration in network communication.
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Figure 6–1 Error tolerance of network models. (a) Changes in the diameter d of
exponential (E) and scale-free (SF) network models as a function of the fraction f of
removed nodes. The triangle and square symbols correspond to the diameter of the E
(triangles) and SF (squares) networks when a fraction f of the nodes are randomly
removed. The diamond and circle symbols show the response of the E (diamonds) and SF
(circles) networks to attacks when the most highly connected nodes are removed. The
f -dependence of the diameter was determined for different system sizes (N = 1,000;
5,000; 20,000). The obtained curves, apart from a logarithmic size correction, overlap
with those shown in (a), indicating that the results are independent of the size of the
system. The diameter of the unperturbed (f = 0) scale-free network is smaller than that
of the exponential network, indicating that scale-free networks use the links available to
them more efficiently, generating a more interconnected web. (b) The changes in the
diameter of the Internet under random failures (squares) or attacks (circles). Testing
used the topological map of the Internet, containing 6,209 nodes and 12,200 links
(〈k〉 = 3.4), collected by the National Laboratory for Applied Network Research
(http://moat.nlanr.net/Routing/rawdata/). (c) Error (squares) and attack (circles)
survivability of the World Wide Web, measured with a sample containing 325,729 nodes
and 1,498,353 links, such that 〈k〉 = 4.59. (Reprinted by permission from Macmillan
Publishers Ltd: Nature [7], copyright 2000.)

In contrast, the scale-free network model exhibited dissimilar responses to ran-
dom failures and targeted attacks; this data is plotted with squares and circles in
Figure 6–1(a). Random failures resulted in no change in network diameter, indicating
that these interruptions had little impact on network communication. The robust-
ness of scale-free networks to random failures is due to their inhomogeneous degree
distribution. The scale-free network model has many low-degree nodes and very few
high-degree nodes. The removal of these low-degree nodes does not alter the path
structure of the remaining nodes and has no impact on the overall network topology.
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Figure 6–2 Network fragmentation under random failures and attacks. The relative size
of the largest cluster S (open symbols) and the average size of the isolated clusters 〈s〉
(filled symbols) as a function of the fraction of removed nodes f . (a) Fragmentation of the
exponential network under random failures (squares) and attacks (circles).
(b) Fragmentation of the scale-free network under random failures (blue squares) and
attacks (red circles). (c) Fragmentation of the Internet network under random failures
(blue squares) and attacks (red circles). (d) Fragmentation of the WWW network under
random failures (blue squares) and attacks (red circles). “See Color Plate 3.”
(Reprinted by permission from Macmillan Publishers Ltd: Nature [7], copyright 2000.)

On the other hand, targeted attacks on high-degree nodes resulted in rapid and dra-
matic increases in network diameter. For example, when the nodes with degrees
in the top 5% were removed, the diameter almost doubled. This vulnerability of
scale-free networks to targeted attacks is the negative correlary of their robustness
to random failures and arises from the same structural cause. The connectivity of a
scale-free network is maintained by the high-degree nodes, and interruptions to these
nodes will result in heavy and rapid damage to the network. Figure 6–1(b) and (c)
display similar behavior patterns that were observed in real network examples, such
as the Internet and the World Wide Web (WWW), showing that these real-world
networks are scale-free.

Sequential node removals will damage the structure and cohesion of a network.
To better understand the impact of failures and targeted attacks on the network,
Barabasi group also investigated this network isolation process. Figure 6–2(a) and
(b) illustrate the impacts on the modularity, relative size of the largest cluster (S),
and average size of isolated clusters (〈s〉) under conditions of random failures and
targeted attacks in exponential (E) and scale-free (SF) network models. Modularity
in each network model broke down at a point fc. Here, f represents the fraction of the
removed nodes out of the total number of nodes in the network. At small values of
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f , only singletons break apart, 〈s〉 � 1, but, as f increases, the size of the fragments
that fall off the main cluster grows. At fc, the system falls apart; the main cluster
breaks into small pieces, leading to S = 0, and the size of the fragments, 〈s〉, peaks.

Similar behaviors of S and 〈s〉 were observed in the exponential network model
under conditions of random failures and targeted attacks. As illustrated in Figure
6–2(a), 〈s〉 peaked and S collapsed to 0 at fc. Not unexpectedly, the response of
the scale-free network model to targeted attacks and random failures was quite
different [Figure 6–2(b)]. There was no network breakdown point resulting from
random failures in the scale-free model [blue squares in Figure 6–2(b)], indicating
again that the scale-free network model is robust to random failures. However, this
model showed a very sensitive response to targeted attacks, which resulted in very
rapid network dissolution and a steep collapsing process. Figure 6–2(c) and (d) show
similar results for the Internet and WWW, both of which demonstrate the behavior
characteristic of a scale-free network model.

Another topological metric useful for measuring the compactness of a network is
the APL of the network. A well-connected and properly clustered network will have
a low APL. Routes or distances among nodes in the network will normally be length-
ened when a number of nodes are removed. Thus, analysis of changes in the APL in
response to sequential node removals will illustrate the extent that these removals
interrupt network communication. The Barabasi group performed a sequential node
removal analysis similar to that underlying Figures 6–1 and 6–2 to observe changes in
the APL in random and scale-free network models. The relative sizes of the largest
component [Figure 6–3(a) and (b)] and the APL [Figure 6–3(c) and (d)] for each net-
work model were observed. Both network models showed similar changes in the size
of the largest cluster, but the scale-free model demonstrated an earlier and steeper
breakdown process in response to targeted attacks [Figure 6–3(a) and (b)].

The random network model exhibited threshold-like behavior, with targeted
attacks producing an earlier and higher peak of the APL than did random failures
[Figure 6–3(c)]. The scale-free network model broke down slowly under conditions
of random failure, without showing a clear threshold of collapse. Under targeted
attack, however, the scale-free model also reached a collapse threshold, beyond
which a rapid breakdown occurred [Figure 6–3(d)]. Figure 6–3 indicates that the
communications within scale-free networks are more robust against random failures
and more vulnerable to targeted attacks than the random network model.

6.2.2 Role of High-Degree Nodes in Biological Networks

Jeong et al. [161] provided quantitative analysis that the phenotypic consequence of
a single gene deletion in the yeast (Saccharomyces cerevisiae) is strongly affected by
the topological position of its protein product in the complex hierarchical network of
molecular interactions. They found that high-degree nodes are much more critical to
the functioning of the yeast PPI network than nodes of average degree. Deletion of
these genes is often lethal to network survival. Although about 93% of all proteins
in the network are of low degree, with five or fewer edges, only about 21% of these
proteins are lethal. Furthermore, while only 0.7% of the proteins have more than
fifteen edges, 62% of these are lethal. This implies that high-degree proteins with
a central role in network architecture are three times more likely to be lethal than
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Figure 6–3 The relative size S (a, b) and APL � (c, d) of the largest cluster in an initially
connected network when a fraction f of the nodes are removed. (a, c) random network
with N = 10, 000 and 〈k〉 = 4. (b, d) Scale-free network generated by the scale-free model
with N = 10,000 and 〈k〉 = 4. Squares indicate random node removal, while circles
correspond to preferential removal of the most highly connected nodes. (Reprinted with
permission from [7], copyright 2002 by the American Physical Society.)

low-degree proteins and supports a strong correlation between the connectivity and
indispensability of a given protein. The robustness of yeast against mutations is
derived not only from individual biochemical function and genetic redundancy but
also from the organization of interactions and the topological positions of individual
proteins [161]. This phenomenon was observed in the proteome networks of several
organisms including yeast, nematodes, and flies [131,325,336].

Yu et al. also verified that high-degree nodes were much more lethal than low-
degree nodes in the yeast PPI network. Essential proteins were found to have
approximately twice as many interactions compared with nonessential proteins.
About 43% of high-degree nodes in the yeast PPI network were found to be essential;
this is significantly higher than the 20% that could be expected by chance [336].

Feeling that previous definitions of essentiality were inadequate, Yu’s group
introduced a new concept of marginal essentiality (M) based on the idea of “marginal
benefit” developed by Thatcher et al. [300]. The marginal essentiality of each
nonessential gene is calculated by averaging data from four data sets: growth rate,
phenotype, sporulation efficiency, and small-molecule sensitivity:

Mi =
∑

j∈Ji
Fi,j/Fmax,j

|Ji| , (6.1)
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where Fi,j is the value for gene i in data set j, Fmax,j is the maximum value in data set
j, and Ji is the data sets that have information on gene i.

This analysis indicated that highly marginal essential genes are more likely to be
high-degree network nodes. In addition, proteins with higher marginal-essentiality
values are more likely to be closely connected to other proteins. Highly marginal
essential proteins have a short characteristic path length to other proteins in the
network, implying that the effect of that protein on other proteins is more direct
[336]. This analysis was extended to several smaller yeast transcriptional regulatory
networks which, unlike PPI networks, are topologically and biologically directed
and dynamic. This examination revealed that, while transcription factors with many
targets tended to be essential, genes that were regulated by many transcription factors
were usually not essential [336].

6.2.3 Betweenness, Connectivity, and Centrality

Analysis of essential components in PPI networks has recently moved from a focus
on the role of node degrees to other topological issues [103,131,168,337]. Several
researchers have asserted that the nodes or edges present on the shortest paths
between all node pairs in PPI networks are more essential than the high-degree
nodes. This is held to be particularly the case in dynamic networks, such as regulatory
or metabolic systems.

Joy et al. analyzed several PPI networks and discovered that nodes with high
betweenness and low connectivity (HBLC) can be found in locations between
modules. From this observation, they proposed a new duplication-mutation (DM)
network model that reproduces these HBLC nodes. The DM network model is con-
structed through two processes. Gene duplication replicates the process by which a
gene and all its connections are duplicated and which accounts for network growth.
The point mutation process evolves the structure of a protein to change its interact-
ing partners and, as a result, alter connections within the network. The time-scales
involved in these two processes are quite different, with gene duplication proceeding
much more slowly than point mutation. Simulation of network growth through this
duplication-mutation model led to the evolution of a network that exhibits power-law
behavior with HBLC nodes, similar to the yeast PPI network [168]. This structure
cannot be predicted by a scale-free model.

In general, Joy’s group found that essential proteins in the yeast PPI network
had a higher mean betweenness and were associated more frequently with high-
betweenness nodes, as illustrated in Figure 6–4. For all proteins, mean betweenness
was 6.6 × 10−4, but the value for essential proteins was 82% higher, at 1.2 × 10−3.
The degree of essential proteins was 77% higher than that of all proteins. Therefore,
betweenness was found to be an effective measure of protein lethality, and levels
of betweenness were comparable to degree values. The analysis suggested that PPI
networks include both highly connected modules and proteins located outside and
between these highly connected modules [168].

Yu et al. [337] also investigated high-betweenness and low-degree proteins (bot-
tlenecks) in biological networks. They performed lethality analyses on a variety of
network types, including interaction networks, signal transduction networks, and
regulatory networks. Nodes were sorted into four categories: hub-bottleneck node
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(BH), non-hub-bottleneck node (B-NH), hub-non-bottleneck node (H-NB), and
non-hub-non-bottleneck (NB-NH). The lethality of each category was examined
in various types of biological networks (see Figure 6–5). Bottlenecks, which are
high-betweenness nodes, were shown to be key connectors with surprising func-
tional and dynamic properties. In particular, they are more likely to be essential
than low-betweenness nodes. In fact, in regulatory and other directed dynamic net-
works, betweenness is a better indicator of essentiality than degree. Furthermore,
bottlenecks are significantly less coexpressed with their direct neighbors than non-
bottleneck nodes. It is evident that, in networks of this type, bottlenecks serve as the
connectors among different functional modules [337].

Unlike regulatory networks, PPI networks have undirected edges and demon-
strate no obvious information flow. The analysis indicated that the degree of a protein
is a better predictor of essentiality in such static, undirected interaction networks.
However, betweenness may have biological implications in some subnetworks within
PPI networks, particularly in subnetworks involved with signaling transduction or
permanent interactions. In these instances, bottleneck proteins are somewhat more
likely to be essential [337].

Subgraph centrality offers another means of measuring the essentiality of pro-
teins in PPI networks [102,103]. The subgraph centrality (SC) that accounts for the
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Figure 6–5 Comparison of essentiality (lethality) among various categories of proteins
within interaction and regulatory networks (a) Bottlenecks tend to be essential genes in
both interaction and regulatory networks. p-values measure the statistical significance
of the different essentialities between bottlenecks and non-bottlenecks. (b) Essentiality
of different categories of proteins: NH-NB (non-hub non-bottlenecks); H-NB
(hub-non-bottlenecks); B-NH (non-hub-bottlenecks); BH (hub-bottlenecks). p-values
measure the statistical significance of the different essentialities between different
categories of proteins against non-hub-non-bottlenecks using cumulative binomial
distributions. (Reprinted from [337].)

participation of a node i in all subgraphs of the network is defined as follows:

SC(i) =
∞∑

l=0

µl(i)
l! =

N∑
j=1

[vj(i)]2eλj . (6.2)

Here, µl(i) is the number of walks starting and ending at node i; that is, closed walks
of length l starting at i. (v1, v2, . . . , vn) is an orthonormal basis of RN composed by
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eigenvectors of the adjacency matrix of the network associated with the eigenvalues
λ1, λ2, . . . , λN , and vj(i) is the ith component of vj . Accordingly, SC(i) counts the
total number of closed walks through which protein i takes part in the PPI network
and assigns greater weight to closed walks of short lengths [103]. Thus, SC accounts
for the number of subgraphs in which a protein participates, giving greater weight
to smaller subgraphs, which have been previously identified as important structural
motifs in biological networks.

Estrada et al. compared the efficacy of subgraph centrality in identifying lethal
proteins to that of the other topological metrics, including degree centrality, closeness
centrality, betweenness centrality, eigenvector centrality, and information central-
ity. As can be seen in Figure 6–6, all centrality measures performed significantly
better than the random selection method in selecting essential proteins in the yeast
PPI network. Furthermore, subgraph centrality outperformed the other competitive
metrics in detecting lethal proteins in the yeast PPI network.

A comparative genomic analysis of centrality and essentiality in three eukaryotic
PPI networks (yeast, worm, and fly) was performed by Hahn et al. [131]. These three
networks were found to be remarkably similar in structure, in that the number of
interactors per protein and the centrality of proteins in the networks had similar

CC

T op 1%

T op 5%

N
um

ber of essential proteins

T op 20%

T op 10% T op 25%

T op 15%

DC EC RndICDCSCo

CC BC EC RndICDCSCo

CC DC EC RndICDCSCo

CC BC EC RndICDCSCo

CC BC EC RndICDCSCo

CC DC EC RndICDCSCo

20

62 204 196

169 160

19 8 199

114.2

45 42 40

5 8

46

27.0

1 8 156

131 126

155 153

83

12

10

14
12

17
14

6. 8

16

12

160

120

80

70

50

30

120 115
102

89 85

112
100

61

100

60

80

260 243 235
212

192

23 8 234

140.0

220

140

1 80

200

160

120

8

Figure 6–6 Number of essential proteins selected by ranking proteins according to their
values of centrality and at random (after 20 realizations). Measurements given are
degree centrality (DC), closeness centrality (CC), betweenness centrality (BC),
eigenvector centrality (EC), and information centrality (IC). (Reprinted with permission
from [102]. Copyright Wiley-VCH Verlag GmbH & Co. KGaA.)
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distributions. The lethal protein identification efficacy of the betweenness, degree,
and closeness centralities was compared. For all three organisms, all centrality mea-
sures indicated that essential genes were more likely to be central in the PPI network.
Furthermore, those essential genes evolved more slowly in all three genomes. Pro-
teins that had a more central position in all three networks, regardless of the number
of direct interactors, evolved more slowly and were more likely to be essential for
survival [131].

6.3 BRIDGING CENTRALITY MEASUREMENTS

Hwang et al. [151,152] introduced a novel bridging centrality metric for identifying
and assessing “bridges” that play critical linking roles between network sub-modules.
The bridging paradigm is intuitive because of its consistency with the everyday
notion of bridges in transportation. Their results demonstrate that these metaphor-
ical bridges are critical for modulating information flows and interactions between
network modules. Nodes with high bridging centrality are distinctively different from
nodes identified on the basis of degree, betweeness centrality, and other measures.
Bridging nodes are located in crucial modulating positions among modules in var-
ious types of networks. The vulnerability of bridging nodes is unlike that of nodes
identified with any of the other centrality metrics, as their removal causes network
disruption without dismemberment.

Formally, a bridge is a node or an edge that is located between and connects
modules in a graph. In other words, a bridge is a node v or an edge e that has a high
value of bridging centrality. The bridges in a graph are identified on the basis of their
high value of bridging centrality relative to other nodes or edges in the same graph.
To calculate the bridging centrality of a node v or an edge e, its global importance is
computed using betweenness centrality in a graph, conceptually defined as follows:

CB(v) =
∑

s 
=t 
=v∈V

ρst(v)

ρst
, (6.3)

where ρst is the number of shortest paths between node s and t, and ρst(v) is the
number of shortest paths passing through a node v out of ρst .

Betweenness for an edge e can be defined in the same way as for the node in
Equation (6.3):

CB(e) =
∑

s 
=t∈V , e∈E

ρst(e)
ρst

, (6.4)

where ρst is the number of shortest paths between node s and t, and ρst(e) is the
number of shortest paths passing through an edge e out of ρst .

To obtain a metric capable of identifying bridges, Hwang et al. draw upon the
observation that the number of edges entering or leaving the directly neighboring
subgraph of a node v relative to the number of edges remaining within the directly
neighboring subgraph of node v is high at bridge locations. This property allows us
to formulate the concept of a bridging coefficient for both nodes and edges.
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Definition 6.1
The bridging coefficient of a node v is defined as the average probability of edges
leaving the directly neighboring subgraph of node v. The bridging coefficient of node
v is defined by

�(v) = 1
d(v)

∑
i∈N(v),d(i)>1

δ(i)
d(i) − 1

, (6.5)

where d(x) is the degree of a node x, and δ(i), i ∈ N(v), is the number of edges leaving
the directly neighboring subgraph of node v from each direct neighbor node i. Only
the direct neighbor nodes of node v with more than one edge are considered in the
bridging coefficient computation.

Figure 6.7 illustrates the above formula, where δ(i), i ∈ N(v), includes edge e,
which is among the edges incident to node i. Three illustrative examples of the
bridging-coefficient computation are presented in Figure 6.7. The number of edges
leaving the directly neighboring subgraph is 0 for Figure 6.7(a) and increases in
Figure 6.7(b) and (c).

Definition 6.2
The bridging coefficient of an edge e is defined as the product of the weighted average
of the bridging coefficients of two incident nodes i and j for an edge e and the reciprocal
of the number of common directly neighboring nodes of nodes i and j. The bridging
coefficient of an edge e is defined by

�(e) = d(i)�(i) + d(j)�(j)
(d(i) + d(j))(|C(i, j)| + 1)

, e(i, j) ∈ E, (6.6)

where nodes i and j are the two incident nodes to edge e, d(i) and d(j) are the degrees of
nodes i and j, �(i) and �(j) are the bridging coefficients of nodes i and j, and C(i, j) is
the set of common directly neighboring nodes of nodes i and j. The bridging coefficient

i
V

i

e

V
i

V

e

(a) (c) (c)

Figure 6–7 Illustrative examples of the method for computing the number of edges
leaving the directly-neighboring subgraph of node V in the bridging coefficient. The
dashed lines represent the edges within the directly-neighboring subgraph of the node
marked V , and the solid lines are edges leaving the directly-neighboring subgraph of V .
(a), (b), and (c) illustrate three typical cases of local connectivity. The node marked
i is a typical direct neighbor node of V , and e is a typical edge leaving the
directly-neighboring subgraph of V . (Reprinted from [152].)
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of an edge e should be penalized if the direct neighbors of the two incident nodes were
well connected each other showing high |C(i, j)|.

Bridging centrality is computed using the rank product [52], which is defined as
the product of the betweenness rank and the bridging coefficient rank. This normal-
ization procedure corrects for the differences in scale among betweenness and the
bridging coefficient.

Definition 6.3
The bridging centrality of a node v is defined by

CBr(v) = RCB(v) · R�(v), (6.7)

where RCB(v) is the betweenness rank of node v, and R�(v) is the bridging-coefficient
rank of node v.

In normalizing the rank product, the nodes in a graph are separately ordered
according to their measured bridging-coefficient and betweenness scores. The rank-
ings of node v are sorted for each metric, and the bridging centrality of node v is
computed using the product of the rankings in each metric.

Definition 6.4
The bridging centrality of an edge e is defined by

CBr(e) = RCB(e) · R�(e), (6.8)

where RCB(e) is the betweenness rank of edge e, and R�(e) is the bridging-coefficient
rank of edge e.

The first term in Equations (6.7) and (6.8) measures the global importance of
a node or an edge by representing the fraction of shortest paths passing through
that node or edge. The second term measures the local topological properties around
a node or edge, stated as the probability that an edge will leave the directly neigh-
boring subgraph of that node or edge. A bridge is a node v or an edge e that has a
high bridging-centrality value.

Hwang et al. have shown that bridging centrality is capable of identifying nodes
or edges that are located between and connect subregions of the network and are
therefore potential bottlenecks to information flow between modules.

6.3.1 Performance of Bridging Centrality with Synthetic and
Real-World Networks

To obtain an assessment of the underlying network characteristics identified by bridg-
ing centrality, Hwang et al. applied two centrality indices (bridging and betweenness)
to a synthetic network consisting of 162 nodes and 362 edges, as depicted in
Figure 6–8(a) and (b). The network was created by joining three separate synthetic
networks and contains such typical key elements as hub nodes, peripheral nodes, and
cycles with known bridges. The network was created using the Java Universal Net-
work/Graph Framework (JUNG; see http://jung.sourceforge.net) [234]. The overall
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Figure 6–8 Results of applying bridging centrality and betweenness centrality to a
synthetic network containing 162 nodes and 362 edges. The network was created by
adding bridging nodes to three independently generated subnetworks. The nodes in the
upper tenth percentile of bridging-centrality values are depicted by red circles. Nodes in
the lowest tenth percentile of bridging-centrality values are depicted by white circles.
(a) application of bridging centrality, (b) application of betweenness centrality, (c) the
bridging centrality results for a synthetic network in which 500 nodes were added to
each subgraph in (a). The bridging nodes remain unchanged from the network in (a). The
nodes in the upper tenth percentile of bridging-centrality values are indicated by red
circles. “See Color Plate 4.” (Reprinted from [152].)
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size was kept small to permit easy visual detection of any patterns present. Visual
inspection of the synthetic network revealed that the highest values of bridging cen-
trality (red circles in Figure 6–8(a)) occurred in the nodes connecting modules and
in highly connected parts of the network. Five bridging nodes emerged within Mod-
ule 1 and one bridging node in Module 2; four of these nodes were located on the
extremity of bridges between modules. Figure 6–8(b) illustrates the application of
betweenness centrality to the same network. Betweenness centrality analysis iden-
tified some of bridging nodes but failed to identify the major bridges labeled R1,
R2, and R3.

To systematically assess whether the bridging centrality metric was robust and
capable of effectively identifying bridging nodes in larger networks, networks con-
taining 50, 100, and 500 additional nodes within each of the three subgraphs were
generated. The added nodes were connected by the same bridging nodes present in
Figure 6–8(a) and (b).

All seven known bridges were present among the top ten (3.2 percentile), eight
(1.7 percentile), and seven (0.4 percentile) nodes with the highest bridging-centrality
values in the networks with 50, 100, and 500 nodes added to each subgraph, respec-
tively [Figure 6–8(c)]. The number of subgraphs were also increased from three
to 30 (2,240 nodes and 5,607 edges), with 62 bridges connecting randomly selected
subgraphs. In this scenario, 56 of the bridges (90.3%) were within the upper 5%
of bridging centrality values, while only 24 bridges (38.7%) were in the top 5% of
betweenness centrality values.

High-throughput assay methodologies, such as microarrays and mass spectrom-
etry, have resulted in the rapid growth of biological network data sets, the analysis
of which can potentially yield insights into the mechanisms of human disease and
the discovery of new therapeutic interventions [148]. Biological networks can be
diverse in structure but often involve ordered sequences of interactions rather than
interconnections. In these instances, the majority of proteins in a given functional
category do not have a direct physical interaction with other proteins involved in the
same functional category [148].

To assess the performance of bridging centrality with a larger, real-world biologi-
cal network, the metric was applied to the well-studied yeast metabolic network [129],
which contains 359 nodes and 435 edges. Results are depicted in Figure 6–9. Again,
despite the additional complexity and increased size of the network, nodes involved
in bridging between larger modules were selectively identified.

6.3.2 Assessing Network Disruption, Structural Integrity,
and Modularity

Ideally, bridging-centrality values could be used to select nodes that truly serve a
bridging function. To explore this potential, Hwang et al. used the yeast metabolic
network [129] for further analysis. This network has a number of properties charac-
teristic of real-world networks, including a power law distribution, the small-world
phenomenon, and high modularity, as well as being sufficiently compact to permit
precise observation. In order to investigate the topological locality of the bridging
nodes identified by bridging centrality, several network properties were analyzed,
including the APL, the average clustering coefficient, the average size of isolated
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Figure 6–9 Application of bridging centrality to the yeast metabolic network. The nodes
in the upper tenth percentile of bridging-centrality values are depicted by black circles;
the nodes in the next decile are depicted by gray circles. (Reprinted from [151].)

modules, and the number of singletons. These values were obtained using both bridg-
ing and betweenness centrality, and their behavior during sequential node removals
was compared. Betweenness centrality was also assessed because it is the only com-
parable graph metric that is semantically similar to bridging centrality. As depicted in
Figure 6–10, the nodes were ordered by each centrality metric and then sequentially
removed to observe the changes in network properties.

Figure 6–10(a) depicts the changes in APL resulting from the sequential removal
of nodes scoring in the upper tenth percentile for each centrality metric. Incremental
changes in theAPLresulting fromnode removal indicate that somenodesare isolated
from the main network or that there are some alternative paths that are longer than
the removed path. In most intervals, application of betweenness centrality resulted
in larger changes in the APL than did bridging centrality. However, an examination
of the occurrence of singletons [Figure 6–10(d)] reveals that much of this increase
arises from the mass-production by betweenness centrality of singletons in the same
interval. The nodes distinguished by betweenness are generally located in the center
of modules that have many peripheral nodes with one degree. Therefore, deletion
of the nodes identified by betweenness resulted in the isolation of many single nodes
and, in turn, the increase in the APL. In contrast, the APL resulting from the deletion
of nodes identified by bridging centrality also increased significantly, but far fewer
singletons were generated in the same interval. Significantly, the APL increased
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Figure 6–10 Analysis of bridging and betweenness centralities as applied to the yeast
metabolic network. Each graph depicts changes in a property resulting from the
sequential removal of nodes with centrality scores in the upper tenth percentile.
(a) Changes in the APL, (b) changes in the average clustering coefficient (CC)
(c) changes in the average size of isolated modules, and (d) changes in singletons.
(Reprinted from [151].)

more with bridging centrality than with betweenness in response to the removal of
the nine highest-scored nodes. This behavior indicates that interruptions of these
bridging nodes resulted in much longer alternative paths or the isolation of larger
modules.

Figure 6–10(b) and (c) compare the behavior of the network clustering coefficient
and the average size of isolated modules as a result of the consecutive removals of
nodes scoring in the upper tenth percentile for betweenness and bridging centrality.
The changes demonstrated by these properties provide interesting insights into the
features of the nodes identified by the two centrality measures. Again, it is worthwhile
to examine the changes in the number of singletons as part of this analysis. Removal
of nodes identified by betweenness did not result in monotonic behavior on the part
of the clustering coefficients, which decreased by about 20%. The average size of iso-
lated modules also dropped rapidly in the same interval. Furthermore, betweenness
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produced many more singletons than did bridging centrality in the same intervals.
The nodes identified by betweenness were located in the center of modules, and the
removal of those nodes damaged the modularity of the network, mass-produced sin-
gletons, and lowered the clustering coefficient. Sequential removal of nodes with the
highest bridging-centrality scores actually raised the clustering coefficient of the net-
work by about 10% in most intervals while producing fewer singletons. Significantly,
therefore, deletion of the high bridging-centrality nodes enhanced the modularity of
the network without producing many singletons. This result indicates that the nodes
identified by bridging centrality are located between modules and are neither in the
center of modules nor on the periphery of the network.

Hwang et al. have also shown that regions of the biological network that connect
cliques (e.g., completely connected subgraphs) would be likely locations for bridging
nodes. The yeast PPI network [82,327] was used to test this hypothesis.

The topological position of high-scoring (bridging) nodes relative to network
subregions was first investigated. As we have discussed in Chapter 5, a clique is a
complete graph in which each node has edges with every other node. A maximal
clique C is a clique in a graph G(V , E) if and only if there is no clique C′ in G with
C ⊂ C′. Alternatively stated, a maximal clique is a complete subgraph that is not
contained in any other complete subgraph [4]. Figure 6–11(a) compares the pro-
portion of nodes present in maximal cliques, the clique affiliation fraction, for nodes
identified via bridging centrality, degree centrality, and betweenness centrality. The
profile of the bridging centrality curve differs from the other two metrics, and this
method consistently produced the lowest clique affiliation fraction. Of the nodes
scored in the upper tenth percentile by degree centrality and betweenness centrality,
nearly 80% and 65%, respectively, were members of cliques. The corresponding
clique affiliation percentage for bridging centrality was 40%. These results demon-
strate that nodes identified by bridging centrality are located outside and between
cliques.

A clique graph G′ = {(V ′, E′)|V ′ is the union set of clique nodes and nonclique
nodes, E′ is the set of edges, an edge e′ = (i, j) connects two nodes i and j, i, j ∈ V ′,
e′ ∈ E′} is a complex graph generated from an intact graph in which all the nodes in
each maximal clique have been merged into a single clique node. Two clique nodes
are connected by an edge if any two member nodes in the two cliques were connected
in the original graph. Each clique node is connected to all nonclique nodes to which
its members were connected in the original graph. The edges between the nonclique
nodes remain identical to those in the original graph. The clique betweenness for
a given nonclique node is defined as the proportion of the random paths passing
through that node to the random paths between all clique pairs. More simply stated,
it represents the fraction of information exchange between all clique pairs in a graph
that passes through the node in question. As hypothesized, the clique betweenness for
high-scoring bridging nodes was much higher than for highly ranked nodes identified
by the degree and betweeness metrics [Figure 6–11(b)]. These results demonstrate
that bridging nodes are important mediators of information flows among cliques.

Singletons, the final product of network graph breakdown, are an intuitive mea-
sure of the loss of network integrity. Hwang et al. have shown that the sequential
removal of nodes with high bridging centrality would generate fewer singletons than
the removal of nodes with high degree and betweenness centrality. In fact, bridging
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Figure 6–11 Topographical position of high-scoring nodes in the yeast PPI network.
(a) Clique affiliation of the nodes detected by bridging centrality (black squares), degree
centrality (open circles), and betweenness centrality (black circles). Maximal cliques
were identified in the yeast PPI network and were inspected for the presence of the
nodes detected by each method. (b) Random betweenness between detected cliques
was measured in the clique graph for bridging centrality (black squares), degree
centrality (open circles), and betweenness centrality (black circles). (c) Comparison of
the number of singletons that were generated via sequential node deletion by bridging
centrality (red line), degree centrality (gray line), and betweenness centrality (blue line).
The nodes with the highest values for each of these network metrics were sequentially
deleted, and the number of singletons that were produced was enumerated. “See Color
Plate 5.” (Reprinted from [152].)

centrality did generate the fewest singletons, while degree centrality generated sin-
gletons most rapidly [Figure 6–11(c)]. Upon sequential deletion of the nodes in the
upper tenth percentile of values, bridging centrality produced 553 singletons, com-
pared to 783 singletons for betweenness centrality and 808 singletons for degree
centrality.

Shannon (information) entropy was used to measure the changes to network
properties resulting from the sequential removal of nodes [278]. Shannon entropy
H(X) is a symmetric, additive information-theoretic measure of the uncertainty
of information associated with the discrete random variable X on a finite set



82 Topological Analysis of Protein Interaction Networks

χ = {xi, . . . , xn}, with probability distribution function p(x) = Pr(X = x), and is
defined by

H(X) = −
∑
x∈χ

p(x) log2 p(x). (6.9)

The information entropy is maximal when all the outcomes of a random variable are
equally likely. The entropy of a network property can be interpreted as a measure
of disorder; the entropy will be large if a network property is heterogeneous and will
be zero if the network property becomes monodisperse.

Hwang et al. assessed the effects of sequential node removal on the mean value
and entropy of several network-topological properties, including degree distribution.
The average degree decreases monotonically as a result of sequential node deletion
[Figure 6–12(a)]. There is a very modest initial increase in entropy caused by the
generation of singletons, but the entropy decreases monotonically over most of the
range [Figure 6–12(b)]. The sequential deletion of nodes based on bridging-centrality
values resulted in less degradation of the degree distribution structure than deletion
based the other two network metrics. In Figure 6–12, the changes in the average
values for each metric are shown in the left column [Figure 6–12(a), (c), (e), and (g)].
The changes in entropy of the distribution of each metric are shown in the right
column [Figure 6–12(b), (d), (f), and (h)].

Sequential node removal causes the production of one or more singletons and
one or more isolated higher-order subgraphs (modules). Our working hypothesis was
that the average size of the isolated modules resulting from the sequential removal
of bridging nodes would be larger than the modules resulting from node removal
guided by the other metrics.

Figure 6–12(c) and (d) summarize the mean size of isolated modules and the
entropy of the size distribution. In Figure 6–12(c), the average-value axis is log-
arithmically scaled to accommodate the wide size range of isolated modules. The
number of isolated modules ranges from the total number of nodes (for the intact
network) to one (for a network that has been dismembered into singletons). The
average module size produced by bridging centrality decreases more slowly than the
other two metrics, indicating that network integrity is robust to the removal of bridg-
ing nodes. Nodes in the upper twenty-fifth percentile of values for all three metrics
were deleted sequentially. In this scenario, the largest isolated module produced by
bridging centrality contained 526 nodes, compared to 116 nodes for betweenness
centrality and 22 nodes for degree centrality. The entropy of the isolated module
size distribution for each of the metrics exhibits an initial increase and a subsequent
decrease. The entropy increase occurs because modules of varying size are generated
when nodes are initially removed. Further removal of nodes produces very small sub-
graphs containing few nodes or singletons, which causes the entropy of the system
to decrease. In Figure 6–12(d), sequential removal of bridging nodes results in the
slowest increase in entropy.

The average clustering coefficient for degree centrality showed a flat or decreas-
ing trend upon sequential node removal and was distinctly different from that for
betweeness centrality and bridging centrality, which exhibited an increasing trend
followed by a sharp decrease [Figure 6–12(e)]. The increases for betweenness and
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Figure 6–12 Comparison of bridging centrality (red line) with degree centrality (gray line)
and betweenness centrality (blue line) applied to node detection in the yeast PPI
network data set [82,327]. (a) through (h) The nodes with the highest values of each of
these network metrics were sequentially deleted and the effects on the various network
properties indicated on the y -axis were computed. “See Color Plate 6.” (Reprinted
from [152].)
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bridging centrality demonstrate that nodes scored highly by these metrics are located
in sparsely connected regions of the network, while high-degree nodes are more
strongly connected. Although the average clustering coefficients for both bridging
centrality and betweenness centrality had a broadly similar increasing trend, the
point at which complete network breakdown occurred was delayed for bridging cen-
trality. The entropy of the clustering coefficient distribution displayed decreases for
all three metrics [Figure 6–12(f)]. However, the curve for bridging centrality was well
separated from betweenness centrality in this analysis.

The APL increased more slowly for bridging centrality than for degree and
betweenness centrality [Figure 6–12(g)] because sequential deletion of bridging
nodes produces larger modules. The APL decreased rapidly when the network dis-
integrated into numerous small subgraphs with a limited range of path lengths and
singletons. The rapid decrease in APL occurred upon removal of the 539th node
for bridging centrality, whereas it occurred at the removal of the 377th and 435th
nodes for degree and betweenness centrality, respectively. The entropy of the path
length distribution increases initially, reflecting the increased path length between
nodes, and then decreases upon removal of additional nodes. The slowest decrease
in entropy occurred for bridging centrality, demonstrating that removal of bridging
nodes disrupts communication without causing as much loss of structural integrity.

These experiments demonstrate that bridging nodes occupy unique locations and
are positioned at important junctures between subregions in the network.

6.4 NETWORK MODULARIZATION USING
THE BRIDGE CUT ALGORITHM

Bridges are located between modules in a network. Therefore, using identified
bridges as module boundaries, a graph can be partitioned into sub-modules. This
section will introduce a graph partitioning algorithm that exploits this property of
bridging centrality.

The iterative graph clustering algorithm involves three sequential processes:

Process 1: Compute the bridging centrality of all edges in graph G and select the
edge e with the highest bridging value.

Process 2: Remove edge e from graph G.
Process 3: Identify a subgraph s as a final cluster: If s is isolated from G and the
density of s relative to the original graph G is greater than a selected threshold,
remove s from G.

These three sequential steps are repeated until G is empty.
The bridge cut algorithm is described in detail in Algorithm 6.1 [151]. The per-

formance of the algorithm was tested by using it to cluster DIP yeast PPI data
set [82,327]. Results were compared to those obtained with six competing clustering
approaches: maximal clique [286], quasi clique [56], minimum cut [164], the statistical
approach of Samanta and Liang [272], MCL [308], and Rives’ method [263].

Results obtained using the DIP PPI data set [82,327] are presented in Table 6.1.
The DIP PPI data set contains 2,339 nodes with 5,595 edges. The MIPS complex cat-
egory data were used as reference modules against which the clustering results were
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Table 6.1 Comparative analysis of the bridge cut method and six graph clustering
approaches (maximal clique, quasi clique, Rive’s method, minimum cut, Markov
clustering, and Samanta’s method).

Methods Clusters Size MIPS complex
(f -measure)

DB

Bridge Cut 114 7.6 0.53 4.78
Max Cliq 120 4.7 0.49 N/A
Quasi Cliq 103 9.2 0.46 N/A
Rives 74 31 0.33 13.5
Mincut 227 8.7 0.35 7.23
MCL 210 8.4 0.47 6.82
Samanta 138 7.2 0.43 6.8

All methods were applied to the DIP PPI data set. The second column indicates the number
of clusters detected. The third column shows the average size of each cluster. The fourth col-
umn represents the average f-measure of the clusters for MIPS complex modules. The average
f-measure value of detected modules was calculated by mapping each module to the MIPS com-
plex module with the highest f-measure value. The fifth column indicates the Davies–Bouldin
cluster quality index. Comparisons are performed for clusters with four or more components.

Algorithm 6.1 BridgeCut(G)
1: G′: A clone of graph G
2: ClusterList: the list of final clusters
3: topEdge: the edge with the highest bridging centrality
4: densityThreshold: sub-graph density threshold
5: while G != empty do
6: Calculate bridging centrality for all edges in graph G
7: topEdge = The edge with the highest bridging centrality
8: Remove topEdge
9: if there is a new isolated module s then

10: if Density(s,G′) > densityThreshold then
11: ClusterList.add(s)
12: G.remove(s)
13: end if
14: end if
15: end while
16: Return ClusterList

measured. This data was considered suitable for this purpose because a group of phys-
ically interacting proteins is highly likely to form a protein complex. A sparse network
such as the low-density (0.002045) DIP PPI network presents a significant clustering
challenge, since most graph clustering methods depend on identifying densely con-
nected regions. Despite this sparse connectivity, the bridge cut algorithm detected
more modules with high f -measures, 0.53, in the MIPS complex category and had a
lower DB index, 4.78, than the other tested approaches. The maximal clique, MCL,
and quasi clique methods produced comparable f -measure scores, at 0.49, 0.47, and
0.46, respectively (see Section 5.4 for the definitions of DB and f -measure.). How-
ever, the maximal clique and quasi clique methods produced many small, highly
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Table 6.2 Top ten best f-measure-valued clusters identified by the bridge
cut algorithm.

ID Size F Hit (%) MIPS complex

1 4 1.0 100 AP-3 complex
2 4 1.0 100 CCAAT-binding factor complex
3 5 0.89 80 AP-1 complex
4 4 0.89 100 Gim complexes
5 8 0.86 75 Replication complexes
6 4 0.86 75 Complex Number 482
7 15 0.85 73 Anaphase promoting complex
8 20 0.84 80 20S proteasome
9 7 0.83 71 Tim22p-complex

10 6 0.8 80 Class C Vps protein complex

In order, the columns represent the cluster ID, cluster size, f-measure, MIPS
complex module matching percentile, and best-matching MIPS complex module.
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Figure 6–13 Thirty highest-scored clusters identified by the bridge cut algorithm. The
f -measure values and the percentile of matching proteins with the best-mapping MIPS
complex module for the 30 highest f -measure-valued clusters are illustrated. (Reprinted
from [151].)

overlapping clusters and used only 2.7% and 19.2% of the available nodes, discard-
ing a huge portion of the data set. It is evident that these methods have a limited
ability to properly discriminate among detected clusters. DB index values for these
two methods cannot be generated for this reason. The MCL method produced an f -
measure comparable to the bridge cut algorithm, but its DB index result was inferior.
Clusters identified by MCL are biologically and topologically weaker, less compact,
and more indistinct. The bridge cut method detected more plausible, biologically
enriched clusters with greater compactness and stronger topological separability.

Figure 6–13 plots the f -measure values and the percentile of proteins matched
with the best-mapping MIPS complex module for the thirty highest f -measure-valued
clusters identified by the bridge cut algorithm. The average f -measure value of these
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proteins is 0.794, and the average likelihood of alignment with the best-matching
MIPS complex module is 75.8%. Table 6.2 lists the top ten f -measure-valued clusters
and their corresponding sizes, f -measure values, MIPS complex module matching
percentile (Hit%), and the name of the best-matching MIPS complex module. The
bridge cut algorithm identified plausible modules with high enrichment and a strong
likelihood of matching with diverse MIPS complex modules.

6.5 USE OF BRIDGING NODES IN DRUG DISCOVERY

The efficacy, specificity/selectivity, and side-effect characteristics of well-designed
drugs depend largely on the appropriate choice of pharmacological target. For
this reason, the identification of molecular targets is an early and very critical
step in the drug discovery and development process. Target identification could
be improved significantly if the large databases of biological information currently
available were leveraged using novel analysis approaches. The need for effective tar-
get identification is highlighted by the resource- and time-intensive nature of modern
pharmaceutical developmentand thecostof failures. Failures late in thedevelopment
process, after expensive clinical trials have been undertaken, are significantly more
costly than early-stage failures. Several prominent late-stage and post-marketing
withdrawals of drugs have occurred in recent years [32,57,169,335].

The goal of the target identification process is to arrive at a very limited subset
of biological molecules – preferably one, if possible – that will become the princi-
pal focus for the subsequent discovery research, development, and clinical trials.
Effective pharmacological intervention with the target protein should significantly
impact the key molecular processes in which the protein participates, and the resul-
tant perturbation should be successful in modulating the pathophysiological process
of interest. In addition to efficacy and selectivity, side effects are a key consideration.
However, the potential for side effects is sometimes deemphasized or deferred dur-
ing initial target identification in favor of pharmacological activity, in part because
it is often assumed that side effects and effect selectivity can implicitly be addressed
upon achieving the requisite potency and selectivity of the pharmacological target.

Hwang et al. [152] approached the issue of target identification from a different
perspective and with the benefit of information regarding biological pathway net-
works. In the representation of a biological network, molecules are represented by
nodes, and the interactions between molecules are the edges connecting nodes. The
degree and betweenness centrality of a node have been proposed as metrics useful
for assessing drug targets. As defined in Chapter 4, the degree is the number of
edges connecting a node, and betweenness centrality is the fraction of shortest paths
passing through a given node [47,110,227,268]. The use of degree and betweenness
centrality for drug target identification is based on the observation that proteins with
high values of these metrics have a high experimental likelihood of causing lethality
when eliminated from a yeast protein network [7,131,134].

Although degree and betweenness centrality can potentially locate targets with
strong effect, their major weakness is in their specificity/selectivity of effects and
side-effect profiles; lethality cannot be tolerated as an outcome in pharmaceutical
development. Furthermore, analysis of several genomes indicates a significant trend
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toward evolutionary conservation of proteins with high degree and betweeness cen-
trality [131]. Hwang et al. therefore argued that drug targeting with the currently
available centrality metric models is likely to prove suboptimal because of the lack
of specificity/selectivity of effects and the high risk of side effects.

In this section, we will discuss the use of bridging centrality as an effective drug tar-
get identification model. Nodes identified as bridges by their high values of bridging
centrality are likely to be good drug targets.

6.5.1 Biological Correlates of Bridging Centrality

In the ideal case, human gene networks would be used to assess target druggabil-
ity, but such a direct approach is not possible because of the paucity of systematic
phenotypic information on human gene networks of therapeutic interest. However,
the budding yeast (S. cerevisiae) is very amenable to targeted genetic manipulation,
and the effect of gene deletions on cell viability has been investigated in this model
system. The DIP core yeast PPI data set was obtained from the DIP database [82].

Hwang et al. [152] used the yeast PPI network [82,327] for assessing several
biological correlates of bridging centrality.

Lethality is an undesirable attribute in the majority of drug discovery applications,
with the possible exception of anticancer drugs. Figure 6–14(a) shows that nodes with
the highest bridging-centrality scores are less lethal (with an average lethality of
34%) than nodes with high degree centrality (an average lethality of 48%) and nodes
with high betweenness centrality (an average lethality of 42%). These biological
correlates are consistent with the critical topological positions of the nodes with the
highest bridging-centrality scores.

As expected, the risk of lethality increases with increasing degree and between-
ness centrality. However, the lethality risk for nodes in the highest percentiles of
bridging centrality differs markedly, and deletions of these nodes are less lethal.
Although low-degree nodes have low lethality probabilities, there are numerous
low-degree nodes in most networks, severely limiting their value as drug targets.

The biological processes of the nearest-neighbor regions of the six nodes with a
degree of 5 or less from the top ten bridging nodes was assessed. The Gene Ontol-
ogy (GO) [18,302] terms in the “biological process” category was used to assess
the functional roles of the nodes in these regions. The most frequent GO terms
associated with these neighboring nodes were determined, and the percentage of
relevant nodes was calculated. The neighboring region was defined as the subgraph
comprised of the nearest neighbor and the nodes directly connected to it. Five lev-
els of the GO biological process hierarchy were analyzed. The proportion of nodes
associated with a given GO biological process term was compared to the correspond-
ing proportion in the remainder of the network, using the Z-test for proportions
to obtain a p-value. The p-values were expressed as −Log p, which is the neg-
ative logarithm of the p-value to the base 10. A −Log p of 2 is equivalent to a
p-value of 0.01.

The results for Gene Ontology levels 4 and 5 (Table 6.3; results for levels 6 and 7
not shown) show that these bridging nodes are located between processes involved in
the cell cycle. The frequency of specific biological processes in each region adjacent
to a bridging node is higher than the corresponding frequency in the entire yeast
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Figure 6–14 Biological characteristics of the nodes ordered by bridging centrality (black
squares), degree centrality (open circles), and betweenness centrality (black circles).
(a) The lethality of each percentile, (b) the gene expression correlation to the neighbors
of each percentile, (c) the average clustering coefficient of each percentile. (Reprinted
from [152].)

PPI network, demonstrating relative enrichment for the specific biological process.
When a node was adjacent to more than one region, each neighboring region was
associated with separate GO terms, indicating that the bridging node was located
between different functional subregions. The relative enrichment of function in each
neighboring region is maintained across all four levels of the GO hierarchy.

The correlation of bridging nodes with gene expression was measured for the
yeast PPI network using the Pearson correlation applied to Spellman cell cycle
data [285]. The results [Figure 6–14(b)] indicate that the gene expression correlation
of high bridging-centrality nodes is lower than that of nodes identified by the other
two metrics. The findings support the premise that bridging nodes are positioned
between different functional modules, while the nodes identified by the other two
metrics are located within functional modules that have correlated gene expression
patterns.

The low lethality and low gene expression correlation of bridging nodes were
associated with a lower clustering coefficient [Figure 6–14(c)]. Associations between
gene expression and clustering coefficient are expected because highly connected
regions of biological networks are rich in functional modules that have correlated
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gene expression [239]. However, the association of low lethality with low clustering-
coefficient values at bridging nodes is unexpected and represents a unique biological
correlate of bridging centrality.

Nodes with high clustering coefficients are usually associated with low lethal-
ity, because their strong connectivity provides numerous alternate paths around the
node [239]. Thus, bridging nodes would be expected to have high lethality due to the
lack of alternative paths. Our unexpected findings of low lethality at bridging nodes
cannot readily be explained in relationship to clustering-coefficient levels. However,
these findings can be rationalized by noting that the removal of bridging nodes dis-
rupts interactions between modules without affecting their structural integrity. The
lethality and gene expression results for the yeast PPI network demonstrate that
bridging nodes are less lethal and are generally independently regulated in their
gene expression. These results are consistent with the possibility that bridging nodes
may be attractive as drug targets.

6.5.2 Results from Drug Discovery-Relevant Human Networks

Motivated by the encouraging performance of the bridging centrality metric with
the synthetic networks, Hwang et al. [152] evaluated its performance with a net-
work model for the genes involved in human cardiac arrest [16]. The cardiac arrest
network, a PPI network of candidate sudden-cardiac-death susceptibility genes, was
obtained from [16]. This network (illustrated in Figure 6–15) is simple, highly modu-
lar, and has many peripheral nodes. Analysis is simplified by the fact that the majority
of its key bridging nodes can be readily identified by visual inspection. The nodes
corresponding to SHC, SRC, and JAK2 were ranked first, second, and third in bridg-
ing centrality, respectively. These proteins are the three main bridges between the
GRB2 and PP2A modules, the two largest modules in the network. CAV12 and
BCL2, which are on the bridge between the PP2A and PP1 modules, had the fourth-
and fifth-highest values of bridging centrality, respectively. An analysis of the phar-
macology literature was used to assess their importance as drug targets in cardiac
diseases. Isoproteronol, a β-adrenergic receptor agonist, attenuates phosphoryla-
tion of both the SHC and SRC proteins in cardiomyocytes [348]. The angiotensin
receptor 2, the target of receptor antagonist drugs such as losartan, also signals via
SRC and SHC in cardiac fibroblasts [329]. JAK2 activation is a key mediator of
aldosterone-induced angiotensin-converting enzyme expression; the latter is the tar-
get of drugs such as captopril, enapril, and other angiotensin-converting enzyme
inhibitors [294].

Figure 6–16 summarizes the results of the application of bridging centrality
to the C21-steroid hormone network [170]. The metabolites with the highest val-
ues of bridging centrality were corticosterone, cortisol, 11 β-hydroxyprogesterone,
pregnenolone, and 21-deoxy-cortisol.

Corticosterone and cortisol are produced by the adrenal glands and mediate the
flight-or-fight stress response, which includes changes to blood sugar, blood pres-
sure, and immune modulation. Cortisol can be considered a very successful drug
target because numerous corticosteroid derivatives have already been approved
as immunosuppressive agents; these include hydrocortisone, methylprednisolone
sodium succinate, dexamethasone, and betamethasone dipropionate.
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Figure 6–15 The bridging centrality results for the cardiac arrest network. The five nodes
with the highest bridging-centrality scores (SHC, SRC, JAK2, CAV12, BCL2) and the hub
nodes (GRB2, PKA, PP2A, PP1) for each sub-module are labeled. Nodes in the upper 3%
of bridging-centrality values are indicated by red circles. Nodes in the lowest decile of
bridging-centrality values are indicated by white circles. The color key to percentile
values is shown in the figure. “See Color Plate 7.” (Reprinted from [152].)

These drugs are used to treat a wide range of conditions ranging from Addison’s
disease to allergic rashes, eczema, asthma, and arthritis. In humans, corticos-
terone is a steroidogenic intermediate, but it is the predominant glucocorticoid in
other species. These findings indicate that targeting bridging nodes can yield highly
effective and safe drugs.

Similar tests were run using a steroid biosynthesis network; results are presented
in Figure 6–17. The C21-steroid hormone metabolism and biosynthesis of steroid
networks were obtained from the KEGG database [170]. The metabolites with the
highest values of bridging centrality were presqualene diphosphate, squalene, (S)-
2,3-epoxysqualene, prephytoene diphosphate, and phytoene.

The conversion of squalene to (S)-2,3-epoxysqualene is mediated by squalene
epoxidase. Squalene epoxidase is the primary target of allylamine antifungal agents
such as terbinafine and butenafine, which are sold as LAMISIL� and LOTRIMIN�.
These agents exploit the structural differences between human and fungal squa-
lene oxidase [119]. Anti-fungal agents are generally considered difficult to develop
because, like humans, these pathogens are eukaryotic and share many biochemical
pathways with structurally similar enzymes. Squalene epoxidase is also a promising
target for anticholesterol drugs [73], and the anti-cholesterolemic activity of green
tea polyphenols is caused by potent selective inhibition of squalene epoxidase [1].
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Figure 6–16 The bridging centrality results for the C21-steroid hormone metabolism
network. Nodes with bridging-centrality values in the upper tenth percentile are depicted
by red circles. Nodes with bridging-centrality values in the lowest tenth percentile are
depicted by white circles. “See Color Plate 8.” (Reprinted from [152].)

6.5.3 Comparison to Alternative Approaches: Yeast Cell
Cycle State Space Network

In this section, Hwang et al. [152] compared the performance of bridging centrality
to results obtained by Li et al. [197] using a dynamic network model for the control
of the yeast cell cycle. They studied the attractors of the network dynamics of each
of the 211 initial protein states and identified a single super-stable state attracting
1,764 protein states [197].

Figure 6–18(a) illustrates the dynamic flows mapped by Li’s research. Bridging
nodes [Figure 6–18(b)] were found at locations where the dynamic trajectories con-
verged into the biological pathway. The key nodes identified by Li et al. were also
highly ranked bridging nodes. These findings indicate that bridging centrality analy-
sis can provide insights that are consistent with more complex, parameter-intensive
dynamic models.
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Figure 6–17 The bridging centrality results for the steroid biosynthesis network. Nodes
with bridging-centrality values in the upper tenth percentile are depicted by red circles.
Nodes with bridging-centrality values in the lowest tenth percentile are depicted by white
circles. “See Color Plate 9.” (Reprinted from [152].)

6.5.4 Potential of Bridging Centrality as a Drug Discovery Tool

Although computational approaches have been proposed to mine functional mod-
ules, protein complexes, essential components, and pathways from PPI data, few
computational methods have been investigated for facilitating drug discovery from
analyses of biological networks. In this section, we explored the potential of the
bridging-centrality metric to selectively identify bridging nodes in biological net-
works. Bridging centrality is unique because it derives its effectiveness by combining
both local and global network properties. Bridging nodes occupy critical sites in
networks and connect subregions to each other. The biological characteristics of
bridging nodes are consistent with a role in mediating signal flow between functional
modules, and the results presented here indicate that many bridging nodes have
already been identified as effective drug targets.

It may be desirable to incorporate relative expression levels of specific proteins in
different target and nontarget organs into the drug-development analysis, because
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Figure 6–18 Application of bridging centrality and Li’s dynamic network model to the
yeast cell cycle state space network. (a) Dynamic flows passing through nodes as
mapped by Li et al. (b) Bridging-centrality scores for each node. The nodes with
bridging-centrality values in the upper 3% are depicted by red circles. Nodes with
bridging-centrality scores in the lowest tenth percentile are depicted by white circles.
The color key to percentile values is shown in the figure. The biological pathway arcs of
the yeast cell cycle are shown in blue. “See Color Plate 10.” (Reprinted from [152].)

selectivity can also result from mechanisms involving differential expression. The
analysis presented here focused principally on topological characteristics, because
large-scale system-level network topologies and expression levels for organ systems
are not currently available.

The available centrality metrics can be classified as deriving from node con-
nectivity, path, or clustering considerations. Hybrid approaches integrating gene
expression, gene ontology, and other data sources have been proposed for func-
tional module detection. In power law networks, the high-degree nodes or hubs are
sensitive to targeted attack [7]. In yeast, gene deletion at hubs increases the risk of
lethality. Hubs in the yeast interactome network have been picturesquely classified
into “date” and “party” hubs by employing gene expression profiles [134]; the net-
work was more vulnerable to targeted attacks at date hubs. However, hub targets
may present a wide spectrum of side effects.

Betweenness centrality is a path-based centrality metric. Comparative analysis
of the yeast, worm, and fly PPI networks indicates that nodes with high betweenness
centrality evolve more slowly and are more likely to be essential for survival [337].
Such nodes are also more likely to be lethal because they are pleiotropic, which limits
their usefulness as drug targets. In the yeast metabolic network, a high proportion
of nodes lacking alternative paths were found to be lethal in the event of arc dele-
tion [239]. Clustering of the yeast metabolic network has been used to demonstrate
that metabolites participating in connecting different modules are conserved more
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than hubs [129]. In the yeast PIN network, nodes with higher values of subgraph
centrality are more likely to be lethal than high-degree nodes [103].

The bridging centrality approach is an intuitive and novel conceptual framework
for identifying drug targets with a potential for positive effectiveness and side-effect
profiles. Future research will involve analysis of additional networks containing
known pharmacological targets to further establish bridging centrality as a crite-
rion for identifying therapeutic targets. Further investigation of disease in animal
models, followed by field testing in the pharmaceutical discovery setting, is needed
to establish whether the bridging approach can enhance overall success rates in drug
discovery.

6.6 PATHRATIO: A NOVEL TOPOLOGICAL METHOD FOR
PREDICTING PROTEIN FUNCTIONS

In this section, we present a new topological method for the integration of different
data sets, the selection of reliable interactions, and the prediction of potential interac-
tions, which may be overlooked by other approaches. This topological measurement
exploits the small-world topological properties of PPI networks to identify reliable
interactions and protein pairs with higher function homogeneity. (Most materials in
this section are from [245]. Reprinted with permission from IEEE.)

6.6.1 Weighted PPI Network

The probability of the occurrence of any PPI can be assessed either by estimating the
probabilities of single interactions or using reliability estimates for entire interaction
data sets. The latter approach is considered to provide a more objective estimate
for each individual interaction, since it is based on global statistics for the whole
data set and is not biased toward any specific protein interaction. Independently
estimating the probability of a single interaction requires additional information
about related proteins and therefore is intrinsically biased toward those proteins for
which information is available.

Pei et al. [245] examined the reliability of such probability estimates using several
protein interaction data sets S = {S1, S2, . . . , Sn} as input, where each set Si includes
many interactions. Scombined is the union of these data sets:

Scombined = S1 ∪ S2 · · · ∪ Sn. (6.10)

A probability estimate is then generated for each interaction (u, v) ∈ Scombined.
on the basis of the reliability of the full interaction data sets. The probability of each
interaction (u, v) that appears in a single data set Si is equivalent to the reliability of
this data set:

w(u, v) = rk for each (u, v) ∈ Sk, (6.11)

where rk is the estimated reliability of the PPI data set Sk. An interaction (u, v) may
alternatively occur in multiple data sets,

(u, v) ∈ Suv1 ∩ Suv2 · · · ∩ Suvm, (6.12)
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where Suv1, Suv2, . . . , Suvm ∈ S and m > 1. In this case, its probability is set to

w(u, v) = 1 − (1 − ruv1) ∗ (1 − ruv2) ∗ · · · ∗ (1 − ruvm), (6.13)

where ruvi is the estimated reliability of Suvi. This formula reflects the fact that
interactions detected in multiple experiments are generally more reliable than those
detected by a single experiment [23,312].

Estimating the prior probability for each interaction in this manner produces a
weighted graph of a PPI network in which vertices are proteins, edges are inter-
actions, and the weights represent our prior knowledge of the probabilities of
interactions.

6.6.2 Protein Connectivity and Interaction Reliability

Neighborhood cohesiveness can be defined as the significance of the connections
between two vertices. In traditional methods, neighborhood sharing has been con-
fined to the relationship between direct neighbors. Pei et al. [245] extended this
concept to indirect neighbors, in recognition of the complex topology of real-world
networks.

Figure 6–19 illustrates the various ways in which two proteins may be connected
by paths of various lengths. The simplest is the direct connection between two vertices
A and B. Other paths may also connect the two vertices; in Figure 6–19, the thick lines
represent edges in these paths. In Figure 6–19(a), vertices A and B are connected by
two paths of length 2 (〈A, C, B〉 and 〈A, D, B〉). In Figure 6–19(b), vertices A and B
are connected by three paths of length 3 (〈A, C, D, B〉, 〈A, E, F , B〉, and 〈A, C, F , B〉).
In (c), vertices A and B are connected by several paths of length 4, one of which is
〈A, C, D, E, B〉.
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Figure 6–19 Various connections between two proteins.
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In a small-world PPI network, high clustering coefficient values suggest that
proteins are likely to form dense clusters associated with interactions. Therefore,
true positive interactions in protein complexes and tightly coupled networks demon-
strate dense interconnections. In [315], Walhout et al. also observed that contiguous
interaction connections that form closed loops are likely to increase the biological
relevance of the corresponding interactions. Based upon this observation, the signif-
icance of the coexistence of two proteins in a dense network can be used as an index
of interaction reliability, when corrected for noise-related false positives. The new
topological approach presented here evaluates and combines the significance of all
k-length paths between two vertices.

6.6.3 PathStrength and PathRatio Measurements

The formulation of this topological measurement begins with a definition of the
strength of paths between two vertices.

Definition 6.5
The PathStrength of a path p, denoted by PS(p), is the product of the weights of all
the edges on the path:

PS(p) =
l∏

i=1

w(vi−1, vi), (6.14)

for path p = 〈v0, v1, . . . , vl〉.
The k-length PathStrength between two vertices A and B, denoted by PSk(A, B),

is the sum of the PathStrength of all k-length paths between vertices A and B:

PSk(A, B) =
∑

p=〈v0=A,v1,...,vk=B〉
PS(p). (6.15)

The PathStrength of a path captures the probability that a walk along the path will
reach its ending vertex. By summing these paths, the k-length PathStrength between
two vertices captures the strength of the connections between these two vertices by
a k-step walk.

The k-length PathStrength between two vertices is calculated separately for var-
ious values of k because paths of different lengths will have diverse impacts on
the connection. A larger k-value indicates the presence of more alternative paths
and therefore confers less significance on the same PSk value. To normalize the
PathStrength values for paths of different lengths, MaxPathStrength is defined as
follows.

Definition 6.6
The k-length MaxPathStrength between two vertices A and B, denoted by
MaxPSk(A, B), is defined as

MaxPSk(A, B) =

⎧⎪⎪⎨
⎪⎪⎩

√
d(A) ∗ d(B), if k = 2,

d(A) ∗ d(B), if k = 3,∑
Pi∈N(A),Pj∈N(B)

MaxPSk−2(Pi, Pj), if k > 3.
(6.16)
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For the weighted PPI network, the degree of a vertex v, denoted as d(v), is the sum of
weights of the edges connecting v: d(v) = ∑

(u,v)∈E w(u, v). As defined in Chapter 4,
for the unweighted model, the degree of a vertex v is simply the cardinality of N(v):
d(v) = |N(v)|.

MaxPathStrength measures the maximum possible PathStrength between two
vertices. Since we consider only PSk(A, B) for k > 1, MaxPSk(A, B) is defined
only for the k > 1 case. Dividing the PathStrength by this maximum possible value
generates a significance measurement for k-length paths.

Definition 6.7
The k-length PathRatio between two vertices A and B, denoted by PRk(A, B), is
the ratio of the k-length PathStrength to the k-length MaxPathStrength between two
vertices A and B:

PRk(A, B) = PSk(A, B)

MaxPSk(A, B)
. (6.17)

The final topological measurement is generated by summing the values for all
lengths.

Definition 6.8
The PathRatio between two vertices A and B, denoted by PR(A, B), is the sum of the
k-length PathRatios between A and B for all possible k > 1:

PR(A, B) =
|V |−2∑
k=2

PRk(A, B), (6.18)

where |V | is the number of vertices in the graph.

Since this PathRatio measurement will be used to identify reliable edges, the
measurement has been constructed to be independent of w(A, B). Therefore, in the
calculation of PR(A, B) the prior probability of (A, B) is hidden by replacing the
connection between A and B with a w(A, B) = 1 edge.

6.6.4 Analysis of the PathRatio Topological Measurement

Since the PathRatio measurement is composed of PRk for different k values, each
PRk can be viewed as a component of the measurement. The signal in PathRatio is
calculated by the sum of the signals from each of these components. An examination
of the components of the measurement reveals several interesting properties.

■ The first PathRatio component, PR2(A, B), is a generalized form of the square
root of the geometric version of the mutual clustering coefficient. If, in the absence
of prior reliability information about the edges, each edge is treated equally
(w(u, v) = 1 for any (u, v) ∈ E), then PS2(A, B) is the number of shared neighbors
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of A and B. The degrees of A and B are the number of neighbors of A and B,
respectively. Thus, we have

PR2(A, B) = |N(A) ∩ N(B)|√|N(A)| ∗ |N(B)| , (6.19)

which is exactly the square root of the geometric version of the mutual clustering
coefficient in [125]. Therefore, the mutual clustering coefficient is incorporated
into the PathRatio.

■ The second PathRatio component, PR3(A, B), measures the ratio of direct con-
nections between the neighbors of vertices A and B. If each vertex in N(A) is
connected to each vertex in N(B) with a weight = 1 edge, the maximum value of
PS3(A, B) is achieved. In this case,

PS3(A, B) = d(A) ∗ d(B). (6.20)

Therefore, the second component of the PathRatio measures the significance of
observing length-3 paths, given the degrees of A and B.

■ The MaxPSk(A, B) for k > 3 is defined recursively. The definition of
MaxPSk(A, B) ensures that its value is generally larger for larger k; that is, longer
paths. In addition, at higher values of k, it is much more difficult for PSk(A, B)

to achieve the MaxPSk(A, B) value in a real PPI network. The MaxPS4(A, B) is
defined as the sum of MaxPS2 for each neighbor of A and B. To achieve this max-
imum value, each neighbor of A and of B should be connected by MaxPS2 paths,
each neighbor of A should be connected to A by a weight = 1 edge, and each
neighbor of B should be connected to B by a weight = 1 edge. These very strin-
gent requirements guarantee that the impact of PRk(A, B) generally decreases
with the increase of k.

One potential problem of this definition is that it requires the enumeration of
all k-length paths between two vertices for all values of k. The complexity increases
exponentially with the value of k, rendering the calculation computationally pro-
hibitive for large k-values. However, the impact of PRk(A, B) generally decreases
with the increase in k, so the first few components are sufficient to incorporate most
signals into the PathRatio. Therefore, a simplified approximation can be made by
limiting the calculation to the first several components.

6.6.5 Experimental Results

Experimental results indicate that the PathRatio measurement is capable of finding
additional high-confidence interactions that would be overlooked by the mutual clus-
tering coefficient. The PathRatio value for any two proteins in the network can then
be used to predict potential protein interactions that have been missed by current
biological experiments.

Experiments were conducted using the data sets which comprise all available
protein interaction data [93,112,156,223,303,307,327] except those detected by recent
high-throughput MS experiments [113,144]. These data sets were combined into a
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Table 6.4 Data sets of protein-protein interactions

Data set Interactions Proteins Reliability

Ito 4392 3275 0.17
DIPS 3008 1586 0.85
Uetz 1458 1352 0.47
MIPS 788 469 0.50

Combined 9049 4325 0.47

single PPI data set to create the initial PPI network for these experiments. Table 6.4
lists the four component data sets and their reliabilities. Details of these component
data sets are provided in Chapter 2.

Table 6.4 lists the number of interactions and proteins contained in each data
set, along with its reliability as estimated by the EPR (Expression Profile Reliability)
index [82]. This index compares the gene expression data of a given reliable PPI data
set with that of a generated random set of protein pairs to make a linear least-square
fit of the two sets. For the reliable interaction set needed for this index, we used the
subset of DIP interactions that have been identified through one (S) or more (M)
small-scale experiments. The Spellman gene expression data [285] was used for the
EPR estimate.

From Table 6.4, it is evident that the reliabilities of the data sets range from 0.17
for the Ito data set to 0.85 for small-scale experiments in the DIP database. This
justifies the use of weights in combining the different data sets.

Since two interacting proteins are highly likely to share both localization and
function and to co-express in a gene microarray experiment, we used measures of
the localization homogeneity, function homogeneity, and gene expression distance
to validate the reliability of interactions.

6.6.5.1 Calcluation of the PathRatio
The PathRatio has been defined in such a manner that the value of the k-th com-
ponent will normally drop as k increases, if paths of all lengths exist. Therefore, as
noted above, this measurement can be satisfactorily approximated by the first few
components. However, it is still necessary to determine the shortest path length that
should be considered for one edge. When two vertices have no neighbors in common,
but connections do exist between their neighbors, the first nonzero component to be
considered is PR3.

Definition 6.9
An alternative path between two vertices A and B for (A, B) ∈ E is a path from A to
B with length greater than 1. The shortest alternative path (SAP) of an edge (A, B) is
defined as the shortest path between A and B after deletion of the edge (A, B).

Since the intent in [245] was to identify reliable interactions, they considered
only those protein pairs for which there is experimental evidence of interactions.
The distribution of the shortest alternative path lengths for all edges is listed in
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Table 6.5 Shortest alternative path length

SAP #Edges Percentage log(#edges)

2 3075 33.9817 8.0310
3 1824 20.1569 7.5088
4 1461 16.1454 7.2869
5 807 8.91811 6.6933
6 221 2.44226 5.3981
7 37 0.408885 3.6109
8 11 0.12156 2.3979
≥9 0 0 /

No alternative path 1613 17.8252 7.3859

Table 6.5. Those results indicate that fewer than 20% of edges are not in a cycle
and thus have no alternative paths. No edges have a shortest alternative path length
greater than 8, and most have very short alternative path lengths. Fewer than five
percent of edges have shortest alternative path lengths greater than 5. On the basis of
these observations, the PathRatio can be approximated by its first four components:

PR(A, B) =
5∑

k=2

PRk(A, B). (6.21)

The computational complexity of this calculation is O(|V | ∗ m5), where |V | is the
total number of vertices in the graph, and m is the average number of neighbors of
a protein. When the properties typical of a real PPI network are considered, this
time complexity can be viewed as acceptable. In a typical network, most proteins
are connected to only a few other proteins, so m is small. Additionally, according to
the many-few property, most highly connected proteins are associated with poorly
connected proteins [211]. Therefore, the extreme case in which every vertex on a path
has many neighbors rarely arises in practice. In their experiments reported in [245],
the PathRatio calculation required only a few minutes using C++ on a Pentium-4
Xeon 2.8 GHz machine with 1 GB memory.

6.6.5.2 Effectiveness of PathRatio Measurement in Assessing
Interaction Reliability
The ability of the PathRatio measurement to assess interaction reliability was eval-
uated by ranking interactions according to their PathRatio values and selecting the
highest-valued interactions. The quality of the set of selected interactions was mea-
sured using average probability, function homogeneity, localization homogeneity,
and average gene expression distance. The average probability of each interaction
was calculated as the average value of the initial probabilities of the interactions.
This value reflects the composition of interactions from data sets with various reli-
abilities, with a high average probability indicating a high percentage of reliable
interactions. When two interactions were ranked equally, the quality measurements
among interactions within the rank were averaged.
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The performance of PathRatio was compared with that of IRAP [62] (see
Chapter 3 for the discussion of IRAP), the only other method using alternative
paths to detect reliable interactions among a given set of interactions. It has been
shown that IRAP outperforms IG1 and IG2 measurements [62] (see Chapter 3 for
the discussion of IG1) in selecting reliable interactions. The results generated by
both PathRatio and IRAP are shown in Figure 6–20.

Figure 6–20 demonstrates that a decrease in PathRatio results in a decrease
in the average probability, function homogeneity, and localization homogeneity
and an increase in gene expression distance. Therefore, the proposed PathRatio
measurement provides a good indication of the reliability of an interaction.

The results provided in Figure 6–20 also indicate that the reliable interactions
found by PathRatio have higher values of average probability, function homogeneity,
and localization homogeneity and lower gene expression distance than those detected
by IRAP. In addition, the IRAP values for interactions are very coarse. In this
experiment, the top 1,107 interactions had the same IRAP value of 0.974195. IRAP
therefore does not permit the reliability of these interactions to be differentiated.
Similarly, the next 295 interactions carried the same IRAP value of 0.961376. This
flatness of scoring arises from the use in IRAP of only the strongest alternative path.
In fact, many interacting protein pairs are connected by an alternative path of length
2, and both edges on this path have the same lowest-possible IG1 value in the graph.
Such protein pairs will have the same highest-possible IRAP value. As a result, IRAP
is incapable of distinguishing the reliability of these interactions. In comparison, the
PathRatio measurement is very fine-grained and provides a better indication of the
reliability of an interaction.

6.6.5.3 Finding Additional High-Confidence Interactions not Detected
by the Mutual Clustering Coefficient
Pei et al. [245] hypothesized that PathRatio would have the ability to identify addi-
tional high-confidence interactions overlooked by the mutual clustering coefficient.
In testing this hypothesis, they considered only those edges with a mutual clustering
coefficient of 0, indicating that the two proteins do not have any shared neighbors.
They calculated the PathRatio between the two proteins and selected those with the
highest PathRatio values. They would expect these interactions to be reliable.

Figure 6–21 presents the average probability of these top-ranked interactions.
These results indicate that interactions with a high PathRatio are enriched by reliable
interactions. As more interactions are selected, the average PathRatio decreases,
resulting in a diminishing percentage of reliable interactions. Therefore, though the
geometric version of the mutual clustering coefficient is one component of PathRa-
tio, it is not the only component that is effective in selecting reliable interactions.
PathRatio can detect additional high-confidence interactions that are overlooked by
the mutual clustering coefficient.

Figure 6–22 provides an example of a real interaction between two proteins that
do not share any neighbors but which are strongly connected by paths of length 3. To
evaluate the reliability of the interaction (YHR200W,YFR010W), we list all length-3
paths between the two proteins and neighborhoods of the two proteins. The inter-
actions (YHR200W,YGR232W), (YHR200W,YLR421C), (YGR232W,YGL048C),
(YLR421C,YGL048C), (YGR232W, YKL145W), (YLR421C,YKL145W),
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Figure 6–20 Comparison of the performance of PathRatio and IRAP in assessing the
reliability of interactions. (a) Average probability, (b) function homogeneity,
(c) localization homogeneity, and (d) average gene expression distance.
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Figure 6–21 Finding additional high-confidence interactions using PathRatio.
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Figure 6–22 An example of a high-confidence interaction.

(YKL145W,YFR010W), and (YGL048C,YFR010W) were all detected by small-
scale experiments with the DIP [271]. The interactions (YHR200W,YBL025W)
and (YHR200W,YER022W) were detected by Ito’s experiments [156]. Though
the proteins YHR200W and YFR010W do not have any shared neighbors, they
are densely connected by paths of length 3, and the interaction between them,
(YHR200W,YFR010W), is very likely to be real. In fact, this interaction has
been detected by small-scale experiments with the DIP and was also identified
by large-scale experiments with the Gavin protein complex data [113], confirming
this prediction. The mutual clustering coefficient in this case, however, is 0, and is
therefore unable to detect this high-confidence interaction.

6.6.5.4 Predicting Potential Protein Interactions
Although Pei et al. [245] have focused on the use of PathRatio to select reliable
interactions, this measurement can be applied to any two vertices in the PPI network.
High-scoring protein pairs can be used as predictors of potential interacting protein
pairs [125]. The performance of IRAP, the mutual clustering coefficient [125], and



6.6 PathRatio: A Novel Topological Method for Predicting Protein Functions 107

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0. 8

0.9

1

50 100 200 400 800 1600 3200 6400 12 800 25600 51200

Protein pairs selected

IRAP MCC PathRatio

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0. 8

0.9

1

50 100 200 400 800 1600 3200 6400 12 800 25600 51200

Localization
Localization

Protein pairs selected

IRAP MCC PathRatio

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0. 8

0.9

1

50 100 200 400 800 1600 3200 6400 12 800 25600 51200

Gene Expression distance

Protein pairs selected

IRAP MCC PathRatio

Figure 6–23 Comparison of quality of top protein pairs selected.
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PathRatio in selecting protein pairs was evaluated by ranking the scores produced
by each method. They then selected the top 50, 100, 200, 400, 800, 1600, 3200, 6400,
12800, 25600, and 51200 pairs ranked by each method. The quality of these selected
protein pairs was measured using localization homogeneity, function homogeneity,
and average gene expression distance. The results are shown in Figure 6–23 (where
MCC refers to the mutual clustering coefficient method [125]).

These results indicate that, at various cutoffs, the top protein pairs selected by
the PathRatio method generally have the highest localization homogeneity, the high-
est function homogeneity, and the lowest average gene expression distance among
the three methods. This comparison demonstrates the effectiveness of the PathRa-
tio method in finding potential protein interactions. The performance of the IRAP
method was particularly disappointing in this trial. A strikingly large number of pro-
tein pairs (10,130) had the same IRAP value of 0.974195, providing little guidance
to the identification of interacting pairs.

6.7 SUMMARY

This chapter has discussed several novel approaches to the topological analysis of PPI
networks. Experimental trials have demonstrated that such methods offer a promis-
ing tool for the analysis of the modularity of PPI networks, prediction of protein
interactions, and the prediction of protein functions. As a result, these approaches
are now widely used in PPI network analysis.
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Distance-Based Modularity Analysis

7.1 INTRODUCTION

The classic approaches to clustering follow a protocol termed “pattern proximity
after feature selection” [158]. Pattern proximity is usually measured by a distance
function defined for pairs of patterns. A simple distance measurement can capture
the dissimilarity between two patterns, while similarity measures can be used to char-
acterize the conceptual similarity between patterns. In protein–protein interaction
(PPI) networks, proteins are represented as nodes and interactions are represented
as edges. The relationship between two proteins is therefore a simple binary value:
1 if they interact, 0 if they do not. This lack of nuance makes it difficult to define
the distance between the two proteins. The reliable clustering of PPI networks is
further complicated by a high rate of false positives and the sheer volume of data, as
discussed in Chapter 2.

Distance-based clustering employs these classic techniques and focuses on the
definition of the topological or biological distance between proteins. These clustering
approaches begin by defining the distance or similarity between two proteins in the
network. This distance/similarity matrix can then be incorporated into traditional
clustering algorithms. In this chapter, we will discuss a variety of approaches to
distance-based clustering, all of which are grounded upon the use of these classic
techniques.

7.2 TOPOLOGICAL DISTANCE MEASUREMENT BASED
ON COEFFICIENTS

The simplest of these approaches use classic distance measurement methods and
their various coefficient formulas to compute the distance between proteins in PPI
networks. As discussed in [123], the distance between two nodes (proteins) in a PPI
network can be defined as follows. Let X be a set of n elements and dij = dist(i, j) be
a nonnegative real function d : X × X → R+, which satisfies the following criteria:

(1) dij > 0 for i 
= j;
(2) dij = 0 for i = j;

109
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(3) dij = dji for all i,j, where dist(i, j) is a distance measure and D = {dij} is a
distance matrix. If dij satisfies the triangle inequality dij ≤ dik + dkj , then d is
a metric.

In PPI networks, the binary vectors Xi = (xi1, xi2, . . . , xiN) represent the set of
protein purifications for N proteins, where xik is 1 if the ith protein interacts with
the kth protein (the kth protein is presented in the ith purification) and 0 otherwise.
If a distance can be determined that fully accounts for known protein complexes,
unsupervised hierarchical clustering methods can be used to accurately assemble
protein complexes from the data. In [55], the Czekanovski–Dice distance is used:

Diceij = |Int(u)�Int(v)|
|Int(u) ∪ Int(v)| + |Int(u) ∩ Int(v)| , (7.1)

where Int(u) and Int(v) are the sets of proteins u and v together with their interacting
partners, while � is the symmetric difference between the two sets. This distance is in
the range of [0..1]. Two proteins with no shared interacting partners have a distance
value of 1, while two proteins that interact with each other and share exactly the
same set of interacting partners have a distance value of 0.

Another measurement presented in [272] defines the distance between two pro-
teins u and v as the p-value of observing the number of shared neighbors under the
null hypothesis that neighborhoods are independent. The p-value, denoted by PVuv,
is expressed using a cumulative hypergeometric distribution:

PVuv =
min(|N(u)|,|N(v)|)∑

i=|N(u)∩N(v)|

(|N(u)|
i

)
×
(|V | − |N(u)|

|N(v)| − i

)
( |V |

|N(v)|
) , (7.2)

where N(x) represents the set of neighbors of protein x. The p-value is in the
range of [0 . . . 1], with 1 corresponding to a case with no common neighbors. A
protein pair with a large number of shared neighbors will have a p-value very
close to zero. When two subclusters are merged, the geometric means of the two
individual p-values are used to produce the p-value for the merged group. This def-
inition of similarity is closely related to the mutual clustering coefficient defined
in [125]. If we define the similarity between proteins u and v as − log(PVuv),
the arithmetic means of the two individual similarities can be used to define the
new similarity value when merging clusters. The transformed method, which is
essentially the UPGMA (Unweighted Pair Group Method with Arithmetic Mean)
[216,283] using − log(PVuv) as the similarity measure, is equivalent to the original
method.

Frequently, a distance can be easily obtained via a simple matching coefficient
that calculates the similarity between two elements. The similarity value Sij between
two elements i and j can be normalized between 0 and 1, and the distance can be
derived from dij = 1 − Sij . If the similarity value of two elements is high, the spatial
distance between them is likely to be short.
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Several measures have been proposed for this distance calculation. These include
the Jaccard coefficient [125]:

Smn = Xmn

Xmm + Xnn − Xmn
, (7.3)

the Dice coefficient [125]:

Smn = 2Xmn

Xmm + Xnn
, (7.4)

the Simpson coefficient [125]:

Smn = Xmn

min(Xmm, Xnn)
, (7.5)

the Bader coefficient [24]:

Smn = X2
mn

Xmm × Xnn
, (7.6)

the Maryland bridge coefficient [218]:

Smn = 1
2

(
Xmn

Xmm
+ Xmn

Xnn

)
, (7.7)

the Korbel coefficient [185]:

Smn =
√

X2
mm + X2

nn√
2XmmXnn

Xmn, (7.8)

and the correlation coefficient [96]:

Smn = Xmn − nXmXn√
(Xmm − nXm

2
)(Xnn − nXn

2
)

, (7.9)

where Xij = Xi • Xj (the dot product of two vectors). The value of Smn ranges from
0 to 1. Xij is equal to the number of bits “on” in both vectors, and Xii is equal to the
number of bits “on” in one vector. For example, for the case illustrated in Figure 4–1,
the matrix X is

X =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 1 1 0 0 1 1
1 0 1 0 0 1 0 0
1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1
0 1 0 0 1 0 1 0
1 0 0 0 0 1 0 0
1 0 0 0 1 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (7.10)
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To calculate the distance between A and B, d12, X11 = X1 • X1 = 5, X22 =
X2 • X2 = 3, X12 = X1 • X2 = 1. The Jaccard coefficient is calculated as: S12 =
1/(5 + 3 − 1) = 0.1429; the distance is then d12 = 1 − 0.1429 = 0.8571.

Various classical clustering algorithms can be applied to perform a modularity
analysis based on the calculated distances between proteins. Since these distance-
based clustering approaches use classical distance measurements, they are not fully
suitable for application to high-dimensional spaces. In such spaces, the distance
between each pair of nodes is almost the same as for a large data distribution [38].
Therefore, it is difficult to attain ideal clustering results by using only the simplest
distance measurements.

7.3 DISTANCE MEASUREMENT BY NETWORK DISTANCE

There are other definitions based on network distance, which produce more fine-
grained distance measurements for protein pairs. As defined in Section 7.2, the
distance value will be 0 for any two proteins not sharing an interaction partner.
In [263], each edge of the interactions in the network was assigned a length of 1.
The length of the shortest path (e.g., distance) between every pair of vertices in the
network was calculated to create an all-pairs-shortest-path distance matrix. Each
distance in this matrix was then transformed into an association, defined as 1/d2,
where d is the shortest-path distance. This transformation emphasizes local associ-
ations (short paths) in the subsequent clustering process. The resulting associations
range from 0 to 1. The association of a vertex with itself is defined as 1, while the
association of vertices that have no connecting path is defined as 0. Two vertices that
are more widely separated in the network will have a longer shortest-path distance
and thus a smaller association value. The association value can therefore serve as the
similarity measurement for two proteins.

7.3.1 PathRatio Method

In [245], distances were assessed by considering the paths of various lengths between
two vertices in a weighted PPI network. The weight of an edge reflects its reliabil-
ity and lies in the range between 0 and 1. The PathStrength of a path is defined as
the product of the weights of all the edges on the path. The k-length PathStrength
between two vertices is then defined as the sum of the PathStrengths of all k-length
paths between the two vertices. The PathStrength of a path captures the probabil-
ity that a walk on the path will reach its ending vertex. By summing these paths,
the k-length PathStrength between two vertices captures the strength of connections
between these two vertices by a k-step walk. Since paths of different lengths will have
different impacts on the connection between two vertices, the k-length PathStrength
is normalized by the k-length maximum possible path strength to arrive at the
k-length PathRatio. Finally, the PathRatio measure between two vertices is defined
as the sum of the k-length PathRatios between the two vertices for all k > 1. Though
this measurement is mainly applied in assessing the reliability of detected interactions
and predicting potential interactions that are missed by current experiments, it can
also be used as a similarity measure for clustering. Further details of the PathRatio
metric can be found in Chapter 6.



7.3 Distance Measurement by Network Distance 113

7.3.2 Averaging the Distances

Another network distance measurement was developed by Zhou [343,344]. He
defined the distance dij from node i to node j as the average number of steps taken
by a Brownian particle to reach j from i.

Consider a connected network of N nodes and M edges. Its node set is denoted by
V = {1, . . . , N} and its connection pattern is specified by the generalized adjacency
matrix A. If there is no edge between node i and node j, Aij = 0; if there is an edge
between those nodes, Aij = Aji > 0, and its value signifies the interaction strength.
The set of nearest neighbors of node i is denoted by Ei. As a Brownian particle moves
throughout the network, it jumps at each time-step from its present position i to a
nearest-neighboring position j. When no additional information about the network
is known, the jumping probability Pij = Aij/

∑N
l=1 Ail can be assumed. Matrix P is

termed the transfer matrix.
The node–node distance dij from i to j is defined as the average number of steps

needed for the Brownian particle to move from i through the network to j. Using
simple linear-algebraic calculations, it is obvious that

dij =
N∑

l=1

(
1

I − B( j)

)
il

, (7.11)

where I is the N × N identity matrix, and matrix B( j) equals the transfer matrix P,
with the exception that Blj( j) ≡ 0 for any l ∈ V . The distances from all the nodes in
V to node j can thus be obtained by solving the linear algebraic equation

[I − B( j)]{d1j , . . . , dnj}T = {1, . . . , 1}T. (7.12)

For example, in the network shown in Figure 7–1 with the set of nodes V =
1, 2, 3, 4, the adjacency matrix A and transfer matrix P are:

A =

⎡
⎢⎢⎣

0 1 1 1
1 0 1 0
1 1 0 0
1 0 0 0

⎤
⎥⎥⎦, P =

⎡
⎢⎢⎣

0 1/3 1/3 1/3
1/2 0 1/2 0
1/2 1/2 0 0
1 0 0 0

⎤
⎥⎥⎦.

3

4

1

2

Figure 7–1 Example of distance measurement by the movement of a Brownian particle.
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B( j) can be derived from P:

B(1) =

⎡
⎢⎢⎣

0 1/3 1/3 1/3
0 0 1/2 0
0 1/2 0 0
0 0 0 0

⎤
⎥⎥⎦, B(2) =

⎡
⎢⎢⎣

0 0 1/3 1/3
1/2 0 1/2 0
1/2 0 0 0
1 0 0 0

⎤
⎥⎥⎦,

B(3) =

⎡
⎢⎢⎣

0 1/3 0 1/3
1/2 0 0 0
1/2 1/2 0 0
1 0 0 0

⎤
⎥⎥⎦, B(4) =

⎡
⎢⎢⎣

0 1/3 1/3 0
1/2 0 1/2 0
1/2 1/2 0 0
1 0 0 0

⎤
⎥⎥⎦.

The distance between any two nodes can be calculated with Equation (7.11):

D = {dij} =

⎡
⎢⎢⎣

8/3 10/3 10/3 7
2 4 8/3 9
2 8/3 4 9
1 13/3 13/3 8

⎤
⎥⎥⎦.

Based on the distance measurement, Zhou [344] defined a dissimilarity index to
quantify the relationship between any two nearest-neighboring nodes. For a graph
representing social relationships, nearest-neighboring vertices in the same commu-
nity tend to have a small dissimilarity index, while those belonging to different
communities tend to have high dissimilarity indices.

Given two vertices i and j that are nearest neighbors (Aij > 0), the difference in
their perspectives of the network can be quantitatively measured. The dissimilarity
index �(i, j) is defined by the following expression:

�(i, j) =
√∑n

k 
=i,j(dik − djk)2

n − 2
. (7.13)

According to [343], Equation (7.13) is explained as follows: “If two nearest-
neighboring vertices i and j belong to the same community, then the average distance
dik from i to any another vertex k(k 
= i, j) will be similar to the average distance
djk from j to k. This indicates that the perspectives of the network as viewed from
i and j are quite similar. Consequently, �(i, j) will be small if i and j belong to the
same community and large if they belong to different communities.”

When this approach is applied to a PPI network, clusters of proteins that may
be of biological significance can be constructed. Zhou provided three examples of
such an application. Most of the proteins in these examples were involved in known
functions. It was possible to predict similar biological functions for the few proteins
in each cluster that were previously unanalyzed.

7.4 ENSEMBLE METHOD

The use of traditional clustering algorithms for extracting functional modules from
PPI data has been hampered by the high false-positive rate of interactions and by
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particular topological challenges in the network. Three problems commonly encoun-
tered in the clustering of PPI data were noted in [20]. First, PPI data sets are inherently
noisy. Second, even if the data is assumed to be noise-free, partitioning the network
using classical graph partitioning or clustering schemes is inherently difficult. Fre-
quently, PPI networks include a few nodes (hubs) of very high degree, while most
other nodes have very few interactions. Applying traditional clustering approaches
typically results in an unsatisfactory clustering arrangement, with one or a few giant
core clusters and several tiny clusters. Third, some proteins are believed to be multi-
functional, and effective strategies for the soft clustering of these essential proteins
are needed.

Asur et al. [20] proposed the Ensemble clustering framework to address these
issues. Two topology-based distance metrics were introduced to address the high
level of noise associated with these data sets. Three traditional graph-partitioning
algorithms were used together with two distance metrics to obtain six base clusterings.
In the “consensus” stage, these base clusters were pruned to remove redundancies
and noise. Final clusters were obtained using two consensus clustering techniques,
the agglomerative and the repeated bisections (RBR) algorithms.

7.4.1 Similarity Metrics

As a component of the Ensemble method, Asur et al. introduced two topological
similarity metrics to measure the distance between the two incident proteins of each
interaction. These metrics are based on the clustering coefficient and shortest-path
edge betweenness. The clustering coefficient-based metric captures the local proper-
ties of an interaction in the network, while the betweenness-based metric embodies
the global characteristics of each edge.

(1) Clustering coefficient-based metric: The clustering coefficient [319] is a measure
that represents the interconnectivity of the neighbors of a node. As discussed
in Chapter 5, the clustering coefficient of a node v with degree kv can be
defined as follows:

CC(v) = 2nv

kv(kv − 1)
(7.14)

where nv denotes the number of triangles that pass through node v.
The clustering coefficient-based similarity of two nodes v and w is calculated by

Scc(v, w) = CC(v) + CC(w) − CC′(v) − CC′(w), (7.15)

where CC′(v) and CC′(w) are the clustering coefficients of interacting nodes
v and w after removal of the interaction between these nodes. The similarity
scores are normalized into the range [0−1] using min–max normalization.

(2) Betweenness-based metric: Betweenness-based similarity utilizes the shortest-
path edge betweenness metric introduced by Newman and Girvan [122].

Sbw(v, w) = 1 − SPvw

SPmax
, (7.16)
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where SPvw is the number of shortest paths passing through edge vw, and
SPmax is the maximum number of shortest paths passing through an edge in
the graph. Scores are again normalized into the range [0−1] using min–max
normalization.

7.4.2 Base Algorithms

Asur’s group used three conventional graph-clustering algorithms to obtain base
clusters. These are

(1) Repeated bisections (RBR): The repeated-bisections algorithm performs k −1
bisections iteratively to find the desired k-way clustering solution, where k is
the required number of clusters. The input matrix is first partitioned into two
groups, after which one of the partitions is selected and further bisected. This
bisection process is repeated until the desired number of clusters is found.
During each step, a cluster is bisected so that the resulting two-way clustering
solution optimizes the I2 clustering criterion function, which is given as

I2 = maximize
k∑

i=1

√ ∑
v,u∈Si

sim(v, u) (7.17)

where k is the total number of clusters, Si is the set of objects assigned to the ith
cluster, v and u represent two objects, and sim(v, u) is the similarity between
two objects.

(2) Direct k-way partitioning (direct): Direct k-way partitioning computes the
desired k-way clustering solution by finding all k clusters simultaneously. Ini-
tially, a set of k objects is selected as the seeds of the k clusters. The similarity
of each object to these k seeds is computed and assigned to the cluster cor-
responding to its closest seed. This initial clustering is repeatedly refined to
optimize the I2 clustering criterion function.

(3) Multilevel k-way partitioning (Metis): Metis (kMetis) is a multilevel partition-
ing algorithm developed by Karypis and Kumar [173]. It consists of three steps:
coarsening, initial partitioning, and refinement. In the coarsening phase, the
original graph is transformed into a sequence of smaller graphs. An initial
k-way partitioning of the coarsest graph is obtained. The partition is then pro-
jected back to the original graph by going through intermediate partitions.
Finally, a refinement phase reduces the edge-cut while conserving the balance
constraints.

7.4.3 Consensus Methods

The three base-clustering algorithms and the two topological metrics discussed ear-
lier were used to generate six sets of k clusters. These individual clusterings were
then combined to produce a meaningful and effective consensus clustering. Given n
individual clusterings (c1, . . . , cn), each having k clusters, a consensus function F is a
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mapping from the set of clusterings to a single, aggregated clustering:

F : {ci|i ∈ 1, . . . , n} → cconsensus. (7.18)

For the consensus stage, two alternative techniques, pruning and weighting, were
proposed to eliminate noisy clusters from the obtained base clusters.

(1) PCA-based consensus: The reliability of a cluster was defined as inversely
proportional to its intra-cluster distance, or the distance between nodes in a
cluster:

Rel(cl1) = |Vcl1 | ∗ diam(G)∑
(i,j)∈Vcl1

SP(i, j)
(7.19)

where Vcl1 represents the nodes in cluster cl1, and SP(i, j) represents the short-
est path distance in terms of number of edges between nodes i and j. diam(G)

signifies the diameter of the original PPI graph and is used for normalization.
In a purification phase, unreliable, weakly connected clusters were pruned
on the basis of cluster reliability. The PCA algorithm was used to remove
redundancies and noise from the pruned clusters and to reduce the dimen-
sionality. The result of the PCA step is a reduced matrix that contains only
discriminatory information, allowing proteins to be easily clustered.

(2) Weighted consensus: An alternative approach to pruning involves weighting
proteins based on the reliability of the clusters to which they belong. A new
weighted graph can be constructed from the base clusters with edges present
between proteins if and only if they have been clustered at least once. The
weights of these edges are proportional to the reliability of the clusters to
which they belong:

Weight(i, j) =
p∑

k=1

Rel(clk) × Mem(i, j, clk) (7.20)

where Rel(clk) is the reliability score of cluster clk, p is the total number of
clusters, and Mem(i, j, clk) is the cluster membership function:

Mem(i, j, clk) =
{

1, if f(i, j) ∈ clk,

0, otherwise.
(7.21)

After the pruning or weighting process, either the agglomerative or the RBR
algorithm was applied to identify final clusters. The agglomerative hierarchical clus-
tering algorithm starts by assigning each object to a cluster and then repeatedly
merges the most similar cluster pair until either the desired number of clusters has
been obtained or only one cluster remains. The application of the RBR algorithm
proceeds as described in Section 7.4.2. Additionally, soft clustering can be performed
to group certain proteins that were associated with multiple clusters. Figure 7–2
provides the overview of the Ensemble framework.
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Figure 7–2 Overview of the Ensemble framework. Only the agglomerative algorithm is
illustrated here; application of the RBR algorithm proceeds similarly. PCA-agglo
represents the agglomerative clustering result produced by the PCA-based pruning
process. PCA-soft-agglo represents the soft clustering result of the PCA-based
agglomerative algorithm. Wt-agglo represents the agglomerative clustering result
produced by the weighting process. (Reprinted from [20].)

7.4.4 Results of the Ensemble Methods

The Ensemble method was applied to the yeast PPI network, and the quality of
the clusterings produced was validated using topological, information-theoretic, and
domain-based measurements. The PCA-based algorithms generated consensus clus-
ters with high efficiency compared to the other algorithms tested. In addition, the
PCA-based soft consensus clustering algorithm proved to be very effective in identi-
fying multiple protein functions. A comparison of the clusters detected by the Ensem-
ble method with those identified by other popular algorithms, such as MCODE [24]
and MCL [308], reveals that the Ensemble algorithms can identify larger, denser
clusters with improved biological significance. The Ensemble clustering method has
two distinct advantages over other classical methods in clustering PPI networks. High
robustness to the false positives that are inherent in the PPI dataset is ensured by
using pruning techniques to eliminate poor modules and combining several differ-
ent metrics and methods. Furthermore, the ability of the PCA-based soft consensus
clustering algorithm to identify multiple protein functions is a distinct advantage.

7.5 UVCLUSTER

The UVCLUSTER [17] approach to distance measurement is informed by the
observation that the shortest path distance between protein pairs is typically not
very fine-grained and that many pairs have the same distance value. This method
proposes an iterative approach to distance exploration; unlike other distance-based
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approaches, it converts the set of primary distances into secondary distances. The
secondary distance measures the strength of the connection between each pair of
proteins when the interactions for all the proteins in the group are considered. Sec-
ondary distance is derived by first applying a hierarchical clustering step based on
the affinity coefficient to generate N different clustering results. The number of solu-
tions generated that place any two selected proteins in different clusters is defined as
the secondary distance between the two proteins. Defined succinctly, the secondary
distance represents the likelihood that two selected proteins will not be in the same
cluster.

This approach has four steps:

(1) A primary distance d between any two proteins in a PPI network is measured
by the minimum number of steps required to connect them. Each valid step
is a known, physical PPI. Users are allowed to select groups of proteins to be
analyzed either by choosing a single protein and establishing a cutoff distance
value or by providing the program with a list of proteins.

(2) Next, agglomerative hierarchical clustering is applied to the sub-table of
primary distances generated in the first step to produce N alternative and
equally-valid clustering solutions. The user specifies a value for N before start-
ing the analysis. UVCLUSTER first randomly samples the elements of the
dataset and then clusters them according to the average linkage for the group.
The agglomerative process ends when the affinity coefficient (AC) is reached.
The AC is defined by

AC = 100[(Pm − Cm)/(Pm − 1)], (7.22)

where Cm (the cluster mean) is the average of the distances for all elements
included in the clusters, and Pm (the partition mean) is the average value of
distances for the whole set of selected proteins. The AC value is selected by
the user at the start of the process.

(3) Once the data set of N alternative solutions has been obtained, the number
of pairs of elements that appear together in the same cluster is counted. A
secondary distance d′ between two elements is defined as the number of solu-
tions in which those two elements do not appear together in the same cluster,
divided by the total number of solutions (N). In effect, the secondary distance
iteratively resamples the original primary distance data, thus indicating the
strength of the connection between two elements. Secondary distance repre-
sents the likelihood that each pair of elements will appear in the same cluster
when many alternative clustering solutions are generated.

(4) After the generation of secondary distance data, the proteins can be clus-
tered using conventional methods such as UPGMA (Unweighted Pair Group
Method with Arithmetic Mean) [216,283] or neighbor-joining. The results of
an agglomerative hierarchical clustering process in which UPGMA is applied
to the secondary distance data are placed in a second UVCLUSTER output
file. A third output file contains a graphical representation of the data in PGM
(Portable GreyMap) format. To generate the PGM file, proteins are ordered
according to the results described in the second output file.



120 Distance-Based Modularity Analysis

The use of UVCLUSTER offers four significant benefits. First, the involvement
of the secondary distance value facilitates identification of sets of closely-linked pro-
teins. Furthermore, it allows the incorporation of previously known information into
the discovery of proteins involved in a particular process of interest. Third, guided by
the AC value, it can establish groups of connected proteins even when some infor-
mation is currently unavailable. Finally, UVCLUSTER can compare the relative
positions of orthologous proteins in two species to determine whether they retain
related functions in both of their interactomes.

7.6 SIMILARITY LEARNING METHOD

In [246], a measurement was introduced that permits an assessment of the similarity
between two proteins with only a limited amount of annotation data as input. This
method uses a calculation of conditional probability to define the similarity between
two proteins based on their protein interaction profiles. (Most materials in this section
are from [246]. Reprinted with permission from IEEE.)

As observed in [274], two proteins that interact are typically highly homogeneous
in their functional annotations. In [334], it was noted that this homogeneity dimin-
ishes as the distance between two proteins increases. The edges in the network act as
a means of message-passing through which each protein seeks to propagate its func-
tion to neighboring proteins. At the same time, the functions in which each protein
engages are influenced by messages received from its neighbors. The final probability
of a protein having a specific function is therefore a conditional probability defined
by the functional annotation of its neighbors.

Figure 7–3 illustrates the propagation of function from a single protein A as the
source of information. The function of A is propagated first to its direct neighbors and
then to its indirect neighbors. In this process, the strength of the message diminishes
as the distance (path length) increases. In the illustrated example, the function is
propagated to protein B via paths A → B, A → C → B, and A → D → B.
Protein B therefore receives messages via several paths and demonstrates a degree
of functional homogeneity with the source protein A. Protein C also propagates its
function to E, while protein B propagates its function to proteins C, D, and F. Though
the PPI network is undirected, the information flow from one vertex (the source
vertex) to another (the sink vertex) can be conveniently represented by a directed
graph. For this reason, the terms protein and vertex can be used interchangeably. In
the discussion later, the source vertex will be denoted by A and the sink vertex by B.
|V | is used to denote the total number of vertices in the network.

A

EC

D

B

F

Figure 7–3 Function propagation from source protein A to other proteins in the network.
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The probability that A will have any selected functional label under considera-
tion is denoted by P(A). The probability of B having this function by propagation
from A can then be represented as a conditional probability P(B|A). This condi-
tional probability reflects the likelihood of A’s function being transferred to B via
the network. Larger values of P(B|A) indicate closer functional homogeneity and
therefore greater similarity between two proteins.

The conditional probability measurement is not symmetric, and, in general,
P(A|B) 
= P(B|A). Therefore, the similarity between proteins A and B is defined as
the product of two conditional probabilities:

SimilarityAB = P(A|B) ∗ P(B|A). (7.23)

This measurement reflects the functional cohesiveness of the two proteins. This
definition permits the measurement of the similarity of two proteins to be recast
as the estimation of two conditional probabilities. These probabilities are predicted
using a statistical model of topological features.

The probability that the sink protein B will have a particular function is deter-
mined by all the messages it receives from its neighbors. A message that favors this
functional annotation is termed a positive message. A protein that has a functional
annotation at a probability higher than a random protein in the network can propa-
gate a positive message to its neighbors. The sink protein also receives messages from
other neighboring proteins. The strength of homogeneity will depend both on the
sum of positive messages propagated to the vertex, denoted by PM, and the degree
of the vertex, denoted by D. The probability of a vertex having a specific function
can be expressed as a function of these two values. Using the technique described in
[37], we can employ a potential function U(x; PM, D) to express this probability:

P(x|PM, D) = e−U(x;PM,D)

Z(PM, D)
, (7.24)

where x is a binary value x ∈ {0, 1}, and 1 indicates that the protein has the func-
tion under consideration. The normalization factor Z(PM, D) is the sum of all
configurations:

Z(PM, D) =
∑

y=0,1

e−U(y;PM,D). (7.25)

A linear combination of variables is used:

U(x; PM, D; α) = (α0 + α1 ∗ PM + α2 ∗ D) ∗ x. (7.26)

This model is preferable to the binomial-neighborhood model suggested in [196],
as the latter assumes that the neighbors of a vertex behave independently and that
the probabilities of a protein having any given function are independent. Since a
flexible similarity measurement must be capable of identifying the dense areas of the
PPI network, assuming such independence on the part of neighbors would degrade
the efficacy of the measurement [37].
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The similarity model under discussion here is related to the model proposed in
[37]. However, this model, unlike the latter approach, is intended primarily to define
the similarity between two proteins. Toward this end, the model always treats only
a single protein as annotated and considers proteins beyond the direct neighbors of
the source protein.

Each protein B connected with protein A, either directly connected or indirectly
via intermediary proteins, has an associated layer comprising the shortest path length
between the two proteins, denoted by dist(A, B). The set of proteins connected to A
by a shortest path length k is denoted by N(k)(A):

N(k)(A) = {B|dist(A, B) = k}. (7.27)

N(1)(A) can be abbreviated as N(A). A protein B ∈ N(k)(A) is termed a k-step
neighbor of A.

The formulation of the similarity metric begins with an iterative calculation of
the conditional probability of each protein having the same functional annotation as
a source protein A. The calculation of conditional probability starts with the direct
neighbors of A. The conditional probability of the direct neighbors of these first
neighbors (the two-step neighbors of A) is then calculated on the basis of the first
set of probabilities. This iteration continues until a conditional probability for each
protein connected with A is generated. Employing the resulting order of conditional
probability estimation, a value can be established for the positive message term in
Equation (7.24).

This process starts with the direct neighbors of A, which are the proteins belonging
to N(1)(A). Since all proteins in this B layer have direct and equally-strong connec-
tions to the source protein, the direct connection message A → B can be omitted,
and only the messages between same-layer neighbors need be considered. There-
fore, we can use the number of shared neighbors between A and B as the value of
positive messages for protein B.

For the general case of a protein B belonging to N(k)(A) with k > 1, only those
messages from neighbors in N(k−1)(A) are regarded as positive. Proteins in those
layers below k − 1 must propagate their information via proteins in N(k−1)(A) to
impact the functional annotation of B. Therefore, this information has already been
captured in the (k−1)-step neighbors of A. Messages propagated from proteins in the
same layer are generally weak for k > 1, as has been demonstrated experimentally,
and can be omitted. The positive messages can be expressed as the sum of the product
of two conditional probabilities:

PMB←A =
∑

C∈N(B)∩N(k−1)(A)

P(B|C) ∗ P(C|A), (7.28)

where PMB←A indicates that the positive message moves from source A to sink B
via the network.

The product of two conditional probabilities P(B|C)∗P(C|A) measures the prob-
ability that the functional annotation of A will be successfully propagated to B via
the path A → · · · → C → B. The strength of message propagation from A to B via
the network is arrived at by summing these probabilities for all proteins that are both
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Figure 7–4 Iterative estimation of conditional probabilities.

direct neighbors of B and (k − 1)-step neighbors of A. The conditional probabilities
P(B|C) and P(C|A) were already generated as part of the estimation of P(Y |X) for
each X and Y ∈ ⋃i=1,...,k−1 N(i)(X) in the previous k − 1 steps.

Figure 7–4 provides an illustration of this function propagation process. In this
example, vertex A is the source, and estimation of conditional probabilities starts
with its direct neighbors P(B|A), P(C|A), and P(D|A). In Figure 7–4(a), the function
propagation messages from A to B appear in the first layer. Messages propagated
from vertices C and D to vertex B are depicted by dark lines. Figure7–4(b) illus-
trates the propagation of function from k-step neighbors H and G to a (k + 1)-step
neighbor I .

The calculated value of positive messages can then be supplied to Equation (7.24)
with which the probability can be estimated.

This process provides both a representation of the conditional probability for the
two vertices in the graph and the order of estimating the probability. However, at this
point, the probability is stated as a function of the model parameters α, rather than
as a numerical value. Additional two steps are necessary to quantitatively estimate
parameters and calculate the conditional probabilities.

Training samples with known xi, PMi, and Di values are derived from the annota-
tions of proteins with known functions. In the first step (the model training step), these
training samples become input to the simplex method (the Nelder–Mead algorithm)
[255] to estimate the parameters (α) that maximize the joint probability:

P =
∏

i

P(xi|PMi, Di). (7.29)

To increase the accuracy of estimation, these parameters are estimated separately
for each layer.
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In the second step (the conditional probability estimation step), the numerical
values of the conditional probabilities are calculated using Equation (7.24) and the
parameters (α) estimated in the previous step. An unsupervised clustering method
can be applied to the resulting similarity measurements.

7.7 MEASUREMENT OF BIOLOGICAL DISTANCE

As previously noted, PPI data can be represented as a graph in which nodes represent
proteins and edges represent interactions among these proteins; however, this model
represents only binary relationships among proteins. Many attempts have been made
to develop metrics and methods to overcome this shortcoming. The topological dis-
tance metrics discussed earlier in this chapter are useful in identifying clusters, but,
to ensure that these modules are biologically meaningful, network-partitioning algo-
rithms must also consider functional relationships. The distance between the two
proteins involved in an interaction can be also measured by the biological character-
istics of the proteins. This measurement can be based on protein or gene sequence,
protein structure, gene expression, or degree of confidence in the interaction as
indicated by experimental frequency [61,99,140,250,258,304]. Sequence similarity,
structural similarity, and gene expression correlation are three common approaches
to comparing the biological information available for two proteins participating in
an interaction.

7.7.1 Sequence Similarity-Based Measurements

Enright et al. [99] have developed a clustering algorithm, termed TRIBE-MCL,
that detects protein families (or clusters) in biological graphs on the basis of protein
sequence similarity and the MCL clustering algorithm [308].

Each interaction in a PPI network can be weighted by the sequence similarity of
the two incident proteins. In Enright’s method, sequence similarity is measured by
E-values generated by BLAST [14]. A FASTA file containing all sequences that are
to be clustered into families is assembled, filtered by CAST [257], then compared
against its original form using BLAST. The sequence similarities for each interac-
tion generated by this analysis are parsed and stored in a square matrix. Because this
methoddoesnotoperatedirectlyon sequences but onanetwork that contains similar-
ity information, it avoids the expensive step of sequence alignment. Instead, a global
overview of sequence similarity is computed and utilized to cluster the PPI network.

The MCL, initially developed for computational graph clustering, has been
adapted for application to biological networks. The MCL method will be discussed
in more detail in Chapter 8, but a brief overview will be provided here. Using
the sequence similarity between a protein pair, a Markov matrix is constructed,
which represents the transition probabilities from any protein in the graph to the
other interacting proteins for which a similarity has been detected. The entries in
the Markov matrix are probabilities generated from weighted sequence similarity
scores. Using this Markov matrix, the MCL clustering algorithm finds clusters in
networks through a mathematical bootstrapping procedure. The process simulates
random walks through the sequence similarity graph and employs two operators to
transform one set of probabilities into another. The algorithm uses iterative rounds
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of expansion and inflation processes [308] to promote flow within highly connected
regions and diminish flow within weakly connected regions. Expansion refers to
taking the power of a stochastic matrix using the normal matrix product. Inflation
involves taking the Hadamard power of a matrix, followed by a scaling step, so that
the resulting matrix is again stochastic, with the matrix elements in each column cor-
responding to probability values. The iterative process terminates when equilibrium
has been reached. The MCL algorithm is able to identify effective modules because
flow tends to remain confined within each cluster, so that a random walk starting at
any protein is likely to remain within that cluster. Its computational efficiency is a
notable benefit in processing large volumes of data.

In a generic network, expansion involves the traversal of random walks between
all pairs of departure and destination nodes, thus associating new probabilities the
node pairs. As noted, random walks usually remain within a given cluster rather than
moving between clusters. Therefore, the probabilities associated with node pairs
contained within the same cluster will be relatively large, as there are many possible
routes between these pairs. Inflation increases the probability of intra-cluster walks
and demotes inter-cluster walks.

The TRIBE-MCL method is an extension of the MCL algorithm for the assign-
ment of proteins into clusters on the basis of precomputed sequence similarity values.
The method has been tested with protein sequence information from various data
sets, including Swissprot [25], InterPro [15], SCOP [203], and the draft human
genome. Experimental analyses showed that TRIBE-MCL detected highly effec-
tive clusters at a much faster speed compared to other tested methods. In addition,
it has shown an ability to handle the multi-domain, promiscuous, and fragmented
proteins, which typically confound other protein sequence clustering approaches.

7.7.2 Structural Similarity-Based Measurements

Domingues et al. [91] introduced a method for clustering protein structural models
according to their backbone structure. The method includes a carbon alpha (Cα) met-
ric to quantify the distance between two protein structures and the application of two
clustering methods, hierarchical clustering [128] and partitioning around medoids
(PAM) [175]. Medoids are representative objects of data sets.

In this method, protein structures are classified according to the similarity of back-
bone structure as represented by a Cα distance matrix. The dissimilarity measure
used for clustering is based on the Euclidean distance for each pair of Cα coordi-
nates. Two filters are applied to improve robustness to a wide range of backbone
conformational changes.

Consider the Cα coordinates for residue i, (xi, yi, zi). The Euclidean distance
between the Cα atoms of residues i and j in entry a is defined as Dij(a) =√

(xi − xj)2 + (yi − yj)2 + (zi − zj)2. The first filter is applied with a cutoff of F1

to reduce the influence of differences in large distances associated with extensive
conformational changes:

D′
ij(a) =

{
Dij(a), Dij(a) ≤ F1,

F1, Dij(a) > F1.
(7.30)
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For each pair of entries a and b, the absolute difference is then calculated for
each residue pair �ij(a, b) = |D′

ij(a) − D′
ij(b)|. The second filter is then applied with

a cutoff of F2 to restrict the analysis to significant structural differences:

�′
ij(a, b) =

{
0, �ij(a, b) ≤ F2,

1, �ij(a, b) > F2.
(7.31)

Cutoffs F1 and F2 were set to 14.0 and 1.0, respectively. The matrix M is the
dissimilarity matrix, where M(a, b) represents the dissimilarity between entries a
and b with L aligned residues:

M(a, b) =
L∑

i=1

L∑
j=1

�′
ij(a, b). (7.32)

The hierarchical [128] and PAM [175] clustering methods were then implemented
using the dissimilarity matrix M.

PAM is a partitioning algorithm that generalizes K-means clustering to arbitrary
dissimilarity matrices. The two-step algorithm starts with a BUILD step in which k
initial medoids are sequentially selected. In the SWAP step, the objective function
is minimized by iteratively replacing one medoid with another entry. This step is
repeated until convergence.

The silhouette width value [265] is used to select the best clustering result obtained
via the PAM clustering algorithm. Assume that N protein entries have been clus-
tered into k clusters and that an entry a belongs to cluster C of size r. The average
dissimilarity between a and all other entries in cluster C is

c(a) = 1
r − 1

∑
b∈C,b
=a

M(a, b). (7.33)

The average dissimilarity of a to all entries b that belong to another cluster U 
= C
of size t is

g(a, U) = 1
t

∑
b∈U

M(a, b). (7.34)

The dissimilarity between a and the closest cluster that is different from C can be
defined as

v(a) = min
U 
=C

g(a, U). (7.35)

The silhouette width s(a) for entry a and the average silhouette width s̄ for the set
are defined as

s(a) =
{

v(a)−c(a)
max{c(a),v(a)} , r 
= 1 and r 
= N ,

0, r = 1 or r = N ,
(7.36)

s̄ =
N∑

a=1

s(a). (7.37)
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Entries with a silhouette value s(a) close to 1.0 are well clustered, and a higher
silhouette value indicates that the average distance to entries in the same cluster is
smaller than the average distance to the closest neighboring cluster. If the silhouette
value is smaller than 0, the entry is not well clustered. PAM clustering is applied to all
clusters k numbered between 1 and N −1, and the corresponding average silhouette
values s̄ are calculated. The best clustering result corresponds to k∗ number of clusters
k∗ = argmaxks̄(k).

To test its efficacy, this method was applied to each SCOP [203] species level,
and various experimental analyses were performed. The dissimilarity measure of two
protein structures used for clustering was then compared with the root-mean-square
deviation (rmsd) [78], the average distance between the backbones of superim-
posed proteins. Clustering results were presented for D-2-Deoxyribose-5-phosphated
aldolase, Serum transferrin, and Glucose dehydrogenase. The first and second exam-
ples represent two typical cases, with the first having small structural differences and
the second having both a large conformational change and a local structural differ-
ence. The third example illustrates the use of silhouette width as a measure of cluster
quality. A comparative analysis was also made between two hierarchical clustering
results with and without the application of filters. These analyses indicated that the
backbone structure-based distance metric and clustering method were effective and
stable despite the introduction of various structural deviations.

7.7.3 Gene Expression Similarity-Based Measurements

Classical clustering methods have typically focused only on the topological properties
of networks. Chen and Yuan [61] have suggested that incorporation of information
about both biological and topological relationships is essential to the identification of
meaningful modules in biological networks. They formulated a distance metric based
on gene expression profiles and an improved Girvan–Newman clustering algorithm
extended to select the shortest path on the basis of edge weights.

The method was applied to the measurement of protein similarity in a PPI data set
comprised of 265 microarray data sets downloaded from the Saccharomyces Genome
Database (SGD) [142]. The raw scores were transformed into Z-scores to permit the
combination of data from different experiments. The normalized Z-score is found
by changing the expression of a given gene g in a microarray experiment m by the
ratio r, as follows:

Zm
g = (r − µ)

σ
, (7.38)

where µ is the experimental mean, and σ is the standard deviation. The edge weight
is defined as the average of the Z-score differences over all the experiments. For a
given interaction between protein i and protein j, the weight is

Wi,j =
∣∣∣∣∣1n

n∑
m=1

(Zm
i − Zm

j )

∣∣∣∣∣ , (7.39)

where n is the total number of microarray experiments in the data set. This weight
represents the dissimilarity between the expression profiles of two genes.
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The concept of betweenness centrality and its use in a clustering algorithm (the
GN algorithm) was first introduced by Girvan and Newman [122]. This measurement
assumes that inter-cluster edges are more likely than intra-cluster edges to be on a
shortest path. The edges located among clusters in a network can be identified by
computing the shortest paths between all node pairs and calculating the number
of times each edge is traversed. Hierarchical partitioning of the network can be
accomplished by iterative removal of these high-betweenness edges [122].

With the yeast PPI network represented as a weighted graph through the process
described earlier, Chen and Yuan extended the GN algorithm so that the short-
est path was based on edge weights. They also made additional modifications to
the algorithm designed to improve its effectiveness. In the original algorithm, the
betweenness of an edge is simply the cumulative number of shortest paths between
all node pairs passing through a given edge. Noting that this method of calculating
edge betweenness could sometimes lead to unbalanced partitioning, they proposed
a nonredundant computational method for edge betweenness. All shortest paths
counted for a given edge must have distinct end points. The betweenness of an edge
is the maximum number of nonredundant shortest paths between all node pairs
that traverse the edge. This modification maintains the intuitive logic of the original
algorithm while decreasing the likelihood of generating unbalanced partitions. The
maximum bipartite matching algorithm and Floyd–Warshall algorithm were utilized
to compute nonredundant edge betweenness; details of these steps are available
in [61].

Chen and Yuan applied this modified partitioning algorithm, with its integration
of gene expression profiles, to the identification of modules in the yeast PPI network.
Results indicate that the algorithm is a useful tool for studying the modularity and
organization of biological networks. Genes located within the same functional mod-
ules are associated with similar deletion phenotypes. In addition, known protein
complexes are typically fully contained within a single functional module, so that
module identification may facilitate the process of gene annotation.

7.8 SUMMARY

This chapter has provided a review of a series of approaches to clustering based on
topological and/or biological distance. The first category of approaches uses classic
distance measurement methods and their various coefficient formulas to compute the
distance between proteins in PPI networks. The second class of approaches defines
a distance measure based on various network distance factors, including the shortest
path length, combined strength of paths of various lengths, and the average num-
ber of steps taken by a Brownian particle in moving between vertices. Consensus
clustering, the third group of methods, seeks to reduce the noise level in cluster-
ing through deployment of several different distance metrics and base-clustering
methods. Pruning and consensus techniques are also employed to generate more
meaningful clusters. UVCLUSTER exemplifies the fourth category of approach, in
which primary and secondary distances are defined to establish the strength of the
connection between two elements in relationship to all the elements in the analyzed
data set. Similarity learning methods seek to identify effective clusters by incorpo-
rating protein annotation data. Finally, three varieties of similarity-based clustering
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method were presented, all of which draw upon available biological information
regarding protein pairs. These methods recognize that the combination of biological
and topological information will enhance the identification of effective modules in
biological networks. Although each method class has a distinct approach to distance
measurement, they all apply classic clustering techniques to the computed distance
between proteins. (Some of the material in this chapter is reprinted from [200] with
permission of John Wiley & Sons, Inc.)



8

Graph-Theoretic Approaches
to Modularity Analysis

8.1 INTRODUCTION

Modules (or clusters) in protein–protein interaction (PPI) networks can be identified
by applying various clustering algorithms that use graph theory. Each of these meth-
ods converts the process of clustering a PPI dataset into a graph-theoretic analysis of
the corresponding PPI network. Such clustering approaches take into consideration
either the local topology or the global structure of the networks.

The graph-theoretic approaches to modularity analysis can be divided into two
classes. One type of approaches [24,238,272,286] seeks to identify dense subgraphs by
maximizing the density of each subgraph on the basis of local network topology. The
goal of the second group of methods [94,99,138,180,250] is to find the best partition
in a graph. Based on the global structure of a network, the methods in this class
minimize the cost of partitioning or separating the graph. The approaches in these
classes will be discussed in the first two sections of this chapter.

PPI networks are typically large, often having more than 6,000 nodes. In a graph
of such large size, classical graph-theoretic algorithms become inefficient. A graph
reduction-based approach [65], which enhances the efficiency of module detection
in such large and complex interaction networks, will be explored in the third section
of this chapter.

8.2 FINDING DENSE SUBGRAPHS

In this section, we will discuss those graph-theoretic approaches that seek to identify
the densest subgraphs within a graph; specific methods vary in the means used to
assess the density of the subgraphs. Six variations on this theme will be discussed in
the following subsections.

8.2.1 Enumeration of Complete Subgraphs

This approach identifies all fully connected subgraphs (termed cliques) through
complete enumeration [286]. In general, as we have pointed out in Chapter 5, find-
ing all cliques within a graph is a very hard problem. This problem is, however,

130
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Figure 8–1 Example of a complete subgraph with five nodes.

anti-monotonic; that is, if a subset of set A is not a clique, then set A is also not a
clique. Because of this property, dense regions can be quickly identified in sparse
graphs. In fact, to find cliques of size n, one needs only to enumerate those cliques
that are of size n − 1. Assuming the process starts from the least statistically sig-
nificant number, all possible pairs of edges in the nodes will be considered to find
cliques. For example, in the case depicted in Figure 8–1, the starting number will be
4. To examine the edges AB and CD, we should inspect the edges between AC, AD,
BC, and BD. If these edges exist, they are considered fully connected, and a clique
ABCD is thus identified. If, for protein E, the edges EA, EB, EC, and ED exist,
then the clique is expanded to ABCDE. This process eventually generates the list of
maximal cliques that are fully and internally connected.

While this approach is simple, it has several drawbacks. The method relies on the
basic assumption that a module (or a cluster) is formed as a clique fully and internally
connected in a PPI network. Unfortunately, this assumption does not accurately
reflect the real structure of protein complexes or functional modules, which are not
necessarily fully connected. In addition, many interactions may fail to be detected
experimentally and appear as false negative interactions, thus leaving no trace in the
form of edges in a PPI network.

8.2.2 Monte Carlo Optimization

Seeking to address the issues that arise in the enumeration of complete subgraphs,
Spirin and Mirny [286] introduced a new approach which searches for highly con-
nected rather than fully connected sets of nodes. This was conceptualized as an
optimization problem involving the identification of a set of n nodes that maximizes
the object function Q, defined as follows:

Q(P) = 2m
n · (n − 1)

, (8.1)

where m is the number of edges (interactions) among n nodes in subgraph P. In this
formula, the function Q characterizes the density of a cluster [see Equation (5.1) in
Chapter 5]. If the subset is fully connected, Q equals 1; if the subset has no internal
edge, Q equals 0. The goal is to find a subset with n nodes that maximizes the objective
function Q.
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A Monte Carlo approach is used to optimize the procedure. The process starts
with a connected subset S of n nodes. These nodes are randomly selected from the
graph and then updated by adding or deleting selected nodes from S. The remaining
nodes increase the value of Q(S). These steps are repeated until the maximum value
of Q(S) is identified; this yields an n-node subgraph with high density.

Another quality measure used in this approach is the sum of the shortest distances
between selected nodes. A similar Monte Carlo approach is applied to minimize this
value. This process proceeds as follows. At time t = 0, a random set of M nodes
is selected. For each pair of nodes i, j from this set, the shortest path Lij between
i and j in the graph is calculated. The sum of all shortest paths Lij from this set
is denoted by L0. At each time step, one of M nodes is randomly selected and
replaced by another randomly selected from among its neighbors. To assess whether
the original node is to be replaced by this neighbor, the new sum of all shortest
paths, L1, is then calculated. If L1 < L0, the replacement is accepted with prob-
ability 1. If L1 > L0, the replacement is accepted with probability exp−(L1−L0)/T ,
where T is the effective temperature. At every tenth time step, an attempt is made
to replace one of the nodes from the current set with a node that shares no edges
with the current set. This procedure ensures that the process is not caught in an
isolated disconnected subgraph. This process is repeated either until the original
set converges to a complete subgraph or for a predetermined number of steps.
The tightest subgraph, defined as the subgraph corresponding to the smallest L0,
is then recorded. The recorded clusters are merged and redundant clusters are
removed. The use of a Monte Carlo approach allows smaller pieces of the clus-
ter to be separately identified rather focusing exclusively on the whole cluster.
Monte Carlo simulations are therefore well suited to recognizing highly dispersed
cliques.

The experiments conducted by Spirin and Mirny [286] started with the enumer-
ation of all cliques of size 3 and larger in a PPI network with 3,992 nodes and 6,500
edges. In addition, 1,000 random graphs of the same size and degree distribution
were constructed for comparison. Using the approach described above, more than
50 protein clusters of sizes from 4 to 35 were identified. In contrast, the random net-
works contained very few such clusters. This work indicated that real complexes have
more interactions than the tightest complexes found in randomly rewired graphs. In
particular, clusters in a PPI network have more interactions than their counterparts
in random graphs.

8.2.3 Molecular Complex Detection

Molecular complex detection (MCODE), proposed by Bader and Hogue [24], is an
effective approach for detecting densely connected regions in large PPI networks.
This method weights a vertex by local neighborhood density, chooses a few seeds
with a high weight, and isolates the dense regions according to given parameters.
The MCODE algorithm operates in three steps: vertex weighting, complex predic-
tion, and optional postprocessing to filter or add proteins to the resulting complexes
according to certain connectivity criteria.

In the first step, all vertices are weighted based on their local network density
using the highest k-core of the vertex neighborhood. As discussed in Chapter 5, the
k-core of a graph is defined as the maximum subgraph if every vertex has at least k
links [326]. It is obtained by pruning all the vertices with a degree less than k. Thus,
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if a vertex v has degree dv and it has n neighbors with degree less than k, then the
degree of v becomes dv − n. It will also be pruned if k > dv − n.

The core-clustering coefficient of a vertex v is defined as the density of the high-
est k-core of the vertices connected directly to v, together with v itself. Compared
with the traditional clustering coefficient, the core-clustering coefficient amplifies
the weighting of heavily-interconnected graph regions while removing the many
less-connected vertices that are usually part of a PPI network. For each vertex v, the
weight of v is

w = k × d, (8.2)

where d is the density of the highest k-core graph from the set of vertices including all
the vertices directly connected with v and vertex v itself. For example, using the exam-
ple provided in Figure 4–1, the 2-core weight of node A is 2× (2 × 5)/(5 × (5 − 1)) =
1. It should be noted that node D is not included in the 2-core node set because the
degree of node D is 1.

The second step of the algorithm is the prediction of molecular complexes. With
a vertex-weighted graph as input, a complex with the highest-weighted vertex is
selected as the seed. Once a vertex is included, its neighbors are recursively inspected
to determine if they are a part of the complex. The seed is then expanded to a
complex until a threshold is encountered. The algorithm assumes that complexes
cannot overlap (this condition is fully addressed in the next step), so a vertex is
not checked more than once. This process stops when, as governed by the specified
threshold, no additional vertices can be added to the complex. The vertices included
in the complex are marked as having been examined. This process is repeated for the
next-highest unexamined weighted vertex in the network. In this manner, the densest
regions of the network are identified. The vertex weight threshold parameter defines
the density of the resulting complex.

Postprocessing occurs optionally in the third step of this algorithm. Complexes
are filtered out if they do not contain at least one 2-core node. The algorithm may
be run with the “fluff” option, which increases the size of the complex according to
a given fluff parameter between 0.0 and 1.0. For every vertex v in the complex, its
neighbors are added to the complex if they have not yet been examined and if the
neighborhood density (including v) is higher than the given fluff parameter. Vertices
that are added by the fluff parameter are not marked as examined, so the predicted
complexes can overlap with the fluff parameter set.

Evaluated using the Gavin [113] and MIPS [214] data sets, MCODE effectively
located densely connected regions of a molecular interaction network based solely on
connectivity data. Many of these regions correspond to known molecular complexes.

8.2.4 Clique Percolation

Derenyi et al. [87] introduced the novel process of k-clique percolation, along with
the associated concepts of k-clique adjacency and the k-clique chain. Two k-cliques
are adjacent if they share (k − 1) nodes, where k is the number of nodes in the
two cliques. A k-clique chain is a subgraph comprising the union of a sequence of
adjacent k-cliques. A k-clique percolation cluster is thus a maximal k-clique chain.
The k-clique percolation cluster is equivalent to a regular percolation cluster in the
k-clique adjacency graph, where the nodes represent the k-cliques of the original
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graph, and there is an edge between two nodes if the corresponding k-cliques are
adjacent. Using an heuristic approach, Derenyi et al. found that the percolation
transition of k-cliques in random graphs takes place when the probability of two
nodes being connected by an edge reaches the threshold pc(k), where

pc(k) = 1
[(k − 1)N]1/(k−1)

, (8.3)

and N is the total number of nodes in a graph.
The key advantage of the clique percolation method is its ability to identify over-

lapping clusters. A typical PPI network includes overlapping functional modules, so
that a protein can be a member of several different functional modules, performing
a different function in each. Palla et al. [238] tested the clique percolation approach
using the yeast PPI network taken from the core version of the DIP database [271].
They found 82 overlapping modules when k = 4. Through this experiment, they
determined that the cumulative distribution of module size follows a power law with
an exponent of around −1. In addition, they observed that the cumulative distribu-
tion of overlap size, which is the number of nodes shared in two modules, is close to
a power law with a somewhat larger exponent.

8.2.5 Merging by Statistical Significance

Samanta and Liang [272] took a statistical approach to the clustering of proteins.
This approach assumes that two proteins that share a significantly larger number of
common neighbors than would arise randomly will have close functional associations.
This method first ranks the statistical significance of forming shared partnerships for
all protein pairs in an interaction network and then combines the pair of proteins
with the greatest significance. The p-value is used to rank the statistical significance
of the relationship between two proteins. In the next step, the two proteins with
the lowest p-value are combined and are thus considered to be in the same cluster.
This process is repeated until a threshold is reached. The steps of the algorithm are
described in more detail in the following discussion.

The process begins with the computation of p-values [298] for all possible protein
pairs; these are stored in a matrix. The formula for computing the p-value between
two proteins is

P(N , n1, n2, m) =

(
N
m

)(
N − m
n1 − m

)(
N − n1
n2 − m

)
(

N
n1

)(
N
n2

)

=

(
n1
m

)(
N − n1
n2 − m

)
(

N
n2

)

= (N − n1)! (N − n2)! n1! n2!
N! m! (n1 − m)! (n2 − m)! (N − n1 − n2 + m)! , (8.4)
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where N is the number of the proteins in the network, each protein in the pair has
n1 and n2 neighbors, respectively, and m is the number of neighbors shared by both
proteins. This formula is symmetric with respect to the interchange of n1 and n2. It
is a ratio in which the denominator is the total number of ways that two proteins can
have n1 and n2 neighbors. In the numerator, the first term represents the number of
ways in which m common neighbors can be chosen from all N proteins. The second
term represents the number of ways in which n1 − m remaining neighbors can be
selected from the remaining N −m proteins. The last term represents the number of
ways in which n2 − m remaining neighbors can be selected with none matching any
of the n1 neighbors of the first protein.

In the second step, the protein pair with the lowest p-value is designated as the
first group in the cluster. As illustrated in Figure 8–2, the rows and columns for these
two proteins are merged into a single row and column. The probability values for
this new group are the geometric means of the two original probabilities (or the
arithmetic means of the log P values). This process is repeated until a threshold is
reached, adding elements to increase the size of the original cluster. The protein pair
with the second-lowest p-value is selected to generate the next cluster.

A high rate of false positives typically creates significant noise that disrupts the
clustering of protein complexes and functional modules. This method overcomes this
difficulty by using a statistical technique that forms reliable functional associations
between proteins from noisy interaction data. The statistical significance of form-
ing shared partnerships for all protein pairs in the interaction network is ranked.

Merge

(1, 4)

Merge

Figure 8–2 If the element (m,n) has the lowest p-value, a cluster is formed with proteins
m and n. Therefore, rows/columns m and n are then merged with the new p-value of the
merged row/column, using the geometric mean of the separate p-values of the
corresponding elements. (Reprinted from [272] with permission from PNAS.)
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This approach is grounded on the hypothesis that two proteins with a significantly
larger number of common interaction pairs in the measured dataset than would arise
randomly will also have close functional links.

To validate this hypothesis, all possible protein pairs were ranked in the order of
their probabilities. For comparison, the corresponding probabilities were examined
for a random network with the same number of nodes and edges but with different
connections. The connections in the random network were generated from a uniform
distribution. The comparison suggests that the associations in a real data set con-
tain biologically meaningful information. It also indicates that such low-probability
associations did not arise simply from the scale-free nature of the network.

8.2.6 Super-Paramagnetic Clustering

The super-paramagnetic clustering (SPC) method uses an analogy to the physical
properties of an inhomogenous ferromagnetic model to find tightly connected clus-
ters in a large graph [39,117,118,299]. Every node on the graph is assigned a Potts
spin variable Si = 1, 2, . . . , q. The value of this spin variable Si engages in thermal
fluctuations, which are determined by the temperature T and the spin values of the
neighboring nodes. Two nodes connected by an edge are likely to have the same spin
value. Therefore, the spin value of each node tends to align itself with that of the
majority of its neighbors.

The SPC procedure proceeds via the following steps:

(1) A q-state Potts spin variable Si is assigned to each point −→xi .
(2) The nearest neighbors of each point are identified according to a selected

criterion, and the average nearest-neighbor distance a is measured.
(3) The strength of the nearest-neighbor interactions is calculated:

Jij = Jji = 1

K̂
exp

(
−‖−→xi − −→xj ‖2

2a2

)
, (8.5)

where K̂ is the average number of neighbors per site.
(4) An efficient Monte Carlo procedure is applied to calculate the susceptibility χ :

χ = N
T

(〈m2〉 − 〈m〉2), m = (Nmax/N)q − 1
q − 1

, (8.6)

where Nmax = max{N1, N2, . . . , Nq} and Nµ is the number of spins with
value µ.

(5) The range of temperatures that correspond to the super-paramagnetic phase
is identified. The range is bounded by Tfs, the temperature of maximal χ , and
the (higher) temperature Tps where χ diminishes abruptly. Cluster assignment
is performed at Tclus = (Tfs + Tps)/2.

(6) Once the Jij have been determined, the spin–spin correlation function can
be obtained by a Monte Carlo procedure. The spin–spin correlation function
〈δSi ,Sj 〉 for all pairs of neighboring points −→xi and −→xj is measured at T = Tclus.
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(7) Clusters are identified according to a thresholding procedure. If 〈δSi ,Sj 〉 > θ ,
points −→xi and −→xj are defined as “friends.” All mutual friends (including friends
of friends, etc.) are then assigned to the same cluster.

The SPC algorithm is robust in conditions with noise and initialization errors
and has been shown to identify natural and stable clusters with no requirement for
pre-specifying the number of clusters. Additionally, clusters of any shape can be
identified.

8.3 FINDING THE BEST PARTITION

The graph-theoretic clustering approaches in the second category generate clusters
by finding the best partition with which to divide the graph into several subgraphs.
The edges to be used as a partition should be the least important in the graph, thus
minimizing the informational cost of removing the edges. The importance of an edge
is based on the global structure of the graph. Assessing an edge as of lesser importance
does not mean that the interaction between two proteins is trivial. Several techniques
that employ this means of partitioning will be presented in the following subsections.

8.3.1 Recursive Minimum Cut

The recursive minimum cut, termed in [138] the highly connected subgraph (HCS)
detection method, is a graph-theoretic algorithm that separates a graph into several
subgraphs by deleting a series of edges at minimum cost. The resulting subgraphs
satisfy a specified density threshold. Despite its interest in density, this method
differs from approaches discussed earlier, which seek to identify the densest sub-
graphs. Rather, it exploits the inherent connectivity of the graph and cuts the most
unimportant edges as a means for the identification of HCSs.

The definition of some graph-theoretic concepts will be useful at this juncture.
The edge-connectivity k(G) of a graph G is the minimum number k of edges whose
removal results in a disconnected graph. If k(G) = l then G is termed an l-connected
or l-connectivity graph. For example, in Figure 8–3, the graph G is a 2-connectivity
graph because at least two edges must be cut (shown as dashed lines in graph) to pro-
duce a disconnected graph. A HCS is defined as a subgraph whose edge-connectivity
exceeds half the number of vertices. For example, in Figure 8–3, graph G1 is a HCS
because its edge-connectivity k(G) = 3 is more than half of the number of vertices. A
cut in a graph is a set of edges whose removal disconnects the graph. A minimumcut
(abbreviated mincut) is a cut with a minimum number of edges. Thus, a cut S is
a minimum cut of a nontrivial graph G if and only if |S| = k(G). The length of a
path between two vertices consists of the number of edges in the path. The distance
dist(u, v) between vertices u and v in graph G is the minimum length of their connect-
ing path, if such a path exists; otherwise dist(u, v) = ∞. The diameter of a connected
graph G, denoted diam(G), is the longest distance between any two vertices in G.
The degree of vertex v in a graph, denoted d(v), is the number of edges incident to the
vertex.

The HCS algorithm identifies HCSs as clusters. The algorithm is described below,
and Figure 8–3 presents an example of its application. Graph G is first separated into
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G 1

G 2

G 3

G 4

G

Figure 8–3 An example of applying the HCS algorithm to a graph. Minimum cut edges
are depicted as dashed lines. (Adapted from [138] with permission from Elsevier.)

two subgraphs G1 and G2, of which G1 is a HCS, and G2 is not. Subgraph G2 is
separated into subgraphs G3 and G4. This process produces three HCSs G1, G3, and
G4, which are considered to be clusters.

HCS(G(V , E)) algorithm
begin (H, H, C) ← MINCUT (G)

if G is highly connected
then return(G)

else
HCS(H)
HCS(H)
end

The HCS algorithm generates solutions with desirable properties for clustering.
The algorithm has low polynomial complexity and is efficient in practice. Heuristic
improvements made to the initial formulation have allowed this method to gen-
erate useful solutions for problems with thousands of elements in a reasonable
computing time.

8.3.2 Restricted Neighborhood Search Clustering (RNSC)

King et al. [180] proposed a cost-based local search algorithm modeled based on the
tabu search metaheuristic [124]. In the algorithm, a clustering of a graph G = (V , E) is
defined as a partitioning of the node set V . The process begins with an initial random
or user-input clustering and defines a cost function. Nodes are then randomly added
to or removed from clusters to find a partition with minimum cost. The cost function is
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based on the number of invalid connections. An invalid connection incident with v is
a connection that exists between v and a node in a different cluster, or, alternatively,
a connection that does not exist between v and a node u in the same cluster as v.

Consider a node v in a graph G and a clustering C of the graph. Let αv be the
number of invalid connections incident with v. The naive cost function of C is then
defined as:

Cn(G, C) = 1
2

∑
v∈V

αv, (8.7)

where V is the set of nodes in G. For a vertex v in G with a clustering C, let βv be
the size of the following set: v itself, any node connected to v, and any node in the
same cluster as v. This measure reflects the size of the area that v influences in the
clustering. The scaled cost function of C is defined as

Cn(G, C) = |V | − 1
3

∑
v∈V

αv

βv
. (8.8)

For example, in Figure 8–4, if the eight vertices are grouped into two clus-
ters as shown, the naive cost function Cn(G, C) = 2, and the scaled cost function
Cn(G, C) = 20/9.

Both cost functions seek to define a clustering scenario in which the nodes in a
cluster are all connected to one another and there are no other connections between
two clusters. The RNSC approach searches for a low-cost clustering solution by
optimizing an initial state. Starting with an initial clustering defined randomly or by
user input, the method iteratively moves a node from one cluster to another in a
random manner. Since the RNSC is randomized, different runs on the same input
data will generate different clustering results. To achieve high accuracy in predict-
ing true protein complexes, the RNSC output is filtered according to a maximum
p-value selected for functional homogeneity, a minimum density value, and a min-
imum size. Only clusters that satisfy these three criteria are presented as predicted
protein complexes.

C

B

E

A
G

D
H

F

Figure 8–4 An example of the RNSC approach.
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8.3.3 Betweenness Cut

As discussed in Chapters 4 and 6, the betweenness centrality measure finds a node
or an edge that is likely to be located between modules. The betweenness of a node
v is defined as

CB(v) =
∑

s 
=v
=t∈V

ρst(v)

ρst
, (8.9)

where ρst is the number of shortest paths between s and t, and ρst(v) is the number
of shortest paths between s and t that pass through node v. In terms of information
flow, this measure describes how much flow passes through v. In a similar manner,
the betweenness of an edge e can be computed by

CB(e) =
∑

s 
=t∈V , e∈E

ρst(e)
ρst

, (8.10)

where ρst(e) is the number of shortest paths between s and t that pass through edge e.
The betweenness cut algorithm [94,122] iteratively disconnects the edges with the

highest betweenness value and recursively implements the cutting process in each
subgraph. It is important that the betweenness value be recalculated for each iteration
to ensure that the appropriate edge is cut in the context of the current global structure
of the graph. The selection of recursion stopping conditions can be a critical param-
eter for this method. In general, the density or the size of each subgraph is used as a
threshold. If an isolated subgraph created by iterative cutting has a higher density or
a smaller number of nodes than a threshold value, then the algorithm stops the recur-
sive process and outputs the set of nodes in the subgraph as a module. With a low den-
sity or a high threshold, the average size of output modules becomes large. Thus, the
threshold should be carefully set to conform to the expected size of output modules.

Dunn et al. [94] applied this method to yeast and human interaction data sets
derived from high-throughput experiments. For the Uetz dataset [307], 327 clusters
were identified with an average cluster size of 4.1 by removing 27% of the edges
with highest betweenness. For the Gavin dataset [113], 222 clusters were detected
with an average cluster size of 4.9 by removing 50% of the edges. For the human
interaction data set, the algorithm produced 21 clusters with an average size of 15.6 by
removing 14% of the edges. When the clusters were compared to GO terms and their
annotations, a significant correlation was found. There was an inverse relationship
between the size of clusters generated by this method and the average number of
significant annotations. As a critical drawback, the betweenness cut algorithm does
not scale well to large networks.

8.3.4 Markov Clustering

The Markov clustering algorithm (MCL) was designed specifically for application to
simple and weighted graphs [308] and was initially used in the field of computational
graph clustering [309]. The MCL algorithm finds cluster structures in graphs by a
mathematical bootstrapping procedure. The MCL algorithm simulates random walks
within a graph by the alternation of expansion and inflation operations. Expansion
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Figure 8–5 (a) Example of a protein–protein similarity graph for seven proteins (A–F).
Circles represent proteins (nodes) and lines (edges) represent detected BLASTp
similarities with E -values (also shown). (b) Weighted transition matrix for the seven
proteins shown in (a). (c) Associated column stochastic Markov matrix for the seven
proteins shown in (a). (Reprinted from [99] with permission from Oxford University
Press.)

refers to taking the power of a stochastic matrix using the normal matrix product.
Inflation corresponds to taking the Hadamard power of a matrix (taking powers
entrywise), followed by a scaling step, so that the resulting matrix is again stochastic.

Enright et al. [99] employed the MCL algorithm for the assignment of pro-
teins to families. A protein–protein similarity graph is represented as illustrated
in Figure 8–5(a). Nodes in the graph represent proteins that are desirable clustering
candidates, while edges within the graph are weighted according to a sequence sim-
ilarity score obtained from an algorithm such as BLAST [14]. Therefore, the edges
represent the degree of similarity between these proteins.

A Markov matrix, as shown in Figure 8–5(b), is then constructed in which each
entry in the matrix represents a similarity value between two proteins. Diagonal
elements are set arbitrarily to a “neutral” value, and each column is normalized to
produce a column total of 1. This Markov matrix is then provided as input to the
MCL algorithm.

As noted above, the MCL algorithm simulates random walks within a graph
by alternating two operators: expansion and inflation. The structure of the MCL
algorithm is described by the flowchart in Figure 8–6. After parsing and normalization
of the similarity matrix, the algorithm starts by computing the graph of random walks
of an input graph, yielding a stochastic matrix. It then uses iterative rounds of the
expansion operator, which takes the squared power of the matrix, and the inflation
operator, which raises each matrix entry to a given power and then rescales the
matrix to return it to a stochastic state. This process continues until there is no
further change in the matrix. After postprocessing and domain correction, the final
matrix is interpreted as a set of protein clusters.
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Figure 8–6 Flowchart of the TRIBE-MCL algorithm. (Reprinted from [99] with permission
from Oxford University Press.)

As stated in [99], given a matrix M ∈ Rk×k, M ≥ 0 and a real number r > 1, the
column stochastic matrix resulting from inflating each of the columns of M with a
power coefficient r is denoted by �rM, and �r represents the inflation operator with
power coefficient r. Formally the action of �r : Rk×k → Rk×k is defined by

(�rM)pq = (Mpq)r
/ k∑

i=1

(Miq)r . (8.11)

Each column j of a stochastic matrix M corresponds to node j of the stochastic
graph associated with the probability of moving from node j to node i. For values
of r > 1, inflation changes the probabilities associated with the collection of ran-
dom walks departing from one particular node by favoring more probable over less
probable walks.

Expansion and inflation are used iteratively in the MCL algorithm to enhance
the graph where it is strong and to diminish it where it is weak, until equilibrium
is reached. At this point, clusters can be identified according to a threshold. If the
weight between two proteins is less than the threshold, the edge between them can
be deleted. An important advantage of the algorithm is its “bootstrapping” nature,
retrieving cluster structure via the imprint made by this structure on the flow pro-
cess. Additionally, the algorithm is fast and very scalable, and its accuracy is not
compromised by edges between different clusters. The mathematics underlying the
algorithm is indicative of an intrinsic relationship between the process it simulates
and the cluster structure in the input graph.
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Figure 8–7 Transforming a network of proteins to a network of interactions.
(a) Schematic illustration of a graph representation of protein interactions; nodes
correspond to proteins and edges to interactions. (b) Schematic representation
illustrating the transformation of the protein graph connected by interactions to an
interaction graph connected by proteins. Each node represents a binary interaction and
edges represent shared proteins. Note that labels that are not shared correspond to
terminal nodes in (a). In this example, these are A, D, E, and F in edges AB, CD, CE, CF.
(c) Graph illustrating a section of a protein network connected by interactions. (d) Graph
illustrating the increase in structure as an effect of transforming the protein graph in (c)
to an interaction graph. (e) Graph representation of yeast protein interactions in DIP.
(f) Graph representing a pruned version of (e) with the reconstituted interactions after
transformation and clustering. These graphs were produced by using BioLayout.
(Reprinted from [250] with permission of Wiley-Liss, Inc., a subsidiary of John Wiley &
Sons, Inc. Copyright 2003 Wiley-Liss, Inc.)

8.3.5 Line Graph Generation

Pereira-Leal et al. [250] expressed the network of proteins connected by interac-
tions as a network of connected interactions. Figure 8–7(a) exemplifies an original
PPI network graph in which the nodes represent proteins and the edges represent
interactions. Periera-Leal’s method generates from this an associated line graph,
such as that depicted in Figure 8–7(b), in which edges now represent proteins and
nodes represent interactions. This simple procedure is commonly used in graph
theory.

First, the PPI network is transformed into a weighted network, where the weights
attributed to each interaction reflect the degree of confidence attributed to that inter-
action. Confidence levels are determined by the number of experiments as well by
as the number of different experimental methodologies that support the interaction.
Next, the network connected by interactions is expressed as a network of interactions,
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known in graph theory as a line graph. Each interaction is condensed into a node
that includes the two interacting proteins. These nodes are then linked by shared
protein content. The scores for the original constituent interactions are then aver-
aged and assigned to each edge. Finally, an algorithm for clustering by graph flow
simulation, TRIBE-MCL [99], is used to cluster the interaction network and then
to reconvert the identified clusters from an interaction–interaction graph back to a
protein-protein graph for subsequent validation and analysis.

This technique focuses on the structure of the graph itself and what it represents. It
has been included here among the graph-based minimum cutting approaches because
it employs the MCL method for clustering. This approach has a number of attractive
features. It does not sacrifice informational content, because the original bidirec-
tional network can be recovered at the end of the process. Furthermore, it takes into
account the higher-order local neighborhood of interactions. In addition, the graph
it generates is more highly structured than the original graph. Finally, it produces
an overlapping graph partitioning of the interaction network, implying that proteins
may be present in multiple functional modules. Many other clustering approaches
cannot place elements in multiple clusters. This represents a significant inability on
the part of those approaches to represent the complexity of biological systems, where
proteins may participate in multiple cellular processes and pathways.

8.4 GRAPH REDUCTION-BASED APPROACH

To apply the graph-theoretic clustering algorithms to large, complex networks, Cho
et al. [65] devised a graph reduction technique. The graph reduction-based approach
efficiently identifies modules in such graphs in a hierarchical manner. This approach
uses a weighted graph as an input. The weight assigned to each edge in a PPI network
can be calculated as a preprocess by using the sequence similarity, structural simi-
larity or expression correlation between interacting proteins as biological distance,
following the methods described in Chapter 7. As another measure for the weights
of interactions, GO data can be integrated, using the methods to be discussed in
Chapter 11. The flowchart of the algorithm is illustrated in Figure 8–8. The details
of the algorithm will be discussed in the following two subsections, and performance
evaluation results will be offered in the ensuing three subsections. (Most material in
this section are from [65]. Reprinted with permission from IEEE.)

8.4.1 Graph Reduction

Graph reduction is the process of simplifying a complex network through removal
of nodes without losing the general pattern of connectivity inherent to the network.
As illustrated in Figure 8–8, there are two steps to this process of informative node
selection and graph reconstruction.

Informative nodes can be selected using any centrality metric for a weighted
graph, such as selecting those nodes vi which have highest values of weighted degree
dwt

i or weighted clustering coefficient cwt
i [30].

dwt
i =

∑
vj∈N(vi)

wij , (8.12)



8.4 Graph Reduction-Based Approach 145

Informati ve node selection  

Weighted network 

Graph re building  

Graph partitioning

Node aggregation  

Hierarchical mod ules 

Iteration  

Figure 8–8 Flowchart of the graph reduction-based approach to hierarchical module
detection.

where wij is the weight of the edge 〈vi, vj〉, and

cwt
i = 1

dwt
i (di − 1)

∑
vj ,vh∈N(vi),
〈vj ,vh〉∈E

(wij + wih)

2
, (8.13)

where di is the (unweighted) degree of vi. The number of the informative nodes
selected is a user-dependent parameter in this algorithm.

In a weighted graph, path strength and maximum path strength can be defined.
The path strength is the product of the weights of all edges on p:

S(p) =
l∏

i=1

w(i−1)i, (8.14)

where the path p = 〈v0, v1, . . . , vl〉, and w(i−1)i is the weight of the edge 〈v(i−1), vi〉
in the range of 0 ≤ w(i−1)i ≤ 1. The maximum path strength Smax(〈v0, . . . , vl〉) is the
highest value of the path strengths of all paths from v0 to vl . It can represent the
probability that vi and vj are included in the same cluster.

A graph is rebuilt with the selected informative nodes using the k-hop graph
rebuilding rule. This states that two informative nodes vi and vj will be connected if
there is a path between vi and vj within length k in the original graph and there are no
informative nodes in the middle of the path. The weight wij of an edge between vi and
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Figure 8–9 An example of graph reduction with an unweighted network where k = 2 in
k-hop graph rebuilding.

vj in the reduced graph can be assigned according to the maximum path strength in
the original graph. A simple example of graph reduction with an unweighted graph is
illustrated in Figure 8–9. Here, the five nodes colored black in the original scale-free
network are selected as informative nodes. The reduced graph is composed of the
five informative nodes and is rebuilt with new edges that are created with k = 2 in
the k-hop graph rebuilding rule.

8.4.2 Hierarchical Modularization

As already observed in Chapter 4, PPI networks follow a scale-free and hierarchical
network model. In this model, functional modules in a PPI network are hierarchically
organized, with a few high-degree nodes and many low-degree nodes. To detect
hierarchical modules, this algorithm takes the initialization of a reduced graph as an
input and proceeds in a top-down manner. The process consists of graph-partitioning
and node-aggregation phases performed iteratively, as illustrated in Figure 8–8.

In the first phase, the reduced graph is optimally partitioned to create prelimi-
nary modules, which are the large modules at the highest hierarchical level. A cut
is a partition that divides a graph into two subgraphs. As with a weighted graph, we
define a cut weight as the sum of the weights of interconnecting edges between two
subgraphs. A minimum cut is then the cut with the smallest cut weight. In general,
the recursive partitioning of a scale-free network by the minimum cut results in the
iterative clipping of peripheral nodes or small outlying branches. Its repeated appli-
cation eventually identifies only small sets of densely-connected nodes, in the same
manner as most bottom-up clustering approaches. Therefore, a cut ratio is defined to
effectively divide a graph into two subgraphs for this algorithm. The cut ratio Rc(G)

for dividing a graph G(V , E) into two subgraphs G′(V ′, E′) and G′′(V ′′, E′′) is defined
as the cut weight wc over the size of smaller subgraph:

Rc(G) = wc

min(|V ′|, |V ′′|) , (8.15)
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where wc = ∑
wij for vi ∈ V ′, vj ∈ V ′′, and 〈vi, vj〉 ∈ E. To detect the optimal

partition of G, this algorithm finds the smallest Rc(G). This optimized minimum cut
is recursively performed until the subgraph is smaller than a minimum size threshold,
or the weighted density of the subgraph exceeds a maximum density threshold.

The second phase involves the aggregation of noninformative nodes into one of
the preliminary modules generated by the previous step. The aggregation of each
noninformative node is based on the path strength from it to the members of pre-
liminary modules. The path with the highest maximum path strength between a
noninformative node vn and the node vi in a preliminary module is identified, and
vn is then aggregated into the module that includes vi. The number of nodes to be
aggregated depends on the minimum threshold that has been set by the user for the
maximum path strength.

These graph-partitioning and node-aggregation phases are iterated to build a
hierarchy of modules. When the minimum threshold of the maximum path strength
is 0, all noninformative nodes are aggregated simultaneously after partitioning the
reduced graph, creating the top-level modules in a hierarchy. To produce the second-
level modules in the hierarchy, the algorithm aggregates only those noninformative
proteins with a maximum path strength exceeding the threshold, partitions the aggre-
gated graphs, and finally aggregates all the other noninformative proteins. In a
similar manner, any desired level of hierarchical module can be generated dynami-
cally through the selection of an appropriate maximum path strength threshold for
each iterative step.

8.4.3 Time Complexity

The main strength of the graph reduction-based approach is its efficiency. The
total time complexity of this algorithm is dependent on the intensity of the graph
partitioning step. A minimum cut algorithm recently suggested for partitioning a
graph G(V , E) [292] runs in time O(|V ||E| + |V |2 log |V |). While this determinis-
tic algorithm offers improvements in speed and simplicity of execution over other
graph-partitioning algorithms, the size and complexity of the graph remain crucial
to overall performance.

Cho et al. [65] analyzed the running time of both the graph reduction-based
method and the general minimum cut algorithm without graph reduction and tested
on graphs of several different sizes. Nodes were randomly chosen for each graph.
The algorithms, coded in Java, were executed on a Sun Ultra 80 workstation with a
450 MHz CPU and 4GB main memory. Table 8.1 indicates that the graph reduction-
based algorithm is significantly faster than the alternative. Of particular note is its
scalability on very large networks as inputs. Since it reduces the original network to
a small and simple graph and aggregates a small number of nodes in each step, the
graph reduction-based algorithm has to partition only small graphs.

8.4.4 k Effects on Graph Reduction

The value of parameter k in the k-hop graph rebuilding process is a critical factor
in the performance of this algorithm. The value k determines the randomness of
degree and the modularity of the reduced network. To measure the impact of k,



148 Graph-Theoretic Approaches to Modularity Analysis

Table 8.1 Comparison of the running time of the graph reduction-based
approach and the general minimum cut algorithm without graph reduction

Number of
nodes

Graph reduction-based approach (sec) General min-cut
(sec)

Graph
reduction

Graph
partitioning

Node
accumulation

Total

129 0.0 0.3 0.0 0.3 0.7
513 0.0 0.9 0.6 1.5 185.2
926 0.0 1.3 1.2 2.5 2152.0

1428 0.0 1.8 3.1 4.9 16614.4
1867 0.0 2.9 5.4 8.3 56118.9
2463 0.0 3.7 8.7 12.4 —
2983 0.1 4.6 13.7 18.4 —
3607 0.2 11.1 21.6 32.9 —
4183 0.2 12.6 31.1 43.9 —
4770 0.3 12.1 42.3 54.7 —

Cho et al. [65] selected 2% of the nodes from the full set of protein interaction data
and implemented the algorithm with the graphs rebuilt by k = 1, 2, and 3. They
used the Pearson correlation of gene expression profiles for each interacting protein
pair to create a weighted interaction network as an input. The Pearson correlation
coefficient r between the expression values of two proteins x and y is:

r = �n
i=1(xi − x̄)(yi − ȳ)√

�n
i=1(xi − x̄)2

√
�n

i=1(yi − ȳ)2
, (8.16)

where n is the number of time points for the expressional profiles. The absolute value
of r becomes the weight for the edge between x and y.

First, the degree distributions of the three reduced graphs were investigated. Dur-
ing the graph reduction process, a large portion of the peripheral nodes in a scale-free
network are deleted, and the number of highly connected nodes is decreased by the
removal of peripheral nodes. Therefore, the degrees of nodes in the reduced graph
become randomly distributed. The typical patterns of the degree distributions are
described in Figure 8–10. When k = 2, the degree distribution was properly random-
ized. However, it was under-randomized with k = 1 and over-randomized with k = 3.

Next, the modularity of the three reduced graphs was examined. Table 8.2 shows
the weighted density D(G) for each graph G, where the weighted density of a graph
is calculated by the ratio of the sum of all edge weights to the number of all possible
edges in the graph, and the modularity of a set of modules in a graph is defined as the
average weighted density of modules over the weighted density of the graph. Intu-
itively, a larger k will result in a denser graph. At the end of the process, given a suffi-
ciently large value of k, the graph becomes a clique that is fully connected. The ideal
k-value should maximize the modularity of the graph. To generate modules, the opti-
mized minimum cut was employed, using 10 as the minimum size threshold and 0.3
as the maximum density threshold. The average weighted density of all modules and
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Table 8.2 Comparison of modularity and average p-score of the reduced graphs
where k = 1, 2, and 3

k Weighted
density (Dw)

Average weighted
density of modules (D′

w)
Modularity
(D′

w/Dw)
Average
p-score

1 0.034 0.217 6.30 8.34
2 0.060 0.379 6.35 9.35
3 0.074 0.317 4.27 7.19

P( d )

k = 1

k = 2

k = 3

Degree, d

Figure 8–10 Typical patterns of degree distributions P(d) of a graph reduced by different
values of k. The degree distribution is well-randomized where k = 2.

the modularity of each reduced graph are listed in Table 8.2. The results show that the
graph built by k = 2 is more modular than the graphs generated by other values of k.

Statistical p-values defined in Equation (5.20) were used to validate the perfor-
mance. Equation (5.20) is understood as the probability that at least k nodes in a
module with size n are included in a particular category with size |X |. Low p-value
indicates that the module closely corresponds to the category because the network
has a rare chance to produce the module. After computing p-value between a module
and each functional category on the top level in hierarchy, one major function with
the lowest p-value was assigned to the module. p-score is defined for a module as the
negative of log(P) when P is calculated with the assigned function by Formula 5.20.
The average p-score of all modules was computed.

8.4.5 Hierarchical Structure of Modules

To identify hierarchical modules, the algorithm started with the informative nodes
of the upper 2% of nodes in the weighted degree and aggregated the next 10%, 20%,
and 30% of nodes in the weighted degree for each step. The remaining 38%, which are
mainly peripheral nodes, were added to the modules at the end. Through this means,
modules were generated on four different levels, resulting in a hierarchical structure.

To validate that this algorithm successfully identifies real hierarchical modules
within the protein interaction data, the output results were compared to the hier-
archical categories of functions [267] from the MIPS database [214]. The statistical
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Table 8.3 Statistical results for the identified modules on each level
in the hierarchy

Level in
hierarchy

Number of
modules

Average size of
modules

Average
p-score

Average of Top
20 p-scores

1 (Top) 8 553.8 11.89 11.89
2 48 95.7 7.26 12.36
3 137 34.3 5.66 13.46
4 (Bottom) 236 20.1 4.73 13.62

results are provided in Table 8.3. The average value of the p-scores decreases as the
algorithm moves down the hierarchical structure. In general, smaller modules are
correlated with lower average p-scores, since, at these levels, the algorithm is less
likely to correctly identify the modules that correspond to the reference sets. How-
ever, the average p-score of the twenty most accurate modules gradually increases
while the module size decreases. This result indicates that the algorithm successfully
identifies some accurate sub-modules from a super-module. This approach explic-
itly builds a hierarchical structure by identifying the modules that correspond to
hierarchical functions.

8.5 SUMMARY

This chapter has introduced a series of graph-theoretic approaches for module detec-
tion (clustering) in PPI networks. These approaches fall into three general groups.
The first two groups can be more broadly categorized as graph-theoretic approaches
to modularity analysis. Under this umbrella, several methods seek to identify dense
subgraphs by maximizing the density of the subgraphs. The complete subgraph enu-
meration method partitions the graph optimally so as to identify fully connected
subgraphs within the network. Monte Carlo optimization can enhance efficiency by
developing a density function for finding highly connected rather than fully con-
nected subgraphs. The MCODE algorithm assigns each vertex a weight to represent
its density in the entire graph and uses the vertex with the highest weight as the seed
to generate a dense subgraph. The clique percolation method combines two cliques
if there are significant connections between them. Statistical merging combines pairs
of proteins with the lowest p-values, indicating that those proteins have a strong
relationship. Finally, the SPC technique assigns each node a Potts spin value and
computes the spin–spin correlation function. If the correlation between two spins
exceeds a threshold, the two proteins are assigned to the same cluster. In general,
all approaches in this group use local connectivity to find a dense subgraph within a
PPI network.

The second category of graph-theoretic approaches to modularity analysis
includes various methods to identify the best partition by minimizing the cost of
partitioning or separating a graph. The recursive minimum cut algorithm repeatedly
performs a minimum cut until all subgraphs are highly connected. The RNSC algo-
rithm efficiently searches the space of partitions of all nodes and assigns each a cost
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function related to cutting the edges in the graph. Identification of the lowest-cost
partitions becomes synonymous with finding those clusters with minimum cutting.
The betweenness cut method iteratively finds the most central edge located between
modules and removes these edges until the graph is separated. This iteration is then
recursively applied to each subgraph. The MCL algorithm uses iterative rounds of
expansion and inflation to promote flow through the graph where it is strong and
to remove flow where it is weak. Clusters are then generated via minimum cutting.
The line graph generation approach transforms the network of proteins connected
by interactions into a network of connected interactions and then uses the MCL
algorithm to cluster the interaction network. The approaches in this group consider
the global topology of a PPI network.

Graph reduction takes a slightly different approach to the generation of a modular
hierarchy. It converts a large, complex network into a small, simple graph and applies
the optimized minimum cut to identify hierarchical modules. Experimental results
have demonstrated that this approach outperforms classical graph-theoretic methods
from the standpoint of efficiency.
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Flow-Based Analysis of Protein Interaction
Networks

9.1 INTRODUCTION

The previous three chapters have discussed in detail the analysis of protein–protein
interaction (PPI) networks on the basis of their biological and topological features.
As we have noted, these networks are characterized by complex connectivity and
elusive interactions, which often compromise the effectiveness of the approaches
presented so far. In this chapter, we will examine flow-based approaches, another
avenue for the analysis of PPI networks. These methods permit information from
other sources to be integrated with PPI data to enhance the effectiveness of algo-
rithms for protein function prediction and functional module detection. Flow-based
approaches offer a novel strategy for assessing the degree of biological and topo-
logical influence of each protein over other proteins in a PPI network. Through
simulation of biological or functional flows within these complex networks, these
methods seek to model and predict network behavior under the influence of various
realistic external stimuli.

This chapter will discuss several flow-based methods for the prediction of protein
function. The first section will address the concept of functional flow introduced by
Nabieva et al. [221] and the FunctionalFlow algorithm based on this model. In this
approach, each protein with a known functional annotation is treated as a source
of functional flow, which is then propagated to unannotated nodes, using the edges
in the interaction graph as a conduit. This process is based on simple local rules. A
distance effect is formulated that considers the impact of each annotated protein on
any other protein, with the effect diminishing as the distance between the proteins
increases. In addition, since each edge is defined to have a limited flow capacity and
multiple paths between two proteins may result in increased flow between them,
network connectivity is exploited. The method obtains a functional score for each
protein by simulating the spread of this functional flow through a fixed number of
time steps [221]. The number of steps is limited to ensure that flow from a source is
restricted to its local neighborhood.

The second section of this chapter will offer a description of CASCADE, a
dynamic flow simulation for modularity analysis. The reliability of the predictive
results obtained by flow-based methods depends on the deployment of effective

152
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simulation methods to capture the stochastic behavior of the system. The CAS-
CADE model aggregates information about protein function and applies a weighting
strategy to the PPI network. Information flow is simulated starting from each infor-
mative protein through the entire weighted interaction network. CASCADE models
the PPI network as a dynamic signal transduction system, with each protein acting
as a perturbation of the system. The signal transduction behavior of each perturba-
tion should also reflect the topological properties of the network. The overall signal
transduction behavior function between any two proteins is formulated to evaluate
the biological and topological perturbation caused by a protein on other proteins in
the network.

Because a molecule generally performs different biological processes or functions
in different environments, real functional modules are typically overlapping. The
flow-based approaches can be used to identify overlapping functional modules in a
PPI network, while most of the graph clustering approaches previously discussed
generate disjoint modules with mutually exclusive sets of proteins. The third section
of this chapter will examine a novel functional flow model, which takes a weighted
interaction network as input, using a set of pre-selected informative proteins that
act as the centroids of the modules. Flow is simulated along paths starting from each
informative protein until the influence of flow on a given node falls below a minimum
threshold and becomes trivial. The simulation of flow from each informative protein
terminates when the flow in the network has been exhausted. A preliminary module
is then constituted with the set of proteins under the given influence. Simulating the
flow from all informative proteins generates a set of preliminary modules, which may
overlap.

9.2 PROTEIN FUNCTION PREDICTION USING THE
FUNCTIONALFLOW ALGORITHM

Several researchers have developed flow-based approaches to the prediction of pro-
tein function. Using the Saccharomyces cerevisiae PPI network, Schwikowski et al.
[274] developed the Majority method to predict the function of a protein by consider-
ing the interactionsof its neighbors andadopting the threemost frequentannotations.
Neighborhood, an extension of Majority that was developed by Hishigaki et al. [143],
searches all proteins within a particular radius to identify over-represented functional
annotations. Karaoz et al. [171] used gene expression data to weight the edges in the
S. cerevisiae PPI network and based protein function prediction on the network’s
topological structure.

The FunctionalFlow algorithm introduced by Nabieva et al. [221] was based on
the principle of “guilt by association.” Each protein with a known functional anno-
tation became the source of functional flow for that function. This functional flow
was propagated through the surrounding neighborhood, and a weight, or functional
score, was then calculated for each protein in the neighborhood. This score repre-
sents the amount of functional flow received by the protein for a given function. As
noted above, a distance effect was also incorporated to take into account the distance
between an annotated protein and other unannotated proteins. The simulation of
functional flow generated a score for each function. Each unannotated protein was
then associated with its highest-scoring function.
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For each function, Nabieva’s group simulated the spread of functional flow by an
iterative algorithm using discrete time steps. Each node (or protein) was associated
with a reservoir representing the amount of flow it can transmit to its neighbors in the
next iteration. Each edge was similarly tagged with a capacity constraint indicating
the amount of flow it can convey during a single iteration. The capacity of an edge is
its weight. Reservoirs were updated through a series of iterations governed by local
rules. The flow residing in the reservoir of a node was rolled over to its neighbors in
proportion to the capacity constraint of the corresponding edges. This flow spreads
only “downhill” from proteins with fuller reservoirs to nodes with emptier reservoirs.
Each source protein can absorb an infinite amount of flow during each iteration.

At the conclusion of all iterations, each protein had a functional score indicating
the amount of flow that entered its reservoir. The amount of flow received by each
node from each source is inversely proportionate to the distance from the node to the
source. Thus, the 1-level (immediate) neighbor of a source receives d iterations of
flow, while its 2-level neighbor (two links away from source) receives d−1 iterations
of flow. The number of iterations determines the maximum shortest path between a
source node and a recipient node. In [221], d is set at 6, which is half the diameter of
the PPI network of S. cerevisiae.

More specifically, Ra
t (u) represents the amount of flow in the reservoir for function

a that node u had at time t. At time 0, only function a at annotated nodes:

Ra
0(u) =

{
∞, if u is annotated with a,

0, otherwise.

At each subsequent time step, the method [221] recomputed the reservoir of each
protein by considering the amounts of flow that has entered and exited the node:

Ra
t (u) = Ra

t−1(u) +
∑

v:(u,v)∈E

(ga
t (v, u) − ga

t (u, v)),

where ga
t (u, v) and ga

t (v, u) represent the flow of function a at time t from protein u to
protein v and from protein v to protein u, respectively. The capacity constraints are

ga
t (u, v) =

⎧⎨
⎩

0, if Ra
t−1(u) < Ra

t−1(v),

min
(
ωu,v, ωu,v∑

(u,y)∈E ωu,y

)
, otherwise,

where ωx,y denotes the weight of the edge between nodes x and y. The total amount
of flow that entered node u will be

fa(u) =
d∑

t=1

∑
v:(u,v)∈E

ga
t (v, u).

After d iterations, for each node u will have a functional score for each function. The
function for which the highest score was obtained will be treated as the predicted
function for each node.

Figure 9–1 illustrates the performance of the Majority [274], Neighborhood [143],
GenMultiCut [171] and FunctionalFlow [221] on the PPI network of S. cerevisiae,
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Figure 9–1 ROC analysis of the Majority, Neighborhood, GenMultiCut, and
FunctionalFlow algorithms as applied to the S. cerevisiae PPI network. (Reprinted from
[221] with permission of Oxford University Press.)

using a two-fold cross-validation. The figure uses a variant of receiver operating char-
acteristic (ROC) curves to plot the number of true positives (TPs) as a function of the
false positives (FPs) predicted by each method. It is clear that the FunctionalFlow
algorithm identifies more TPs than the other three methods over the entire range of
FPs. In addition, the FunctionalFlow algorithm outperforms Majority when there are
at least three proteins with the same function that do not directly interact. Therefore,
FunctionalFlow offers improved performance when considering proteins that inter-
act with few annotated proteins. The Neighborhood and FunctionalFlow algorithms
perform similarly in the high-confidence region using a radius 1 or 2; these results
correspond to a low FP rate and appear in the left side of the ROC curve. However,
the Neighborhood method generates its best results in all regions using a radius of
1, which indicates that its omission of topology is not optimal. In an assessment of
the performance of all methods clearing a smaller fraction of the annotated proteins,
GenMultiCut has a slight advantage over FunctionalFlow in the very low-confidence
region when using 10-fold cross-validation; all other observations are qualitatively
the same as for two-fold cross-validation [221].

These results indicate that FunctionalFlow can reliably predict protein function
from an examination of PPI networks by integrating information regarding indirect
network interactions, network topology, and network distance. While these experi-
ments were confined to the prediction of protein behavior in S. cerevisiae, the method
is likely to be especially useful when analyzing less characterized proteomes [221].

9.3 CASCADE: A DYNAMIC FLOW SIMULATION FOR
MODULARITY ANALYSIS

In [148,149], a statistical simulation model, termed CASCADE, was developed to
represent a PPI network as a dynamic signal transduction system. The role played by
the signal flow from each protein within the PPI network was treated as a perturbation
of signal transduction. The signal transduction behavior of each perturbation reflects



156 Flow-Based Analysis of Protein Interaction Networks

the topological properties of the network. An overall signal transduction behav-
ior function between any two proteins was formulated to evaluate the biological
and topological perturbation caused by a protein on other proteins in the network.
CASCADE provides a novel clustering methodology for PPI networks in which the
biological and topological influence of each protein on other proteins is modeled via
a concept termed the occurrence probability. This represents the probability distri-
bution that the series of interactions necessary to link a pair of distant proteins in the
network will occur within a time constant (Most materials in this section are from
[148,149].)

9.3.1 Occurrence Probability and Related Models

Occurrence Probability Model. In [148], the Erlang distribution was identified as
a parsimonious model for describing PPI networks and other biological interac-
tions [148,165]. Erlang distribution models have been used in pharmacodynamics
to model signal transduction and transfer delays in a variety of systems, including
the production of drug-induced mRNA and protein dynamics [260] and calcium
ion-mediated signaling in neutrophils [133]. In pharmacodynamics, the Erlang dis-
tribution has been used to effectively describe the dynamics of signal transduction in
systems involving a series of compartments. In a biological network, compartments
can be any molecular species, such as a protein, a protein complex, or a compound. In
these cases, in response to a unit impulse at time t = 0, the signal transduction from
the compartmental model in Figure 9–2 is equivalent to an Erlang distribution. The
application of the Erlang distribution to PPI networks was motivated by several key
physicochemical considerations. Sequentially ordered cascades of protein–protein
and other biological interactions are frequently observed in biological signal trans-
duction processes. In queuing theory, the distribution of time needed to complete a
sequence of tasks in a system with Poisson input is described by the Erlang distribu-
tion. Because biological signal transduction can be modeled as a sequence of PPIs,
these queuing results can appropriately be applied to the modeling of PPI networks.
The Erlang distribution is a special case of the Gamma distribution, and the latter
has been shown to describe population abundances fluctuating around equilibrium
[86]; this finding is relevant because perturbations to PPI networks will likewise cause
alterations in the levels of bound and unbound protein complexes.

The occurrence probability of a sequence of pairwise interactions in the network
was modeled using the Erlang distribution and queueing theory, as follows:

F(c) = 1 − e− x
b

c−1∑
k=0

( x
b )k

k! , (9.1)

b b b bBol us 
inp ut

Erlang 
o utp ut

Node 
1

Node 
2

Node 
c

Figure 9–2 An occurrence probability model with an Erlang distribution bolus response.
The parameter b is the time constant for signal transfer, and c is the number of
compartments.
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where c > 0 is the number of edges (the path length) between source and target
node, b > 0 is the scale parameter, and x ≥ 0 is an independent variable, usually
time. The occurrence probability was applied with x/b = 1. The scale parameter
b represents the characteristic time required for the occurrence of an interaction
between members of a protein pair. Thus, setting the value of x/b to unity assesses
the probability that a series of interactions between a source protein and a target
protein will occur within this characteristic time scale.

The occurrence probability function is further weighted to reflect network topol-
ogy. The occurrence probability propagated by the source node is assumed to be
proportional to its degree and to follow all possible paths to the target node identified
using the Quasi All Paths (QAPs) algorithm.

Quasi All Paths Enumeration Algorithm. From a biological perspective, propagat-
ing the interaction signal through all possible paths between paired proteins could
be considered a comprehensive approach for evaluating PPI networks. The QAPs
enumeration algorithm in CASCADE approximates all possible paths between the
node pairs in a network and can be solved in polynomial time. The QAP enumer-
ation algorithm, described in Procedure 9.1, consists of iterative identification of
the shortest paths between a node pair. The edges located on the previously identi-
fied shortest paths are removed, and the QAP procedure is repeated until the node
pair is disconnected. When there is more than one shortest path between a pair of
nodes in a network, QAP selects the least-resistant path based on

∏
i∈P(v,w) d(i) in

Equation (9.2).
The occurrence probability function decreases rapidly with an increasing num-

ber of edges between the source and target nodes. Its values at c = 3 and c = 4 are
∼13% and ∼3% of its value at c = 1, respectively. This suggests that it would be suf-
ficient to compute the occurrence probability based on a maximum of the first four
length terms. However, this produces only minor savings in computational effort,
and a full implementation of the Erlang distribution provides the stronger correc-
tions for the degree of the downstream nodes required by the topology-weighted
probability term.

Topology-Weighted Occurrence Probability Model. As the signal propagates along
the path from the source to the target node, the occurrence probability is assumed to
dissipate at each intermediate node visited at a rate proportional to the reciprocal of
the degree on the path. The overall topology-weighted occurrence probability from
node v to node w is defined as

S(v → w) =
∑

ρ∈QAP(v,w)

d(v)∏
i∈ρ d(i)

F(c). (9.2)

In Equation (9.2), d(i) is the degree of node i, QAP(v, w) is the set of paths
identified by QAP between source node v and target node w, ρ is the set of the
all nodes visited on a path in the QAP(v, w) from node v to node w, excluding the
source node v but including target destination node w, and F(c) is the occurrence
probability function [Equation (9.1)].
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9.3.2 The CASCADE Algorithm

The CASCADE algorithm involves four sequential processes:

Process 1: Compute the topology-weighted occurrence probability between
all node pairs.

Process 2: Select cluster representatives for each node.
Process 3: Form preliminary clusters.
Process 4: Merge preliminary clusters.

The pseudocode for the CASCADE algorithm, which employs the influence
quantification function of Equation (9.2), is shown in Algorithm 9.1.

Algorithm 9.1 CASCADE(G)
1: V : set of nodes in graph G
2: F(c): The occurrence probability function
3: S(v → w): The occurrence probability arrived from source protein v to target protein w
4: QAP(v, w): list of paths between protein v and w identified by QAP algorithm
5: Clusters: the list of final clusters
6: PreClusters: the list of preliminary clusters
7: for each node pair(v, w) v, w ∈ V , v 
= w do
8: QAP(v, w)=QAP(G,v, w)
9: S(v → w) = ∑

ρ∈QAP(v,w)
d(v)∏
i∈ρ d(i)F(c)

10: end for
11: for each node v ∈ V do
12: v.representative ⇐ select the best scored node w for node v
13: if cluster_w == null then
14: Make cluster_w
15: cluster_w.add(v)

16: PreClusters.add(cluster_w)

17: else
18: cluster_w.add(v)

19: end if
20: end for
21: Clusters ⇐ Merge(PreClusters)

Process 1 propagates the topology-weighted occurrence probability from each
source node through the QAPs algorithm, described in Procedure 9.1, and accumu-
lates the resulting probabilities associated with each target node for all node pairs
according to Equation (9.2). The implementation of Process 1 is shown on lines 7
through 10 of the CASCADE algorithm in Algorithm 9.1. This computation is per-
formed for all node pairs. Then, for each source node, the target nodes with the
highest occurrence probability quantity are selected as its representative to the clus-
ter in Process 2. Preliminary clusters are generated in Process 3 by accumulating
each node toward its representative. Lines 11 through 20 in Algorithm 9.1 reflect the
implementation of Processes 2 and 3. Process 4, summarized in the Merge process
in Procedure 9.2, iteratively merges preliminary cluster pairs that have significant
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Procedure 9.1 QAP(G, s, t)
1: G: a graph
2: s: source node
3: t: target node
4: shortest_path(s, t): a shortest path between a node pair s and t in graph G
5: edge_list: list of edges
6: QAPs: list of paths
7: while node s and node t is connected do
8: Find shortest_path(s, t)
9: Add shortest_path(s, t) to QAPs

10: Add all edges on shortest_path(s, t) to edge_list
11: Remove all edges on shortest_path(s, t) from graph G
12: end while
13: Restore all edges in edge_list into graph G
14: return QAPs

Procedure 9.2 Merge(Clusters)
1: Clusters: the cluster list
2: MaxPair: the cluster pair(m, n) with max interconnections among all pairs
3: Max.value: interconnections between cluster pair m and n
4: MaxPair ⇐ findMaxPair(Clusters,null)
5: while Max.value ≥ threshold do
6: NewCluster ⇐ merge MaxPair m and n
7: Replace cluster m with NewCluster
8: Remove cluster n
9: MaxPair ⇐ findMaxPair(Clusters,NewCluster)

10: end while
11: return Clusters

interconnections and overlaps. The findMaxPair method finds the most highly inter-
connected pair. The Merge process then merges the pair, updates the cluster list,
and repeats until the interconnections and overlaps of all cluster pairs satisfy the
predefined threshold.

In the final Merge process described in Procedure 9.2, CASCADE takes intercon-
nectivity among detected preliminary clusters into consideration to identify clusters
that are more topologically refined. As illustrated in Figure 9–3, CASCADE counts
the edges interconnecting members of a preliminary cluster pair. Interconnecting
edges between two clusters as illustrated in Figure 9–3 include not only the edges
between mutually exclusive nodes but also edges among overlapping and mutu-
ally exclusive nodes. The relationship of interconnectivity between clusters to the
similarity of two clusters Ci and Cj is defined as

Similarity(Ci, Cj) = interconnectivity(Ci, Cj)

minsize(Ci, Cj)
(9.3)



160 Flow-Based Analysis of Protein Interaction Networks

(a)

i

Ci Cj Ci CiCj Cj

j
e

( b)

o

i j
e e

(c)

o

e

o

Figure 9–3 Interconnectivity between members of a cluster pair. (a) Interconnecting
edge e between two nonoverlapping nodes. (b) Interconnecting edge e between an
overlapping node and a nonoverlapping node. (c) Interconnecting edge e between two
overlapping nodes.

where interconnectivity(Ci, Cj) is the number of edges between clusters Ci and
Cj , and minsize(Ci, Cj) is the size of the smaller of clusters Ci and Cj . The
Similarity(Ci, Cj) between two clusters Ci and Cj is the ratio of the number of the
edges between them to the size of the smaller cluster. Highly interconnected clusters
are iteratively merged based on the similarity of the clusters. The pair of clusters that
have the highest level of similarity are merged in each iteration, and the merge process
iterates until the highest similarity value among all cluster pairs falls below a given
threshold. The cluster pair containing the greatest difference in cluster size becomes
the first to be merged if there are several cluster pairs with the same similarity
values.

9.3.3 Analysis of Prototypical Data

To illustrate the principles underlying the CASCADE approach, Hwang et al. [149]
presented results from the analysis of the simple network shown in Figure 9–4. The
four sequential processes discussed briefly in Section 9.3.2 can be restated in more
detail, as follows:

Process 1: Propagate the occurrence probability from each node to the other
nodes through implementing the QAPs algorithm in the network.

Process 2: Select cluster representatives for each node based on the cumulative
occurrence probability value for each node.

Process 3: Form preliminary clusters by aggregating each node into the clusters
already formed by the selected representatives.

Process 4: Merge preliminary clusters if they have substantial similarity (inter-
connectivity).

In the first step, the occurrence probability from each node is propagated to
the other nodes through QAPs in the network. For the sake of simplicity, only
the occurrence probabilities from nodes A, F, G, H, I, and O are presented in
Figure 9–4. Each box in Figure 9–4 contains the weighted occurrence probability, as
assessed by Equation (9.2), from nodes A, F, G, H, I, and O to other target nodes.
These numerical values illustrate the overall effects of combining network topology
with the occurrence probability quantification model. In the second process, those
nodes with the highest values of the weighted occurrence probability are selected as
representatives. For example, nodes B, C, D, E, and F will choose node A as their
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representative, as A is the highest-scoring node. Similarly, nodes A, G, L, and N will
choose node F as their representative. In Process 3, preliminary clusters are formed
by accumulating all nodes toward their selected representatives. For example, in
Figure 9–4, four preliminary clusters, C1 ={A, B, C, D, E, F}, C2 ={A, F, G, L,
N}, C3 ={H, O, J, K}, and C4 ={I, H, M, O, P, Q, R, S, T, U, V, W}, are formed
based on the choice of representatives. In the final step of the CASCADE algorithm,
preliminary clusters are merged if they have significant interconnections.

As noted, the definition of similarity between two clusters employed in Figure
9–3 and in Equation (9.3) encompasses various interconnections, including inter-
connecting edges between two nonoverlapping nodes, between an overlapping node
and a nonoverlapping node, and between two overlapping nodes. As a result, a
cluster pair that includes an overlapping node having many edges in each cluster
will have a high degree of similarity. For example, in Figure 9–4, C3 and C4 have
a common node O that has one edge in C3 and ten edges in C4. There are a total
of ten interconnecting edges for the cluster pair C3 and C4, since the edge between
H and O is redundant. Here, the similarity value of each cluster pair will be as fol-
lows: Similarity(C3, C4)=10/4, Similarity(C1, C2)=8/5, Similarity(C2, C3)=1/4. In
this instance, in Process 4, only one merge occurred between clusters C3 and C4,
because this was the only cluster pair with sufficient similarity to satisfy the merge
threshold of 2.0. Eventually, two clusters, {A, B, C, D, E, F, G, L, N} and {H, I, J, K,
M, O, P, Q, R, S, T, U, V, W}, are obtained after the merge process, using 1.0 as the
merge threshold. Three clusters, {A, B, C, D, E, F}, {A, F, G, L, N}, and {H, I, J, K,
M, O, P, Q, R, S, T, U, V, W} are obtained and delimited in Figure 9–4 when 2.0 is
used as the merge threshold.

9.3.4 Significance of Individual Clusters

The characteristics of all 43 clusters with more than five proteins that were identified
in the DIP yeast PPI network [82] using CASCADE are summarized in Table 9.1. For
each cluster, this table also provides topological characteristics and assigned molec-
ular functions. The latter was taken to be the most commonly matched functional
category from the MIPS functional categories database assigned to the cluster. To
facilitate critical assessment, the percentage of proteins that are in concordance with
the major assigned function (hits), the discordant proteins (misses), and proteins of
unknown status are also indicated.

The largest cluster in Table 9.1 contains 411 proteins, and the smallest cluster
contains six. There are an average of 55.1 proteins in a cluster, and the average
density of the subgraphs of the clusters extracted from the yeast core PPI net-
work is 0.212. The −log p values [see Equation (5.20) for the definition of p] of
the major functions identified in each cluster are also shown, and these values
provide a measure of the relative enrichment of a cluster for a given functional
category; higher values of −log p indicate greater enrichment. The results demon-
strate that the CASCADE method can detect both large, sparsely connected clusters
as well as small, densely connected clusters. The high values of −log p (values
greater than 2 indicate statistical significance at <0.01) indicate that clusters are
significantly enriched for biological function and can be considered to be functional
modules.
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Table 9.1 Clusters in the yeast PPI network obtained using CASCADE

Distribution

Cluster Size Density H D U −log p Function

1 411 0.0103 17.5 76.4 6.1 19.3 Vesicular transport
2 303 0.0104 33.3 60.0 6.6 19.9 Mitotic cell cycle and cell cycle control
3 240 0.0171 23.3 70.8 5.8 44.1 Nuclear transport
4 176 0.0274 46.0 43.1 10.8 30.8 Transported compounds
5 170 0.0181 32.4 60.0 7.6 19.0 Cytoskeleton
6 104 0.0220 14.8 76.5 8.7 16.3 Conversion to kinetic energy
7 96 0.0450 76.0 19.8 4.2 39.7 mRNA synthesis
8 79 0.0431 58.2 39.2 2.5 33.3 General transcription activities
9 78 0.0416 35.9 62.8 1.3 19.9 Ribosome biogenesis

10 73 0.0353 39.7 58.9 1.5 9.7 Phosphate metabolism
11 70 0.0356 22.9 65.7 11.4 8.1 Ribosome biogenesis
12 69 0.0682 66.7 24.6 8.7 43.9 mRNA processing (splicing, 5′-, 3′-end processing)
13 60 0.0616 23.3 65.0 11.7 13.7 Homeostasis of protons
14 50 0.0637 68.0 30.0 2.0 34.0 rRNA processing
15 37 0.0781 10.8 89.2 0.0 7.2 Cell–cell adhesion
16 29 0.1330 48.3 51.7 0.0 26.8 Peroxisomal transport
17 28 0.1164 28.6 67.9 3.6 6.9 Cytokinesis (cell division)/septum formation
18 23 0.1581 65.2 30.4 4.3 13.6 DNA conformation modification (e.g., chromatin)
19 18 0.1764 72.2 22.2 5.6 18.2 Mitochondrial transport
20 17 0.2206 70.6 29.4 0.0 22.5 Microtubule cytoskeleton
21 17 0.2206 82.4 11.8 5.9 19.1 rRNA synthesis
22 16 0.3000 93.8 6.2 0.0 19.5 Splicing
23 15 0.2190 26.7 73.3 0.0 30.4 Regulation of nitrogen utilization
24 15 0.3047 86.7 13.3 0.0 8.1 Energy generation (e.g., ATP synthase)
25 14 0.3407 85.7 14.3 0.0 14.3 DNA conformation modification (e.g., chromatin)
26 14 0.1978 57.1 28.6 14.3 13.3 Chromosome condensation
27 13 0.5641 76.9 23.1 0.0 17.0 Mitosis
28 13 0.4103 69.2 23.1 7.7 15.4 3′-end processing
29 12 0.3636 58.3 41.7 0.0 14.3 Posttranslational modification of amino acids
30 12 0.1667 16.7 75.0 8.3 2.3 Autoproteolytic processing
31 11 0.2181 54.5 45.4 0.0 2.9 Transcriptional control
32 10 0.4667 80.0 20.0 0.0 14.3 Translation initiation
33 9 0.2500 22.2 77.8 0.0 4.1 S-adenosyl-methionine-homocysteine cycle
34 8 0.3214 50.0 37.5 12.5 5.5 Metabolism of energy reserves
35 8 0.2857 62.5 25.0 12.5 5.2 Vacuolar transport
36 7 0.3333 42.9 57.1 0.0 7.1 DNA damage response
37 7 0.3333 71.4 28.6 0.0 4.3 Modification by ubiquitination, deubiquitination
38 7 0.2857 28.6 71.4 0.0 3.4 Biosynthesis of serine
39 6 0.5333 100.0 0.0 0.0 12.1 Modification with sugar residues (e.g., glycosylation)
40 6 0.4000 100.0 0.0 0.0 10.0 ER to Golgi transport
41 6 0.3333 16.7 16.7 66.6 7.0 Regulation of nitrogen utilization
42 6 0.4667 100.0 0.0 0.0 3.9 DNA recombination and DNA repair
43 6 0.4000 66.6 33.3 0.0 1.9 Intracellular signalling

In this table, the first column is a cluster identifier. The Size column indicates the number of proteins in each cluster.
The Density column indicates the percentage of possible protein interactions that are present. The H column indicates
the percentage of proteins concordant with the major function indicated in the last column. The D column indicates
the percentage of proteins discordant with the major function. The U column indicates the percentage of proteins not
assigned to any function. The −log p values for biological function are shown.
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Table 9.2 Clusters obtained through the application of CASCADE to three biological network
data sets (the yeast DNA damage response network and the Rapamycin and Rich medium gene
modules networks)

Distribution

Data set Cluster Size Density H D U −log p Function

Yeast DDR 1 49 0.063 18.4 81.6 0.0 0.5 DNA repair
network 2 16 0.175 81.3 18.7 0.0 3.6 Cell cycle

3 9 0.222 44.4 55.5 0.0 3.6 Proteasome
4 7 0.286 57.1 42.9 0.0 1.7 Metabolism
5 7 0.286 71.4 28.6 0.0 1.2 Stress response
6 6 0.333 83.3 16.7 0.0 3.2 Metabolism

Rapamycin 1 19 0.198 42.1 47.4 10.5 2.7 Nitrogen/sulfur metabolism
gene modules 2 12 0.227 33.3 0.0 66.6 1.1 Pheromone response
network 3 9 0.277 77.8 0.0 22.2 5.0 Pheromone response

4 7 0.285 71.4 28.6 0.0 2.9 AA metabolism/biosynthesis

Rich medium 1 54 0.050 64.8 33.3 1.85 14.1 Cell cycle
gene modules 2 28 0.111 75.0 14.3 10.7 10.2 Ribosome biogenesis
network 3 16 0.179 62.5 12.5 25.0 9.7 Respiration

4 13 0.222 69.2 30.8 0.0 8.1 Energy/carbohydrate metabolism

In this table, the first column is a cluster identifier. The Size column indicates the number of proteins in each cluster.
The Density column indicates the percentage of possible protein interactions that are present. The H column indicates
the percentage of proteins concordant with the major function indicated in the last column. The D column indicates
the percentage of proteins discordant with the major function. The U column indicates the percentage of proteins not
assigned to any function. The −log p values for biological function are shown.

Table 9.2 summarizes the characteristics of all clusters with three or more nodes
detected by CASCADE using three biological network data sets (the yeast DNA
damage response (DDR) network [323] and the Rapamycin and Rich medium gene
module networks [27]). It again confirms that CASCADE can detect large, sparsely
connected clusters as well as small, densely connected clusters for a range of diverse
data sets. Once again, the clusters identified are enriched for certain biological
functions and may be considered to be functional modules.

9.3.5 Analysis of Functional Annotation

The functional term distribution of each cluster detected by CASCADE was scruti-
nized by analyzing the normalized number of MIPS functional terms and the number
of proteins that are associated with MIPS functional terms in each cluster.

Table 9.3 assesses the heterogeneity of functional terms from the MIPS database
for each cluster detected by CASCADE. The results show that the clusters have a
high level of functional homogeneity, even when corrected for cluster size.

Figures 9–5, 9–6, and 9–7 summarize the MIPS functional categories for proteins
in the six largest clusters identified by CASCADE. Within each cluster, there was
considerable functional homogeneity as assessed by the relatedness among func-
tional categories. For example, Cluster 3 was enriched for RNA transport processes.
Furthermore, as would be expected, the largest clusters also contained certain gen-
eral functions that are required for numerous cellular process; For example, mRNA
synthesis was present in Clusters 1, 2, and 3.
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Table 9.3 Normalized number of functional terms for each cluster detected by CASCADE
(Table 9.1)

Cluster Size ≥ 3rd hierarchy ≥ 4th hierarchy ≥ 5th hierarchy

1 411 0.38 0.17 0.06
2 303 0.41 0.21 0.07
3 240 0.46 0.21 0.04
4 176 0.39 0.17 0.04
5 170 0.52 0.21 0.05
6 104 0.74 0.29 0.09
7 96 0.50 0.16 0.04
8 79 0.48 0.19 0.04
9 78 0.54 0.18 0.01

10 73 0.81 0.36 0.12
11 70 0.64 0.24 0.07
12 69 0.22 0.06 0.0
13 60 0.67 0.28 0.05
14 50 0.26 0.06 0.0
15 37 0.89 0.30 0.05
16 29 0.24 0.07 0.0
17 28 0.79 0.29 0.04
18 23 0.57 0.13 0.0
19 18 0.33 0.11 0.0
20 17 0.35 0.18 0.06
21 17 0.29 0.06 0.0
22 16 0.25 0.06 0.0
23 15 1.13 0.53 0.20
24 15 0.60 0.13 0.0
25 14 0.79 0.29 0.14
26 14 0.64 0.21 0.0
27 13 0.69 0.31 0.08
28 13 0.54 0.23 0.08
29 12 1.17 0.50 0.17
30 12 0.42 0.17 0.0
31 11 0.82 0.45 0.1
32 10 0.10 0.0 0.0
33 9 0.78 0.44 0.11
34 8 0.50 0.13 0.0
35 8 0.63 0.50 0.25
36 7 1.43 0.29 0.0
37 7 0.86 0.29 0.0
38 7 1.57 0.86 0.29
39 6 1.33 0.50 0.0
40 6 1.00 0.50 0.0
41 6 0.83 0.33 0.0
42 6 0.33 0.17 0.0
43 6 0.0 0.0 0.0

In this table, the first column is a cluster identifier. The Size column indicates the number of proteins
in each cluster. The normalized numbers of functional terms in the MIPS functional hierarchy for each
identified cluster are presented in the third, fourth, and fifth columns. The number of functional terms
per each cluster is normalized by its cluster size. The third column represents the normalized number
of functional terms that are more specific than the second-level functional hierarchy. The fourth column
represents the normalized number of functional terms that are more specific than the third-level functional
hierarchy. The fifth column represents the normalized number of functional terms that are more specific
than the fourth-level functional hierarchy.
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Figure 9–5 Functional term distribution in MIPS functional categories for the top largest
clusters in Table 9.1. (a) Cluster 1, size 411. (b) Cluster 2, size 303. Each figure
presents the percentile of proteins that are concordant with the top ten best concordant
functional terms for each cluster.

Most of the existing network clustering approaches concentrate on densely
connected regions, resulting in identification of dense modules of rounded shape.
However, this focus limits effective clustering of PPI networks, which are typi-
cally very sparsely connected. For this reason, CASCADE has the potential of
outperforming the other approaches. Performance was assessed by the analysis
of the topological shapes and functional annotations of the clusters detected by
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Figure 9–6 Functional term distribution in MIPS functional categories for the top largest
clusters in Table 9.1. (a) Cluster 3, size 240. (b) Cluster 4, size 176. Each figure
presents the percentile of proteins that are concordant with the top ten best concordant
functional terms for each cluster.

CASCADE algorithm, and these results are presented in Figures 9–8, 9–9, and 9–10.
This analysis indicates that the densities of the subgraphs for each cluster in the
PPI network are low and that the topological shapes are diverse. For example, the
modules detected by CASCADE and shown in Figures 9–8, and 9–9 would never
have been identified by the other density-based approaches due to their low density.
These other methods would discard sparsely connected members in the clustering
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clusters in Table 9.1. (a) Cluster 5, size 170. (b) Cluster 6, size 104. Each figure
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functional terms for each cluster.

process, such as YGL075C, YKL042W , YLR045C in Figure 9–8 and YNL248C,
YDR156W , and YOR340C in Figure 9–9, because they have very low connectiv-
ity with the other members in the PPI network. However, they are highly enriched
by sharing the same functional category with the other members of their cluster,
despite the low connectivity within the clusters to which they belong. As illustrated
in Figure 9–10, CASCADE detected a cluster with two distinct subregions which,
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(a)

F ucntion ID MIPS ID F unction name

1 10.03.01 Mitotic cell cycleand cell cycle control

2 10.03.01.01.11 Mitosis

3 10.03.04.09 Nuclear migration

4 10.03.05.01 Spindle pole body/centrosome and microt ubule cycle

5 14.01 Protein folding and sta bilization

6 16.01 Protein binding

7 34.11.03.07 Pheromone response, mating-type determination, 
sex-specific proteins

8 41.01.01 Mating (fertilization)

9 42.04 Cytoskeleton

10 42.04.05 Microtubule cytoskeleton

11 43.01.03.05 B udding, cell polarity and filament formation

( b)

YLR212C {1, 4, 10} 

Y NL126 W {1, 4, 10} 

YHR172 W {1, 10} 

YML094 W {5, 6, 9} 

YLR200 W { 5, 6, 9} 
Y NL153C {1, 5, 6, 9} 

YGR07 8C {1, 5, 6, 9} 

YEL003 W {5, 6, 9} 

YDR356 W {1, 10} 

YOR257 W {1, 4, 10} 

YPL124 W {4, 10} 

YKL042 W {1, 4, 10} 

YAL047C {2, 3, 10 }

Y NL1 88W {4, 7,  8, 10} 

YLR045C {4 , 10} 

YPL255 W {4, 10, 11}

YGL075C {2, 4, 10}

Figure 9–8 Topological shape and functional annotations of Cluster 20 in Table 9.1. (a)
Subgraph of Cluster 20 extracted from DIP PPI network. Each protein is annotated by
MIPS functional category. (b) MIPS functional IDs and their corresponding literal names.
The best assigned functional term is boldfaced.

although connected by only one edge, have excellent functional homogeneity. Other
density-based clustering methods would have identified these as two separate mod-
ules, and even those would have been recognized only if they had a sufficiently high
density. Despite the low density and variable shape of the clusters in these net-
works, CASCADE was found to identify and assign a high proportion of proteins to
the dominant functional category. The performance of competing approaches was
affected adversely by weak connectivity.

9.3.6 Comparative Assessment of CASCADE with Other Approaches

To demonstrate the strengths of the CASCADE approach, Hwang et al. [149] com-
pared it to the following ten competing clustering approaches: maximal clique [286],
quasi clique [56], minimum cut [164], betweenness cut [122], the statistical approach
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YPR010C {3, 7}

(a)

F unction ID MIPS ID F unction name

1 10.01.09.05 D NA conformation modication (e.g. chromatin)

2 10.03.0 1 Mitotic cell cycle and cell cycle control

3 11.02.01 rRNA synthesis

4 11.02.02 tR NA synthesis

5 11.02.03.01 General transcription acti vities

6 12.01.01 Ri bosomal proteins

7 16.03.01 S ugar binding

8 16.03.03 Fatty acid binding (e.g. acyl-carrier protein)

9 42.10.07 Nucleol us

99 99 Unknown

( b)

YDR156 W {3 , 7 }

YJR113C { 6 }

YJR063 W {3, 7}

YOR340C {3 , 7}

YOR341 W {3 , 7}

YJL076 W {1, 2, 3, 8, 9}

YHR143 W-A {3, 4, 5, 7}

Y NL113 W {3, 4, 7}

YOR116C {3, 4, 7}

YDR045C {4, 5, 7}

YOR207C {3, 4, 7}

YPR110C {3, 4, 7}

Y NR003C {3, 4, 7}

Y NL24 8C {3, 7}

YKL144C {3, 4, 7}

YFR011C {99}

Figure 9–9 Topological shape and functional annotations of Cluster 21 in Table 9.1. (a)
Subgraph of Cluster 21 extracted from DIP PPI network. Each protein is annotated by
MIPS functional category. (b) MIPS functional IDs and their corresponding literal names.
The best assigned functional term is boldfaced.

of Samanta and Liang [272], MCL [308], SPC [39], STM [148], the approaches of
Chen [61], and Rives [263]. The clustering results for each method are summarized
in Tables 9.4 and 9.5. The −log p values in Tables 9.4 and 9.5 are the average −log p
values of all clusters detected by each method.

The experimental results for the BioGRID PPI data set [289] are presented in
Table 9.4. Performance was measured for each MIPS and GO category. Table 9.4
shows that CASCADE generated lower p-values and outperformed the other meth-
ods in each MIPS and GO category. In the MIPS functional category, the clusters
identified by CASCADE had p-values that were approximately 2.8- and 1.9-fold
lower than those identified by the STM and Rives’ approaches, respectively, which
were the best-performing alternative clustering methods. In the MIPS localization
category, CASCADE identified clusters with p-values that were approximately
1.7- and 2.1-fold lower than those identified by the STM and Rives’ approaches,
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(a)

F unction ID MIPS ID

1 10.01.09.05 DNA conformation modication (e.g. chromatin)

2 10.03.01.01 Mitotic cell cycle

3 10.03.01.03 Cell cycle checkpoints (checkpoints of morphogenesis, 
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5 11.02.03.01 General transcription acti vities

6 11.02.03.04 Transcriptional control

7 11.02.03.04.03 Transcriptional repressor

8 14.01 Protein folding and sta bilization

9 32.01 Stress response

10 34.11.03.07 pheromone response, mating-type determination, 
sex-specic proteins
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YKR029C { 1 }
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Figure 9–10 Topological shape and functional annotations of Cluster 25 in Table 9.1. (a)
Subgraph of Cluster 25 extracted from DIP PPI network. Each protein is annotated by
MIPS functional category. (b) MIPS functional IDs and their corresponding literal names.
The best assigned functional term is boldfaced.

respectively. In the MIPS complex category, the clusters detected by CASCADE
had p-values that were ∼5-fold and ∼3.4-fold lower than those identified by the STM
and quasi clique approaches, respectively. Similarly, CASCADE was also found
to generate superior clustering results for the Gene Ontology categories. Another
important strength of both the CASCADE and STM methods is that they discard
only 18.3% of proteins in the process of cluster creation. This is much lower than the
other approaches, which have an average discard rate of 33%.

The results presented in Table 9.4 for the DIP yeast PPI data set [82] show that
CASCADE generates larger clusters than do other methods. The clusters identified
have p-values in MIPS functional categories that are ∼6.3- and ∼1000-fold lower than
those identified by the STM and quasi clique methods, respectively, which are the
best-performing alternative clustering methods. The p-values for cellular localization
generated by CASCADE are comparable to those of the maximal clique method.
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Table 9.5 Comparison of CASCADE to competing clustering methods as applied to
three biological network data sets (the yeast DDR network, the Rapamycin, and the
Rich medium gene modules networks)

Dataset Method Number Size Discard
(%)

Function
(−log p)

DNA damage response CASCADE 6 15.7 5.0 2.28
network STM 6 16.0 5.2 2.28

Quasi clique 3 7.0 88.5 0.87
Samanta 6 6.7 58.3 1.79
Minimum cut 7 13.1 4.2 1.18
Betweenness cut 10 8.8 8.3 2.22
MCL 3 9.3 70.8 2.37
Chen 7 13.7 0.0 2.66
Rives 5 18.4 4.1 1.61
SPC 3 20.3 36.5 2.33

Rapamycin gene CASCADE 4 11.8 6.0 2.90
modules network STM 4 12.5 0.0 2.57

Quasi clique 13 8.2 0.0 2.17
Samanta 7 4.9 32.0 1.57
Minimum cut 8 5.9 6.0 1.82
Betweenness cut 5 8.0 20.0 2.03
MCL 6 7.7 8.0 5.48
Chen 5 10.0 0.0 2.01
Rives 4 11.0 12.0 1.49
SPC 3 15.3 8.0 1.47

Rich medium gene CASCADE 4 27.8 0.0 10.5
modules network STM 5 22.4 0.0 8.21

Quasi clique 5 22.8 0.0 7.81
Samanta 12 5.3 43.2 4.79
Minimum cut 10 11.1 0.0 4.41
Betweenness cut 8 13.9 0.0 6.38
MCL 23 4.0 4.5 7.29
Chen 8 13.9 0.0 6.13
Rives 5 22.2 0.0 5.77
SPC 5 20.6 7.2 6.80

In this table, the Number column indicates the number of clusters identified by each method. The
Size column indicates the average number of molecular components in each cluster. Discard (%)
indicates the percentage of molecular components not assigned to any cluster. The average −log p
values of all detected clusters for biological function are shown. Comparisons were performed for
clusters with five or more molecular components for the first data set (the DNA damage response
network) and for clusters with three or more molecular components for the next two network data
sets (the Rapamycin and Rich medium gene module networks). Results for the maximal clique
method are not presented because none of the identified clusters has three or more members.

In the MIPS complex category, CASCADE produced the best p-values, superior to
those of STM and quasi clique, the best-performing alternative clustering methods.
Both CASCADE and STM discarded only 7.3% of proteins in the process of cluster
identification. This is much lower than the other approaches, which have an average
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discard rate of 45%. Similar analyses conducted for clusters with more than nine
members obtained qualitatively comparable results. In addition, a comparison was
made of the number of proteins in overlapping clusters; that is, clusters with common
protein members. With CASCADE, this number was 66 (2.6%). For the maximal
clique and quasi clique methods, the corresponding values were 125 (5.0%) and 182
(7.2%), respectively. Other methods were not included in the comparison because
they produced only nonoverlapping clusters. CASCADE also performed better in
the Gene Ontology category than the two best competing approaches, the STM and
quasi clique methods.

These two yeast PPI data sets are relatively modular, and the bottom-up
approaches (the maximal clique, quasi clique, and Rives’ methods) generally out-
performed the top-down approaches (exemplified by the minimum cut, betweenness
cut, and Chen methods) in functional enrichment as assessed by − log p. However,
since the bottom-up approaches are based on connectivity to dense regions, the
percentage of nodes they discard is also higher than CASCADE and the top-down
approaches.

The CASCADE results for the yeast DNA damage response (DDR) [323],
Rapamycin, and Rich medium network data sets [27] were also compared with
those for the competing approaches, and these are presented in Table 9.5. An anal-
ysis of the functional data was performed using functional annotations that were
acquired manually from the primary literature. The comparisons were performed
using clusters with five or more molecular components from the DNA damage
response network. For the Rapamycin and Rich medium gene module networks,
analysis was performed with clusters with three or more molecular components,
because the majority of the competing methods yielded no larger clusters. The max-
imal clique method yielded no clusters with five or more molecular components for
the yeast DDR data set and no clusters with three or more molecular components for
the Rapamycin and Rich medium network data sets. For the yeast DDR network,
the performance of CASCADE was comparable to that of the betweenness cut and
Chen methods, the best-performing alternatives. The MCL method had compara-
ble − log p values and produced slightly larger clusters than the betweenness cut
method, but these benefits were achieved at the cost of a high discard percentage.
CASCADE also produced an average 100-fold improvement in performance over
the STM approach in p-values for biological function with these three data sets. CAS-
CADE discarded 5.0% of nodes, which is significantly lower than the discard rates of
the quasi clique, Samanta and Liang [272], and MCL [308] methods. The percentages
of nodes discarded by the betweenness cut and minimum cut method were compa-
rable to CASCADE. The Chen method offered the best performance with − log p
and the lowest discard rate for the yeast DDR data set. However, its performance
appears to be sensitive to data set characteristics, since it did not perform as well with
other data sets. The yeast DDR data set is relatively sparse and less modular than
the yeast PPI network. In this context, top-down approaches such as betweenness
cut and minimum cut offer superior performance in comparison to the bottom-up
approaches.

The Rapamycin and Rich medium gene module networks have low network den-
sity and clustering coefficients, and these extreme topological properties make mod-
ule identification difficult. Although the quasi clique method offered performance
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Table 9.6 Robustness analysis

Noise Clusters MIPS Function
(−log p)

MIPS Location
(−log p)

MIPS Complex
(−log p)

0% 50 14.5 8.17 16.5
1% 51 13.8 7.54 15.6
2% 50 14.2 7.66 16.0
3% 49 14.4 7.71 16.7
4% 48 14.3 7.71 16.9
5% 46 14.1 7.67 16.0

10% 42 14.8 8.14 17.5

In this table, the Noise column represents the percentile of random noise added to the
DIP PPI data set. The Clusters column tabulates the number of clusters detected. The
average −log p values of all detected clusters for MIPS functional, localization, and
complex categories are shown.

comparable to CASCADE with both networks, the density or merge threshold had
to be set to unreasonably low values (≤0.4) to obtain the best clustering outcome.
Because these networks are relatively small in size and have very sparse connectiv-
ity, top-down approaches such as betweenness cut perform relatively better in this
context.

CASCADE forms a significant enhancement to STM, and these two methods
outperformed all others with each of the data sets. Of the remaining nine methods,
the quasi clique approach showed the best overall performance, but its results for the
sparse, less-modular yeast DDR data set were poor. CASCADE is versatile because
it is robust to variations in network topological properties such as density, clustering
coefficient, and size.

9.3.7 Analysis of Robustness

To assess robustness, the performance of CASCADE was evaluated through the
addition of random interactions to unconnected protein pairs in the DIP PPI data
set. Table 9.6 summarizes the number of clusters detected by CASCADE and the
corresponding average − log p values for the MIPS categories. The performance
of CASCADE was found to be robust to the addition of random interactions. A
small decrease in the number of clusters can be attributed to the increased network
connectivity resulting from the addition of edges.

9.3.8 Analysis of Computational Complexity

A comparison of the time complexity of the various methods is summarized in
Table 9.7. The total time complexity of CASCADE is bounded by the time for QAP
calculations between all pairs of nodes, which is O(V3 log V + V2E). In almost all
biological networks, including PPI networks, E = O(V log V), which makes the total
complexity of CASCADE O(V3 log V). Among the competing approaches, the SPC
method has the best running-time complexity, O(V2), and the minimum cut method
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Table 9.7 Comparison of computational complexity of
CASCADE to competing clustering methods

Method Complexity

CASCADE O(V3log(V ))
STM O(V2log(V ))
Maximal clique NP
Quasi clique NP
Samanta O(V2log(V ))
Minimum cut O(V2log(V ) + VE)
Betweenness cut O(V2 + VE)
MCL O(V2log(V ))
Chen O(V2 + VE)
Rives O(V2log(V ))
SPC O(V2)

has the worst complexity, O(V2 log V +VE). CASCADE uses the QAP algorithm to
approximate the solution to the all-possible-paths problem, which is algorithmically
very hard. From this standpoint, therefore, CASCADE has good and manageable
running-time complexity, despite being about V times slower than seven of the other
competing approaches. The quasi clique and maximal clique finding problems are
both NP related problems.

All the experiments described here were executed on four dual-core operon
2.8 GHZ Linux machines. The experiments using the three relatively small data sets
(the yeast DDR, Rapamycin, and Rich medium networks) were completed within a
few minutes. Running time for the DIP yeast PPI data set was 2.5 h, and a 14.3-h run
was needed for the BioGRID yeast PPI data set.

9.3.9 Advantages of the CASCADE Method

As these results indicate, the CASCADE method outperforms competing
approaches and is capable of effectively detecting both dense and sparsely connected
functional modules of biological relevance with a low discard rate.

As noted, the clustering performance of other algorithms is somewhat degraded
as a result of their emphasis on network regions of high intraconnectivity and low
interconnectivity. Biological functional modules are typically not sufficiently dense
to permit optimal performance by these methods. For example, in the yeast PPI net-
work, an average of only 8.7% of all potential connections between protein pairs are
present within a third or greater specific function in the MIPS functional hierarchy.
The subgraphs of MIPS functional categories have low density and contain many sin-
gletons; some members of functional categories have no direct physical interaction
with other members of the same functional category. As a result, effective detection
of functional modules in biological interaction data sets can be negatively impacted
by an overemphasis on densely connected regions.

Moreover, in the PPI network, the subgraphs of actual MIPS functional categories
are generally not closely congregated and tend to be elongated. These subgraphs
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have an average diameter (defined as the length of the longest path among all pairs
of shortest paths) of approximately four interactions in length, which is comparable
to the average shortest-paths length of 5.47 for the entire PPI network. The relative
bias of other methods toward density and interconnectivity preferences the detection
of clusters with relatively balanced, round shapes, negatively impacting performance.
In addition, the other algorithms tend to produce incomplete or small clusters, along
with singletons. The preference for strongly connected nodes results in the discard
of many weakly connected nodes.

The CASCADE method examines the frequencies of individual nodes in each
of the clusters it generates (see Figures 9–5 to 9–7 and Table 9.3). In the qualitative
assessment presented in Figures 9–5, 9–6, and 9–7, the larger clusters appeared to
be more functionally heterogeneous than the smaller clusters. For example, seven of
the ten largest clusters contained “mRNA synthesis" as a constituent term, and six
of these ten clusters contained the term “fungal eukaryotic cell type differentiation.”
There also appeared to be substantial functional cohesiveness in each large cluster.
For example, Cluster 2, which had 303 genes, included such related terms as “DNA
synthesis and replication,” “mitotic cell cycle and cell cycle control,” “modification
by phosphorylation, dephosphorylation,” “phosphate utilization,” and “fungal and
eukaryotic cell differentiation.” However, the more systematic and detailed analysis
presented in Table 9.3 did not support the premise that the larger clusters were
functionally more heterogeneous than smaller clusters. In fact, the proportion of
genes in the third and higher levels of the MIPS hierarchy for the larger clusters was
similar and unrelated to cluster size. Biologically, the “mRNA synthesis” and “fungal
eukaryotic cell type differentiation” terms have broad and pleiotropic effects, and
it is unsurprising that they would be required for multiple functional modules. This
may better account for their inclusion by CASCADE in several clusters.

In conclusion, the occurrence probability quantification function-based metric
employed by CASCADE accounts for both node degree and connectivity patterns.
The results of comparative trials have indicated that it offers an effective approach
to analyzing biological interactions.

9.4 FUNCTIONAL FLOW ANALYSIS IN WEIGHTED
PPI NETWORKS

In [69,70], a functional influence model was developed to simulate the biological influ-
ence of each protein on other proteins through a weighted PPI network. A weighted
PPI network is formulated by defining the weight of an edge as the reliability of the
interaction, or the probability of the interaction being a true positive. The reliabil-
ity of interactions can be estimated on the basis of known biological information
about proteins. We can then quantitatively model the functional flow in weighted
PPI networks. (Most materials in this section are from [69,70], with permission of
IEEE.)

This functional flow simulation algorithm based on the functional influence model
facilitates both the prediction of protein function and the analysis of modularity.
Modules can be easily identified as a set of proteins under the functional influence of
a source protein. These modules may be either overlapping or disjoint. In addition,
the flow simulation can reveal a pattern of functional influence by a source node on
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other nodes. Using pattern-mining techniques, the set of patterns can be efficiently
clustered, and the functions of an unknown protein can be accurately predicted.

9.4.1 Functional Influence Model

The functional influence model assesses the functional influence of a protein on
others in a protein interaction network. This model rests on the primary assumption
that functional information is propagated through the connections in a network.
The reliability of each interaction as a functional link should be assigned into the
corresponding edge to generate a weighted graph. The network topology or other
function-related resources can be utilized for the calculation of interaction reliability.

The path strength S of a path p in a network is defined as the product of the
weights of all the edges on p.

S(p) = λ · w01

δ

n−1∏
i=1

wi(i+1)

δ
· 1

di
, (9.4)

where p = 〈v0, v1, . . . , vn〉. v0 is the start node and vn is the end node of p. wi(i+1)

denotes the weight of the edge between vi and v(i+1). δ is the normalization param-
eter to make the path strength rated in the range between 0 and 1. di is the shape
parameter. It represents the degree of connectivity of vi. λ is the scale parameter
which depends on organisms. The path strength of a path p then has inverse rela-
tionships with the length of p and the degree of the nodes on p. As the length of p
increases, the product of the normalized weights decreases.

The functional influence of a node s on a node t describes the functional impact
s has on t. The measurement of functional influence between two proteins is then
formulated using the definition of path strength. In a view of discrete paths, the
functional influence represents the path strength which is calculated by the single-
path-based method or the all-path-based method. The single-path-based strength
between two nodes is described as the maximum path strength among all the paths
between them. This measurement is computationally efficient. However, it is critical
that it does not take into consideration the effect from any alternative paths. The
all-path-based strength between two nodes sums up the strength of all possible paths
between them. Although this measurement is biologically more reasonable than the
single-path-based method, it is not computationally acceptable. In addition, as a
weakness of the measurements with discrete paths, the cycling effect by the nodes
repeatedly involved should be considerable to achieve potential functional influence
between two proteins.

The functional influence model is then advanced on the basis of random walks.
The functional influence of a protein on another is measured by the cumulative
strength from all possible walks between them. In Figure 9–11, suppose we measure
the functional influence S(v0, vn) of a node v0 on a node vn in a weighted network.
Two factors should be considered. One is the prior knowledge of the functional
influence of v0 on the neighbors of vn, that is, S(v0, vi), S(v0, vj), and S(v0, vk). The
other is the weights between vn and its neighbors, that is, win, wjn and wkn. In the same
way, S(v0, vi), S(v0, vj) and S(v0, vk) requires the prior knowledge of the functional
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Figure 9–11 Random-walk-based functional influence model. To measure the functional
influence of v0 on vn, all possible walks are considered, and the strength for each walk
can be calculated by Equation (9.4).

influence of v0 on the neighbors of vi, vj and vk, respectively. Thus, the iterative
computation of the functional influence of v0 on the other nodes can finally estimate
the functional influence of v0 on vn through any connections in the network.

9.4.2 Functional Flow Simulation Algorithm

The functional flow simulation algorithm is presented to efficiently implement the
functional influence model. Functional flow is defined as the propagation of func-
tional influence of a protein over the entire network. The algorithm then simulates
functional flow dynamically under the assumption that the flow takes a constant time
to traverse each edge. It requires a weighted interaction network as an input, and
generates a set of functional influence patterns as an output. For the functional influ-
ence of a protein s on a protein t, s and t are called a source node and a target node,
respectively. A functional influence pattern of s then represents the distribution of
functional influence of s on all the nodes in the network. Thus, it can be accomplished
by the flow simulation starting from the source node s to all target nodes.

As notations, fs(x → y) denotes the flow of the functional influence of s as it trav-
els from x to y, where x and y are connected to each other, and infs(y) represents the
extent of the functional influence of s on y. Intuitively, infs(y) reaches its maximum
value when y = s. Ps(y) is the accumulation of infs(y) throughout the flow.

The initial functional flow delivers the initial rate of functional influence of s to
its neighbors, as reduced by the weighting process. The initial rate infs(s) can be a
user-specific constant value, such as 1.

finit(s → y) = ws,y × infs(s), (9.5)

where ws,y is the weight of the edge between s and y, and 0 ≤ ws,y < 1. The functional
influence of s on y, infs(y), is then updated by adding the sum of all incoming flow to
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y from its neighbors.

infs(y) =
∑

x∈N(y)

fs(x → y). (9.6)

The functional influence of s traverses all connected edges according to the formula

fs(y → z) = wy,z × infs(y)

|N(y)| , (9.7)

where 0 ≤ wy,z < 1, and |N(y)| denotes the degree of y. Throughout the flow, the
amount of functional influence of s on each node is repeatedly updated by Equation
(9.6), traverses the connected edges according to Equation (9.7), and is collected
into Ps. The flow on a path stops if the functional influence reaches a user-dependent
minimum threshold θinf . The flow simulation starting from s terminates when there
are no paths along which the functional influence continues to flow.

The functional flow simulation algorithm starting from a node s is shown in Algo-
rithm 9.2. The algorithm outputs the functional influence pattern Ps of s on all nodes
t in the network. The set of target nodes t is considered to be the feature space F
in the output format. The output pattern of s on F becomes a specific functional
character of s. Application of the simulation starting from every node generates the
set of functional influence patterns of all components in the network.

Algorithm 9.2 FunctionalFlowSimulation (G(V,E), s)

Initialize infs(s)
for each y ∈ N(s) do

Calculate finit(s → y) and add y into a list L
end for
while |L| > 0 do

for each y ∈ L do
for each x ∈ N(y) and fs(x → y) > θinf do

Compute
∑

fs(x → y) and add x into a list L′
end for

end for
for each y ∈ L do

Update infs(y) and accumulate it into Ps(y)

end for
Replace L with L′

end while
return Ps

9.4.3 Time Complexity of Flow Simulation

The run time of functional flow simulation is obviously unrelated to the diameter
of the network because of the use of a threshold for stopping functional flow dur-
ing random walks. Since the threshold is a user-specified criterion, the theoretical
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Figure 9–12 The run time of functional flow simulation in synthetic networks. The
networks are structured by (a) the change of the number of nodes in a constant density
or in a constant average degree, and by (b) the change of density in the constant number
of nodes or in a constant average degree.

upper-bound of the run time is unknown. However, there are some factors that
manipulate the time complexity of functional flow simulation. To investigate the
factors, the algorithm was tested using synthetic networks structured by different
features.

The first test has been done by the change of the number of nodes in a con-
stant density and in a constant average degree. First, the networks were created by
increasing the numbers of nodes, from 500 to 7000, with the fixed density of 0.002.
The density of a network represents the ratio of the number of actual edges to the
number of all possible edges. Next, the networks were also created by the same
change of the number of nodes but the constant average degree of 5. The results of
the average run time of flow simulation starting from randomly selected 200 source
nodes in each network are shown in Figure 9–12(a). When the density is constant,
the rum time increases as the number of nodes in the network is larger, because of
the squared increase of the number of edges. However, when the average degree is
constant, the run time is uniform regardless of the network size.

The second test has been done by the change of density in the constant number of
nodes and in a constant average degree. The networks were produced by the change
of density in the fixed number of nodes to 2000 and in the constant average degree of
5. As shown in Figure 9–12 (b), when the network size is fixed, the run time increases
as the density becomes higher. However, when the average degree is constant, the
run time is also uniform regardless of the network density. These results indicate that
the average degree of networks is a more critical factor for time complexity of flow
simulation than the size or density. Since the average degree of protein interaction
networks is typically low with power-law degree distribution, the flow simulation
algorithm efficiently runs in the networks.

9.4.4 Detection of Overlapping Modules

Overlapping Sub-network Structure Functional modules in a PPI network are
typically overlapping, since a given protein may participate in different functional
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Figure 9–13 Examples of disjoint modules and overlapping modules. (a) This network has
two disjoint modules detected by disconnecting two interconnecting edges 〈L, N〉 and
〈K, M〉. The intraconnection rates of these modules are both 0.89. Each module includes
not only core nodes (shaded black) but also peripheral nodes (shown in white). (b) This
network has two overlapping modules {A, B,. . . ,L, M, N, O, P} and {I, J, K, L, M,. . .
,W, X}. The intraconnection rates of these modules are both 0.87, while those of two
disjoint subgraphs created by disconnecting 〈L, P〉, 〈L, N〉, 〈K, M〉 and 〈J, M〉 are 0.81. The
intraconnection rate represents the proportion of the number of connections among the
nodes in a module to the number of all connections starting from the nodes.

activities in various environmental conditions. Despite the frequent sharing of
members between modules, the module as an entity retains topological significance,
characterized by dense intraconnections and sparse interconnections.

Figure 9–13(a) shows an example of disjoint modules in a network. Two disjoint
modules {A, B, . . . , L} and {M, N , . . . , X} are clearly detected by disconnecting two
edges 〈L, N〉 and 〈K, M〉. Modules can be characterized by the intraconnection rate,
which is the proportion of the number of connections among the nodes in a mod-
ule to the number of all connections starting from the nodes. The two modules in
Figure 9–13(a) both have a high intraconnection rate of 0.89. Each module contains
a combination of highly connected nodes, called core nodes, along with sparsely con-
nected nodes, referred to as peripheral nodes. In Figure 9–13(a), the core nodes, all
of which have a degree greater than 3, are shaded black, and the peripheral nodes
are shown in white. Although the peripheral nodes lower the density of modules,
it is likely that they have functional correlations with the closely connected core
nodes.

The network in Figure 9–13(b) was structured by creating two additional inter-
connecting edges 〈L, P〉 and 〈J, M〉 from the network in Figure 9–13(a). The
intraconnection rates of two sets {A, B, . . . , L} and {M, N , . . . , X} are both 0.81. In this
network, each set can grow through new connections to generate modules with higher
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intraconnection rates. For example, the set {A, B, . . . , L} may add nodes {M, N , O, P}
to form a module {A, B, . . . , L, M, N , O, P}. The intraconnection rate of the module
is then increased to 0.87. The set {M, N, . . . ,X} can also add nodes {I, J, K, L} to
produce a higher intraconnection rate. The overlap between the two modules thus
includes the nodes {I, J, K, L, M, N, O, P}.

Flow Simulation The flow-based overlapping module detection algorithm [70]
includes three phases: informative protein selection, flow simulation to detect pre-
liminary modules and a postprocess to merge similar preliminary modules. This
algorithm uses a weighted graph as an input. The weight for each edge in a PPI net-
work can be calculated as a preprocess using sequence similarity, structural similarity
or expression correlation between interacting proteins as biological distance, follow-
ing the procedure described in Chapter 7. GO data can be integrated as another
measure for the weights of interactions. The details of these metrics, the definitions
of semantic similarity and semantic interactivity, and the process of integration with
GO data will be discussed in Chapter 11.

The selection of informative proteins involves identifying the representatives of
modules in terms of functionality. They are selected through the topological analysis
of PPI networks, generally via the use of centrality metrics. Each informative protein
is the core node of a functional module. Various topology-based metrics can be used
to select the informative proteins, for example, degree and clustering coefficient.
A previous study [29] has observed that the local connectivity of nodes in biologi-
cal networks plays a crucial role in cellular functions. It means high-degree nodes
are possibly the cores in functional modules. The clustering coefficient defined in
Equation (5.8) [319] is another useful metric to quantify how well a node affect the
local denseness. The node located in the center of a densely connected region can
be the core of a functional module. In a weighted network, similar to the discussion
in Chapter 8, the degree and clustering coefficient can be extended to the weighted
degree dwt and weighted clustering coefficient cwt [30].

dwt
i =

∑
vj∈N(vi)

wij , (9.8)

where wij is the weight of the edge 〈vi, vj〉, and

cwt
i = 1

dwt
i (di − 1)

∑
vj ,vh∈N(vi),
〈vj ,vh〉∈E

(wij + wih)

2
, (9.9)

where di is the (unweighted) degree of vi. Then the nodes with high weighted degrees
or high weighted clustering coefficients are good candidates of informative proteins.
The number of the informative proteins selected is a user-dependent parameter in
this algorithm.

Flow simulation is based on the functional flow model, discussed above. Func-
tional flow starts from each selected informative protein s. The algorithm computes
the cumulative influence on each node throughout the simulation. The cumulative



184 Flow-Based Analysis of Protein Interaction Networks
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Figure 9–14 An example of information flow. (a) Suppose that Vs represents one of the
informative proteins. The information of Vs is transferred from Vs to its neighbors. (b) In
the same way, the information the neighbors of Vs received is transferred to their
neighbors. (c) Transfer the information of each node to its neighbors is iteratively
performed by flow simulation.

influence of s on a node x is a major determinant of whether s and x will be grouped
in the same functional module. Since the flow visits all nodes through every possible
path, densely connected nodes close to an informative protein s are generally more
influenced by s than sparsely connected nodes. Simulating the flow from all infor-
mative proteins generates a set of preliminary modules that can potentially overlap.
The flow of information is illustrated in Figure 9–14. In that figure, Vs represents one
of the selected informative proteins.

Merging Similar Modules As a postprocess, similar preliminary modules should be
merged to produce final modules. Two preliminary modules may be similar if two or
more informative proteins contribute to the same function. The similarity S(Ms, Mt)

between two modules Ms and Mt (Ms and Mt represent a set of nodes.) is measured
by the weighted interconnectivity, defined as

S(Ms, Mt) =
∑

x∈Ms,y∈Mt
c(x, y)

min(|Ms|, |Mt |) , (9.10)

where

c(x, y) =
⎧⎨
⎩

1 if x = y,
w(x, y) if x 
= y and 〈x, y〉 ∈ E,
0 otherwise.

(9.11)

The modules with greatest similarity as computed by Equation (9.10) are iteratively
merged until the greatest similarity falls below a threshold.

Rates of Overlap To test its performance in module detection, the flow-based mod-
ularization algorithm was applied to the core PPI data from DIP [271]. Two PPI
networks weighted by semantic similarity and semantic interactivity (see Chapter 11
for the definitions) were used as inputs. The algorithm requires two user-dependent
parameter values: the number of informative proteins and the minimum amount of
flow in a node. The number of modules in an output set depends on the number
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Figure 9–15 The average rate of overlap of proteins with respect to the number of
modules in each output set. The average overlap rate represents the average number of
occurrences of proteins in the modules. The identified modules have a pattern of overlap
similar to the MIPS functional categories.

of selected informative proteins. Conversely, the minimum amount of flow deter-
mines the average size of output modules. By varying the two parameter values, we
achieved ten different output sets of modules for each weighted interaction network.

The output modules generated by the algorithm shared a large number of com-
mon proteins. These overlapping patterns were evaluated by tallying the appearances
of each protein within different modules. The average rates of overlap for the sets
of identified modules are shown in Figure 9–15. Each set comprises a number of
modules in the range between 50 and 250. As expected, the average module size
was greater for sets with fewer modules. When the PPI network was decomposed
into a larger number of modules, the average rate of overlap increased slightly. For
semantic similarity, the rate of overlap was increased by ∼10% when the number of
generated modules was doubled.

Cho et al. [70] compared the rates of overlap to those of annotated proteins in the
hierarchically distributed functional categories from the MIPS database [214]. The
database includes seventeen different general functional categories on the top level
and 77, 170, and 239 categories on the second, third, and fourth levels, respectively.
They calculated the average appearance of proteins in the categories on the second,
third, and forth levels. Figure 9–15 shows that the average rate of overlap increased
by only 15%, despite the three-fold increase in the number of categories between the
second and fourth levels. In general, the modules identified by the flow-based mod-
ularization algorithm have a pattern of overlap that is similar to the MIPS functional
categories.
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Table 9.8 Accuracy of output modules

Weighting Scheme Modules before postprocessing Modules after postprocessing

−log(p -value) f -measure −log (p -value) f -measure

Semantic similarity 24.10 0.334 24.42 0.337
Semantic interactivity 28.58 0.399 29.05 0.401
Genetic co-expression 17.66 0.268 17.42 0.267

Output modules were generated by the flow-based algorithm with 200 informative proteins. The
input was the PPI networks weighted by three metrics. For each metric, the average values
of −log(p-value) and the f-measure of the output modules were calculated before and after the
postprocessing step to merge similar modules.

Modularization Accuracy Two methods were used to assess the accuracy of
modularization. A statistical assessment of the identified modules was performed
using the p-value in Equation (5.20). Each module was mapped to a reference
function with the lowest p-value, and the negative of log(p-value) was calculated.
A low p-value (or a high −log(p-value)) between an identified module and a ref-
erence function indicates that the module closely corresponds to the function. The
functional categories and their annotations from the MIPS database were used as ref-
erence functions. As an alternative assessment, the f -measure as defined in Equation
(5.19) was used to directly compare the membership between the identified modules
and functional categories.

They monitored the average− log(p) and f -measure of the output modules before
and after postprocessing. Weighting schemes using semantic similarity, semantic
inactivity, and gene coexpression were applied to create weighted interaction net-
works as inputs. Postprocessing involved merging similar modules after completion
of the flow simulation. As shown in Table 9.8, postprocessing improved the accuracy
of modules generated by the two GO-based weighting methods. In this context, the
generation of accurate results via flow-based modularization appears to be depen-
dent on this step, since two or more informative proteins may represent the same
functionality. However, with a weighting scheme based on gene coexpression, post-
processing degraded the accuracy of modules. In this case, the merging of modules
may have resulted in the creation of larger but less accurate modules.

The p-value is highly dependent on the module size. Figure 9–16 depicts the
pattern of the average − log(p) across different sets of output modules produced
by varying parameter values for the number of informative proteins and the mini-
mum flow threshold. Although the average value of − log(p) increased with average
module size, it converged to approximately 34 and 39 with the semantic similarity
and semantic interactivity weighting schemes, respectively. In a similar analysis, we
found that the average − log(p) of the output modules generated by the betweenness
cut algorithm converged to 20, as shown in Figure 9–16.

False positive interactions in a PPI network may result in miscalculation of
betweenness, because the faulty information yields incorrect shortest paths in a net-
work. To address this issue, the betweenness cut algorithm was incorporated into
the preprocessing step to filter out potential false positives. Edges with a semantic
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similarity below 0.25 were eliminated, and the refined network was then processed
with the betweenness cut algorithm. Figure 9–16 indicates that the overall accuracy
of modules was enhanced by this preprocess. This result implies that the between-
ness cut algorithm is sensitive to false positive interactions. The average −log(p)
converged to ∼23, which is higher than the result achieved by the betweenness cut
algorithm without preprocessing.

Figure 9–16 demonstrates that the flow-based modularization algorithm explicitly
identified more accurate modules across different output sets than the betweenness
cut algorithm. Weighting interactions via semantic similarity enhanced accuracy by
70% over the betweenness cut algorithm and by 50% over the betweenness cut with
preprocessing when the average module size was 60. When larger modules were
produced by the flow-based algorithm, the average value of − log(p) was further
increased. These results indicate that large modules generated by the flow-based
algorithm are enriched for biological function. Furthermore, overlapping modules
obtained by the flow-based algorithm have statistically higher associations with
functions than the disjoint modules from partitioning methods.

The subset of modules identified by the flow-based algorithm with high values
of − log(p) are listed with their informative proteins and functions in Table 9.9.
The input network was weighted by semantic interactivity. Some modules have two
informative proteins because they were merged during the postprocessing step. It is
likely that the informative protein in each module plays a key role in performing the
corresponding function.
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Table 9.9 Modules with high values of −log(p-value) identified by the flow-based modulariza-
tion algorithm

Module
ID

Module
Size

Informative
proteins

Function −log(p-value)

2 81 YLR147c,YGR091w mRNA processing – splicing 59.88
3 240 YBR160w Mitotic cell cycle 35.37
4 63 YER012w Protein degradation – proteasome 26.48
5 95 YDL140c mRNA synthesis – general

transcription activity
45.23

6 76 YCR093w,YGR134w mRNA synthesis – transcriptional
control

32.23

7 90 YJR022w,YOL149w mRNA processing – splicing 50.30
13 89 YGR119c Nuclear transport 48.42
18 67 YDR448w mRNA synthesis – transcriptional

control
42.64

19 21 YJR121w Energy generation 28.35
24 50 YGR013w mRNA processing – splicing 57.60
27 74 YOR181w Actin cytoskeleton 29.85
28 65 YGL172w RNA transport 44.04
29 30 YLR127c,YDR118w Protein modification –

ubiquitination
29.58

39 65 YLR347c Nuclear transport 57.92
47 75 YLR229c Budding and cell polarity 44.52
61 53 YGL092w Structural protein binding 24.01
63 40 YPR181c Vesicular transport – ER to Golgi

transport
39.22

65 41 YKL145w Protein modification – proteolytic
processing

29.89

71 58 YBL050w Vesicular transport – vesicle fusion 26.75
76 36 YBR088c DNA repair 23.09
78 48 YLR335w Nuclear transport 49.21
83 46 YJL041w RNA transport 42.93
89 28 YPR041w Protein synthesis – translation

initiation
36.63

95 36 YIL109c vesicular transport – ER to Golgi
transport

41.47

109 52 YER172c mRNA processing – splicing 53.47
101 24 YGL153w Peroxisome creation 24.57
111 23 YDR244w Peroxisomal transport 26.33
122 62 YHR165c mRNA processing – splicing 59.90
141 24 YBL023c DNA synthesis – ori recognition 29.35
151 31 YOR076c Nucleotide metabolism – RNA

degradation
31.01

153 39 YDR227w DNA modification – DNA
conformation

24.55

161 28 YLR175w rRNA processing 21.22
181 33 YOR121w Transmembrane signal transduction 17.46
183 23 YNL102w DNA synthesis – polymerization 16.01
185 10 YDR016c Cell cycle – chromosomal cycle 14.49

The algorithm was implemented with 200 informative proteins and 0.1 as a minimum flow threshold. The
input network was weighted by semantic interactivity. Thirty-five output modules are listed with their
informative proteins, functions and −log(p-value). Some modules have two informative proteins because
they were merged during postprocessing.
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9.4.5 Detection of Disjoint Modules

Iterative Centroid Search Flow simulation is also capable of detecting disjoint mod-
ules in PPI networks. The process starts by selecting k informative proteins, which
are also recognized as the centroids of potential modules. The functional influence
from each centroid flows over the entire network. Each node in the network thus
has at most k different cumulative influences and votes for the centroid that has the
greatest cumulative influence. The PPI network is then partitioned by grouping a
centroid with its voting nodes. The accuracy of this approach depends heavily on the
proper selection of centroids. If a node on periphery of an actual module is chosen
as a centroid, then the simulated flow may cover several different functional groups,
and the output module would not be functionally homogeneous.

The iterative centroid search (ICES) algorithm was developed to delineate the
optimal positions for centroids and to precisely identify functional modules [69]. It
computes the centrality C(vi) of a node vi as the sum of the maximum path strengths
from vi to the other nodes in the network.

C(vi) =
∑

vj∈V ,
i 
=j

Smax(〈vi, . . . , vj〉). (9.12)

The centrality measurement guides the selection of a centroid in each module gener-
ated by flow simulation. The node with the highest centrality in a module becomes the
centroid. These centroids then become the basis for a new round of flow simulation.

The ICES algorithm iterates between two procedures: the selection of a centroid
in each output module and the simulation of flow starting from each centroid to gen-
erate a new network partition. Each iterative step identifies a set of centroids progres-
sively closer to the actual cores of the modules. If an initial centroid is located on the
periphery of a potential module, the centroid approaches the actual core of the mod-
ule during the iterations. The algorithm concludes by optimizing the starting position
of flow simulation, thus identifying the most appropriate partition of a PPI network.

Enhancement of Accuracy To validate the modules identified by the ICES algo-
rithm, Cho et al. [69] compared them to the hierarchically distributed functional
annotations from the MIPS database [214]. For this test, they extracted 61 distinct
functions with annotations from the categories on the highest and the second level in
a hierarchy. The comparison was performed by means of a supervised method using
recall and precision. Overall accuracy was estimated by the f -measure as defined
in Equation (5.19). After mapping each module to the function with the highest f -
measure value, they calculated the average value of the f -measures of the output
modules.

This experiment started with the application of the flow-based modularization
algorithm to partition a weighted interaction network of S. cerevisiae from DIP [271]
built by the integration of GO annotations using semantic interactivity. The top 50
nodes for each degree and weighted degree were selected as centroids, and the flow
simulation was applied starting from these 100 nodes. After filtering out modules
with a degree less than 5, they obtained 46 initial modules from the degree-based
centroids and 37 from the weighted degree-based centroids. The average f -measure
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values of the modules were 0.19 and 0.23, respectively. Initial modules resulting from
the weighted degree-based centroids were more accurate than those generated from
the unweighted centroids.

Next, the ICES algorithm was used to optimize the centroid position in each
module. Figure 9–17 shows the alteration pattern of the average f -measure of the
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Figure 9–17 The alteration pattern of the average f -measure of output modules over
twenty iterations of the ICES algorithm. The initial centroids were selected based on (a)
the degree and weighted degree, and (b) the clustering coefficient and weighted
clustering coefficient. (Reprinted from [69] with permission of IEEE.)
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output modules over twenty iterations. The initial selection of weighted degree-
based centroids produced a dramatic increase in the average f -measure during the
first three iterative processes, with convergence at ∼0.3. This selection improved
overall accuracy by 30%. The selection of unweighted degree-based centroids results
in a similar pattern, but with more fluctuation. In this case, the average f -measure
gradually increased by around 20% during the iterations.

The ICES algorithm was also implemented with the initial centroids based on
the clustering coefficient and weighted clustering coefficient. Again, the process
started by filtering out nodes with a degree less than 5. This step excludes compo-
nents located in small, dense, peripheral sub-networks. The clustering coefficient
typically has an inverse relationship to degree in a PPI network [29]. Therefore,
many low-degree nodes have high clustering coefficients but do not play an essential
role as cores of modules. Figure 9–17 shows the alteration pattern of the average f -
measure of output modules over twenty iterations. The f -measure values of the initial
modules from clustering-coefficient-based and weighted clustering-coefficient-based
centroids were considerably higher, at 0.345 and 0.33, respectively, than those from
degree-based or weighted degree-based centroids. Building upon the higher accu-
racy of the initial modules, further improvement occurred during the subsequent
iterations, and they converged to 0.37 and 0.36, respectively. These results indicate
that the ICES algorithm enhances the accuracy of functional modules generated by
the flow-based method regardless of the metrics of the initial centroid selection.

9.4.6 Functional Flow Pattern Mining

Functional Influence Patterns Flow simulation starting from a source node v can
generate a functional influence pattern for v, which describes both the topological and
biological relationships of v to the other nodes. The functional influence pattern of v
is created by plotting the alteration of the cumulative amount of functional influence
of source node v on all target nodes. The set of functional influence patterns for all
nodes in the network offers another significant data source for the identification of
functional modules and the prediction of function. Cho et al. [70] hypothesized that
two molecular components with similar functional influence patterns are highly likely
to perform the same function or to share most functions. To validate this hypothesis,
they first investigated the relationship of functional influence patterns to functional
co-occurrence. For this test, they randomly selected two sets of 450 gene pairs; one set
included pairs that co-occurred in the same functional category, while the functions of
the pairs in the other set did not co-occur. A functional flow simulation was initiated
from each selected node through the core PPI network as described in the previous
section. They then calculated the correlation of the two patterns for each pair using
the Pearson coefficient and applied a cube root transformation. Figure 9–18 shows
the mean values of the correlation; the error bars indicate the standard deviation. The
network was weighted using the semantic similarity measure integrated with GO, as
discussed in Chapter 11. The results presented in Figure 9–18 indicate that gene pairs
that co-occurred in the same function had a higher correlation of functional influence
patterns, despite their large variances.

Next, they compared the correlation of functional influence patterns with seman-
tic similarity. The semantic similarity values for interacting proteins were calculated
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Figure 9–19 Curve fitting between semantic similarity and correlation of functional
influence patterns for interacting protein pairs.

using Equation (11.5), and the correlation of the functional influence patterns of
each interacting pair was derived using the Pearson coefficient. The values of pat-
tern correlation and semantic similarity for interacting pairs are shown as dot points
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in Figure 9–19. The polynomial curve fit to this data is nearly linear. This signifies that
the similarity of functional influence patterns has a linear relationship with seman-
tic similarity. Just as semantic similarity can measure the functional co-occurrence
and functional consistency between molecular components, they observe that func-
tional influence patterns can also estimate these functional associations. This result
strongly supports the initial hypothesis stated above. Furthermore, it implies that
functional influence patterns are capable of classifying and discriminating molecular
components with regard to their functions. As a result, these patterns can be mined
to predict functions and detect functional modules.

Function Prediction To employ functional influence patterns as a basis for function
prediction, the patterns can be classified using a suitable classification algorithm.
In this approach, the target nodes for the influence patterns represent features. In
the classification of biological data, a feature selection process [41,88,339] is fre-
quently included because only a small subset of features in the high-dimensional
space is informative. Inclusion of noninformative features may degrade the accuracy
of classification. However, in the flow-pattern-based algorithm, feature selection
is optional, because all target nodes can be informative. Feature selection may be
included for efficiency when the dimension of the feature space is extremely large.

Among the feature selection methods for multi-class prediction, the ANOVA
F -test is the most prevalent statistic [60].

F = (n − k)
∑

ni(Ȳi − Ȳ)2

(k − 1)
∑

(ni − 1)s2
i

, (9.13)

where

s2
i =

ni∑
j=1

(Yij − Ȳi)
2

(ni − 1)
, (9.14)

Yij is the amount of functional influence of the jth object in the ith class, Ȳi =∑ni
j=1 Yij/ni, and Ȳ = ∑k

i=1 niȲi/n. k is the number of classes, ni is the number of
objects in the ith class, and n = n1 + n2 + · · · + nk. However, since the F -test is
based on the assumption that the variances are statistically equal across classes, the
Brown-Forsythe test statistic

B =
∑

ni(Ȳi − Ȳ)2∑
(1 − ni/n)s2

i

, (9.15)

performs better than the F -test when class variances are heterogeneous [60].
Classification of functional influence patterns was performed with the SVM

method using the RBF kernel. The Brown–Forsythe test was used to select the
subset of the target nodes. To estimate two parameter values, the penalty parameter
C of the error term and γ in the RBF kernel, a grid-search on C and γ using cross-
validation in the training data set was conducted, and the values with the highest
accuracy were chosen. After a training process involving the functional influence
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Figure 9–20 Examples of (a) shifting and (b) scaling patterns within a cluster.

patterns of known genes, the SVM algorithm predicted the functions of unknown
genes.

Detection of Functional Modules The functional influence patterns were then clus-
tered using a pattern-based clustering algorithm. These algorithms [317,331] capture
similar patterns in a subspace of features and are differentiated mainly by their con-
sideration of shifting or scaling effects in measuring the similarity between patterns.
Simple examples of shifting and scaling patterns within a cluster are depicted in
Figure 9–20. This trial employed the pCluster algorithm [317], which addresses the
shifting effects by pScore in a 2 × 2 matrix of the object by feature:

pScore
([

Yxa Yxb
Yya Yyb

])
= |(Yxa − Yxb) − (Yya − Yyb)|, (9.16)

where Yxa is the amount of functional influence of an object x on a feature a. The shift-
ing patterns P can be accepted when pScore(P) ≤ δ. δ is a user-specified threshold.
The algorithm also handles scaling effects by transforming the values to a logarithmic
form.

A schematic view of the functional influence pattern-mining procedure as applied
to a simple example is illustrated in Figure 9–21. Figure 9–21(a) is a synthetic weighted
network with twenty nodes. The weight of an edge is described as its thickness.
It is readily apparent that the network includes three clusters, as assessed by the
connectivity of the nodes. Figure 9–21(b) presents the functional influence patterns
generated by flow simulation in the weighted network. Each pattern stands for an
object; that is, the representation derived by the functional flow starting from a
source node. The x-axis is the feature space F consisting of the set of target nodes
of the functional flow. The y-axis represents the extent of functional influence of a
source node on each target node. Figure 9–21(c) presents the clusters identified by
searching for coherent patterns.

Prediction Accuracy The flow pattern-based approach to function prediction was
tested using an extract from the core version of the yeast PPI network from DIP [271].
The experiments were performed using those proteins that were annotated with any
of five top-level functional categories from FunCat in MIPS [267]. To ensure a distinct
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Table 9.10 Functional annotation data set used for
classification

MIPS ID Function # of proteins

10.01 DNA processing 11
10.03 Cell cycle 66
11 Transcription 179
12 Protein synthesis 38
14 Protein fate 206

Total 500

(a)

( b)

(c)

Figure 9–21 Schematic view of functional flow pattern mining. (a) An example of a
weighted network and (b) the functional influence patterns generated by flow simulation.
(c) Pattern-mining algorithms can effectively identify the coherent patterns as clusters.
“See Color Plate 11.”

one-to-one correspondence between proteins and functions, any proteins appearing
in two or more of these categories were excluded. The functional annotation data
sets used as the ground truth are listed in Table 9.10.

Semantic data integration was performed using measurements of semantic sim-
ilarity generated via Equation (11.5) and of normalized semantic similarity from
Equation (11.7). Cases were run both without feature selection and with feature
selection via the Brown–Forsythe test as formulated in Equation (9.15). A leave-
one-out cross-validation using SVM for multi-class prediction was applied at the end
of the process. The classification accuracy for each case is shown in Table 9.11. Use
of the semantic similarity measurement resulted in better performance than the nor-
malized semantic similarity, and the feature selection process actually decreased the
accuracy of prediction.
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Table 9.11 Comparison of classification accuracy

Method Category Data
integration

Feature
selection

Accuracy
(%)

Parameters

Functional
flow

Flow pattern-
based

Semantic
similarity

— 82.8

θinf = 0.01
Brown-Forsythe 81.0

Normalized — 81.4
semantic similarity Brown-Forsythe 77.4

MRF Probabilistic — — 77.0

Chi-square Neighborhood- — — 74.0 n = 1
based

The performance of the flow pattern-based algorithm was compared with that of
the most reliable competing methods: a neighborhood-based approach using a chi-
square formula [143] and a probabilistic approach in the Markov random field (MRF)
model [85]. The neighborhood-based chi-square method searches the functions of
the neighbors interacting with an unknown protein and selects the most significant
function by a chi-square-like statistical formula. The MRF method inspects the fre-
quency of proteins having the function of interest throughout the entire network.
The probability of a protein having the given function was derived from a Gibbs’
sampler [264]. A quasi-likelihood approach was used for the parameter estimation
in the model. As shown in Table 9.11, the flow pattern-based approach outperforms
both the global probabilistic method represented by the MRF model and the local
neighborhood-based method.

Accuracy of Module Detection The flow pattern-based approach to functional
module detection was tested using a process similar to that described in the pre-
vious section, although more specific functional categories were selected, where
possible. Proteins were extracted which were annotated with fourth-level functional
categories from FunCat [267] related to “cell cycle and DNA processing” as the
ground truth. If no fourth-level category was available, then proteins with compara-
ble third-level categorical annotations were used. Details regarding these data sets
are presented in Table 9.12. Since any given protein can perform multiple functions,
it was expected that clusters would overlap, with some nodes belonging to several dif-
ferent clusters. In fact, each of the eighteen different functional categories contains an
average of 40 proteins, while there are only 452 distinct proteins across the eighteen
categories.

The statistical evaluation of the output clusters employed the p-value in Equation
(5.20). The performance of the flow pattern-based algorithm was assessed in com-
parison to a selection of methods representative of different techniques. These
included the clique percolation method [238] as a representative of the density-
based clustering approach and the betweenness cut method [94] as a representative
of the hierarchical clustering approach. The clique percolation method searches all
k-cliques and iteratively merges adjacent k-cliques that share k − 1 nodes. This
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Table 9.12 Functional annotation data set used for clustering

MIPS ID Function Number of
proteins

10.01.03.01 DNA topology 24
10.01.03.03 ORI recognition/Priming complex formation 22
10.01.03.05 Extension/Polymerization activity 27
10.01.05.01 DNA repair 92
10.01.05.03 DNA recombination 42
10.01.09.05 DNA confirmation modification 120
10.01.11 Regulation of DNA processing 4
10.03.01.01 Mitotic cell cycle 111
10.03.01.02 Cell cycle arrest 11
10.03.01.03 Cell cycle check points 46
10.03.02 Meiosis 80
10.03.03 Cel division/septum formation 40
10.03.04.01 Centromere/kinetochore complex maturation 11
10.03.04.03 Chromosome condensation 15
10.03.04.05 Chromosome segregation/division 35
10.03.04.07 Nuclear division 5
10.03.04.09 Nuclear migration 6
10.03.05 Cytoskeleton reorganization 30

Total number of distinct proteins 452

Table 9.13 Comparison of clustering accuracy

Method Category Data
Integration

# of
Clusters

Average
cluster
size

Accuracy
(−log P)

Parameters

Flow pattern Flow-based Semantic 14 11.20 5.47 θinf = 0.01
clustering similarity

Betweenness cut Hierarchical — 43 9.67 4.62 min density = 0.2
Clique percolation Density-based — 52 5.50 3.72 k = 3

16 6.94 4.63 k = 4

method is particularly focused on the identification of the overlapping clusters in
a network. The betweenness cut algorithm iteratively disconnects the edge with
the highest betweenness value until the network is separated into sub-networks. It
then recursively implements the cutting process in each sub-network. The clustering
results obtained through the three methods are shown in Table 9.13. Although the
clique percolation method successfully identified overlapping clusters, it generated
numerous small clusters and a few disproportionately large clusters, resulting in poor
overall accuracy. The betweenness cut method viewed all isolated sub-networks as
individual, disjoint clusters, resulting in a large number of often-inaccurate clus-
ters. In general, the flow pattern-based approach demonstrated better performance
than these two competing methods. It properly handled false-positive interactions
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through integration of semantic data and modeled complex connections by simula-
tion of functional flow. The occurrence of false negatives could be resolved by routing
the functional flow through the reliable alternative paths that typically exist in PPI
networks.

9.5 SUMMARY

This chapter has discussed several novel approaches to the flow-based analysis of PPI
networks. These methods have demonstrated that flow-based techniques can provide
a useful tool to analyze the degree of biological and topological influence of each
protein on other proteins in a PPI network. Both the prediction of protein function
and protein modularity analysis can be performed on the basis of the simulation of
flow in PPI networks. Approaches of this type may soon become a mainstream for
the analysis of PPI networks.
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Statistics and Machine Learning Based
Analysis of Protein Interaction Networks

With Pritam Chanda and Lei Shi

10.1 INTRODUCTION

In recent years, the genomic sequencing of several model organisms has been com-
pleted. As of June 2006, complete genome sequences were available for 27 archaeal,
326 bacterial, and 21 eukaryotic organisms, and the sequencing of 316 bacterial,
24 archaeal, and 126 eukaryotic genomes was in progress [281]. In addition, the
development of a variety of high-throughput methods, including the two-hybrid sys-
tem, DNA microarrays, genomic SNP arrays, and protein chips, has generated large
amounts of data suitable for the analysis of protein function. Although it is pos-
sible to determine the interactions between proteins and their functions accurately
using biochemical/molecular experiments, such efforts are often very slow, costly and
require extensive experimental validation. Therefore, the analysis of protein func-
tion in available databases offers an attractive prospect for less resource-intensive
investigation.

Work with these sequenced genomes is hampered, however, by the fact that only
50–60% of their component genes have been annotated [281]. Several approaches
have been developed to predict the functions of these unannotated proteins. The
accurate prediction of protein function is of particular importance to an understand-
ing of the critical cellular and biochemical processes in which they play a vital role.
Methods that allow researchers to infer the functions of unannotated proteins using
known functional annotations of proteins and the interaction patterns between them
are needed.

Machine learning has been widely applied in the field of protein–protein inter-
action (PPI) networks and is particularly well suited to the prediction of protein
functions. Methods have been developed to predict protein functions using a variety
of information sources, including protein structure and sequence, protein domain,
PPIs, genetic interactions, and the analysis of gene expression. In this chapter, we
will discuss several statistics- and machine learning-based approaches to the study
of PPIs. We will focus on the prediction of protein functions as inferred from PPI
networks.

199
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10.2 APPLICATIONS OF MARKOV RANDOM FIELD AND BELIEF
PROPAGATION FOR PROTEIN FUNCTION PREDICTION

A Markov random field (MRF) specifies the joint probability distribution of a set
of random variables. It can be depicted as a graph in which each node represents
a random variable and each edge represents a dependency between two random
variables. The specification of the joint probability distribution is obtained using
the fact that every node in the MRF is conditionally independent of every other
node given its immediately neighboring nodes. MRF-based methods have been used
extensively in applications such as computer vision and image analysis, financial
analysis, economics, and sociology.

MRF and Bayesian analyses have been applied in [83,85] for the prediction of pro-
tein functions on the basis of information gleaned from PPI networks. As discussed
elsewhere in this book, a PPI network consists of a set of proteins, that act as the nodes
of the graph; each edge between two nodes represents the presence of an interaction
between proteins. A representative network is illustrated in Figure 10–1. Each node
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Figure 10–1 Schematic depiction of a representative PPI network. Circles depict
proteins (nodes) and edges denote interactions. Proteins with known functional
classifications are shaded, while the unclassified proteins are white. Each shaded protein
is annotated with several functions depicted by boxes. The nodes and functions are
numbered randomly.
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(or protein) has an associated probability distribution over the various functions,
which can be inferred from the other nodes with which it has edges (interactions) in
the network.

Several researchers have developed methods for the generation of such proba-
bility distributions. Deng et al. [83,85] used the Gibbs’ distribution [199] to define a
probability distribution over the protein interaction data. They estimated the MRF
model parameters using a pseudo-likelihood analysis [199] and employed a Gibbs’
sampler [116] to sample from the distribution and predict the functions of unanno-
tated proteins. Letovsky et al. [196] proposed a binomial model of the local neighbor
function and devised a variant of the belief propagation algorithm to assign probabil-
ities of functions to unannotated proteins. MRF-based protein-function prediction
methods draw upon the observation that adjacent proteins in a PPI network are
more likely to have similar functions than do proteins located at a distance. This phe-
nomenom, termed local density enrichment [196], arises from the biological fact that
closely interacting proteins tend to have a similar set of functions. The MRF formu-
lation likewise assumes that the probability distribution characterizing the functional
labeling of a protein (node) is conditionally independent of all other proteins, given
the distribution of its neighboring nodes.

Let us consider a network with p1, . . . , pN proteins and M functional categories
f1, . . . , fM that are assigned to these proteins in the network. We will examine a par-
ticular functional category f ∈ {f1, . . . , fM}. Based on previous studies, assume that
m of the proteins in the network have function f and are annotated with f . Assume
that p1, . . . , pn are the proteins whose annotations with f are yet to be determined;
this will be accomplished on the basis of the known annotations of the remaining set
of m proteins pn+1, . . . , pN . Let Xi be an indicator variable denoting whether protein
pi has the function f (i.e., Xi = 1) or not (i.e., Xi = 0). If it is not known whether
pi has function f , let Xi =?. This generates a functional labeling configuration X
where X = (X1, . . . , XN), Xi ∈ (0, 1, ?). We will denote the observed values of each
random variable Xi by xi. Let πi = P(protein pi has function f ). Assuming equal
probabilities for all proteins, let πi = π . Then

P(X = 〈x1, x2, . . . , xN〉) ∝
N∏

i=1

πxi(1 − π)(1−xi) = πN1(1 − π)(N−N1), (10.1)

where N1 represents the number of proteins already annotated with function f . Since
two proteins are more likely to have similar functions if they interact than if they do
not, the belief for the functional labeling of the proteins can be characterized by the
Gibbs’ distribution and is proportional to

exp(βN01 + γ N11 + N00), (10.2)

where Nt,t′ represents the number of interacting protein pairs (pi, pj) when Xi = t and
Xj = t′. In this equation, Nt,t′ denotes the count of interacting pairs that conform
to three cases: neither protein is annotated with function f (N00), one protein is
annotated with function f and the other is not (N01), or both proteins are annotated
with function f (N11).
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Multiplying Equations (10.1) and (10.2), the overall prior belief for the functional
labeling can be stated by

P(X |θ) = Z−1(θ)exp(−U(x)). (10.3)

Here, U(x) is termed the potential function and can be shown to be

U(x) = −αN1 − βN10 − γ N11 − N00. (10.4)

Z(θ) is a normalizing constant (or, in MRF terminology, a partition function) that
can be obtained by summing over all the possible functional labeling configurations.
θ = {α, β, γ } are the MRF model parameters with α = log(π/(1 − π)).

The posterior beliefs can be obtained using a Bayesian approach. Let X[−i] denote
the configuration (X1, X2, . . . , Xi−1, Xi+1, . . . , XN). Let Mi

0 and Mi
1 denote the num-

ber of interacting neighbors of protein pi not annotated with function f (labeled 0)
and annotated with f (labeled 1), respectively. Considering only the neighboring
nodes of pi when it is assumed to have label 1,

P(Xi = 1, X[−i]|θ) ∝ exp(αN1 + βN01 + γ N11 + N00)

∝ exp(αN1 + βMi
0 + γ Mi

1). (10.5)

This follows from the fact that pi is labeled 1; therefore, Mi
0 and Mi

1 count the number
of (0, 1) and (1, 1) edges, respectively in the neighborhood of pi. This is illustrated
in Figure 10–2(a).

When pi is labeled 0,

P(Xi = 0, X[−i]|θ) = P(X1, X2, . . . , Xi = 0, . . . , XN |θ)

∝ exp(α(N1 − 1) + βMi
1 + Mi

0) (10.6)

Xi = 1

M 0
  ( i )

M0
  ( i )

M 1
  ( i )

M1
  ( i )

Xi = 0

PiPi

(a) ( b)

Figure 10–2 Protein pi and its neighbors when (a) pi is assumed to be annotated
with function f and (b) pi is assumed not to have function f . The neighbors annotated
with f are marked in black while those not having function f are marked in gray.
In (a) N01 = Mi

0, N11 = Mi
1, N00 = 0. In (b) N00 = Mi

0, N01 = Mi
1, N11 = 0.



10.2 Applications of Markov Random Field and Belief Propagation 203

Here, since pi is labeled 0, it follows that there is one less node labeled 1 and Mi
0 and

Mi
1 count the number of (0, 0) and (0, 1) edges, respectively in the neighborhood of

pi. This is illustrated in Figure 10–2(b).
Combining Equations (10.5) and (10.6), it can be shown that the posterior

probability is given by

P(Xi = 1|X[−i], θ) = P(Xi = 1, X[−i]|θ)

P(Xi = 1, X[−i]|θ) + P(Xi = 0, X[−i]|θ)

= exp(α + (β − 1)Mi
0 + (γ − β)Mi

1)

1 + exp(α + (β − 1)Mi
0 + (γ − β)Mi

1)
. (10.7)

Since only the neighboring nodes of pi are considered here, Equation (10.7)
reflects the local dependency of the network. The parameters θ are estimated using
a pseudo-likelihood method [199]. This method may often be computed more effi-
ciently than the maximum likelihood over all possible labeling configurations since
the latter may require marginalization over a large number of variables. The pos-
terior probability space is then sampled using Gibbs’ sampler [264] with a burn-in
period of 100 and lag period of 10, until the posterior probabilites are stabilized.

Using the model described above, in [83,85], the authors further explored protein
complexes, developed MRF models using multiple sources of PPI information, and
integrated protein domain information into their model. As already noted, proteins
within a protein complex are more likely to interact and to be functionally similar
than are random protein pairs. This characteristic can be used to assign different
prior probabilities to each protein, as will be discussed below.

Given a protein pi in a protein complex, let Xi be the indicator variable denoting
the presence or absence of a particular function f for this protein. In Equation (10.1),
we assumed that all proteins have an equal prior probability of having function f .
However, in the context of protein complexes, the situation can be described by

P(Xi = 1|pi is present in a protein complex)

= No. of proteins annotated with f in the protein complex
No. of known proteins in the protein complex

. (10.8)

For proteins that do not belong to any complex, the fraction of the proteins in the
entire proteome is used as the prior belief. In these instances, the prior belief about
functional labeling can be obtained using the above definition in a manner similar to
that set forth in Equation (10.1).

As discussed previously, information regarding PPIs can be derived from mul-
tiple information sources: these include gene coexpression data and analysis of
mutation-based genetic interactions. An MRF model can be built for each of these
information sources and these models can be combined to obtain an overall belief
for the functional labeling of proteins in the network. Assuming there are K inde-
pendent sources of PPI information (each being an independent PPI network), the
belief for functional labeling is proportional to

K∏
k=1

exp
(
βkN(k)

01 + γkN(k)
11 + N(k)

00

)
, (10.9)
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where the term under the product sign is similar to Equation (10.2) with an extra
superscript/subscript k denoting the k-th network. Using this and the prior belief
described above, an MRF is defined by Gibbs’ distribution as before,

P(X |θ) = Z−1(θ) exp(−U(x)), (10.10)

where the potential function U(x) can be shown to be

U(x) = −
N∑

i=1

(xiαi) −
K∑

k=1

(βkN(k)
01 + γkN(k)

11 + N(k)
00 ) (10.11)

with αi = log(πi/(1 − πi)).
In addition, protein function prediction can be enhanced by the integration of

domain information since the functions of a protein are largely determined by its
domain structure. Assume a given set of domains D1, D2, . . . , DM . For any given
protein, let dm = 1 if the protein contains domain Dm, 0 otherwise. Also, let pm1
denote the probability that the protein has domain Dm given it has function f and
pm0 denote the probability that the protein has domain Dm given it does not have
function f . Then the joint probability of observing domain Dm and function f is
given by

P1(d = 〈d1, d2, . . . , dM〉) ∝
M∏

m=1

pm1
dm(1 − pm1)

(1−dm),

P0(d = 〈d1, d2, . . . , dM〉) ∝
M∏

m=1

pm0
dm(1 − pm0)

(1−dm).

(10.12)

These domain probabilities can be multiplied with those in Equation (10.11) to obtain
overall prior probabilites of functional assignment. Based on the above model, the
posterior probabilities of functional assignment can be shown to be

P(Xi = 1|D, X[−i], θ)

= exp(αi + �K
k=1(βk − 1)Mi

0(k) + (γk − βk)Mi
1(k))

1 + exp(αi + �K
k=1(βk − 1)Mi

0(k) + (γk − βk)Mi
1(k))

(10.13)

which can be sampled using Gibbs’ sampler as described above.
MRF-based methods have been applied to the prediction of protein functions in

yeast protein databases. In these experiments, the posterior probability of a protein
having a particular function of interest was estimated for each unannotated protein.
Functions were then assigned to the proteins on the basis of a comparison of the
posterior probabilities with some predefined threshold. Protein domain information
was then integrated into this approach, drawing upon the Protein Families Database
of Alignments and HMM (Pfam domain) and linking this information to the proteins
using SWISS-PROT/TrEMBL [231]. The functional categories were obtained from
the MIPS (Munich Information Center for Protein Sequences) database [214]. Pro-
tein interaction data was obtained from MIPS, while TAP protein complexes and cell
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cycle gene expression data were derived from [285]. Using a leave-one-out method,
the accuracy of these functional predictions can be measured in terms of specificity
and sensitivity, following the procedure to be detailed below.

Let ni be the number of functions known to annotate protein pi, mi be the number
of functions that annotate pi using the prediction scheme, and ki be the number of
functions common to the above set of known and predicted functions. Following
Equations (5.21) and (5.22), the specificity (sensitivity) can be defined as the fraction
of overlap between the known functions and predicted functions over the number
of predicted (known) functions for all the proteins considered; that is,

Specificity = �iki

�imi
, (10.14)

Sensitivity = �iki

�ini
. (10.15)

For the functional categories of biochemical function, subcellular localization and
cellular role, posterior probability thresholds of 0.13, 0.25, and 0.17 yield maximum
specificities and sensitivities of 45%, 64%, and 47%, respectively. Application of
these prediction methods to proteins YDR084C and YGL198W, which have vesicular
transport functions, achieve a probability of 0.85. The integrated approach combining
protein complex data, Pfam domain information, MIPS physical and genetic interac-
tions, gene expression data, and TAP protein complex data results in a joint highest
specificity and sensitivity of 76%. Clearly, integration of these other information
sources produces a substantial improvement over functional predictions obtained
using MIPS interaction data alone.

The application of MRFs in conjunction with functional labels taken from the
Gene Oncology GO [137] database has been used in [196] to infer protein functions
from the PPI network. Each edge in the network is associated with a random variable
Li,t for protein pi and GO term t. Li,t = 1 indicates that pi has functional label t, with
the term equaling 0 if it does not. A neighborhood function for protein pi is defined
by P(Li,t |Ni, ki,t) where Ni and ki,t denote the number of neighbors of node pi in the
PPI network and the number of those neighbors that are labeled with GO term t.
This neighborhood function can be evaluated as

P(Li,t |Ni, ki,t) = P(ki,t |Ni, Li,t)P(Li,t , Ni)

P(Ni, ki,t)

= P(ki,t |Ni, Li,t)P(Li,t)

P(ki,t |Ni)
(10.16)

by applying Bayes’ rule with the independence assumption P(Li,t , Ni) =
P(Li,t)P(Ni). P(ki,t |Ni, Li,t) is the probability of having ki,t nodes labeled with term t
that are also neighbors of pi out of Ni neighbors. This is assumed to have a binomial
distribution

P(ki,t |Ni, Li,t) =
(

Ni

ki,t

)
qki,t (1 − q)Ni−ki,t , (10.17)
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where q is the frequency of occurrence of term t in the graph. Since the probability
of a protein’s neighbors having a particular level will differ depending upon its own
label, the neighbors of proteins labeled with t and not labeled with t will have different
conditional distributions,

P(ki,t |Ni, Li,t = 0) =
(

Ni

ki,t

)
q0

ki,t (1 − q0)
Ni−ki,t ,

P(ki,t |Ni, Li,t = 1) =
(

Ni

ki,t

)
q1

ki,t (1 − q1)
Ni−ki,t ,

(10.18)

where q1(0) denotes the probability of the protein having label t (or not having label
t) given that its neighboring nodes are labeled with t (or not labeled with t). Exam-
ining the other probability terms in Equation (10.16), P(Li,t) is simply equal to the
frequency of pi having term t in the PPI network, while P(ki,t |Ni, Li,t) is estimated
as a weighted average by

P(ki,t |Ni) = P(Li,t = 1)P(ki,t |Ni, Li,t = 1) + P(Li,t = 0)P(ki,t |Ni, Li,t = 0)

(10.19)

Combining all these, Equation (10.16) can be rewritten as

P(Li,t |Ni, ki,t) = λ

1 + λ
, (10.20)

where

λ = P(Li,t = 1)q1
ki,t (1 − q1)

Ni−ki,t

P(Li,t = 0)q0
ki,t (1 − q0)

Ni−ki,t
. (10.21)

Since the label probability of a protein depends upon that of its neighbors, and these
in turn depend on their neighbors, label probabilities are allowed to propagate itera-
tively using belief propagation [243,333]. This process involves an initial assignment
of functional labels to the nodes, followed by the iterative application of Equation
(10.16). This procedure is then repeated for each individual GO term.

This method has been used to analyze the GRID PPI data set, which encompasses
20,985 distinct interactions between 13,607 distinct pairs of proteins. The functional
labels were obtained from the 26,551 labels of 6,904 ORFs taken from the 12/01/02
version of the SGD Yeast GO assignments [196]. This process permitted the labeling
of 2,573 proteins that were initially unannotated in at least one of the three GO
hierarchies (cellular compartment, molecular function, and biological process). In
the first step, prior to propagation of labels, 702 new predictions were made for
unlabeled proteins. A prediction precision of 85% with a 0.15% false positive rate was
achieved for a prediction threshold of 0.8 while reconstructing known labels. During
the label propagation phase, 247 additional predictions were made, and a precision of
98.6% with a 0.3% false positive rate was achieved for the same prediction threshold.

Belief propagation using Gibbs’ potential [332] has been further explored in [195].
As usual, we represent the PPI network as a graph with vertices denoting proteins
and interactions denoted by edges between two nodes. The proteins are denoted by
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the set V = {p1, p2, . . . , pN} and the functions by the set F = {f1, f2, . . . , fM}. Each
protein pi can be characterized by a random variable Xi that can take values from the
set F . It is assumed that some proteins in the network are already classified (i.e., their
functional labeling is complete); these are denoted by set A. Each protein belonging
to set A exerts an external field on the unclassified proteins in its neighborhood. The
total field for each unclassified protein in V\A is obtained by combining the individual
external fields exerted by each protein in A into a score function defined by

E[{Xi}N
i=1] = −

N∑
i=1

N∑
j=1

Adj(i, j)δ(Xi, Xj) −
N∑

i=1

hi(Xi), (10.22)

where Adj(i, j) is the adjacency matrix of the PPI graph with Adj(i, j) = 1 if i, j ∈ V\A
and there is an edge between them, δ is the Kronecker delta function, and hi(t) counts
the number of classified neighbors of protein i that have function t. This score function
essentially counts the number of the neighboring nodes that have the same predicted
functions over all the interactions in the graph. From this score function, a variational
potential, termed Gibbs’ potential, is evaluated. This is maximized through belief
propagation equations that are solved by a procedure called the cavity method [215].
Given an initial functional assignment for the PPI graph, this method calculates the
stationary probabilities of functional labeling of each node by maximizing the Gibbs’
potential.

This method has been used to analyze two yeast PPI networks taken from Uetz et
al. [307] and Xenarios et al. [327], with functional categories derived from the MIPS
database. The network taken from Uetz et al. was comprised of 1,826 proteins, of
which 456 were unclassified; there were 2,238 pairwise interactions (edges). The other
network contained 4,713 proteins, of which 1410 were unclassified; there were 14,846
interactions. The performance of the method was tested using a dilution procedure
similar to the leave-one-out method, with two reliability indices and a sharpness
criterion. In this procedure, a fraction d of the classified proteins in a given PPI
graph, were assumed to be missing; these were referred to as whitened proteins.
The first reliability criterion was defined as the fraction of whitened proteins for
which at least one function was correctly predicted. The second, more stringent
reliability criterion was defined as the fraction of correctly predicted functions out of
all known functions of a whitened protein in the original PPI graph. The sharpness
criterion, which measured the accuracy of the method, was defined as the proportion
of correctly predicted functions over all functions predicted. The method achieved
high first and second reliability scores that increased with the degree of protein
nodes for fixed dilution values. The sharpness measure, however, decreased with the
number of significant probability levels (ranks) that were used to make predictions.

10.3 PROTEIN FUNCTION PREDICTION USING KERNEL-BASED
STATISTICAL LEARNING METHODS

The past few years have seen the introduction of a number of powerful kernel-based
learning methods, including support vector machines (SVMs), Kernel Fisher discrim-
inant (KFD), and Kernel principal component analysis (KPCA). These kernel-based
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algorithms have been successfully applied to such topics as optical pattern and object
recognition, text categorization, time-series prediction, gene expression profile anal-
ysis, and DNA and protein analysis [220]. In this section, we will discuss the applica-
tion of kernel-based statistical learning methods to the prediction of protein function.

Kernel-based statistical learning methods have a number of general virtues as
tools for biological data analysis. First, the kernel framework accommodates not
only the vectorial and matrix data that are familiar from classical statistical anal-
ysis but also the more exotic data characteristic of the biological domain. Second,
kernels provide significant opportunities for the incorporation of more specific bio-
logical knowledge. Third, the growing suite of kernel-based data analysis algorithms
require only that data be reduced to a kernel matrix; this creates opportunities for
standardization. Finally, the reduction of heterogeneous data types to the common
format of kernel matrices allows the development of general tools for combining
multiple data types. Kernel matrices are required only to respect the constraint of
positive semidefiniteness; thus the powerful technique of semidefinite programming
can be exploited to derive general procedures for combining data of heterogeneous
format [220].

Following an experimental paradigm introduced by Deng et al. [85], Lanckriet
et al. [191] developed a support vector machine (SVM) approach, which applied
a diffusion kernel to a PPI network for the prediction of protein functions. The
performance of an SVM method depends on the kernel used to represent the data
set. The diffusion kernel K calculates the similarity distance between any two nodes
in the network; it is defined as follows:

K = e{τH}, (10.23)

where

H(i, j) =

⎧⎪⎨
⎪⎩

1, if protein i interacts with protein j,

−di, if protein i is the same as protein j,

0, otherwise,

(10.24)

where di is the number of interaction partners of protein i, τ is the diffusion constant,
and e{H} represents the matrix exponential of the adjacent matrix H [194]. Lanck-
riet et al. [191] showed that the SVM algorithm yields significantly improved results
relative both to an SVM trained from any single data type and to the MRF method
for all the function categories considered.

Nonetheless, the MRF and SVM approaches each have advantages that should
be considered in selecting a prediction methodology. The MRF approach is able to
consider the frequency of proteins that possess the function of interest. The SVM
method, in contrast, tends to predict protein functions more accurately. Lee et al.
[194] combined the advantages of both approaches into a new kernel-based logistic
regression model for protein function prediction. Following the approach suggested
by Deng et al. [83] in using a diffusion kernel with MRF, they modeled the probability
of X = (X1, . . . , Xn+m) as proportional to

exp(αN1 + β10D10 + β11D11 + β00D00), (10.25)
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where α, β10, β11, and β00 are constants, and

N1 =
∑

i

I{xi = 1},

D11 =
∑
i<j

K(i, j)I{xi = 1, xj = 1},

D10 =
∑
i<j

K(i, j)I{(xi = 1, xj = 0) or (xi = 0, xj = 1)},

D00 =
∑
i<j

K(i, j)I{xi = 0, xj = 0}.

The summations are over all the protein pairs. From Equation (10.25), it can be
shown that

log
Pr(Xi = 1|X[−i], θ)

1 − Pr(Xi = 1|X[−i], θ)
= α + (β10 − β00)K0(i) + (β11 − β10)K1(i),

(10.26)

where

K0(i) =
∑
i 
=j

K(i, j)I{xj = 0},

K1(i) =
∑
i 
=j

K(i, j)I{xj = 1}.

If protein i interacts with protein j, K(i, j) = 1; otherwise, K(i, j) = 0. Previous
researches had used the Markov Chain Monte Carlo (MCMC) approach to estimate
the posterior probabilities that an unknown protein would have the function of inter-
est, conditional on the network and the functions of known proteins. In a novel move,
Lee et al. [194] developed a simpler kernel-based logistic regression (KLR) model
for one function based on Equation (10.26). Let

M0(i) =
∑

j 
=i,xjknown

K(i, j)I{xj = 0},

M1(i) =
∑

j 
=i,xjknown

K(i, j)I{xj = 1}.

The KLR model is given by

log
Pr(Xi = 1|X[−i], θ)

1 − Pr(Xi = 1|X[−i], θ)
= γ + δM0(i) + ηM1(i). (10.27)

By incorporating correlated functions into the model, Lee et al. [194] cre-
ated the KLR model for correlated functions. Assume that there are K functional

categories: C1, C2, . . . , CK and
K∑

k=1
Pr(Xi = Ck) = 1, and let {Xi = Ck} be the
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instance, in which the i-th protein has function CK . We can generalize the KLR
model as follows:

log
Pr(Xi = Ck)

Pr(Xi = CK)
= γk +

K∑
l=1

δklMl(i), (10.28)

where

Ml(i) =
∑
j 
=i

K(i, j)I{xj = Cl}, l = 1, 2, . . . , K.

Ml(i) is the weighted number of neighbors of protein i having function l with weight
K(i, j) for protein j. The presence of a large number of functions may result in high-
dimensional parameters. To reduce the number of parameters, Lee et al. [194] use
the chi-square test to identify correlated functions for a function of interest. For a
protein Pi having a function Cj , the chi-square association value between the function
Cj and a function Cl , based on the immediate neighbors of Pi, is defined as

(N(1)
i (l) − N(1)

i Ql)
2

N(1)
i Qi

, (10.29)

where N(1)
i is thenumberof immediateneighbors of Pi, N(1)

i (l) is thenumberof imme-
diate neighbors of Pi having function Cl , and Ql is the fraction of known proteins
having function Cl . The corresponding quantities are then summed over all proteins
in the network having function Cl in the network to obtain an overall statistic:

(∑
N(1)

i −∑
N(1)

i Ql

)2

∑
N(1)

i Ql

. (10.30)

In this model, it is impossible to fit the data to the full framework stated in Equation
(10.28). Therefore, for each function only correlated functions with the five highest
chi-square values are considered.

It is possible that many other data sources may be usefully drawn upon for the
prediction of protein functions. To extend the KLR model to include multiple data
sources, Lee et al. [194] created a KLR model for multiple data sources. Each data
source is first converted to a matrix and is treated in the same manner as physical
interaction data. Suppose there are D data sources that have been transformed into
kernel matrices. Let K(d)(i, j) be the kernel matrix for the d-th data source. The KLR
model with correlated functions [Equation (10.28)] can then further be extended to

log
Pr(Xi = Ck)

Pr(Xi = CK)
= γk +

D∑
d=1

K∑
l=1

δ
(d)

kl M(d)

l (i), k = 1, 2, . . . , K − 1.

where

M(d)

l (i) =
∑

K(d)(i, j)I{Xj = Cl}, l = 1, 2, . . . , K.
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M(d)

l (i) is the weighted number of neighbors of protein i having function l with weight
K(d)(i, j) for protein j in the d-th network.

Lee’s group followed the experimental protocol established for MIPS physical
interaction data to test the MRF approach of Deng et al. [83], the SVM approach
of Lanckriet et al. [191], and the KLR models for one function and for correlated
functions. These trials indicated that both KLR models generated more accurate
predictions than either the MRF or SVM approaches.

10.4 PROTEIN FUNCTION PREDICTION USING
BAYESIAN NETWORKS

Bayesian networks have been used for inference and learning in a wide range of
fields, including bioinformatics (regulatory networks, protein structure, and gene
expression analysis), data fusion, text mining and document classification, image pro-
cessing, and decision support systems. In this section, we will discuss the application
of Bayesian networks to the prediction of protein function. Bayesian methods are
particularly valuable in integrative approaches where PPI information from several
sources is combined to make useful predictions.

Extending the local density enrichment concept described earlier in this chapter,
Chuan et al. [201] has proposed a common-neighbor-based approach, which exploits
the small-world property of a network. As defined earlier, this small-world property
states that two adjacent nodes are more likely to have common neighbors than would
nodes in a random graph [319]. We have seen that the PPI networks are characterized
by this property [313]. Therefore, two proteins connected by a true edge in a PPI net-
work should have more common neighbors than those connected by a false positive
edge; furthermore, the connected proteins are more likely to have similar functions.

The common-neighbor-based approach can be described in a manner similar to
that used in previous sections. Let there be N proteins in the PPI network p1, . . . , pN
and assume these belong to M functional categories f1, . . . , fM . Considering a partic-
ular functional category f ∈ {f1, . . . , fM}, assume p1, . . . , pn are proteins annotated
with f . The annotation of the remaining set of proteins pn+1, . . . , pN is yet to be deter-
mined. For an unannotated protein pi (n < i ≤ N) and function f , let Ft (1 ≤ t ≤ M)
be the indicator variable denoting whether pi is annotated with f (value 1) or not
(value 0). Let {pt1, . . . , ptl} (1 ≤ t1 ≤ · · · ≤ tl ≤ n) be the set of proteins annotated
with function f and Kt1, Kt2, . . . , Ktl be random variables indicating the numbers of
common neighbors between proteins pi and ptj (1 ≤ j ≤ l). The conditional probabil-
ity that pi will be annotated with function f given the distribution of the annotations
of the common neighbors with f is given by

P(Ft = 1|Kt1, . . . , Ktl)

= P(Kt1, . . . , Ktl|Ft = 1) · P(Ft = 1)

P(Kt1, . . . , Ktl)

=
∏l

j=1 P(Ktj|Ft = 1) · P(Ft = 1)∏l
j=1 P(Ktj|Ft = 1) · P(Ft = 1) +∏l

j=1 P(Ktj|Ft = 0) · P(Ft = 0)
,

(10.31)
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where P(Ft = 1) is the prior probability that pi has function f , P(Kt1, . . . , Ktl) is the
probability that pi has Kt1, . . . , Ktl common neighbors with proteins pt1, . . . , ptk, and
P(Kt1, . . . , Ktl|Ft = 1) is the conditional probability that pi has Kt1, . . . , Ktl common
neighbors with proteins pt1, . . . , ptk given that pi has function f . It is also assumed that
the number of common neighbors shared by pi and ptj (1 ≤ j ≤ l) is independently
determined for pi and ptj (1 ≤ j ≤ l), so that P(Kt1, . . . , Ktl|Ft = 1) = ∏l

j=1 p(Ktj|Ft =
1), where P(Ktj|Ft = 1) is the probability that pi and ptj have Ktj common neighbors
given that both pi and ptj have function f .

Let Nt be the total number of proteins annotated with function f . P(Ktj|Ft = 1) is
assumed to follow a binomial distribution, B+(Nt , Kt , pt) where pt is the probability
that two proteins annotated with f share a common neighbor with the same function.
However, for a typical PPI network, the average number of Nt (1 ≤ t ≤ M) is often
greater than 100 so the binomial distribution can be approximated by the normal
distribution with the same mean and variance:

P(Ktj|Ft = 1) = 1√
2πσt+

e
− (Ktj−µt+)2

σ2
t+ , (10.32)

where µt+ and σ 2
t+ are identical to the mean and variance of the distribution

P(Ktj|Ft = 1) = B+(Nt , Kt , pt).

Similarly, P(Ktj|Ft = 0) can be approximated by 1√
2πσt−

e−(Ktj−µt−)2/σ 2
t− where µt−

and σ 2
t− are the mean and variance of the distribution P(Ktj|Ft = 0) = B−(Nt , Kt , pt).

Equation (10.31) can then be written as

P(Ft = 1|Kt1, . . . , Ktl) = λt

λt + 1
, (10.33)

where

λt = σ l
t−

σ l
t+

· e
−∑l

j=1(
(Ktj−µt+)2

σ2
t+

− (Kti−µt−)2

σ2
t−

) · P(Ft = 1)

P(Ft = 0)
. (10.34)

log(λt) is used as the score to measure the probability that protein pi will have func-
tion ft . A higher score indicates a greater likelihood that an unannotated protein pi
will have function ft . This score is used to assign functions to unannotated proteins
through the following process. First, for each functional category ft (1 ≤ t ≤ M),
the means µt−, µt+ and σt−, σt+ for conditions Ft = 0 and Ft = 1, respectively,
are estimated using the binomial model as described above. This is followed by
the calculation of the functional score for each unannotated protein pi, taking into
consideration the functions that are possessed by those proteins that have at least
one common neighbor with pi. The functions are ranked in descending order of
their functional scores, and a maximum of δ functions with the highest scores are
assigned to pi.

Since PPI data are typically incomplete and the number of annotated proteins
may be very limited, an unannotated protein may not share common neighbors with
any other annotated protein. As in the case of iterative belief propagation [196],
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discussed earlier, the score functions of unannotated proteins are inferred in an
iterative manner. In the initial round of iteration, the functions of some unannoated
proteins that are well connected to the annotated proteins are determined. This
increases the number of annotated proteins in the network that become input to
the next round of iterations. In this manner, all the annotated proteins that are
known at any particular round are used to make predictions in the next iterative
round. Iteration stops either when the functions of all unannotated proteins have
been predicted or when no further predictions can be made.

The common-neighbor-based Bayesian method was tested on the DIP and DIP-
Core data sets. The DIP data set contains 4,931 proteins and 17,172 interactions
(excluding 285 self-interactions). The DIP-Core data set, which contains 2,547 pro-
teins and 5,949 interactions, has undergone more careful examination and is more
reliable. 259 functional categories were obtained from the MIPS database. A leave-
one-out cross-validation scheme was employed to test the predictive accuracy of
the method using specificity and sensitivity as the measurement criteria as previ-
ously described. For a given sensitivity value, this method achieved a high level of
specificity; for example, a 50% specificity level was attained at 40% sensitivity. This
highlights the effectiveness of the common-neighbor-based method in handling the
many false positives and false negatives in PPI data.

10.5 IMPROVING PROTEIN FUNCTION PREDICTION USING
BAYESIAN INTEGRATIVE METHODS

As we have seen, additional PPI information can be gleaned from a wide variety of
sources and new computational and experimental methods have predicted a number
of possible PPIs. Bayesian networks have been employed [160,328] to integrate this
extensive range of data and to select the reliable interactions. A Bayesian frame-
work offers many advantages. The Bayesian algorithm is relatively straightforward
and can effectively handle heterogeneous data types and missing data. Typically, PPI
data sets suffer from low coverage and poor accuracy and reliability is compromised
by contradictions between the different data sets [328]. Integration of evidence from
these multiple sources of putative interactions is achieved in a Bayesian framework
by assesing each source of evidence through comparison against samples of known
positive and negative interactions (referred to as “gold standards”). In [160], inter-
action data from the MIPS complexes catalog is used as the gold standard . The set of
negative interactions is synthesized by combining proteins located in different sub-
cellular compartments, since these are the least likely to interact. A pair of proteins
is said to interact positively within a data set when both members belong to the same
complex. The prior odds of finding such a positive pair are given by

Oprior = P(positive)

P(negative)
, (10.35)

where P(positive) and P(negative) give the fraction of positive and negative pairs
in the data set, respectively. The posterior odds are defined after integrating the
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evidence from N data sets,

Oposterior = P(positive|e1 · · · eN)

P(negative|e1 · · · eN)

= L(e1 · · · eN) ∗ Oprior, (10.36)

where ei is a feature or data type used to infer interaction between the proteins and
L is the likelihood ratio, defined as

L(e1 · · · eN) = P(e1 · · · eN |positive)

P(e1 · · · eN |negative)
. (10.37)

In [160], a pair of proteins was predicted to interact when L > Lcutoff ; that is,
the likelihood ratio exceeds a particular cutoff (found experimentally to be 600).
Experiments were run using four PPI data sets from high-throughput experiments
[113,144,155,307] including the probabilistic interactome experimental (PIE) data,
mRNA expression levels, and GO biological processes data. The fourth data set,
PIP (Probabilistic Interactome Predicted) data, contains information about the indis-
pensability of particular proteins for survival. A naive Bayesian network was initially
used to calculate the likelihood of interactions in the PIE data set. A full Bayesian
network was then used for a similar calculation with the PIP data set. These two
sets of results were integrated again using a naive Bayesian network, since the PIE
and PIP data provide independent evidence for the interactions. It was found that
likelihood ratios obtained using individual data sources did not exceed the cutoff and
had a large number of false positive interactions. However, combining the two data
sources using a fully connected naive Bayesian network resulted in 9897 predicted
interactions from PIP and 163 from the PIE.

In [328], 27 heterogeneous data sources were integrated to predict PPI in humans
using Bayesian networks. The gold-standard positive interactions were obtained
from the human protein peferenced database (HPRD) [251], and the gold-standard
negative interactions were obtained by pairing nuclear proteins with those from the
plasma membrane. For each feature or data type used to infer interaction between
the proteins, likelihood ratios were calculated for each protein pair using the gold-
standards interactions. When evidence was available from more than one data source,
the maximum likelihood ratio value was used for that protein pair. The likelihood
ratios that were obtained for the various features considered were integrated using
a naive Bayesian network, which generated the final interaction prediction scores.

10.6 SUMMARY

In this chapter, we have examined several statistics- and machine learning-based
approaches to the study of PPIs. MRF-based techniques use Bayesian methodology
to estimate the posterior probability of a protein having a function of interest. This
estimate is made on the basis of the functional labeling status of the neighboring pro-
teins. Once the nodes of a network have been annotated, the method optimizes some
global property of all nodes by taking into consideration all the iteration networks and
available functional annotations of proteins. These methods perform better than the
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chi-square [143] and neighbor-counting [274] approaches and have predicted novel
functions for proteins in yeast. However, the MRF-based methods do have several
drawbacks. Since they consider each function individually, and independently eval-
uate the probability to be assigned to the proteins in the network, these methods
ignore possible correlations between functional assignments. While a protein with
a given function may be more likely to also have another similar function, these
relationships will be missed when each functional assignment is considered indepen-
dently. These techniques are also susceptible to the high incidence of false positives,
which arise from the unreliability of the protein interaction data.

The local density enrichment based-method introduced by Letovsky [196] uses
a binomial distribution function to model the probability of observing a given count
of neighboring nodes with a particular functional label. This approach employs a
variant of iterative belief propagation to assign stable probabilities of functions to
the unannotated proteins. This is in contrast to the MRF approaches, which use
Gibbs’ distribution for this purpose. Both these methods come under the category
of maximum-likelihood methods and perform similarly when applied to common
data sets [37]. The message-passing-based prediction method developed by Leone
[195] is based upon Gibbs’ potential. All these approaches share the drawbacks
that also characterize the MRF-based methods. They are susceptible to the high
incidence of false positives and false negatives in PPI networks and treat the label
assignments of each function independently from the other functions. All assume
that two neighboring or nearby proteins are likely to have similar functions.

Kernel-based statistical learning methods represent data by means of a kernel
function that defines similarities between pairs of genes or proteins. Such similari-
ties can take the form of quite complex relations, implicitly capturing aspects of the
underlying biological machinery. These methods facilitate pattern detection, since
the kernel function takes relationships that are implicit in the data and makes them
explicit. Each kernel function thus extracts a specific type of information from a
given data set, thereby providing a partial description or view of the data. After find-
ing a kernel that best represents all the information available for a given statistical
learning task, the methods combine this information via a convex optimization tech-
nique known as semidefinite programming (SDP). This SDP-based approach offers
a statistically sound, computationally efficient, and robust general methodology for
combining many partial descriptions of data [191].

The common-neighbor-based Bayesian method utilizes the small-world property
of PPI networks and is more robust to the unreliability and high noise ratio char-
acteristic of PPI networks. However, performance quality depends on the optimal
setting of the parameters determining the maximum number of neighbors of each
node and the number of highest-ranked functions to be assigned to each node in the
network. Each of these methods, as well those discussed elsewhere in this book, offer
intriguing possibilities for further improvement in the prediction of the functions of
unannotated proteins.
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Integration of Gene Ontology into the
Analysis of Protein Interaction Networks

With Young-rae Cho

11.1 INTRODUCTION

The ability of the various approaches discussed throughout this book to accurately
analyze protein–protein interactions (PPIs) is often compromised by the errors and
gaps that characterize the data. Their accuracy would be enhanced by the integration
of data from all available sources. Modern experimental and computational tech-
niques have resulted in the accumulation of massive amounts of information about
the functional behavior of biological components and systems. These diverse data
sources have provided useful insights into the functional association between com-
ponents. The following types of data have frequently been drawn upon for functional
analysis and could be integrated with PPI data [276,297,304,305]:

■ Amino acid sequences
■ Protein structures
■ Genomic sequences
■ Phylogenetic profiles
■ Microarray expressions
■ Gene Ontology (GO) annotations

The development of sequence similarity search algorithms such as FASTA [244],
BLAST [13], and PSI-BLAST [14] has been a major breakthrough in the field
of bioinformatics. The algorithms rest on the understanding that proteins with
similar sequences are functionally consistent. Searching for sequential homologies
among proteins can facilitate their classification and the accurate prediction of their
functions.

The availability of complete genomes for various organisms has shifted such
sequence comparisons from the level of the single gene to the genome level [48,97].
As discussed in Chapter 3, several genome-scale approaches have been introduced
on the basis of the correlated evolutionary mechanisms of genes. For example,
the conservation of gene neighborhoods across different, distantly-related genomes
reveals potential functional linkages [80,235,296]. Gene fusion analysis infers pairs
of interacting proteins and their functional relatedness [98,208]. Phylogenetic

216
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profiles are also useful resources for determining protein function and localization
[209,248].

The advent of microarray technology has made it possible to monitor the expres-
sion levels of thousands of genes in parallel. The effective analysis of an enormous
quantity of gene expression data has resulted in widespread application in the areas of
functional genomics and drug discovery over the last several years [96,126,341]. Most
of these analyses are based on the concept that the correlated expression profiles of
genes can be interpreted as indicating their functional similarity.

The GO Consortium database [18,301] is one of the most comprehensive ontology
databases currently available to the bioinformatics community. It is a collaborative
effort to address the need for consistent descriptions of genes and gene products.
The GO database is a collection of well-defined and structured biological terms that
are universal to all organisms. Each term represents a functional class and includes
the annotation of genes and gene products. The GO terms and their annotations can
contribute significantly to the analysis of PPIs.

In this chapter, we will focus on methods for integrating PPI networks with these
GO annotations. First, we will discuss semantic similarity measures used to calculate
the reliability of PPIs. Interactivity-based [70] and probabilistic approaches [64] to
function prediction and functional module detection will then be detailed.

11.2 GO STRUCTURE

The GO database is composed of GO terms and their relationships. The GO terms
represent biological concepts and are grouped into three general categories: bio-
logical processes, molecular functions, and cellular components. GO terms are
structured by their relationships to each other. For example, “is-a” represents a
specific-to-general relationship between terms, while “part-of” represents a part-to-
whole relationship. A GO term ti with an “is-a” relationship to tj is conceptually
more specific than tj . In this instance, ti is referred to as a child term of tj , and tj is a
parent term of ti.

A directed acyclic graph (DAG) G = (V , A) is then built with the GO terms as
a set V of nodes and their relationships as a set A of directed arcs. According to the
stipulations of the DAG structure, if ti is more specific than tj and tj is more specific
than tk, then ti is always more specific than tk. In other words, if there are directed
paths from ti to tj and from tj to tk in the GO structure, then the path from ti to tk
should exist, while the path from tk to ti should not. A simplified example of the GO
structure is illustrated in Figure 11–1. Here, five GO terms as nodes are connected
with directed arcs. Apart from the root term, each GO term has one or more parent
terms. For example, the parent terms of GO:Node3 are GO:Node1 and GO:Node2.

11.2.1 GO Annotations

The GO database provides annotations for each GO term. Each gene or protein is
associated with, or annotated to, one or more GO term(s). Relationships to multiple
terms are possible because a given gene or protein can perform different biological
processes or functions in different environments. In Figure 11–1, gene g4 is anno-
tated to both GO:Node3 and GO:Node4. GO annotations follow the transitivity
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GO:Root

GO: Node2GO: Node1

GO: Node3GO: Node4

g3

g1 g2

g4 g4 g5

GO terms

Genes

Figure 11–1 The GO structure with GO terms and their annotations. Solid lines between
genes and GO terms indicate direct annotation, and dotted lines indicate an annotation
inferred through the transitivity property.

property, so that annotating a given gene to a GO term automatically annotates it
to more general GO terms on the path towards the root term in the DAG structure.
For example, in Figure 11–1, the gene g4 is annotated to the term GO:Node4. Con-
sequently, g4 will also be annotated to GO:Node1 and GO:Root. The relationship
of g4 to GO:Node4 is a direct annotation, and its relationship to GO:Node1 and
GO:Root are inferred annotations. In Figure 11–1, solid lines connect genes that are
direct annotations of the GO terms, and dotted lines indicate annotations inferred by
the transitivity property. The set of proteins annotated to the root term is transitive,
if all inferred annotations are considered, in that the annotation of the root term
includes all genes already characterized.

Suppose Gi and Gj are the sets of proteins annotated to GO terms ti and tj ,
respectively, and ti is a parent term of tj . According to the transitivity property of
GO annotation, the size of Gi, |Gi| will be greater than or equal to |Gj|. Suppose
a protein x is annotated to m different GO terms. Gi(x) denotes a set of proteins
annotated to GO term ti, which annotates x, where 1 ≤ i ≤ m. In the same way,
suppose both x and y are annotated to n different GO terms, where n ≤ m. In this
instance, Gj(x, y) denotes a set of proteins annotated to GO term tj , which annotates
both x and y, where 1 ≤ j ≤ n. The minimum size of Gi(x) is always less than or
equal to the minimum size of Gj(x, y).

11.3 SEMANTIC SIMILARITY-BASED INTEGRATION

Measuring similarity between concepts in a taxonomy is a common practice in natural
language processing. Measurements of semantic similarity can be characterized as
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Table 11.1 Measurements of semantic similarity between two concepts C1 and C2 in
the taxonomy

Methods Formula

Structure-based
Path-length-based method sim(C1, C2) = 1/len(C1, C2)

Leacock’s method sim(C1, C2) = − log(len(C1, C2)/(2 × depth))

Common-parents-based method sim(C1, C2) = (P(C1) ∩ P(C2))/(P(C1) ∪ P(C2))

Wu’s method sim(C1, C2) = 2·len(Croot,C0)
len(C0,C1)+len(C0,C2)+2·len(Croot,C0)

Information content-based
Resnik’s method sim(C1, C2) = − log P(C0)

Lin’s method sim(C1, C2) = 2 · log P(C0)/(log P(C1) + log P(C2))

Jiang’s method sim(C1, C2) = log P(C1) + log P(C2) − 2 · log P(C0)

len(C1, C2) denotes the shortest path length from C1 to C2, and depth is the maximum path
length from the root to a leaf. C0 represents the most specific concept that subsumes both C1
and C2, and Croot is the most general concept that is located in the root of the taxonomy. P(C)
is the set of parent concepts in the taxonomy. P(C) is the probability of C.

structure of the taxonomy or information contents of the concepts, as summarized
in Table 11.1. These techniques can be applied to measure the degree of similarity
between terms in the GO structure. The details of these methods will be discussed
in the following subsections.

The semantic similarity measured between two GO terms can be directly con-
verted to a measurement of the similarity between two proteins. Since a protein is
annotated to multiple GO terms, several researchers [316] have defined the similar-
ity between two proteins as the average similarity of the GO term cross pairs, which
are associated with both interacting proteins. However, this definition may underes-
timate the reliability of the interaction between these proteins. A particularly strong
interaction between the proteins may occur within the function represented by the
two most similar GO terms, but this will be ignored in the averaging procedure. To
take this effect into consideration, Cho et al. [67,70] computed the reliability of an
interaction using the maximum similarity between cross pairs of those GO terms,
which are associated with both interacting proteins. Through this means, the relia-
bility of an interaction between two proteins can more accurately be represented by
the semantic similarity value.

11.3.1 Structure-Based Methods

Structure-based approaches to the measurement of semantic similarity may be based
on the concept of either path length or common parentage. The simplest path length-
based similarity measurement is arrived at by counting the edges of the shortest path
between two concepts in a taxonomy. Several methods have been suggested, which
are based upon this process. Leacock et al. [193] scaled down the shortest path length
by the maximum depth of the taxonomy and applied log smoothing. The structural
similarity between two concepts may also be measured by counting the number of
parent concepts in a taxonomy. Wu et al. [324] considered both path length and
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common parentage in identifying the structural relationship of two concepts C1 and
C2 through a global view of the taxonomy. If C0 is the most specific concept that
subsumes both C1 and C2, the path lengths from the root concept to C0, from C0 to
C1, and from C0 to C2 are used for the calculation.

Structure-based methods can be used to estimate the reliability of PPIs. The
process starts from the root GO term and moves down an edge created by annotating
the child term with at least one of the interacting proteins x and y, selecting the most
specific GO terms on each path. Suppose T(x) is the set of the most specific GO
terms that are annotated with x. The semantic similarity value of x and y is

Spath(x, y) = 1
mini,j len(ti, tj) + 1

, (11.1)

where ti ∈ T(x), tj ∈ T(y) and len(ti, tj) is the shortest path length between ti and tj .
Normalization and log smoothing can be applied.

Sleacock(x, y) = − log
(

mini,j len(ti, tj) + 1
2 × depth

)
, (11.2)

where depth is the maximum path length from the root term to a leaf.
The common parentage of two terms ti and tj can be used to measure their

similarity:

Scommon(x, y) = max
i,j

(P(ti) ∩ P(tj)

P(ti) ∪ P(tj)

)
, (11.3)

where P(ti) is the set of parent terms of ti. Finally, by considering the path length
from the root to the most specific common parent term,

Swu(x, y) = max
i,j

(
2 · len(t0, tij)

len(tij , ti) + len(tij , tj) + 2len(t0, tij)

)
, (11.4)

is obtained, where tij is the most specific GO term that subsumes ti and tj , and t0 is
the root GO term.

Structure-based methods assume a conceptual similarity between all parent–child
term pairs. However, this assumption is unlikely to be correct, as each term in the
GO database is independently added and associated with gene products as needed.
Therefore, the equality of the similarity values of parent–child term pairs in the GO
structure cannot be guaranteed.

11.3.2 Information Content-Based Methods

In information theory, self-information is a measure of the information content
associated with the outcome of a random variable. The amount of self-information
contained in a probabilistic event c depends on the probability P(c) of that event.
Events that are less probable will yield a greater amount of self-information if and
when these events actually occur. The information content of a concept C in a
taxonomy is then defined as the negative log likelihood of C, − log P(C).
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The semantic similarity between two concepts can be measured based on the
commonality of their information contents, in that two concepts that share more
information are assumed to have greater similarity. Resnik [262] assessed the seman-
tic similarity of the concepts C1 and C2 by the information content of the most specific
concept C0 that subsumes both C1 and C2. Lin [202] considered not only commonal-
ity but also the difference between two concepts by normalizing Resnik’s similarity
measure with the sum of the individual information content of C1 and C2. Jiang et al.
[163] combined information content with path length and produced a similarity func-
tion, which finds the difference between the individual information content of C1 and
C2 and the information content of the subsuming concept C0.

The reliability of PPIs identified by information content-based approaches can
be estimated by assessing the annotation size. The annotation size of a GO term
ti, defined as the number of proteins annotated to ti, can represent its information
content. The semantic similarity of the interacting proteins x and y can then be
stated as

Sresnik(x, y) = − log[min
i

Pi(x, y)], (11.5)

where

Pi(x, y) = |Gi(x, y)|
|G0| . (11.6)

Gi(x, y) is a set of proteins annotated to a GO term, which annotates both x and y, and
G0 is the set of proteins annotated to the root GO term. This similarity value can be
normalized by incorporating the information content of individual terms. Suppose ti
annotates x and tj annotates y.

Slin(x, y) = max
i,j

[
2 · log Pij(x, y)

log Pi(x) + log Pj(y)

]
, (11.7)

where Pi(x) is the proportional relationship between the annotation size of ti and
the maximum annotation size. Pij(x, y) is the proportion of the annotation size of the
term subsuming ti and tj . Incorporating these terms, the semantic similarity value
can be also described as

Sjiang(x, y) = max
i,j

[log Pi(x) + log Pj(y) − 2 log Pij(x, y)]. (11.8)

The reliability of information content-based methods is compromised by the
incompleteness of current GO annotations. Genes and proteins are annotated to
GO terms as individual experimental results are published. Therefore, any current
annotation of a protein cannot be considered to be inclusive of all possible GO terms.

11.3.3 Combination of Structure and Information Content

Hwang et al. [150] attempted to combine the information content-based and
structure-based approaches to more accurately identify reliable interactions. This
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Figure 11–2 The GO structure with GO terms and their annotations. On the left side, the
depth and the height of GO:Term3 are shown. On the right side, the depth and the height
of GO:Term2 are shown. (Reprinted from [150] with permission of IEEE.)

combined approach defined the concepts of cardinal specificity and structural speci-
ficity. The cardinal specificity of a GO term ti is the proportion of proteins
annotated to ti.

SPcard(ti) = |Ti|
|T0| , (11.9)

where Ti is the set of proteins annotated to ti and T0 is the set of proteins annotated
to the root term. Structural specificity was assessed on the basis of the depth and
height of a term in the GO structure. The depth of ti is the number of arcs on the
shortest directed path to ti from the root, and the height of ti is the number of arcs
of the shortest directed path from ti to the farthest leaf node in the GO structure.
Examples of this structure are illustrated in Figure 11–2. The structural specificity of
ti was then defined as

SPstruc(ti) = height(ti) + 1
height(ti) + depth(ti) + 1

. (11.10)

The total information content of ti was described as the sum of the information
content with respect to the cardinal specificity of ti and the structural specificity of ti.

INF(ti) = − log(SPcard(ti)) − log(SPstruc(ti)). (11.11)

Finally, the similarity between two proteins x and y was calculated based on the
semantic similarity concept normalized by the information content of individual
terms, similar to Equation (11.7).

Shwang(x, y) = 2 · INF(tx,y)

INF(tx) + INF(ty)
, (11.12)

where tx is the most specific GO term, which annotates x, ty is the most specific
GO term, which annotates y, and tx,y is the most common specific GO term, which
annotates both x and y.
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11.4 SEMANTIC INTERACTIVITY-BASED INTEGRATION

Analysis of a PPI network can be significantly advanced by an understanding of the
interaction pattern, or connectivity, of each protein in the network. The interactivity
T of a protein x with a set of proteins St annotated to a GO term t is defined as

T(x, St) = |St ∩ N(x)|
|N(x)| , (11.13)

where N(x) is the set of neighbors of x in a PPI network. The semantic interactivity
of x with St is then the probability that a neighbor of x will be included in St , or,
alternatively, the probability of x interacting with the proteins in St . Considering the
functional relatedness of a pair of interacting proteins, N(x) in Equation (11.13) can
be replaced with N(x) ∪ {x}.

Cho et al. [68] used the concept of semantic interactivity to integrate GO data
into a PPI network. Suppose protein x is annotated to GO term ti and protein y is
annotated to GO term tj . If a large proportion of the interacting partners of x appear
in the annotation of tj and a large proportion of the interacting partners of y appear
in the annotation of ti, then x and y are likely to interact. If x and y are annotated
to the same GO term ti, then the reliability of their interaction increases when more
interacting partners of x and y are included in the annotation of ti.

Suppose S(x) and S(y) are the sets of proteins annotated to those GO terms which
are annotated to x and y, respectively. The semantic interactivity Tsem of x with the
proteins in S(y) is then calculated by

Tsem(x, S(y)) = maxi |Si(y) ∩ N ′(x)|
|N ′(x)| , (11.14)

where N ′(x) = N(x) ∪ {x}. Since y can be annotated to k different GO terms, we
select the maximum set of Si(y)∩N ′(x) out of k possible sets. If x and all its neighbors
are not included in Si(y) for any i, then Tsem(x, S(y)) is 0. If x and all its neighbors
are included in a set Si(y), then Tsem(x, S(y)) is 1. Equation (11.14) thus satisfies the
range of 0 ≤ P(x, y) ≤ 1. The reliability of the interaction between x and y can be
measured by the geometric mean of Tsem(x, S(y)) and Tsem(y, S(x)).

Rel(x, y) = √
Tsem(x, S(y)) × Tsem(y, S(x)). (11.15)

11.5 ESTIMATE OF INTERACTION RELIABILITY

The reliability of interactions predicted by semantic similarity and semantic inter-
activity were compared using the core interaction data for S. cerevisiae from DIP,
the database of interacting proteins [271]. The core data includes 2,526 distinct pro-
teins and 5,949 interactions. The core interactions were selected from the full data
set by examination of biological information such as protein sequences and RNA
expression profiles [82].

The 2006 version of the GO database [301] contains a total of 21,617 GO
terms across three general categories: biological processes, molecular functions,
and cellular components. It includes a total of 31,890 annotations for S. cerevisiae.
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Structure-based semantic similarity was calculated on the basis of the GO terms relat-
ing to biological process. Information content-based semantic similarity was derived
using GO terms from all three categories. Semantic interactivity was assessed by
filtering out excessively specific GO terms, defined as those with fewer than 50 anno-
tated proteins, and using only the terminal GO terms, which were also the leaf nodes
in the GO structure. Of these, 129 terminal GO terms with an average annotation
size of 73.89 were extracted.

11.5.1 Functional Co-occurrence

The reliability of interactions measured by semantic similarity and semantic inter-
activity was assessed by ascertaining whether the members of each interacting pair
were also annotated to the same functional category in the MIPS database [214]. The
interactions were assigned reliability values on a scale from 0 to 1 and were divided
into deciles on that basis.

Figure 11–3(a) presents the functional co-occurrence patterns of interacting pro-
tein pairs with respect to interaction reliability as measured by structure-based
methods. For the edge-counting method, ∼40% of interacting protein pairs were
co-annotated with GO terms and were thus assigned the maximum reliability value.
Seven percent of interacting protein pairs had a one-edge interval between the
most specific GO terms annotated with each interacting protein; these pairs had
a reliability value of 0.5. As a result, the correlation of reliability with functional co-
occurrence was left-shifted. Leacock’s similarity measure scaled up the values from
the edge-counting method. However, in the reliability range below 0.3, there was
no positive correlation between reliability and functional co-occurrence, and there
were no interacting pairs with a reliability value below 0.1. Wu’s similarity mea-
sure performed better than either the edge-counting method or Leacock’s method,
exhibiting a positive correlation across the full range of reliability values.

Figure 11–3(b) presents the functional co-occurrence patterns of interacting
protein pairs with respect to interaction reliability as measured by information
content-based methods. Resnik’s similarity measure typically under-scored inter-
acting pairs with high reliability values. Using this method, 5% of interacting pairs
had reliability values over 0.9, 10% had values from 0.8 to 0.9, and the reliability
values of 14% were between 0.7 and 0.8. With the other methods, more than 30%
of interacting pairs had reliability values above 0.9. Therefore, interacting pairs with
a reliability score above 0.7 by Resnik’s measure exhibited no variability in func-
tional co-occurrence. Use of Lin’s similarity measure enhanced Resnik’s method
and resulted in a positive correlation across the full range of reliability values. Using
Jiang’s similarity measure, 60% of interacting pairs had scores over 0.9. Interestingly,
this approach also assigned a reliability score of less than 0.1 to a small number of
interacting pairs with relatively high functional co-occurrence rates.

Figure 11–3(c) presents the functional co-occurrence patterns of interacting
protein pairs with respect to interaction reliability as measured by their seman-
tic interactivity. These interaction reliability values demonstrated a strong positive
correlation with functional co-occurrence. This result indicates that the functional
association between two proteins can be better measured by semantic interactivity
than by semantic similarity.
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Figure 11–3 Functional co-occurrence patterns of interacting protein pairs with respect
to their interaction reliability. Reliability was measured by (a) structure-based semantic
similarity, (b) information content-based semantic similarity, and (c) semantic
interactivity. (Reprinted from [67] with permission of IEEE.)

11.5.2 Topological Significance

The reliability of interactions can be verified by the interaction properties of the
network. A mutual clustering coefficient [125] is a measure of the neighborhood
cohesiveness around an edge in a graph. The various measurements of interaction
reliability were compared using the Jaccard index as the mutual clustering coeffi-
cient. This value indicates the number of common neighbors of interacting proteins
as compared to the number of all distinct neighbors. Three reliability measurements
that demonstrated good functional co-occurrence were selected for analysis, with
each again representing one of the three general methods previously described. The
indices chosen were Wu’s semantic similarity measure, Lin’s semantic similarity mea-
sure, and semantic interactivity. As with the previous analysis, the interactions were
divided into ten groups according to their reliability values, and the average mutual
clustering coefficient for each group was calculated.
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Figure 11–4 Relationship between interaction reliability and the mutual clustering
coefficients of interacting proteins. Reliability was measured by structure-based
semantic similarity (Wu’s method), information content-based semantic similarity (Lin’s
method), and semantic interactivity. (Reprinted from [67] with permission of IEEE.)

Figure 11–4 illustrates the relationship between interaction reliability and the
mutual clustering coefficients of interacting proteins. The plots generated by Wu’s
and Lin’s methods do not show positive correlations. Low-reliability interacting pairs
with values under 0.3 had relatively high mutual clustering coefficients. The best
results were produced by the semantic interactivity index, which generated reliability
values that correlated strongly to the mutual clustering coefficients.

11.5.3 Protein Lethality

The degree of a node can be weighted by summing the weights of the connections to
its neighbors in a weighted network. In this case, the weighted interaction network
was constructed by assigning each interaction a weight based on its reliability value.
Nodes with high weighted degrees in the weighted network represent proteins that
interact with many other proteins. Weighted degrees can thus be used to quantify
the biological significance of proteins in a PPI network.

This method of identifying biologically significant proteins was used to evalu-
ate the interaction reliability measurements previously discussed. Information from
the MIPS database [214] regarding protein lethality was used to indicate the bio-
logical essentiality of a protein. Lethality is determined by monitoring the extent
of functional disruption within a module when the protein in question is eliminated.
Proteins were arranged in a descending order of the weighted degree as measured by
Wu’s semantic similarity, Lin’s semantic similarity, and semantic interactivity. For
each case, the cumulative proportion of lethal proteins was consecutively calculated.
Figure 11–5 shows the change in lethality when the number of selected proteins is
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Figure 11–5 Lethality with respect to the cumulative number of proteins ordered by
weighted degree. The weight of each edge was measured by structure-based semantic
similarity (Wu’s method), information content-based semantic similarity (Lin’s method),
and semantic interactivity. (Reprinted from [67] with permission of IEEE.)

increased. When up to 250 proteins from the highest weighted degree were selected,
the semantic interactivity index identified more lethal proteins than the other mea-
surements. This result indicates that biologically essential proteins were correctly
selected when semantic interactivity was used as the reliability measure.

11.6 FUNCTIONAL MODULE DETECTION

The reliability of each PPI measured by the semantic interactivity value established
in Equation (11.15) can be assigned to the corresponding edge as a weight to build
a weighted interaction network. The interactivity measure is produced by integrat-
ing evidence of interactions with the functional categories established in the GO
database. Using this information to create a weighted interaction network permits
more accurate detection of functional modules. Cho et al. [70] used the flow-based
method discussed in Chapter 9 to identify functional modules in the weighted inter-
action network. The performance of this approach was assessed in comparison with
that of techniques representing several other approaches.

11.6.1 Statistical Assessment

To test the detection of functional modules, the core S. cerevisiae interaction data
set from the DIP [271] was used; this data included 2,526 distinct proteins and
5,949 interactions. GO terms with fewer than 50 annotated proteins were removed
from the database, and only the terminal GO terms were then selected. The
flow-based functional module detection algorithm was applied to the interaction
network weighted by semantic interactivity.



228 Integration of GO into the Analysis of Protein Interaction Networks

Table 11.2 Accuracy of output modules generated by flow-based module
detection methods

Identified modules Identified modules
Weighting scheme before post-processing after post-processing

−log(p) f -measure −log(p) f -measure

Semantic similarity 24.10 0.334 24.42 0.337
Semantic interactivity 28.58 0.339 29.05 0.401

The interaction network weighted by semantic interactivity and semantic similarity
was taken as the input.

Table 11.3 Performance comparison of modularization methods

Method Number of Average size −log(p) Parameters
modules of modules

Flow-based 189 40.40 29.05 Min flow = 0.1
CFinder 57 17.86 12.32 k = 3
Betweenness cut 57 41.02 17.44 Max density = 0.03

The output modules were generated by the flow-based, CFinder, and betweenness cut. The input
was the core protein interaction network from DIP. For the flow-based method, the input network
was weighted by semantic interactivity. The performance was statistically evaluated by p-value.

A statistical assessment of the identified functional modules was made using the
p-value in Equation (5.20). The set of proteins annotated to each MIPS functional
category [214] served as a reference functional module. Each identified module was
mapped to a reference functional module, and the negative logarithm of p-value was
taken as the accuracy of the identified modules.

Table 11.2 presents the average − log(p) values of the output modules generated
with the two weighting schemes: semantic similarity and semantic interactivity. This
table indicates that semantic interactivity resulted in more accurate module detection
than semantic similarity. The accuracy of modules generated by the two GO-based
weighting methods was further improved through postprocessing to merge similar
modules. The postprocessing step appears to be a necessary adjunct to flow-based
modularization, because two or more informative proteins having the same function
are likely to generate the modules that share many common proteins.

Three competing methods were compared for their accuracy in detecting func-
tional modules. These methods were the CFinder algorithm [238] as a representative
of density-based approaches, the betweenness cut algorithm [94,122] as a represen-
tative hierarchical approach, and the flow-based algorithm. Table 11.3 presents the
parameter values and the results of the output modules for each method. The CFinder
algorithm is based on a clique percolation method. Although it was able to identify
overlapping modules, it also detected numerous small modules and a few dispropor-
tionately large modules. As a result, the average accuracy of CFinder was lower than
the other methods. The betweenness cut algorithm iteratively disconnects the edges



11.6 Functional Module Detection 229

0

5

10

15

20

25

30

35

40

0 30 60 90 120 150

A
verage

 -
lo

g 
(p

-v
al

ue)

Flow- based with semantic similarity

Flow- based with semantic interacta bility

Betweenness c ut

A verage size of mod ules

Figure 11–6 Statistical significance of the identified modules with respect to their
average size. The functional modules were identified by the flow-based algorithm using
semantic similarity and semantic interactivity weighting schemes and the betweenness
cut algorithm. (Reprinted from [70].)

with the highest betweenness value and recursively implements the cutting process
in each sub-network. Most of the sparsely-connected nodes were included in the out-
put modules. However, because the output modules were disjoint, the betweenness
cut algorithm had a lower accuracy than the flow-based method. These results indi-
cate that the flow-based algorithm with a weighted interaction network outperforms
other methods in terms of the accuracy of functional module identification.

The p-value is highly dependent on module size. Figure 11–6 shows the pattern
of the average − log(p) across different sets of output modules produced by vary-
ing the parameter values for the number of informative proteins and the minimum
flow threshold. Although the average value of − log(p) increased with increases in
average module size, it converged to ∼34 and ∼39 with input networks weighted by
semantic similarity and semantic interactivity, respectively. In a similar analysis, the
average − log(p) of the output modules generated by the betweenness cut algorithm
converged to 20, as shown in Figure 11–6. These results indicate that the flow-based
modularization algorithm identified more accurate functional modules across differ-
ent output sets than the betweenness cut algorithm. Furthermore, it is evident that
the integration of functional information, such as GO annotations, is necessary for
accurate analysis of PPI networks.

11.6.2 Supervised Validation

The identified modules were compared with reference functions by means of a
supervised method. As defined in Equation (5.17), recall measures the tendency
of the reference function to match the identified module. Precision, as formulated
in Equation (5.18), represents the accuracy of the identified module in matching the
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reference function. The f -measure in Equation (5.19) is calculated using the recall
and precision. The average f -measure of all modules was calculated by mapping each
module to the function with the highest f -measure.

The average f -measures of the identified modules generated by the flow-based
method before and after postprocessing are shown in Table 11.2. As with the results
from the statistical assessment using the p-value, postprocessing slightly improved
the accuracy of modules produced using the two interaction reliability indices. The
semantic interactivity value generated better accuracy in modularization than the
semantic similarity measure.

The ability of the flow-based algorithm to identify sets of modules on different
levels in a functional hierarchy was tested. Ten different output sets generated by the
flow-based method with different parameter values were compared to the annota-
tions on the second, third, and fourth levels of the MIPS functional hierarchy [267].
As shown in Figure 11–7, comparison of identified modules to the specific functions
on the fourth hierarchical level produced the highest f -measures. In contrast, com-
parison of the modules with the second-level functions, which are general and are
associated with many proteins, revealed the largest number of mismatches. An exam-
ination of Figure 11–7 indicates that the comparison of identified modules to each
functional level produced distinctly dissimilar patterns of accuracy across different
output sets. For the second-level functions, those modules with an average size of
greater than 100 have the highest accuracy. For the third-level functions, those mod-
ules with an average size between 70 and 100 have the highest accuracy. Fourth-level
functions compared most accurately to modules with an average size in the range
between 40 and 50. These results suggest the possibility of building a hierarchy with
the identified modules.
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Table 11.4 An example of GO indices

GO Index Ontological (Functional) description GO id

9 Cell growth and/or maintenance GO:0008151
9–25 Cell organization and biogenesis GO:0016043
9–25–26 Cytoplasm organization and biogenesis GO:0007028
9–25–26–27 Organelle organization and biogenesis GO:0006996
9–25–26–38 Ribosome biogenesis and assembly GO:0042254
9–25–26–38–40 Ribosome biogenesis GO:0007046
9–25–26–38–40–41 rRNA processing GO:0006364
9–57 Metabolism GO:0008152
9–57–89 Nucleobase, ... and nucleic acid

metabolism
GO:0006139

9–57–89–96 RNA metabolism GO:0016070
9–57–89–96–98 RNA processing GO:0006396
9–57–89–96–98–41 rRNA processing GO:0006364
9–57–89–102 Transcription GO:0006350
9–57–89–102–106 Transcription, DNA-dependent GO:0006351
9–57–89–102–106–107 Transcription from Pol I promoter GO:0006360
9–57–89–102–106–107–41 rRNA processing GO:0006364

The GO index provides a hierarchical description of the functions of a protein in the GO structure.

11.7 PROBABILISTIC APPROACHES FOR FUNCTION PREDICTION

11.7.1 GO Index-Based Probabilistic Method

As previously mentioned, the prediction of protein function can be rendered more
accurate by the integration of multiple data sources. Toward this end, Chen and Xu
[64] proposed a Bayesian probabilistic model that draws upon diverse data sources,
with data from each source weighted according to its conditional probability. This
approach has the potential of reducing the level of noise in high-throughput data and
providing a rich informational context for accurate functional analysis of proteins.

11.7.1.1 Bayesian Probabilistic Model
Chen and Xu’s method starts by quantifying the functional similarity between pro-
teins on the basis of the GO index. The GO index represents a sequence of functions
assigned to a protein in the GO structure. These functions are encoded by numbers
ranked in the hierarchical order staring from the root term in the GO structure.
Table 11.4 provides a sample list of GO indices and the corresponding ontolog-
ical descriptions. Since there are several possible alternative paths between the
root term and each GO term, each function can be described with several differ-
ent GO indices. For example, in Table 11.4, the function “rRNA processing” has
three different descriptors: “9−25−26−38−40−41,” “9−57−89−96−98−41,” and
“9−57−89−102−106−107−41.”

The functional similarity between two proteins is then expressed as the highest-
level function shared by the proteins, in terms of the hierarchical structure of GO
indices. For example, suppose a protein p is annotated to the function “RNA
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metabolism,” and a protein q is annotated to the function “RNA processing.” The
GO indices for p and q are “9−57−89−96” and “9−57−89−96−98,” respectively,
and the GO index describing the maximum sequence of functions shared by p and q
is “9−57−89−96.” The functional similarity of p and q is thus 4.

For each binary interaction B, the probability that two interacting proteins will
have the same function P(S|B) is computed using the Bayesian formula:

P(S|B) = P(B|S) P(S)

P(B)
, (11.16)

where S represents the event that two proteins have the same function at a given
GO index level. Thus, P(S) is the prior probability of the proteins having the same
function at that level by chance. P(B|S) is the conditional probability of two proteins
interacting with each other, given the knowledge that they share the same function.
P(B) is the relative frequency of pairs of interacting proteins over all possible pairs in
the interaction data set. The integration of multiple data sources can be accomplished
in the same manner. For example, for each pair of proteins with correlated gene
expression R, and which are members of the same protein complex C, the posterior
probability P(S|R) and P(S|C) can be calculated.

Figure 11–8 shows the pattern of functional co-occurrence of interacting proteins
with respect to their functional similarity. The probabilities of a pair of interacting
proteins sharing functions at the same level of the GO index was normalized by the
probabilities of random pairs. Again, the functional similarity of a pair represents
the maximum GO index level of the most specific function they share. Interacting
proteins sharing more specific functions clearly have a higher posterior probability
of functional co-occurrence.
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Figure 11–8 The probabilities of a pair of interacting proteins sharing functions in the
same GO index level, normalized by the probabilities of random pairs. The functional
similarity of a pair represents the maximum GO index level of the most specific function
they share. (Reprinted from [64] with permission from Oxford University Press.)
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11.7.1.2 Local Prediction of Function
The local prediction of function of an unknown protein by the probabilistic approach
assumes that the probability of interacting proteins sharing functions depends on the
high-throughput data source of the interactions. The probability that the common
functions of the annotated interacting partners can be accurately assigned to the
unknown protein is calculated by Equation (11.16). This method is based on the
assumption that the events predicting functions of an unknown protein from different
high-throughput data sources or different interaction partners are independent.

Suppose an unknown protein x interacts with proteins a, b, and c, and F is a set
of functions associated with a, b, and c. The likelihood that function fl in F will be
assigned to x is defined as

G(fl , x) = 1 − (1 − P′(Sl|B)) × (1 − P′(Sl|C)) × (1 − P′(Sl|R)), (11.17)

where Sl represents the event that the functions of two proteins have the same GO
index level as fl . P′(Sl|B) is the probability of a pair of interacting proteins having the
same function at a given GO index level. P′(Sl|C) and P′(Sl|R) are, respectively, the
protein complex membership and the co-expression of a pair of correlated proteins.
Since x interacts with one or more annotated protein(s), P′(Sl|B), P′(Sl|C), and
P′(Sl|R) in Equation (11.17) can be stated as

P′(Sl|B) = 1 −
nB∏
i=1

[1 − Pi(Sl|B)], (11.18)

P′(Sl|C) = 1 −
nC∏
i=1

[1 − Pi(Sl|C)], (11.19)

P′(Sl|R) = 1 −
nR∏
i=1

[1 − Pi(Sl|R)], (11.20)

where nB is the number of interaction partners of x, nC is the number of mem-
bers in the same protein complex as x, and nR is the number of co-expressed genes
of x. The co-expressed genes were selected based on the microarray gene expres-
sion, using a Pearson correlation coefficient r greater than or equal to 0.7. The final
prediction results can be sorted for each GO index level by the likelihood score in
Equation (11.17).

11.7.1.3 Global Prediction of Function
The information used to predict protein function on a local level is limited to that
available from the immediate neighbors of the protein in question. Therefore, local
prediction methods cannot predict the functions of an unknown protein if it does not
have any annotated interacting partners. In addition, these methods may not be able
to incorporate the global properties of PPI networks. In order to raise prediction to
a more global level, Chen et al. [64] used the Boltzmann machine to characterize the
global stochastic behaviors of a network.

The Boltzmann machine considered a physical system with a set of states α, each
of which has energy Hα . In thermal equilibrium, given a temperature T , each possible
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state α occurs with the probability Pα :

Pα = 1
R

e−Hα/KBT , (11.21)

where the normalizing factor R = ∑
α e−Hα/KBT , and KB is Boltzmann’s constant.

In an undirected graph model with binary-valued nodes, each node i has one state
value Z, which will be either 0 or 1. In this case, Z = 1 means that the corresponding
protein has functions that are either known or predicted. The system then goes
through a dynamic process from nonequilibrium to equilibrium, which corresponds
to the optimization process for the prediction of function. For the state of a node i at
time t, the probability of Zt,i being 1, given the inputs from the other nodes at time
t − 1, is

P(Zt,i = 1|Zt−1,j 
=i) = 1

1 + e−β�j 
=iWijZt−1,j 
=i
, (11.22)

where β is a parameter reversely proportional to the annealing temperature, and Wij
is the weight of the interaction between i and j. Wij is then calculated by

Wij = δj

12∑
k=1

[1 − (1 − P(Sk|B)) × (1 − P(Sk|C)) × (1 − P(Sk|R))], (11.23)

where Sk represents the event that two proteins i and j will have the same function
at each GO index level k, and 12 is the maximum GO index level. δj is a modifying
weight:

δj =
{

1, if j ∈ annotated proteins,
P(Zt−1,j = 1), otherwise.

(11.24)

Figure 11–9 provides a flow chart illustrating the global prediction process.

11.7.1.4 Performance Evaluation
The performance of three versions of the probabilistic approach to protein func-
tion prediction was evaluated: local prediction with and without the integration of
information pertaining to evolution and localization, and global prediction with the
integration of such information. Performance was evaluated using a 10-fold cross-
validation. A total of 4,044 annotated proteins in S. cerevisiae with known GO indices
were labeled into folds 1–10. In each run, one fold was selected as a test data set, and
the others were used as training sets. The prior probabilities were calculated in the
training sets and applied for function prediction in the test set.

The performance of these three approaches was compared using the measures
of specificity (or precision) in Equation (10.14) [or Equation (5.22)] and sensitiv-
ity (or recall) in Equation (10.15) [or Equation (5.21)]. Figure 11–10 compares the
performance of the three cases using the relationships of specificity and sensitivity.
Inclusion of information regarding evolution and localization improved the accu-
racy of local prediction, and the global prediction approach was superior to local
prediction.
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I: comp utation of P( ZTk , i = 1) according to e quation
(11.22);
II update the state of node i according to a gi ven
random thresho uld val ue.

For vertex i
I: if Z Tk,j = 1 & ( i, j) e E → local f unction annotation
for node i, get relia bility score G( Fk, i| j);
II: s um G( Fk, i l j )  according to e quation (11.23), get
the edge weight Wij . 

Tk;
graph G( D) = ( V, E ) with vertex set V = { i l i e D} and 

edge set E = {( i, j) | for i, j e D and i = j };
state of vertex i : ZTk , i  = 1 or 0.

Repeat until the network reaches system e quili bri um

Figure 11–9 Flow chart of the dynamic process for global protein function prediction.
(Reprinted from [64] with permission from Oxford University Press.)
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Figure 11–10 The performance comparison of probabilistic approaches for function
prediction by specificity-sensitivity (or precision-recall) relationships. (Reprinted from
[64] with permission from Oxford University Press.)

11.7.2 Semantic Similarity-Based Probabilistic Method

Protein function prediction via statistical methods using Bayesian networks was dis-
cussed in detail in Chapter 10. These methods focus on the common neighbors of
unknown proteins for function prediction. The same Bayesian probabilistic method
can be used to predict function based on measures of semantic similarity. The
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integration of semantic similarity and GO information allows this approach to effi-
ciently handle the high rate of false positives in current PPI data and to accurately
predict the function of unknown proteins (Some of the materials in this section are
from [71]).

11.7.2.1 Bayesian Probabilistic Model
This approach predicts multiple functions for any protein that is functionally unchar-
acterized but for which there is evidence of interactions. The method employs the
Bayesian formula and measures the reliability of interactions in terms of semantic
similarity, as discussed in Section 11.3. Assume that a PPI data set contains a set
of n distinct proteins P = {p1, . . . , pn}. In P , p1, . . . , pk (k < n) are functionally
annotated, and pk+1, . . . , pn are unannotated. For an unannotated protein pi, where
k < i ≤ n, let Pf = {pf1 , . . . , pfm} be the set of proteins annotated to a function
f , and Rf1 , . . . , Rfm be the reliability of the interactions between pi and pfj , where
1 ≤ j ≤ m, and the reliability is stated as a percentage. If there is no evidence of
interaction between pi and pfj , then Rfj is 0. According to the Bayes theorem, the
conditional probability that pi will have function f , given Rf1 , . . . , Rfm , is defined as

P(f = 1|Rf1 , . . . , Rfm) = P(Rf1 , . . . , Rfm |f = 1)P(f = 1)

P(Rf1 , . . . , Rfm)
, (11.25)

where P(f = 1) is the prior probability that pi will have function f , P(Rf1 , . . . , Rfm)

is the probability that pi will interact with pf1 , . . . , pfm with reliability Rf1 , . . . , Rfm ,
and P(Rf1 , . . . , Rfm |f = 1) is the conditional probability that pi will interact with
pf1 , . . . , pfm with reliability Rf1 , . . . , Rfm , given that pi has function f . Based on the
assumption that the events of the interactions between pi and pf1 , . . . , pfm occur
independently,

P(Rf1 , . . . , Rfm |f = 1) =
m∏

j=1

P(Rfj |f = 1). (11.26)

Equation (11.25) is then transformed into

P( f = 1|Rf1 , . . . , Rfm)

=
∏m

j=1 P(Rfj |f = 1)P(f = 1)∏m
j=1 P(Rfj |f = 1)P(f = 1) +∏m

j=1 P(Rfj |f = 0)P(f = 0)
, (11.27)

where P(f = 0) is the probability that pi will not have function f .
Let Mf be the maximum reliability value stated as a percentage; that is, 100%.

The threshold reliability value indicating that pi and pfj will share function f is Rf =
Mf − Rfj . We assume that P(Rfj |f = 1) follows a binomial distribution:

P(Rfj |f = 1) =
(

Mf

Rf

)
P

Rf
f (1 − Pf )

Mf −Rf , (11.28)
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where Pf is the probability that two proteins will share function f . We can
approximate the binomial distribution to a normal distribution with a mean µ and
variance σ 2.

P(Rfj |f = 1) = 1√
2πσf+

e
−(Rfj −µf+)2/σ 2

f+ . (11.29)

In the same manner,

P(Rfj |f = 0) = 1√
2πσf−

e
−(Rfj −µf−)2/σ 2

f− . (11.30)

Equation (11.27) can be re-written as

P(f = 1|Rf1 , . . . , Rfm) = λf

λf + 1
, (11.31)

where

λf =
σm

f−
σm

f+
· e

−∑m
j=1

(
(Rfj

−µf+)2

σ2
f+

−
(Rfj

−µf−)2

σ2
f−

)
· P(f = 1)

P(f = 0)
. (11.32)

µf+ and σ 2
f+ are calculated by the reliability values of the interactions between pi and

the proteins annotated to f . Similarly, µf− and σ 2
f− are calculated by the reliability

values of the interactions between pi and the proteins that are not in the annotation
of f . As an alternative to Equation (11.31), log(λf ) can be computed as the prediction
confidence that pi will be associated with function f .

11.7.2.2 Cross-validation of Function Prediction
The performance of this approach to function prediction was assessed by the leave-
one-out cross-validation method, as discussed in Chapter 5. Each annotated protein
was assumed to be unannotated, and its functions were predicted using the semantic
similarity-based probabilistic approach. Prediction performance was evaluated using
the measures of precision in Equation (5.22) and recall in Equation (5.21).

Figure 11–11 plots precision and recall with respect to the threshold of predic-
tion confidence, which is a user-dependent parameter in this algorithm. When this
threshold is set at 200, the algorithm predicts no or a very few functions for each
protein, but most of the predicted functions are correct when checked against the
actual annotations, giving a precision of greater than 0.9. When a lower threshold
is used, recall increases, and precision decreases monotonically. Recall values of 0.2
and 0.4 are associated with precision values of ∼0.8 and ∼0.5, respectively.

11.7.2.3 Comparison of Prediction Performance
The performance of the semantic similarity-based approach to function prediction
was compared with that of two competing methods: an approach weighting the func-
tional similarity (FS) of direct and indirect (level-2 neighborhood) neighbors [72]
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Figure 11–11 The performance of the semantic similarity-based function prediction
approach was assessed by leave-one-out cross-validation using proteins that appear in
the DIP interaction data and are annotated to MIPS functional categories. As a higher
threshold of prediction confidence is used, precision increases and recall decreases.

and a prediction method based on the annotation patterns in the neighborhood [181].
The first of these competing methods computes the likelihood that an unknown pro-
tein p will have a given function using the functional similarity weights between p
and level-1 or -2 neighbors. The functional similarity weight of two proteins is calcu-
lated by the commonality of their neighbors in the PPI network. A threshold value
was established for the likelihood of arriving at the output set of predicted functions
for each protein. A range of output sets resulted from the application of various
thresholds, and these sets increased in size with lower thresholds. The second com-
peting method constructs a set of annotation neighborhood patterns for each function
and computes the similarity between the annotation neighborhood patterns of an
unknown protein and each function. In this test, the MIPS functional category anno-
tations were used as the ground truth, parameter d was set at 1, and all edge weights
were removed and assigned a value of 1. The similarity of annotation neighborhood
patterns was used as a threshold. Since the same interaction data from the DIP was
used as input for all three tested methods, the reliability of the data source was not a
variable.

Figure 11–12 illustrates the precision and recall relationships resulting from appli-
cation of the three methods. The semantic similarity-based probabilistic approach
significantly outperforms the annotation pattern-based method. Because the pattern-
based method did not distinguish between general and specific functions, it could
not predict general functions with higher confidence than specific functions. Thus,
even though it precisely predicted the specific functions, the overall accuracy of the
pattern-based method was much lower than that of the other methods. It also resulted
in higher precision than the FS weighted method at recall levels over 0.07. At recall
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Figure 11–12 Prediction performance assessed via precision-recall for the semantic
similarity-based probabilistic approach, the FS weighted averaging method and the
annotation pattern-based method. Each method predicted functions with various
thresholds of prediction confidence. The semantic similarity-based probabilistic approach
outperformed the annotation pattern-based based method and had a higher precision
than the FS weighted averaging method when recall levels were greater than 0.07.

values greater than 0.2, the precision of the semantic similarity-based probabilistic
approach was more than 0.05 points higher than the FS weighted method. This
result indicates that integration of protein interaction data with the GO annotations
significantly improves the accuracy of function prediction. Because the other two
methods represent interaction connections in a binary manner, they cannot overcome
the presence of functionally false positive interactions in the currently available data,
although the FS weighted method may partly address the presence of false negatives.

In the above experiment, the function prediction algorithms were implemented
using a preset threshold of prediction confidence. Prediction results were not gen-
erated for proteins that had low rates of prediction confidence for any function.
To make a comprehensive comparison of the prediction accuracy for all proteins,
Cho et al. [71] implemented the algorithms a second time using a threshold δ for
the number of predicted functions. That is, for each protein, the δ best predicted
functions were generated. In addition, the previous experiment used all the func-
tions in the MIPS hierarchical structure. However, predicting very general functions
is meaningless when a small number of functions are predicted for each protein.
This second evaluation was confined to the functional categories and accompany-
ing annotations from the third level of the functional hierarchy. Prediction accuracy
was again evaluated on the basis of precision in Equation (5.22). However, those
proteins with fewer than δ actual annotated MIPS functions were assessed using
the number of annotated functions, Mi, rather the number of predicted functions,
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Table 11.5 The prediction accuracy (precision) of the semantic similarity-based proba-
bilistic approach was compared to three competing methods: the FS weighted averaging
method, the chi-square based method, and the neighbor-counting method. δ represents
the number of functions predicted for each protein

δ 1 2 3 4 5 6

Semantic similarity based 0.446 0.432 0.434 0.451 0.472 0.490
FS weighted averaging 0.417 0.406 0.415 0.437 0.458 0.479
Annotation pattern-based 0.306 0.311 0.321 0.340 0.362 0.386
Neighborhood-based chi-square 0.294 0.302 0.318 0.343 0.370 0.398

Ni (equivalent to δ). Table 11.5 compares the prediction accuracies of the seman-
tic similarity-based probabilistic approach, the FS weighted averaging method [72],
the annotation pattern-based method [181], and the neighborhood-based chi-square
method [143]. The semantic similarity-based probabilistic approach outperformed
the others at all δ values up to 6. This approach predicted the specific functions of
any protein with higher accuracy than the other methods evaluated.

11.7.2.4 Function Prediction of Unknown Proteins
The most recent version of the MIPS functional annotations indicates that a signif-
icant number of proteins in S. cerevisiae are still uncharacterized. Cho et al. [71]
employed the semantic similarity-based probabilistic approach to generate predic-
tions of their functions. Predictions were made only for those unknown proteins
with more than three interacting partners in the DIP to avoid the effect of false
positive interactions. For each selected protein, the algorithm generated a list of
functions with prediction confidence values of log(λf ), where λf is calculated by
Equation (11.32). A protein can thus correspond to more than one predicted func-
tion at different confidence rates. Table 11.6 lists predicted functions produced with
the threshold of prediction confidence set at 32 and the elimination of excessively
general functions from the top- or second-level MIPS hierarchical categories. The
functions of proteins YJL058C and YGR163W were predicted with a high level of
confidence, greater than 100. These results suggest new functional annotations for
currently unknown proteins.

11.7.2.5 Prediction of Subcellular Localization
The probabilistic framework can be also applied to the prediction of subcellular
localization. This application adopted the same method and parameters as process
of function prediction, other than the terms used for calculation of semantic simi-
larity and interaction reliability. Semantic similarity was measured using terms from
the cellular component category in the GO database. A total of 556 GO terms and
their annotations were employed in this experiment, resulting in a different reli-
ability value for each interaction than in previous experiments. The reliability of
pairs derived by this method was much lower than the reliability distribution for
functional prediction, with many pairs having a reliability value below 0.2. For each
unknown protein, the algorithm generated a list of subcellular components along with



11.8 Summary 241

Table 11.6 Functions predicted for unknown proteins by the semantic similarity-based
probabilistic approach with a prediction confidence (log λ) over 32. A protein can thus
correspond to more than one predicted function with different confidence levels

Unknown Predicted function Confidence

ID in MIPS Description

YAL027W 02.16.01 Alcohol fermentation 95.1
YAL053W 01.05 C-compound and carbohydrate metabolism 34.3
YAR027W 20.01.27 Drug/toxin transport 66.0
YBL046W 01.02 Nitrogen, sulfur or selenium metabolism 34.2
YBL046W 14.07.03 Modification by phosphorylation 37.0
YCL028W 01.03.07 Deoxyribonucleotide metabolism 62.7
YFL042C 02.16.01 Alcohol fermentation 46.3
YGL230C 20.01.11 Amine/polyamine transport 32.7
YGR163W 14.13.04 Lysosomal and vacuolar protein degradation 59.9
YGR163W 20.01.01 Ion transport 64.1
YGR163W 34.01.01 Homeostasis of cations 115.2
YHL042W 14.07.02.01 Glycosylation/deglycosylation 49.2
YHR105W 14.07.02.01 Glycosylation/deglycosylation 49.2
YHR140W 20.01.27 Drug/toxin transport 66.0
YJL058C 01.04 Phosphate metabolism 36.0
YJL058C 01.06 Lipid, fatty acid and isoprenoid metabolism 215.7
YJL058C 42.04 Cytoskeleton/structural proteins 42.6
YJL122W 10.03.01.01 Mitotic cell cycle 34.4
YLR376C 10.03.02 Meiosis 36.6
YLR376C 10.03.04 Nuclear or chromosomal cycle 37.1
YKL065C 20.01.11 Amine/polyamine transport 50.3
YKL065C 32.05.01 Resistance proteins 51.9
YPL264C 01.20.19.01 Metabolism of porphyrins 54.9

their prediction confidence. A protein may correspond to more than one predicted
subcellular component at different rates of confidence. The localization prediction
results are listed in Table 11.7 with 40 as the threshold of prediction confidence. The
localizations of YJR033C, JR091C, and YOR076C were predicted with very high
levels of confidence, greater than 200.

11.8 SUMMARY

Experimentally determined PPIs are crucial sources of data in the identification
of functional modules and the prediction of the functions of uncharacterized pro-
teins. However, it has been observed that only a small portion of pairs of interacting
proteins in current interaction databases are related to functional matches. As an
essential preprocess, resolving the problem of functionally false positive interac-
tions is required for the successful analysis of PPIs. Measurements of interaction
reliability, semantic similarity and semantic interactivity, can be produced by inte-
grating the connectivity of PPI networks with already published annotation data in
the GO database. Effective and accurate approaches to protein function prediction
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Table 11.7 Subcellular components predicted for unknown proteins by the semantic
similarity-based probabilistic approach with prediction confidence (log λ) over 40. A
protein can thus correspond to more than one predicted subcellular component with
different confidence rates

Unknown Predicted subcellular localization Confidence

ID in MIPS Description

YER070W 755 Mitochondria 90.7
YJR033C 750 Nucleus 215.9
YJR091C 722 Integral membrane/endomembranes 49.6
YJR091C 725 Cytoplasm 213.2
YJR091C 770 Vacuole 52.1
YLL038C 705 Bud 50.0
YML023C 722 Integral membrane/endomembranes 119.8
YML023C 750 Nucleus 191.3
YNL293W 705 Bud 81.0
YNL293W 715 Cell periphery 69.6
YNL293W 730 Cytoskeleton 54.3
YOR076C 750.05 Nucleolus 215.8
YOR076C 755 Mitochondria 60.3
YOR231W 705 Bud 168.7
YOR231W 715 Cell periphery 58.0
YOR231W 730 Cytoskeleton 45.3
YOR231W 750 Nucleus 88.0

can also be developed by integrating this annotation data. We have seen that predic-
tion accuracy can be improved by the integration of multiple available data sources.
Developing effective models for the incorporation of the rapidly growing amount of
heterogeneous biological data is a promising direction for future research.
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Data Fusion in the Analysis of Protein
Interaction Networks

12.1 INTRODUCTION

Computational approaches such as those described in Chapters 6 through 10 analyze
protein–protein interaction (PPI) networks on the basis of network properties only,
with little integration of information from outside sources. Current conventional
methods can predict only whether two proteins share a specific function but not
the universe of functions that they share. Their effectiveness is hampered by their
inability to take into consideration the full range of available information about
protein functions. The discussion in Chapter 11 has demonstrated the effectiveness
of integrating Gene Ontology (GO) annotations into such analysis. It has become
increasingly apparent that the fusion of multiple strands of biological data regarding
each gene or protein will produce a more comprehensive picture of the relations
among the components of a genome [191], including proteins, and a more specific
representation of each protein. The sophisticated data set, graph, or tree generated
through these means can be subjected to advanced computational analysis by meth-
ods such as machine learning algorithms. Such approaches have become increasingly
widespread and are expected to improve the accuracy of protein function prediction.

In this chapter, we present some of the more recent approaches that have
been developed for incorporating diverse biological information into the explorative
analysis of PPI networks.

12.2 INTEGRATION OF GENE EXPRESSION WITH PPI NETWORKS

Current research efforts have resulted in the generation of large quantities of data
related to the functional properties of genomes; specifically, gene expression and
protein interaction data. Gene expression profiles provide a snapshot of the simulta-
neous activity of all the genes in a genome under a given condition, thus eliminating
the need to examine each gene separately. This simultaneous observation of genes
offers an insight into their individual functions and the functional associations
between them. Gene expression is useful in detecting functional modules because
genes that are members of the same module in the co-expression network may have
related functions.

243
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In [304], Tornow and Mewes proposed a new method for the detection of pro-
tein functional modules, which rests on the observation that genes that are strongly
correlated between networks are highly likely to perform the same function. They
calculated the strength of the correlation of a group of genes that were detected
as members of modules in different networks and compared this strength with the
estimated probability that this correlation would arise by chance.

First, a sparse co-expression network was constructed by using the K-mutual
nearest-neighbor criterion [3]. A list of K nearest-neighbor profiles was produced
for each gene expression profile. The correlation of a certain number of nodes (gene
expression profiles) in the network was calculated using the Swendsen–Wang Monte
Carlo simulation [295]. A distribution or histogram of the correlation strength of all
pairs, triplets, and other node groupings was also calculated. This distribution served
as the basis for testing the protein interaction data for significant co-expression. As a
result, those portions of the protein interaction network with a significant correlation
strength in the co-expression network were identified. The result can be displayed
as a substructure of the co-expression network.

12.3 INTEGRATION OF PROTEIN DOMAIN INFORMATION WITH
PPI NETWORKS

Protein domains are the structural or functional units of proteins; they are conserved
through evolution and serve as the building blocks of proteins. They have been widely
used to aid in predicting protein interactions, with a high rate of success [83,208].
Domain-based prediction methods recognize that PPIs are the result of physical
interactions between domains. In [179], Park et al. proposed a statistical domain-
based algorithm, which they termed a “potentially interacting domain pair” (PID).
In [83], Sun et al. proposed a probabilistic approach using the maximum likelihood
estimation (MLE).

Recently, Chen et al. [63] introduced the CSIDOP method to predict protein
functions on the basis of PPI networks and domain information. This method is
based on the hypothesis that two pairs of interacting proteins that contain a common
interacting domain pattern are more likely to be associated with similar functions.
For example, assume that there are two protein pairs A − B and C − D. Proteins
A and C have the same modular domain X, while proteins B and D share modular
domain Y. If X and Y interact, then these two pairs share a common interaction
domain pattern X − Y. As illustrated in Figure 12–1, proteins A and C are likely to
have similar functions, as are proteins B and D.

This novel method also proposes applying data mining to the protein interaction
networks of four different species. The data is preprocessed to remove protein pairs
lacking domain information, and the method is applied to the remaining pairs. Pro-
tein domain information is taken from PFAM [35], and protein molecular function
annotations are extracted from the GO database.

An understanding of domain patterns is necessary to properly assign GO func-
tional annotations to proteins. This is achieved by identifying an interaction domain
pattern that is uniquely conserved in a group of PPI pairs across different organ-
isms. The CSIDOP method includes an algorithm that uses a new distance similarity
metric to find groups of protein interaction pairs with similar functions. Groups of
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Figure 12–1 Functional annotation scheme based on interacting domain patterns. “See
Color Plate 12.” (Reprinted from [63].)

functionally similar PPI pairs are constructed, and χ2 statistics are applied to derive
the most meaningful interacting domain patterns from these PPI groups. The χ2

values are computed using the following formula:

χ2 = N × (AD − CB)2

(A + C)(B + D)(A + B)(C + D)
,

where N is the total number of PPI pairs identified, A is the number of PPI pairs
in the group that contain the pattern under consideration, and B is the number
of remaining PPI pairs outside the group that contain the pattern. C and D are the
number of PPI pairs that do not contain the pattern in the group and in the remaining
samples outside the group, respectively. The patterns with the highest χ2 values are
identified as the domain patterns of interest.

Figure 12–2 presents a flow chart illustrating the CSIDOP method. Experimental
results have indicated that the CSIDOP method produces highly accurate predictions
of protein function when compared with other prediction methods [85,196].

12.4 INTEGRATION OF PROTEIN LOCALIZATION INFORMATION
WITH PPI NETWORKS

Another important source of information that may be employed to improve protein
function prediction is protein localization or the location of the protein within a cell.
This information is particularly useful in indicating protein function or filtering noisy
PPI data. Taken together with other heterogeneous data, it has been employed in the
prediction of PPI networks [160]. The combination of heterogeneous data to predict
a functional linkage graph has also been extensively studied [171].

In [222], Kasif and Nariai proposed a Bayesian network structure to capture
dependencies between genomic features (PPI data and localization information)
and class labels (protein function) for the prediction of protein function. In this
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Figure 12–2 Flow chart illustrating CSIDOP method. “See Color Plate 13.” (Reprinted
from [63].)

model, PPI networks are differentiated into networks between co-localized proteins
and networks between differently localized proteins. The method assumes that co-
localized PPI networks should be more reliable than networks between differently
localized proteins.

The first step in this process involved collection of PPI data pertaining to
S. cerevisiae from the GRID database [51], localization information from the MIPS
database [214] and functional categories from the GO database. For each protein, a
feature vector I = (l1, l2, . . . , lL)T was defined, where li is a random variable indicat-
ing localization (li = 1 if the protein is located in li and li = 0 otherwise), and L is the
total number of localization features. A Boolean random variable fi,t was associated
with each protein i and the GO term t, where fi,t = 1 if protein i is associated with
GO term t, fi,t = 0 otherwise. Using the collected database information, a functional
linkage graph was then constructed. Three network architectures can be identified:
co-localized PPI networks (i.e., PPI networks between proteins that share the same
localization), cross-localized PPI networks (networks that do not share the same
localization), and networks of other types.
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The posterior probabilities for all combinations of proteins and GO terms were
then calculated using Bayes’ theorem:

P( fi,t = 1|Ni, ki, Ii)

= P(ki, Ii|fi,t , Ni) · P( fi,t |Ni)

P(ki, Ii|Ni)

= P(ki, Ii|fi,t , Ni) · P( fi,t |Ni)

P(ki, Ii|fi,t , Ni) · P( fi,t) + P(ki, Ii|fi,t , Ni) · P(fi,t)

= P(ki|Ii, fi,t , Ni) · P(Ii|fi,t) · P( fi,t)

P(ki|Ii, fi,t , Ni) · P(Ii|fi,t) · P( fi,t) + P(ki|Ii, fi,t , Ni)P(Ii|fi,t) · P(fi,t)
,

where P( fi,t = 1|Ni, ki, Ii) is the posterior probability associated with the given PPI
data and localization information, Ni is the total number of neighbors of protein i
in the functional linkage graph (PPI network), ki is the total number of neighbors
of protein i, which are annotated with t, and Ii is a feature vector for localization
information of protein i.

The precision of this method is greater than predictions made with the Navie
Bayes method [90] or with PPI data alone. It can be concluded that the prediction
of protein functions can be enhanced by the inclusion of localization information, as
proposed in [222].

12.5 INTEGRATION OF SEVERAL DATA SOURCES WITH
PPI NETWORKS

The promising results produced by the methods discussed above suggest that the pre-
diction of protein functions could be further enhanced by integrating several different
types of genomic data with PPI data. Each data source will contribute incrementally
to the creation of a more comprehensive understanding of the problem at hand.
Several research groups have pursued various approaches to the combination of
disparate data sources. Troyanskaya et al. [305] proposed a MAGIC (multisource
association of genes by integration of clusters) system that uses a Bayesian network to
integrate high-throughput biological data from different sources. Chen and Xu [64]
also developed a Bayesian model to integrate various data sources, including PPI,
microarray data, and protein complex data, into the prediction of protein functions
on both local and global levels. Lanckriet et al. [191] developed a kernel method for
data fusion. They constructed a kernel matrix for each data source and combined
these kernel matrices in a linear form. Tsuda et al. [33] also proposed a kernel method
involving the combination of multiple protein networks weighted according to con-
vex optimization. The following two subsections will discuss the use of Bayesian
models and kernel-based methods to integrate different types of biological data.

12.5.1 Kernel-Based Methods

Kernel-based statistical learning methods have proven to be of significant utility in
bioinformatics applications [273]. These methods use kernel functions to capture the
subtle similarities between pairs of genes, proteins, or other biological features and
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thus embody aspects of the underlying biological structure and function. The kernel
representation is both flexible and efficient, can be applied to many different types
of data, and permits easy combination of disparate data types.

Kernel-based methods use kernel functions such as K(x1, x2) = 〈φ(x1), φ(x2)〉,
where φ(x1) and φ(x2) represent embedded forms of data items x1 and x2. Such func-
tions make it possible to operate in feature space without computing the coordinates
of the data in that space. Instead, it is sufficient to simply compute the inner products
between all pairs of data in the feature space. Evaluating the kernel on all pairs of
data points yields a symmetric, positive semidefinite matrix K known as the kernel
matrix, which can be regarded as a matrix of generalized similarity measures among
the data points [191].

In [191], Lanckriet et al. used kernel methods to combine disparate data sources
and predict protein functions. Each kernel function produces a square matrix repre-
senting the similarities between two yeast proteins in each of several related data sets,
including gene expression, protein sequence, and PPI data. The formalism of the ker-
nel structure allows these matrices to be combined while preserving the key property
of positive semidefiniteness, resulting in a simple but powerful algebra of kernels.
As explicated in [191], given a set of kernels κ = K1, K2, . . . , Km, the following linear
combination can be formed:

K =
m∑

i=1

µiKi, (12.1)

where µi is the weight of each kernel. The cost function in the case involving multiple
kernels results in a convex optimization problem known as a semidefinite program
(SDP) [190]:

min
µi ,t,λ,ν,δ

t (12.2)

subject to

trace

(
m∑

i=1

µiKi

)
= c,

m∑
i=1

µiKi � 0

(
diag(y)(

∑m
i=1 µiKi)diag(y) e + ν − δ + λy

(e + ν − δ + λy)T t − 2CδTe

)
� 0, ν, δ ≥ 0,

where c is a constant, C is a regularization parameter, t, λ, ν, δ are all auxiliary vari-
ables, y is a set of labels, and e is n-vector of ones. Trace( ) refers to the trace of
a particular matrix and diag() refers to the diagonals of the corresponding matrix.
An SDP can be viewed as a generalization of linear programming where scalar lin-
ear inequality constraints are replaced by more general linear matrix inequalities
(LMIs). For example, F(x) � 0, which requires that the matrix of F be in the cone of
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positive semidefinite matrices as a function of the decision variables x. An SDP can
also be cast as a quadratically constrained quadratic program (QCQP) [190], which
improves the efficiency of the computation:

max
α,t

2αTe − ct (12.3)

subject to

t ≥ 1
n

αTdiag(y)Kidiag(y)α, i = 1, . . . , m

αTy = 0,

C ≥ α ≥ 0,

where α is an auxiliary vector variable. Solving a QCQP leads to the definition
of an adaptive combination of kernel matrices and thus to an optimal classification
[191]. A classification decision that merges information encoded in the various kernel
matrices and weights µi that reflect the relative importance of different data types
will be obtained.

Experimental trials of this method used information from the MIPS database
[214], which is comprised of 13 classes containing 3,588 proteins. Results demon-
strated performance superior to the method proposed by Deng et al. [85] and
confirmed that kernel methods can successfully integrate disparate data types and
improve the accuracy of protein function prediction.

12.5.2 Bayesian Model-Based Method

Diverse sources of biological data may also be integrated into the prediction of pro-
tein function using a Bayesian model. In [64], Chen integrated gene expression,
protein complexes, PPI data, and GO functional categories [137] to predict pro-
tein function. The detail of this approach has been given in Section 11.7.1. Results
of experimental trials of this method indicate that the prediction of protein func-
tion is enhanced by the use of Bayesian theories to integrate different types of
biological data.

12.6 SUMMARY

Systematic and automated prediction of protein functions using high-throughput
data represents a major challenge in the post-genomic era. In this chapter, we have
provided an overview of several methods for integrating different types of data to
enhance the prediction of protein functions. Tornow and Mewes [304] have inte-
grated gene expression with protein interaction networks to detect protein functional
modules. Chen et al. [63] combined information about protein domains with the
protein interaction networks of four species to assign protein functions across these
four networks. Kasif and Nariai [222] integrated protein interaction networks with
protein localization information to successfully predict protein functions. To simul-
taneously integrate biological data from several sources, Troyanskaya et al. [305]
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proposed a MAGIC system, which uses a Bayesian network to integrate a variety of
high-throughput biological data. Chen and Xu [64] also used a Bayesian model to
integrate different kinds of data sources, including PPI, microarray, and protein com-
plex data. Lanckriet et al. [191] constructed a kernel matrix for each data source and
combined these kernel matrices in a linear form. Tsuda et al. [33] also proposed a ker-
nel method, which combines multiple protein networks and weights the combination
by convex optimization. These methods, along with approaches discussed in previ-
ous chapters, suggest that a continued effort to integrate multiple high-throughput
data sets into the prediction of the functions of unannotated proteins is likely to be
highly fruitful.
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Conclusion

The generation of protein–protein interaction (PPI) data is proceeding at a rapid
and accelerating pace, heightening the demand for advances in the computational
methods used to analyze patterns and relationships in these complex data sets. This
book has offered a systematic presentation of a variety of advanced computational
approaches that are available for the analysis of PPI networks. In particular, we have
focused on those approaches that address the modularity analysis and functional
prediction of proteins in PPI networks. These computational techniques have been
presented as belonging to seven categories:

1. Basic representation and modularity analysis. Throughout this book, PPI net-
works have been represented through mathematical graphs, and we have
provided a detailed discussion of the basic properties of such graphs. PPI
networks have been identified as modular and hierarchical in nature, and
modularity analysis is therefore of particular utility in understanding their
structure. A range of approaches has been proposed for the detection of mod-
ules within these networks and to guide the prediction of protein function.
We have broadly classified these methods as distance-based, graph-theoretic,
topology-based, flow-based, statistical, and domain knowledge-based. Clus-
tering a PPI network permits a better understanding of its structure and the
interrelationship of its constituent components. The potential functions of
unannotated proteins may be predicted by comparison with other members
of the same functional module.

2. Distance-based analysis. Chapter 7 surveyed five categories of approaches to
distance-based clustering. All these methods use classic clustering techniques
and focus on the definition of the topological or biological distance or similar-
ity between two proteins in a network. Methods in the first category discussed
employ classic distance measurement techniques, and, in particular, rely on
a variety of coefficient formulas to compute the distance between proteins.
The second class of approaches defines a distance metric based on various
network distance factors, including the shortest path length, the combined
strength of paths of various lengths, and the average number of steps taken
by a Brownian particle in moving between vertices. Consensus clustering, the
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third group of methods, seeks to reduce the noise level in clustering through
deployment of several different distance metrics and base-clustering meth-
ods. The fourth approach type defines a primary and a secondary distance to
establish the strength of the connection between two elements in relationship
to all the elements in the analyzed data set. Approaches in the fifth category,
similarity learning, seek to identify effective clusters by incorporating protein
annotation data. Although each method class has a distinct approach to dis-
tance measurement, all apply classic clustering techniques to the computed
distance between proteins.

3. Topology-based analysis. Essential questions regarding the structure, under-
lying principles, and semantics of PPI networks can be addressed by an
examination of their topological features and components. Much research
has been devoted to the development of methods to quantitatively character-
ize a network or its components. In Chapters 4 and 6, we identified several
important topological features of PPI networks, including their small-world,
modular, and hierarchal properties. We explored the computational analysis
of PPI networks on the basis of such topological network features. Exper-
imental trials have demonstrated that such methods offer a promising tool
for analysis of the modularity of PPI networks and the prediction of protein
functions.

4. Graph-theoretic approaches. In Chapter 8, we introduced a series of graph-
theoretic approaches for module detection in PPI networks. These approaches
can be divided into two classes, one focusing on the identification of dense
subgraphs and the other on the designation of the best partition in a graph.
In addition, a graph reduction-based approach was proposed to address the
inefficiencies inherent in clustering large PPI graphs. This method converts a
large, complex network into a small, simple graph and applies the optimized
minimum cut to identify hierarchical modules. Graph-theoretic methods have
been a particular focus of current research interest.

5. Flow-based analysis. Flow-based approaches offer a novel strategy for analyz-
ing the degree of biological and topological influence exerted by each protein
over other proteins in a PPI network. Through simulation of biological or
functional flows within the network, these methods seek to model and pre-
dict complex network behavior under a realistic variety of external stimuli.
Flow-based modeling incorporates a factor recognizing the role of proximity
in the effect of each annotated protein on all other proteins in the network. In
Chapter 9, we discussed three approaches of this type. Details were provided
regarding the compilation of information on protein function, the creation
and use of a weighted PPI network, and the simulation of the flow of infor-
mation from each informative protein through the entire weighted interaction
network. These simulations model the complex topological properties of PPI
networks, including the presence of overlapping functional modules, and thus
facilitate the prediction of protein functions. Flow-based techniques can pro-
vide a useful tool to analyze the degree of biological and topological influence
of each protein on other proteins in a PPI network. Approaches of this type
may soon become a standard for the analysis of PPI networks.
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6. Statistics- and machine learning-based analysis. Statistical and machine learn-
ing has been widely applied in the field of PPI networks and is particularly well
suited to the prediction of protein functions. Methods have been developed to
predict protein functions using a variety of information sources, including pro-
tein structure and sequence, protein domain, PPIs, genetic interactions, and
the analysis of gene expression. In Chapter 10, we discussed several statistics-
and machine learning-based approaches to the study of PPIs. Approaches of
this type form a large proportion of the computational methods available for
PPI network analysis.

7. Integration of Gene Ontology (GO) into PPI network analysis. A range of bio-
logical information can usefully be integrated into computational approaches
to enhance the accuracy of PPI network analysis. Chapter 11 offered a review
of the method and benefits of integrating GO annotations into such analy-
sis. Measurements of interaction reliability, semantic similarity, and semantic
interactivity can be produced by integrating the connectivity of PPI networks
with already-published annotation data in the GO database. Effective and
accurate approaches to protein function prediction can also be developed by
integrating this annotation data. Prediction accuracy can be improved by the
integration of multiple data available sources. Developing effective integra-
tion models for incorporating the rapidly growing volume of heterogeneous
biological data is a promising direction for future research in the area of
functional knowledge discovery.

It has become clear that incorporation of the knowledge and expertise of biol-
ogists into the computational analysis of PPI networks can be of significant benefit.
Data that can usefully be considered for integration include amino acid sequences,
protein structures, genomic sequences, phylogenetic profiles, microarray expres-
sions, and various ontology annotations. A combination of heterogeneous data is
often able to provide a more comprehensive view of the biological system. It is
hoped that further exploration into these novel conceptual approaches will bring us
to a fuller understanding of our genetic constitution and thus to a more sustainable
and healthier future.
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