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Foreword

 

A remarkable development in the post-genome era is the re-emergence of proteomics
as a new discipline with roots in old-fashioned chemistry and biochemistry, but with
new branches in genomics and informatics. The appeal of proteomics stems from
the fact that proteins are the most functional component encoded for in the genome
and thus represent a direct path to functionality. Proteomics emphasizes the global
profiling of cells, tissues, and biological fluids, but there is a long road from applying
various proteomics tools to the discovery, for example, of proteins that have clinical
utility as disease markers or as therapeutic targets. Given the complexity of various
cell and tissue proteomes and the challenges of identifying proteins of particular
interest, informatics is central to all aspects of proteomics. However, protein infor-
matics is still in its early stages, as is the entire field of proteomics.

Although collections of protein sequences have preceded genomic sequence data-
bases by more than two decades, there is a substantial need for protein databases as basic
protein information resources. There is a need for implementing algorithms, statistical
methods, and computer applications that facilitate pattern recognition and biomarker
discovery by integrating data from multiple sources. This book, which is dedicated to
protein informatics, is intended to serve as a valuable resource for people interested in
protein analysis, particularly in the context of biomedical studies. An expert group of
authors has been assembled with proteomics informatics–related expertise that is highly
valuable in guiding proteomic studies, particularly since currently the analysis of pro-
teomics data is rather informal and largely dependent on the idiosyncrasies of the analyst.

Several chapters address the need for infrastructures for proteomic research and
cover the status of public protein databases and interfaces. The creation of a national
virtual knowledge environment and information management systems for proteomic
research is timely and clearly addressed. Issues surrounding data standardization
and integration are very well presented. They are captured in a chapter that describes
ongoing initiatives within the Human Proteome Organization (HUPO). A major
strength of the book is in the detailed review and discussion of applications of
statistical and bioinformatic tools to data analysis and data mining. Much concern
at the present time surrounds the analysis of proteomics data by mass spectrometry
for a variety of applications. The book shines in its presentation in several chapters
of various approaches and issues surrounding mass spectrometry data analysis.

Although the field of proteomics and related informatics is highly evolving, this
book captures not only the current state-of-the-art but also presents a vision for
where the field is heading. As a result, the contributions of the book and its com-
ponent chapters will have long-lasting value.

 

Sam Hanash, M.D.

 

Fred Hutchinson Cancer Center

 

Seattle, Washington





 

Preface

 

The biological dictates of an organism are largely governed through the structure
and function of the products of its genes, the most functional of which is the
proteome. Originally defined as the analysis of the entire protein complement of a
cell or tissue, proteomics now encompasses the study of expressed proteins including
the identification and elucidation of their structure–function relationships under
normal and disease conditions. In combination with genomics, proteomics can
provide a holistic understanding of the biology underlying disease processes. Infor-
mation at the level of the proteome is critical for understanding the function of
specific cell types and their roles in health and disease. Bioinformatic tools are
needed at all levels of proteomic analysis. The main databases serving as the targets
for mass spectrometry data searches are the expressed sequence tag (EST) and the
protein sequence databases, which contain protein sequence information translated
from DNA sequence data. It is thought that virtually any protein that can be detected
on a 2DE gel can be identified through the EST database, which contains over
2 million cDNA sequences. However, ESTs cover only a partial sequence of the
protein. This poses a formidable challenge for the proteomic community and neces-
sitates the need for databases with extensive coverage and search algorithms for
identifying proteins/peptides with accuracy.

The handling and analysis of data generated by proteomic investigations repre-
sent an emerging and challenging field. New techniques and collaborations between
computer scientists, biostatisticians, and biologists are called for. There is a need to
develop and integrate a variety of different types of databases; to develop tools for
translating raw primary data into forms suitable for public dissemination and formal
data analysis; to obtain and develop user interfaces to store, retrieve, and visualize
data from databases; and to develop efficient and valid methods of data analysis.
The sheer volume of data to be collected and processed will challenge the usual
approaches. Analyzing data of this dimension is a fairly new endeavor for statisti-
cians, for which there is not an extensive technical statistical literature.

There are several levels of complexity in the investigation of proteomic data,
from the day-to-day interpretation of protein patterns generated by individual mea-
surement systems to the query and manipulation of data from multiple experiments
or information sources. Interaction with data warehouses represents another level of
data interrogation. Users typically retrieve data and formulate queries to test hypoth-
eses and generate conclusions. Formulating queries can be a difficult task requiring
extensive syntactic and semantic knowledge. Syntactic knowledge is needed to
ensure that a query is well formed and references existing relations and attributes.
Semantic knowledge is needed to ensure that a query satisfies user intent. Because
a user often has an incomplete understanding of the contents and structure of the data
warehouse, it is necessary to provide automated techniques for query formulation
that significantly reduce the amount of knowledge required by data warehouse users.



 

This book intends to provide a comprehensive view of informatic approaches to data
storage, curation, retrieval, and mining as well as application-specific bioinformatic
tools in disease detection, diagnosis, and treatment.

Rapid technological advances are yielding abundant data in many formats that,
because of their vast quantity and complexity, are becoming increasingly difficult
to analyze. A strategic objective is to streamline the transfer of knowledge and
technology to allow for data from disparate sources to be analyzed, providing new
inferences about the complex role of proteomics in disease processes. Data mining,
the process of knowledge extraction from data and the exploration of available data
for patterns and relationships, is increasingly needed for today’s high-throughput
technologies. Data architectures that support the integration of biological data files
with epidemiologic profiles of human clinical responses need to be developed. The
ability to develop and analyze metadata will stimulate new research theories and
streamline the transfer of basic knowledge into clinical applications. It is my belief
that this book will serve as a unique reference for researchers, biologists, technol-
ogists, clinicians, and other health professions as it provides information on the
informatics needs of proteomic research on molecular targets relevant to disease
detection, diagnosis, and treatment.

The nineteen chapters in this volume are contributed by eminent researchers in
the field and critically address various aspects of bioinformatics and proteomic
research. The first two chapters are introductory: they discuss the biological rationale
for proteomic research and provide a brief overview of technologies that allow for
rapid analysis of the proteome. The next five chapters describe the infrastructures
that provide the foundations for proteomic research: these include the creation of a
national, virtual knowledge environment and information management systems for
proteomic research; the availability of public protein databases and interfaces; and
the need for collaboration and interaction between academia, industry, and government
agencies. Chapter 6 illustrates the power of proteomic knowledge in furthering hypoth-
esis-driven cancer biomarker research through data extraction and curation. Chapter
7 and Chapter 8 provide the conceptual framework for data standardization and inte-
gration and give an example of an ongoing collaborative research within the Human
Proteome Organization

 

. 

 

Chapter 9 identifies genomic and proteomic informatic tools
used in deciphering functional pathways. The remaining ten chapters describe appli-
cations of statistical and bioinformatic tools in data analysis, data presentation, and
data mining. Chapter 10 provides an overview of a variety of proteomic data mining
tools, and subsequent chapters provide specific examples of data mining approaches
and their applications. Chapter 11 describes methods for quantitative analysis of a
large number of proteins in a relatively large number of lung cancer samples using
two-dimensional gel electrophoresis. Chapter 12 discusses the analysis of mass spec-
trometric data by nonparametric inference for high-dimensional comparisons involv-
ing two or more groups, based on a few samples and very few replicates from within
each group. Chapter 13 discusses bioinformatic tools for the identification of proteins
by searching a collection of sequences with mass spectrometric data and describes
several critical steps that are necessary for the successful protein identification, which
include: (a) the masses of peaks in the mass spectrum corresponding to the monoiso-
topic peptide masses have to assigned; (b) a collection of sequences have to be



 

searched using a sensitive and selective algorithm; (c) the significance of the results
have to be tested; and (d) the function of the identified proteins have to be assigned.
In Chapter 14, two types of approaches are described: one based on statistical
theories and another on machine learning and computational data mining tech-
niques. In Chapter 15, the author discusses the problems with the currently avail-
able disease classifier algorithms and puts forward approaches for scaling the data
set, searching for outliers, choosing relevant features, building classification mod-
els, and then determining the characteristics of the models. Chapter 16 discusses
currently available computer tools that support data collection, analysis, and val-
idation in a high-throughput LC-MS/MS–based proteome research environment
and subsequent protein identification and quantification with minimal false-posi-
tive error rates. Chapter 17 and Chapter 18 describe experimental designs, statis-
tical methodologies, and computational tools for the analysis of spectral patterns
in the diagnosis of ovarian and prostate cancer. Finally, Chapter 19 illustrates how
quantitative analysis of fluorescence microscope images augments mainstream
proteomics by providing information about the abundance, localization, move-
ment, and interactions of proteins inside cells.

This book has brought together a mix of scientific disciplines and specializations,
and I encourage readers to expand their knowledge by reading how the combination
of proteomics and bioinformatics is used to uncover interesting biology and discover
clinically significant biomarkers. In a field with rapidly changing technologies, it is
difficult to ever feel that one has knowledge that is current and definitive. Many
chapters in this book are conceptual in nature but have been included because
proteomics is an evolving science that offers much hope to researchers and patients
alike.

Last, but not least, I would like to acknowledge the authors for their contributions
and patience. When I accepted the offer to edit this book, I was not sure we were
ready for a book on proteomics as the field is continuously evolving, but the excellent
contributions and enthusiasm of my colleagues have allayed my fears. The chapters
in the book describe the current state-of-the-art in informatics and reflect the inter-
ests, experience, and creativity of the authors. Many chapters are intimately related
and therefore there may be some overlap in the material presented in each individual
chapter. I would also like to acknowledge Dr. Asad Umar for his help in designing
the cover for this book. Finally, I would like to express my sincere gratitude to Dr.
Sam Hanash, the past president of HUPO, for his encouragement and support.

 

Sudhir Srivastava, Ph.D., MPH, MS

 

Bethesda, Maryland
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1.1 INTRODUCTION

 

In the 19th century, the light microscope opened a new frontier in the study of
diseases, allowing scientists to look deep into the cell. The science of pathology (the
branch of medicine that deals with the essential nature of disease) expanded to
include the study of structural and functional changes in cells, and diseases could
be attributed to recognizable changes in the cells of the body. At the start of the 21st
century, the molecular-based methods of genomics and proteomics are bringing
about a new revolution in medicine. Diseases will be described in terms of patterns
of abnormal genetic and protein expression in cells and how these cellular alterations
affect the molecular composition of the surrounding environment. This new pathol-
ogy will have a profound impact on the practice of medicine, enabling physicians
to determine who is at risk for a specific disease, to recognize diseases before they
have invaded tissues, to intervene with agents or treatments that may prevent or
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delay disease progression, to guide the choice of therapies, and to assess how well
a treatment is working.

Cancer is one of the many diseases whose treatment will be affected by these
molecular approaches. Currently available methods can only detect cancers that have
achieved a certain size threshold, and in many cases, the tumors, however small,
have already invaded blood vessels or spread to other parts of the body. Molecular
markers have the potential to find tumors in their earliest stages of development,
even before the cell’s physical appearance has changed. Molecular-based detection
methods will also change our definition of cancer. For example, precancerous
changes in the uterine cervix are called such because of specific architectural and
cytological changes. In the future, we may be able to define the expression patterns
of specific cellular proteins induced by human papillomavirus that indicate the cells
are beginning to progress to cancer. We may also be able to find molecular changes
that affect all the tissues of an organ, putting the organ at risk for cancer.

In addition to improving the physician’s ability to detect cancers early, molecular
technologies will help doctors determine which neoplastic lesions are most likely
to progress and which are not destined to do so — a dilemma that confronts urologists
in the treatment of prostate cancer. Accurate discrimination will help eliminate
overtreatment of harmless lesions. By revealing the metastatic potential of tumors
and their corresponding preneoplastic lesions, molecular-based methods will fill a
knowledge gap impossible to close with traditional histopathology. If these advances
are made and new screening tests are developed, then one day we may be able to
identify and eliminate the invasive forms of most malignant epithelial tumors.

 

1.2 WHY IS PROTEOMICS USEFUL?

 

Mammalian systems are much more complex than can be deciphered by their genes
alone, and the biological dictates of an organism are largely governed through the
function of proteins. In combination with genomics, proteomics can provide a
holistic understanding of the biology of cells, organisms, and disease processes. The
term “proteome” came into use in the mid 1990s and is defined as the protein
complement of the genome. Although proteomics was originally used to describe
methods for large-scale, high-throughput protein separation and identification,
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 today
proteomics encompasses almost any method used to characterize proteins and deter-
mine their functions. Information at the level of the proteome is critical for under-
standing the function of specific cell types and their roles in health and disease. This
is because proteins are often expressed at levels and forms that cannot be predicted
from mRNA analysis. Proteomics also provides an avenue to understand the inter-
action between a cell’s functional pathways and its environmental milieu, indepen-
dent of any changes at the RNA level. It is now generally recognized that expression
analysis directly at the protein level is necessary to unravel the critical changes that
occur as part of disease pathogenesis.

Currently there is much interest in the use of molecular markers or biomarkers
for disease diagnosis and prognosis. Biomarkers are cellular, biochemical, and
molecular alterations by which normal, abnormal, or simply biologic processes can
be recognized or monitored. These alterations should be able to objectively measure
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and evaluate normal biological processes, pathogenic processes, or pharmacologic
responses to a therapeutic intervention. Proteomics is valuable in the discovery of
biomarkers as the proteome reflects both the intrinsic genetic program of the cell
and the impact of its immediate environment. Protein expression and function are
subject to modulation through transcription as well as through translational and
posttranslational events. More than one messenger RNA can result from one gene
through differential splicing, and proteins can undergo more than 200 types of
posttranslation modifications that can affect function, protein–protein and protein–
ligand interactions, stability, targeting, or half-life.
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 During the transformation of a
normal cell into a neoplastic cell, distinct changes occur at the protein level that
range from altered expression, differential modification, changes in specific activity,
and aberrant localization, all of which affect cellular function. Identifying and
understanding these changes is the underlying theme in cancer proteomics. The
deliverables include identification of biomarkers that have utility both for early
detection and for determining therapy.

While proteomics has traditionally dealt with quantitative analysis of protein
expression, more recently proteomics has been viewed to encompass structural
analyses of proteins.
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 Quantitative proteomics strives to investigate the changes in
protein expression in different physiological states such as in healthy and diseased
tissue or at different stages of the disease. This enables the identification of state-
and stage-specific proteins. Structural proteomics attempts to uncover the structure
of proteins and to unravel and map protein–protein interactions. Proteomics provides
a window to pathophysiological states of cells and their microenvironments and
reflects changes that occur as disease-causing agents interact with the host environ-
ment. Some examples of proteomics are described below.

 

1.3 GENE–ENVIRONMENT INTERACTIONS

 

Infectious diseases result from interactions between the host and pathogen, and
understanding these diseases requires understanding not only alterations in gene
and protein expressions within the infected cells but also alterations in the sur-
rounding cells and tissues. Although genome and transcriptome analyses can pro-
vide a wealth of information on global alterations in gene expression that occur
during infections, proteomic approaches allow the monitoring of changes in protein
levels and modifications that play important roles in pathogen–host interactions.
During acute stages of infection, pathogen-coded proteins play a significant role,
whereas in the chronic infection, host proteins play the dominating role. Viruses,
such as hepatitis B (HBV), hepatitis C (HCV), and human papillomavirus (HPV),
are suitable for proteomic analysis because they express only eight to ten major
genes.
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 Analyzing a smaller number of genes is easier than analyzing the proteome
of an organism with thousands of genes.
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 For example, herpes simplex virus type 1
(HSV-1) infection induces severe alterations of the translational apparatus, includ-
ing phosphorylation of ribosomal proteins and the association of several nonribo-
somal proteins with the ribosomes.

 

9–12

 

 Whether ribosomes themselves could con-
tribute to the HSV-1–induced translational control of host and viral gene expression
has been investigated. As a prerequisite to test this hypothesis, the investigators
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undertook the identification of nonribosomal proteins associated with the ribosomes
during the course of HSV-1 infection. Two HSV-1 proteins, VP19C and VP26, that
are associated to ribosomes with different kinetics were identified. Another nonri-
bosomal protein identified was the poly(A)-binding protein 1 (PAB1P). Newly
synthesized PAB1P continued to associate to ribosomes throughout the course of
infection. This finding attests to the need for proteomic information for structural
and functional characterization.

Approximately 15% of human cancers (about 1.5 million cases per year, world-
wide) are linked to viral, bacterial, or other pathogenic infections.
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 For cancer
development, infectious agents interact with host genes and sets of infectious
agent-specific or host-specific genes are expressed. Oncogenic infections increase
the risk of cancer through expression of their genes in the infected cells. Occasion-
ally, these gene products have paracrine effects, leading to neoplasia in neighboring
cells. More typically, it is the infected cells that become neoplastic. These viral,
bacterial, and parasitic genes and their products are obvious candidates for pharma-
cologic interruptions or immunologic mimicry, promising approaches for drugs and
vaccines. By understanding the pathways involved in the infectious agent–host
interaction leading to cancer, it would be possible to identify targets for intervention.

 

1.4 ORGANELLE-BASED PROTEOMICS

 

Eukaryotic cells contain a number of organelles, including nucleoli, mitochondria,
smooth and rough endoplasmic reticula, Golgi apparatus, peroxisomes, and lysosomes.
The mitochondria are among the largest organelles in the cell. Mitochondrial dys-
function has been frequently reported in cancer, neurodegenerative diseases, diabetes,
and aging syndromes.
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 The mitochondrion genome (16.5 Kb) codes only for a
small fraction (estimated to be 1%) of the proteins housed within this organelle.
The other proteins are encoded by the nuclear DNA (nDNA) and transported into the
mitochondria. Thus, a proteomic approach is needed to fully understand the nature
and extent of mutated and modified proteins found in the mitochondria of diseased
cells. According to a recent estimate, there are 1000 to 1500 polypeptides in the
human mitochondria.
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 This estimate is based on several lines of evidence,
including the existence of at least 800 distinct proteins in yeast and 

 

Arabidopsis
thaliana

 

 mitochondria
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 and the identification of 591 abundant mouse mitochondrial
proteins.

 

20

 

Investigators face a number of challenges in organelle proteome characterization
and data analysis. A complete characterization of the posttranslational modifications
that mitochondrial proteins undergo is an enormous and important task, as all of
these modifications cannot be identified by a single approach. Differences in post-
translational modifications are likely to be associated with the onset and progression
of various diseases. In addition, the mitochondrial proteome, although relatively
simple, is made up of complex proteins located in submitochondrial compartments.
Researchers will need to reduce the complexity to subproteomes by fractionation
and analysis of various compartments. A number of approaches are focusing on
specific components of the mitochondria, such as isolation of membrane proteins,
affinity labeling, and isolation of redox proteins,
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 or isolation of large complexes.
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Other approaches may combine expression data from other species, such as yeast,
to identify and characterize the human mitochondrial proteome.
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The need to identify mitochondrial proteins associated with or altered during the
development and progression of cancer is compelling. For example, mitochondrial
dysfunction has been frequently associated with transport of proteins, such as cyto-
chrome 

 

c

 

. Mitochondrial outer membrane permeabilization by pro-apoptotic proteins,
such as Bax or Bak, results in the release of cytochrome 

 

c and the induction of
apoptosis. An altered ratio of anti-apoptotic proteins (e.g., Bcl-2) to pro-apoptotic
proteins (e.g., Bax and Bak) promotes cell survival and confers resistance to therapy.25

1.5 CANCER DETECTION

Molecular markers or biomarkers are currently used for cancer detection, diagnosis,
and monitoring therapy and are likely to play larger roles in the future. In cancer
research, a biomarker refers to a substance or process that is indicative of the presence
of cancer in the body. It might be a molecule secreted by the malignancy itself, or
it can be a specific response of the body to the presence of cancer. The biological
basis for usefulness of biomarkers is that alterations in gene sequence or expression
and in protein expression and function are associated with every type of cancer and
with its progression through the various stages of development.

Genetic mutations, changes in DNA methylation, alterations in gene expression,
and alterations in protein expression or modification can be used to detect cancer,
determine prognosis, and monitor disease progression and therapeutic response.
Currently, DNA-based, RNA-based, and protein-based biomarkers are used in cancer
risk assessment and detection. The type of biomarker used depends both on the
application (i.e., risk assessment, early detection, prognosis, or response to therapy)
and the availability of appropriate biomarkers. The relative advantages and disad-
vantages of genomic and proteomic approaches have been widely discussed, but
since a cell’s ultimate phenotype depends on the functions of expressed proteins,
proteomics has the ability to provide precise information on a cell’s phenotype.
Tumor protein biomarkers are produced either by the tumor cells themselves or by
the surrounding tissues in response to the cancer cells.

More than 80% of human tumors (colon, lung, prostate, oral cavity, esophagus,
stomach, uterine, cervix, and bladder) originate from epithelial cells, often at the
mucosal surface. Cells in these tumors secrete proteins or spontaneously slough off
into blood, sputum, or urine. Secreted proteins include growth factors, angiogenic
proteins, and proteases. Free DNA is also released by both normal and tumor cells
into the blood and patients with cancer have elevated levels of circulating DNA.
Thus, body fluids such as blood and urine are good sources for cancer biomarkers.
That these fluids can be obtained using minimally invasive methods is a great
advantage if the biomarker is to be used for screening and early detection.

From a practical point of view, assays of protein tumor biomarkers, due to their
ease of use and robustness, lend themselves to routine clinical practice, and histor-
ically tumor markers have been proteins. Indeed, most serum biomarkers used today
are antibody-based tests for epithelial cell proteins. Two of the earliest and most
widely used cancer biomarkers are PSA and CA25. Prostate-specific antigen (PSA)
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is a secreted protein produced by epithelial cells within the prostate. In the early
1980s it was found that sera from prostate cancer patients contain higher levels of
PSA than do the sera of healthy individuals. Since the late 1980s, PSA has been
used to screen asymptomatic men for prostate cancer and there has been a decrease
in mortality rates due to prostate cancer. How much of this decrease is attributable
to screening with PSA and how much is due to other factors, such as better therapies,
is uncertain. Although PSA is the best available serum biomarker for prostate cancer
and the only one approved by the FDA for screening asymptomatic men, it is far
from ideal. Not all men with prostate cancer have elevated levels of PSA; 20 to 30%
of men with prostate cancer have normal PSA levels and are misdiagnosed. Con-
versely, because PSA levels are increased in other conditions, such as benign pros-
tatic hypertrophy and prostatitis, a significant fraction of men with elevated levels
of PSA do not have cancer and undergo needless biopsies.

The CA125 antigen was first detected over 20 years ago; CA125 is a mucin-like
glycoprotein present on the cell surface of ovarian tumor cells that is released into
the blood.26 Serum CA125 levels are elevated in about 80% of women with epithelial
ovarian cancer but in less than 1% of healthy women. However, the CA125 test only
returns a positive result for about 50% of Stage I ovarian cancer patients and is,
therefore, not useful by itself as an early detection test.27 Also, CA125 is elevated
in a number of benign conditions, which diminishes its usefulness in the initial
diagnosis of ovarian cancer. Despite these limitations, CA125 is considered to be
one of the best available cancer serum markers and is used primarily in the man-
agement of ovarian cancer. Falling CA125 following chemotherapy indicates that
the cancer is responding to treatment.28 Other serum protein biomarkers, such as
alpha fetoprotein (AFP) for hepatocellular carcinoma and CA15.3 for breast cancer,
are also of limited usefulness as they are elevated in some individuals without cancer,
and not all cancer patients have elevated levels.

1.6 WHY PROTEOMICS HAS NOT SUCCEEDED
IN THE PAST: CANCER AS AN EXAMPLE

The inability of these protein biomarkers to detect all cancers (false negatives)
reflects both the progressive nature of cancer and its heterogeneity. Cancer is not a
single disease but rather an accumulation of several events, genetic and epigenetic,
arising in a single cell over a long period of time. Proteins overexpressed in late
stage cancers may not be overexpressed in earlier stages and, therefore, are not
useful for early cancer detection. For example, the CA125 antigen is not highly
expressed in many Stage I ovarian cancers. Also, because tumors are heterogeneous,
the same sets of proteins are not necessarily overexpressed in each individual tumor.
For example, while most patients with high-grade prostate cancers have increased
levels of PSA, approximately 15% of these patients do not have an elevated PSA
level. The reciprocal problem of biomarkers indicating the presence of cancer when
none is present (false positives) results because these proteins are not uniquely
produced by tumors. For example, PSA is produced by prostatitis (inflammation of
the prostate) and benign prostatic hyperplasia (BPH), and elevated CA125 levels are
caused by endometriosis and pelvic inflammation.
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The performance of any biomarker can be described in terms of its specificity
and sensitivity. In the context of cancer biomarkers, sensitivity refers to the proportion
of case subjects (individuals with confirmed disease) who test positive for the biom-
arker, and specificity refers to the proportion of control subjects (individuals without
disease) who test negative for the biomarker. An ideal biomarker test would have
100% sensitivity and specificity; i.e., everyone with cancer would have a positive
test, and everyone without cancer would have a negative test. None of the currently
available protein biomarkers achieve 100% sensitivity and specificity. For example,
as described above, PSA tests achieve 70 to 90% sensitivity and only about 25%
specificity, which results in many men having biopsies when they do not have
detectable prostrate cancer. The serum protein biomarker for breast cancer CA15.3
has only 23% sensitivity and 69% specificity. Other frequently used terms are positive
predictive value (PPV), the chance that a person with a positive test has cancer, and
negative predictive value (NPV), the chance that a person with a negative test does
not have cancer. PPV is affected by the prevalence of disease in the screened popu-
lation. For a given sensitivity and specificity, the higher the prevalence, the higher
the PPV. Even when a biomarker provides high specificity and sensitivity, it may not
be useful for screening the general population if the cancer has low prevalence. For
example, a biomarker with 100% sensitivity and 95% specificity has a PPV of only
17% for a cancer with 1% prevalence (only 17 out of 100 people with a positive test
for the biomarker actually have cancer) and 2% for a cancer with 0.1% prevalence.
The prevalence of ovarian cancer in the general population is about 0.04%. Thus, a
biomarker used to screen the general population must have significantly higher spec-
ificity and sensitivity than a biomarker used to monitor an at-risk population.

1.7 HOW HAVE PROTEOMIC APPROACHES 
CHANGED OVER THE YEARS?

Currently investigators are pursuing three different approaches to develop biomarkers
with increased sensitivity and specificity. The first is to improve on a currently used
biomarker. For instance, specificity and sensitivity of PSA may be improved by
measurement of its complex with alpha(1)-antichymotrypsin; patients with benign
prostate conditions have more free PSA than bound, while patients with cancer have
more bound PSA than free.29 This difference is thought to result from differences in
the type of PSA released into the circulation by benign and malignant prostatic cells.
Researchers are also trying to improve the specificity and sensitivity of PSA by
incorporating age- and race-specific cut points and by adjusting serum PSA concen-
tration by prostatic volume (PSA density). The second approach is to discover and
validate new biomarkers that have improved sensitivity and specificity. Many inves-
tigators are actively pursuing new biomarkers using a variety of new and old tech-
nologies. The third approach is to use a panel of biomarkers, either by combining
several individually identified biomarkers or by using mass spectrometry to identify
a pattern of protein peaks in sera that can be used to predict the presence of cancer
or other diseases. High-throughput proteomic methodologies have the potential to
revolutionize protein biomarker discovery and to allow for multiple markers to be
assayed simultaneously.
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In the past, researchers have mostly used a one-at-time approach to biomarker
discovery. They have looked for differences in the levels of individual proteins in
tissues or blood from patients with disease and from healthy individuals. The choice
of proteins to examine was frequently based on biological knowledge of the cancer
and its interaction with surrounding tissues. This approach is laborious and time
consuming, and most of the biomarkers discovered thus far do not have sufficient
sensitivity and specificity to be useful for early cancer detection. A mainstay of
protein biomarker discovery has been two-dimensional gel electrophoresis (2DE).
The traditional 2DE method is to separately run extracts from control and diseased
tissues or cells and to compare the relative intensities of the various protein spots
on the stained gels. Proteins whose intensities are significantly increased or decreased
in diseased tissues are identified using mass spectrometry. For example, 2DE was
recently used to identify proteins that are specifically overexpressed in colon cancer.30

The limitations of the 2DE approach are well known: the gels are difficult to run
reproducibly, a significant fraction of the proteins either do not enter the gels or are
not resolved, low-abundance proteins are not detected, and relatively large amounts
of sample are needed. A number of modifications have been made to overcome these
limitations, including fractionation of samples prior to 2DE, the use of immobilized
pH gradients, and labeling proteins from control and disease cells with different
fluorescent dyes and then separating them on the same gel (differential in-gel elec-
trophoresis; DIGE). An additional difficulty is contamination from neighboring
stromal cells that can confound the detection of tumor-specific markers. Laser
capture microdissection (LCD) can be used to improve the specificity of 2DE, as it
allows for the isolation of pure cell populations; however, it further reduces the
amount of sample available for analysis. Even with these modifications, 2DE is a
relatively low throughput methodology that only samples a subset of the proteome,
and its applicability for screening and diagnosis is very limited.

A number of newer methods for large-scale protein analysis are being used or
are under development. Several of these rely on mass spectrometry and database
interrogation. Mass spectrometers work by imparting an electrical charge to the
analytes (e.g., proteins or peptides) and then sending the charged particles though
a mass analyzer. A time of flight (TOF) mass spectrometer measures the time it
takes a charged particle (protein or peptide) to reach the detector; the higher the
mass the longer the flight time. A mixture of proteins or peptides analyzed by TOF
generates a spectrum of protein peaks. TOF mass spectrometers are used to analyze
peptide peaks generated by protease digestion of proteins resolved on 2DE. A major
advance in this methodology is matrix-assisted laser desorption ionization (a form
of soft ionization), which allows for the ionization of larger biomolecules such as
proteins and peptides. TOF mass spectrometers are also used to identify peptides
eluted from HPLC columns.

With tandem mass spectrometers (MS/MS), a mixture of charged peptides is
separated in the first MS according to their mass-to-charge ratios, generating a list
of peaks. In the second MS, the spectrometer is adjusted so that a single
mass-to-charge species is directed to a collision cell to generate fragment ions, which
are then separated by their mass-to-charge ratios. These patterns are compared to
databases to identify the peptide and its parent protein. Liquid chromatography
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combined with MS or MS/MS (LC-MS and LC-MS/MS) is currently being used as
an alternative to 2DE to analyze complex protein mixtures. In this approach, a mixture
of proteins is digested with a protease, and the resulting peptides are then fractionated
by liquid chromatography (typically reverse-phase HPLC) and analyzed by MS/MS
and database interrogation. A major limitation to this approach is the vast number of
peptides generated when the initial samples contain a large number of proteins. Even
the most advanced LC-MS/MS systems cannot resolve and analyze these complex
peptide mixtures, and currently it is necessary to either prefractionate the proteins
prior to proteolysis or to enrich for certain types of peptides (e.g., phosphorylated,
glycoslylated, or cysteine containing) prior to liquid chromatography.

Although the use of mass spectrometry has accelerated the pace of protein
identification, it is not inherently quantitative and the amounts of peptides ionized
vary. Thus, the signal obtained in the mass spectrometer cannot be used to measure
the amount of protein in the sample. Several comparative mass spectrometry methods
have been developed to determine the relative amounts of a particular peptide or
protein in two different samples. These approaches rely on labeling proteins in one
sample with a reagent containing one stable isotope and labeling the proteins in the
other sample with the same reagent containing a different stable isotope. The samples
are then mixed, processed, and analyzed together by mass spectrometry. The mass
of a peptide from one sample will be different by a fixed amount from the same
peptide from the other sample. One such method (isotope-coded affinity tags; ICAT)
modifies cysteine residues with an affinity reagent that contains either eight hydrogen
or eight deuterium atoms.31 Other methods include digestion in 16O and 18O water
and culturing cells in 12C- and 13C-labeled amino acids.

Although the techniques described thus far are useful for determining proteins
that are differently expressed in control and disease, they are expensive, relatively
low throughput, and not suitable for routine clinical use. Surface-enhanced laser
description ionization time-of-flight (SELDI-TOF) and protein chips are two pro-
teomic approaches that have the potential to be high throughput and adaptable to
clinical use. In the SELDI-TOF mass spectrometry approach, protein fractions or
body fluids are spotted onto chromatographic surfaces (ion exchange, reverse phase,
or metal affinity) that selectively bind a subset of the proteins (Ciphergen® Protein-
Chip Arrays). After washing to remove unbound proteins, the bound proteins are
ionized and analyzed by TOF mass spectrometry. This method has been used to
identify disease-related biomarkers, including the alpha chain of haptoglobin
(Hp-alpha) for ovarian cancer32 and alpha defensin for bladder cancer. Other inves-
tigators are using SELDI-TOF to acquire proteomic patterns from whole sera, urine,
or other body fluids. The complex patterns of proteins obtained by the TOF mass
spectrometer are analyzed using pattern recognition algorithms to identify a set of
protein peaks that can be used to distinguish disease from control. With this approach,
protein identification and characterization are not necessary for development of clin-
ical assays, and a SELDI protein profile may be sufficient for screening. For example,
this method has been reported to identify patients with Stage I ovarian cancer with
100% sensitivity and 95% specificity.27 Similar, albeit less dramatic, results have
been reported for other types of cancer.28,33–36 At this time, it is uncertain whether
SELDI protein profiling will prove to be as valuable a diagnostic tool as the initial
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reports have suggested. A major technical issue is the reproducibility of the protein
profiles. Variability between SELDI-TOF instruments, in the extent of peptide ion-
ization, in the chips used to immobilize the proteins, and in sample processing, can
contribute to the lack of reproducibility. There is concern that the protein peaks
identified by SELDI and used for discriminating between cancer and control are not
derived from the tumor per se but rather from the body’s response to the cancer
(epiphenomena) and that they may not be specific for cancer; inflammatory condi-
tions and benign pathologies may elicit the same bodily responses.37,38 Most known
tumor marker proteins in the blood are on the order of ng/ml (PSA above 4 ng/ml
and alpha fetoprotein above 20 ng/ml are considered indicators of, respectively,
prostate and hepatocellular cancers). The SELDI-TOF peptide peaks typically used
to distinguish cancer from control are relatively large peaks representing proteins
present in the serum on the order of μg to mg/ml; these protein peaks may result
from cancer-induced proteolysis or posttranslational modification of proteins nor-
mally present in sera. Although identification of these discriminating proteins may
not be necessary for this “black-box” approach to yield a clinically useful diagnostic
test, identifying these proteins may help elucidate the underlying pathology and lead
to improved diagnostic tests. Potential advantages of the SELDI for clinical assays
are that it is high throughput, it is relatively inexpensive, and it uses minimally
invasive specimens (blood, urine, sputum).

Interest in protein chips in part reflects the success of DNA microarrays. While
these two methodologies have similarities, a number of technical and biological
differences exist that make the practical application of protein chips or arrays chal-
lenging. Proteins, unlike DNA, must be captured in their native conformation and
are easily denatured irreversibly. There is no method to amplify their concentrations,
and their interactions with other proteins and ligands are less specific and of variable
affinity. Current bottlenecks in creating protein arrays include the production (expres-
sion and purification) of the huge diversity of proteins that will form the array
elements, methods to immobilize proteins in their native states on the surface, and
lack of detection methods with sufficient sensitivity and accuracy. To date, the most
widely used application of protein chips are antibody microarrays that have the
potential for high-throughput profiling of a fixed number of proteins. A number of
purified, well-characterized antibodies are spotted onto a surface and then cell extracts
or sera are passed over the surface to allow for the antigen to bind to the specific,
immobilized antibodies. The bound proteins are detected either by using secondary
antibodies against each antigen or by using lysates that are tagged with fluorescent
or radioactive labels. A variation that allows for direct comparison between two
different samples is to label each extract with a different fluorescent dye, which is
then mixed prior to exposure to the antibody array. A significant problem with
antibody arrays is lack of specificity; the immobilized antibodies cross react with
proteins other than the intended target. The allure of protein chips is their potential
to rapidly analyze multiple protein markers simultaneously at a moderate cost.

As discussed earlier, most currently available cancer biomarkers lack sufficient
sensitivity and specificity for use in early detection, especially to screen asymptom-
atic populations. One approach to improve sensitivity and specificity is to use a
panel of biomarkers. It is easy to envision how combining biomarkers can increase
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sensitivity if they detect different pathological processes or different stages of cancer,
and one factor to consider in developing such a panel is whether the markers are
complementary. However, simply combining two biomarkers will more than likely
decrease specificity and increase the number of false positives. Reducing their cutoff
values (the concentration of a biomarker that is used as an indication of the presence
of cancer) can be useful to reduce the number of false positives. A useful test for
evaluating a single biomarker or panel of biomarkers is the receiver operating
characteristic (ROC) curve. An ROC curve is a graphical display of false-positive
rates and true-positive rates from multiple classification rules (different cutoff values
for the various biomarkers). Each point on the graph corresponds to a different
classification rule. In addition to analyzing individually measured markers, ROC
curves can be used to analyze SELDI-TOF proteomic profiles.39

The measurement and analysis of biomarker panels will be greatly facilitated
by high-throughput technologies such as protein arrays, microbeads with multiple
antibodies bound to them, and mass spectrometry. It is in these areas that a number
of companies are concentrating their efforts, as not only must a biomarker or panel
of biomarkers have good specificity and sensitivity, there must be an efficient and
cost-effective method to assay them.

1.8 FUTURE OF PROTEOMICS IN DRUG DISCOVERY, 
SCREENING, EARLY DETECTION,
AND PREVENTION

Proteomics has benefited greatly from the development of high-throughput meth-
ods to simultaneously study thousands of proteins. The successful application of
proteomics to medical diagnostics will require the combined efforts of basic
researchers, physicians, pathologists, technology developers, and information sci-
entists (Figure 1.1). However, its application in clinics will require development

FIGURE 1.1 Application of medical proteomics: Interplay between various disciplines and
expertise is the key to developing tools for detection, diagnosis, and treatment of cancer.
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of test kits based on pattern analysis, single molecule detection, or multiplexing
of several clinical acceptable tests, such as ELISA, for various targets in a sys-
tematic way under rigorous quality control regimens (Figure 1.2). Interperson
heterogeneity is a major hurdle when attempting to discover a disease-related
biomarker within biofluids such as serum. However, the coupling of high-through-
put technologies with protein science now enables samples from hundreds of
patients to be rapidly compared. Admittedly, proteomic approaches cannot remove
the “finding a needle in a haystack” requirement for discovering novel biomarkers;
however, we now possess the capability to inventory components within the
“haystack” at an unprecedented rate. Indeed, such capabilities have already begun
to bear fruits as our knowledge of the different types of proteins within serum is
growing exponentially and novel technologies for diagnosing cancers using pro-
teomic technologies are emerging.

Is the development of methods capable of identifying thousands of proteins in
a high-throughput manner going to lead to novel biomarkers for the diagnosis of
early stage diseases or is the amount of data that is accumulated in such studies
going to be overwhelming? The answer to this will depend on our ability to develop
and successfully deploy bioinformatic tools. Based on the rate at which interesting
leads are being discovered, it is likely that not only will biomarkers with better
sensitivity and specificity be identified but individuals will be treated using custom-
ized therapies based on their specific protein profile. The promise of proteomics for
discovery is its potential to elucidate fundamental information on the biology of
cells, signaling pathways, and disease processes; to identify disease biomarkers and
new drug targets; and to profile drug leads for efficacy and safety. The promise of

FIGURE 1.2 Strategies in medical proteomics: Steps in identification of detection targets
and the development of clinical assays.
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proteomics for clinical use is the refinement and development of protein-based assays
that are accurate, sensitive, robust, and high throughput. Since many of the proteomic
technologies and data management tools are still in their infancy, their validations
and refinements are going to be the most important tasks in the future.
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2.1 INTRODUCTION: PROTEOMICS
IN CANCER RESEARCH

Proteomics is the study of all expressed proteins. A major goal of proteomics is a
complete description of the protein interaction networks underlying cell physiology.
Before we discuss protein computational tools and methods, we will give a brief
background of current proteomic technologies used in cancer diagnosis. For cancer
diagnosis, both surface-enhanced laser desorption ionization (SELDI) and
two-dimensional gel electrophoresis (2DE) approaches have been used.1,2 Recently
protein-based microarrays have been developed that show great promise for analyz-
ing the small amount of samples and yielding the maximum data on the cell’s
microenvironment.3–5
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2.1.1 TWO-DIMENSIONAL GEL ELECTROPHORESIS (2DE)

The recent upsurge in proteomics research has been facilitated largely by stream-
lining of 2DE technology and parallel developments in MS for analysis of peptides
and proteins. Two-dimensional gel electrophoresis is used to separate proteins based
on charge and mass and can be used to identify posttranslationally modified proteins.
A major limitation of this technology in proteomics is that membrane proteins
contain a considerable number of hydrophobic amino acids, causing them to precip-
itate during the isoelectric focusing of standard 2DE.6 In addition, information
regarding protein– protein interactions is lost during 2DE due to the denaturing
conditions used in both gel dimensions. To overcome these limitations, two-dimen-
sional blue-native gel electrophoresis has been used to resolve membrane proteins.
In this process, membrane protein complexes are solubilized and resolved in the
native forms in the first dimension. The separation in the second dimension is
performed by sodium dodecyl sulfate polyacrylamide gel electrophoresis
(SDS-PAGE), which denatures the complexes and resolves them into their separate
subunits. Protein spots are digested with trypsin and analyzed by matrix-assisted
laser ionization desorption time-of-flight mass spectrometry (MALDI-TOF MS).
The 2DE blue-native gel electrophoresis is suitable for small biological samples and
can detect posttranslational modifications (PTMs) in proteins. Common PTMs
include phosphorylation, oxidation and nitrosation, fucosylation and galactosylation,
reaction with lipid-derived aldehydes, and tyrosine nitration. Improvements are
needed to resolve low-molecular-mass proteins, especially those with isoelectric
points below pH 3 and above pH 10. This technique has low throughput (at the most
30 samples can be run simultaneously), and most of the steps are manual. Automatic
spot-picking also needs improvement.

2.1.2 MASS SPECTROMETRY

Mass spectrometry (MS) is an integral part of the proteomic analysis. MS instruments
are made up of three primary components: the source, which produces ions for analysis;
the mass analyzer, which separates the ions based on their mass-to-charge ratios (m/z);
and the detector, which quantifies the ions resolved by the analyzer. Multiple subtypes
of ion sources, analyzers, and detectors have been developed, and different components
can be combined to create different instruments, but the principle remains the same—
the spectrometers create ion mixtures from a sample and then resolve them into their
component ions based on their m/z values. Significant improvements have been made
in spectrometric devices during the past two decades, allowing precise analysis of
biomolecules too fragile to survive earlier instrumentation. For ionization of peptides
and proteins, these ionization sources are usually coupled to time-of-flight (TOF)2,7,8

spectrometers. Historically, MS has been limited to the analysis of small molecules.
Larger biomolecules, such as peptides or proteins, simply do not survive the harsh
ionization methods available to create the ions. ESI (electrospray ionization),9 MALDI,
and SELDI techniques permit a gentler ionization of large biomolecules, called soft
ionization, without too much fragmentation of the principal ions. ESI and MALDI were
both developed during the late 1980s and were the foundation for the emergence of
MS as a tool of investigation of biological samples. Although MALDI equipment is
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expensive, quantitative high throughput can be achieved (about 100 samples per day
can be run by a single laboratory).

SELDI, developed in the early 1990s, is a modification of the MALDI approach
to ionization. All the ionization techniques described above are sensitive in the
picomole-to-femtomole range that is required for application to biological samples,
carbohydrates; oligonucleotides; small polar molecules; and peptides, proteins, and
posttranslationally modified proteins.

Tandem mass analyzers are instruments used for detailed structural analysis of
selected peptides. An example of this kind of analyzer is ABI’s QSTAR® (Applied
Biosystems, Foster City, CA), a hybrid system that joins two quadrupoles in tandem
with a TOF analyzer.10 Particular tryptic peptide fragments can be sequentially
selected and subfragmented in the two quadrupoles, and then the subfragments can
be measured in the analyzer. The resulting pattern is somewhat like the sequence-ladder
pattern obtained in DNA sequencing. Although the analysis of the protein pattern
is more complex than DNA sequencing, software is available that allows the direct
determination of the amino acid sequence of peptides. Based on the peptide sequence
information, it is possible to identify the parent protein in the database.

2.1.3 ISOTOPE-CODED AFFINITY TAGS (ICAT)

Isotope-coded affinity tags (ICAT)11 is a technology that facilitates quantitative pro-
teomic analysis. This approach uses isotope tagging of thiol-reactive group to label
reduced cysteine residues, and a biotin affinity tag to isolate the labeled peptides. These
two functional groups are joined by linkers that contain either eight hydrogen atoms
(light reagent) or eight deuterium atoms (heavy reagent). Proteins in a sample (cancer)
are labeled with the isotopically light version of the ICAT reagent, while proteins in
another sample (control) are labeled by the isotopically heavy version of the ICAT
reagent. The two samples are combined, digested to generate peptide fragments, and
the cysteine-containing peptides are enriched by avidin affinity chromatography. This
results in an approximately tenfold enrichment of the labeled peptides. The peptides
may be further purified and analyzed by reverse-phase liquid chromatography, fol-
lowed by MS. The ratio of the isotopic molecular mass peaks that differ by 8 Da
provides a measure of the relative amounts of each protein in the original samples.
This technology is good for detection of differentially expressed proteins between two
pools. Recently the method has been modified to include 16O and 18O water and culture
cells in 12C- and 13C-labeled amino acids. Problems with ICAT include its dependency
on radioactive materials, its low throughput (about 30 samples per day), it only detects
proteins that contain cysteine, and labeling decreases over time (see also Chapter 16).

2.1.4 DIFFERENTIAL 2DE (DIGE)

Differential 2DE (DIGE) allows for a comparison of differentially expressed proteins
in up to three samples. In this technology, succinimidyl esters of the cyanine dyes, Cy2,
Cy3, and Cy5, are used to fluorescently label proteins in up to three different pools of
proteins. After labeling, samples are mixed and run simultaneously on the same 2DE.12

Images of the gel are obtained using three different excitation/emission filters, and the
ratios of different fluorescent signals are used to find protein differences among the
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samples. The problem with DIGE is that only 2% of the lysine residues in the proteins
can be fluorescently modified, so that the solubility of the labeled proteins is maintained
during electrophoresis. An additional problem with this technology is that the labeled
proteins migrate with slightly higher mass than the bulk of the unlabeled proteins. DIGE
technology is more sensitive than silver stain formulations optimized for MS. SYPRO
Ruby dye staining detects 40% more protein spots than the Cy dyes.

2.1.5 PROTEIN-BASED MICROARRAYS

DNA microarrays have proven to be a powerful technology for large-scale gene
expression analysis. A related objective is the study of selective interactions between
proteins and other biomolecules, including other proteins, lipids, antibodies, DNA,
and RNA. Therefore, the development of assays that could detect protein-directed
interactions in a rapid, inexpensive way using a small number of samples is highly
desirable. Protein-based microarrays provide such an opportunity. Proteins are sep-
arated using any separation mode, which may consist of ion exchange liquid
chromatography (LC), reverse-phase LC, or carrier ampholyte–based separations,
such as Rotophor. Each fraction obtained after the first dimensional separation can
be further resolved by other methods to yield either purified protein or fractions
containing a limited number of proteins that can directly be arrayed or spotted. A
robotic arrayer is used for spotting provided the proteins remain in liquid form
throughout the separation procedure. These slides are hybridized with primary anti-
bodies against a set of proteins and the resulting immune complex detected. The
resulting image shows only these fractions that react with a specific antibody. The use
of multidimensional techniques to separate thousands of proteins enhances the utility
of protein microarray technology. This approach is sensitive enough to detect specific
proteins in individual fractions that have been spotted directly without further con-
centration of the proteins in individual fraction. However, one of the limitations of
the nitrocellulose-based array chip is the lack of control over orientation in the
immobilization process and optimization of physical interactions between immobi-
lized macromolecules and their corresponding ligands, which can affect sensitivity
of the assay.

Molecular analysis of cells in their native tissue microenvironment can provide
the most desirable situation of in vivo states of the disease. However, the availability
of low numbers of cells of specific populations in the tissue poses a challenge. Laser
capture microdissection (LCM) helps alleviate this matter as this technology is
capable of procuring specific, pure subpopulations of cells directly from the tissue.
Protein profiling of cancer progression within a single patient using selected longi-
tudinal study sets of highly purified normal, premalignant, and carcinoma cells
provides the unique opportunity to not only ascertain altered protein profiles but
also to determine at what point in the cancer progression these alterations in protein
patterns occur. Preliminary results from one such study suggest complex cellular
communication between epithelial and stroma cells. A majority of the proteins in
this study are signal transduction proteins.5 Protein-based microarrays were used in
this study. Advantages and disadvantages of some proteomic-relevant technologies
are listed in Table 2.1.
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2.2 CURRENT BIOINFORMATICS APPROACHES
IN PROTEOMICS

Most biological databases have been generated by the biological community,
whereas most computational databases have been generated by the mathematical
and computational community. As a result, biological databases are not easily acqui-
escent to automated data mining methods and are unintelligible to some computers,
and computational tools are nonintuitive to biologists. A list of database search tools
is presented in Table 2.2, and some frequently used databases to study protein-protein
interaction are shown in Table 2.3. A number of bioinformatic approaches have been
discussed elsewhere in the book (see Chapters 10 and 14); therefore, we have
described only the basic principles of some of these approaches.

An important goal of bioinformatics is to develop robust, sensitive, and specific
methodologies and tools for the simultaneous analysis of all the proteins expressed
by the human genome, referred to as the human proteome, and to establish “bio-
signature” profiles that discriminate between disease states. Artifacts can be intro-
duced into spectra from physical, electrical, or chemical sources. Each spectrum in

TABLE 2.2
Database Search Tools for 2DE and MS

Name of the Software Web Site

Delta2Da www.decodon.com/Solutions/Delta2D.html
GD Impressionista www.genedata.com/productsgell/Gellab.html
Investigator HT PC Analyzera www.genomicsolutions.com/proteomics/2dgelanal.html
Phortix 2Da www.phortix.com/products/2d_products.htm
Z3 2D-Gel Analysis Systema www.2dgels.com
Mascot www.matrixscience.com
MassSearch www.Cbrg.inf.ethz/Server/MassSearch.html
MS-FIT www.Prospector.ucsf.edu
Peptldent www.expasy.ch/tools/peptident.html

a Software for 2DE.

TABLE 2.3
Database for Protein Interaction

Name of the Database Web Site

CuraGen Portal.curagen.com
DIP Dipdoe-mbi.ucla.edu
Interact Bioinf.man.ac.uk/interactso.htm
MIPS www.mips.biochem.mpg.de
ProNet Pronet.doublewist.com
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MALDI or SELDI-TOF could be composed of three components: (1) true peak signal,
(2) exponential baseline, and (3) white noise.

Low-level processing is usually used to disentangle these components, remove
systematic artifacts, and isolate the true protein signal.

A key for successful biomarker discovery is the bioinformatic approach that
enables thorough, yet robust, analysis of a massive database generated by modern
biotechnologies, such as microarrays for genetic markers and time-of-flight mass
spectrometry for proteomic spectra.

Prior to a statistical analysis of marker discovery, TOF-MS data require a
pre-analysis processing: this enables extraction of relevant information from the
data. This can be thought of as a way to standardize and summarize the data for a
subsequent statistical analysis. For example, based on some eminent properties of
the data, pre-analytical processing first identifies all protein signals that are distin-
guishable from noise, then calibrates mass (per charge) values of proteins for poten-
tial measurement errors, and finally aggregates, as a single signal, multiple protein
signals that are within the range of measurement errors. The above discussion is
specifically relevant to serum-based analysis prone to all types of artifacts and errors.
Serum proteomic pattern analysis is an emerging technology that is increasingly
employed for the early detection of disease, the measurement of therapeutic toxicity
and disease responses, and the discovery of new drug targets for therapy. Various
bioinformatics algorithms have been used for protein pattern discovery, but all studies
have used the SELDI ionization technique along with low-resolution TOF-MS anal-
ysis. Earlier studies demonstrated proof-of-principle of biomarker development for
prostate cancer using SELDI-TOF, but some of the studies relied on the isolation
of actual malignant cells from pathology specimens.13–16 Body-fluid-based diagnos-
tics, using lavage, effluent, or effusion material, offers a less invasive approach to
biomarker discovery than biopsy or surgical-specimen-dependent approaches.17

Additionally, serum-based approaches may offer a superior repository of biomarkers
because serum is easy and inexpensive to obtain.18–21

Several preprocessing and postprocessing steps are needed in the protein chip
data analysis. For data analysis we must process the mass spectra in such a way that
it is conducive to downstream multidimensional methods (clustering and classifica-
tion, for example). The binding to protein chip spots used for general profiling is
specific only to a class of proteins that share a physical or chemical property that
creates an affinity for a given protein chip array surface. As a result, mass spectra
can contain hundreds of protein expression levels encoded in their peaks.

Bioinformatics tools have promise in aiding early cancer detection and risk
assessment. Some of the useful areas in bioinformatics tools are pattern clustering,
classification, array analysis, decision support, and data mining. A brief application
of these approaches is described below.

2.2.1 CLUSTERING

Two major approaches to clustering methods are bottom-up and top-down. An
example of the bottom-up approach includes hierarchical clustering where each gene
has its own profile.22 The basis of the clustering is that closest pairs are clustered
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first followed by successive clustering with other clusters and finally combining into
one matrix. The representation of clustering is accomplished by a dendogram (hier-
archical tree) and this dendogram can be cut at multiple levels for easy interpretation.
The top-down clustering, in contrast to the bottom-up approach, starts with a spec-
ified number of clusters and cluster centers. Observation assignment is done based
on the closest cluster center to help partitioning of the data.

2.2.2 ARTIFICIAL NEURAL NETWORKS

For multifactorial classification and multivariate nonlinear regression, artificial neu-
ral networks (ANN) are excellent tools. The method has evolved in 40 years in terms
of its mathematical nature and capabilities. Because of the popularity of personal
computers and their routine use in data analysis, ANN-based analysis is a useful
approach. ANN is utilized by stock market analysis staff, scientists, medical imaging
technicians, and mathematicians. However, the problem with the ANN is that several
decisions related to the choice of ANN structures and parameters are subjective.
Other problems include lack of theoretical recommendations for the size of training
data and unavailability of the optimum size. Overtraining is another problem asso-
ciated with the ANN, which often results in memorization rather than generalization
of the data. Bootstrap sampling or random sampling with replacement to produce a
large number of individual neural networks provides an alternative to resolve such
problems. The structure of the objective function in the space of the ANN parameters
is usually very complicated because ANN is a strongly nonlinear approximation.

Despite the problems in the design and training of ANNs, there has been a
marked increase in application of ANNs in biomedical areas including cancer
research. The consensus among scientists indicates use of a panel of markers instead
of single marker for cancer detection and/or risk assessment.19 ANN is inherently
suited in this regard as it is capable of performing simultaneous analysis of large
amounts of diverse information. The classification performance of the ANN is often
evaluated using the receiver operating characteristics curves (ROC). In the ROC
curve the y-axis and x-axis represent sensitivity and specificity, respectively. The
area under the ROC curve represents how well the independent variable separating
two dichotomous classes performs.

2.2.3 SUPPORT VECTOR MACHINE (SVM)

SVM is a supervised algorithm for classification of data that projects data into higher
dimensional space where two classes are linearly separable. SVM selects a hyper-
plane in the space of the data points that separates two classes of data and maximizes
the width of separating band (also called margin) between the hyperplane and the
data points.

Finding disease-associated proteins is a natural first step in analyzing expression
data. Methods such as Mann–Whitney and the Kruskal–Wallis analysis eliminate any
assumption on the distribution of the peak intensity data.23,24 These tests give an
indication of group mean differences between control and cases that may not always
be helpful if the distribution of data creates a large spread. The multidimensional
analysis involves two categories: unsupervised learning in the form of cluster analysis,
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and supervised learning in the form of classification methods. These approaches have
been applied for expression data analysis, visualization, self-organizing maps, and
SVM.25,26 The software examines each peak cluster present in the spectra and assesses
it for classification. Furthermore, the peak intensity is also assigned to indicate a value
discriminatory between normal and disease samples. The classification tree so gener-
ated is an attractive tool for protein expression studies —it is easier to interpret than
comparable black-box classifiers such as nearest-neighbor and neural network classi-
fiers. The openness of a tree-based model is useful in identifying diagnostic and
therapeutic targets.

2.3 PROTEIN KNOWLEDGE SYSTEM

BLASTAP algorithm is used to identify distinct proteins identified during the protein
analysis.27 This analysis is based on clustering of all proteins sharing greater than
95% identity over an aligned region. The advantage of this clustering is that it allows
the grouping of identical sequences, splice variants, and sequence fragments and
possible paralogs. Functional annotation of proteins is achieved using UniProt
(www.uniprot.org) and PIR (www.pir.georgetown.edu). Both of these programs pro-
vide protein database, data mining tools, and sequence analysis tools.28,29

These databases also provide comprehensive, value-added descriptions of pro-
teins and serve as a framework for data integration, especially in a distributed
networking environment. All the proteins in these databases consist of links to over
50 databases of protein sequences, structures, families, functions and pathways,
protein–protein interactions, structural modifications, gene ontologies, taxonomy,
and major posttranslational modifications. At the level of superfamily, domain, and
motif, the protein family classification helps in grouping of proteins in different
functional categories and removing any redundancy.

2.4 MARKET OPPORTUNITIES IN COMPUTATIONAL 
PROTEOMICS

Unlike the “fixed” genome, the proteome remains flexible throughout the human life,
especially in the disease state; thus it is important proteomic computational tools that
truly reflect disease-associated changes and make interpretation of the data easy. This
is where “market opportunities” exist; an arbitrary projection of future market in this
area is presented in Figure 2.1.30 As indicated in the figure, the market for computa-
tional proteomics is expected to rise sharply. Both fully integrated pharmaceutical
companies and small venture-funded startups are exhibiting interest in the technology.
The focus of both industrial entities is on “innovation.” Many times a great idea
developed by a small company with few resources gets fragmented. Making steps in
protein analysis automatic and at miniature scale might help in future. The problem
that the market for proteomic computation faces is that a small number of expensive
software is generated, all of which is targeted to a select few companies. If software
were designed for multiple users, then software companies would make a profit.
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In a recent survey, the modeling and simulation market was about $100 million.
Both chemoinformatics and bioinformatics are growing rapidly and are expected to
grow to several billion dollars in the next 10 years. The U.S. and Europe cover most
of the market. Two sectors where these computational tools are being utilized the
most are pharmaceuticals and agriculture bioinformatics.

2.5 CHALLENGES

A large number of small-scale and large-scale experiments have contributed to expand-
ing our understanding of the nature of the interaction of different pathways in cancer
development. The most common challenges are biological and bioinformatics related.
The following exemplify the biological issues:

1. Sample integrity: material degradation/standardization of serum collection
2. Sample quality in tumor-burdened or diseased patient (icteric, lipemic, etc.)
3. Limited sample volume for repeat analysis
4. Enormous dynamic range of expressed proteins
5. Difficulty in mining low abundance proteins

However, the necessary data integration and/or data mining across experiments
have problems of fragmentation, and it is difficult to utilize publicly available protein
interaction data. Currently the data exist in different formats in databases, on authors’
Web sites, or sometimes only in printed publications. HUPO (Human Proteomic
Organization) has taken this challenge and started developing new computational
tools and compiling data.31 Data generated by one group has been reanalyzed by
some other groups.32

As with any data-rich enterprise, informatics issues become apparent on several
proteomics fronts. Sample documentation, implementation of rigorous standards,

FIGURE 2.1 Bioinformatics-based market forecast. 1: 2005; 2: 2010; 3: 2015; 4: 2020. (From
Razvi, E., Biotechniques, March suppl., 54–62, 2002. With permission.)
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and proper annotation of gene function are important. It is crucial that software
development is linked at an early stage through agreed documentation, XML-based
definitions, and controlled vocabularies that allow different tools in order to exchange
primary data sets in a high-throughput way. Efforts in interaction databases, systems
biology software, and infrastructure are being made for future proteomics initiatives.
In the future, the development of statistically sound methods for assignment of protein
identities from incomplete mass spectral data will be critical for automated deposition
into databases. Lessons learned from analysis of DNA microarray data, including
clustering, compendium, and pattern-matching approaches, should be seriously con-
sidered for proteomic analysis. It is encouraging that HUPO and the European Bioin-
formatics Institute have together started an initiative on the exchange of protein–protein
interaction and other proteomic data (http://psidev.sourceforge.net/).

2.6 CONCLUSION

Proteomic bioinformatics may dramatically change how a disease is detected, mon-
itored, and managed. Tremendous progress has been made in the past few years in
generating large-scale data sets for protein–protein interactions, organelle composi-
tion, protein activity patterns, and protein profiles in cancer patients. But further
technological improvements, organization of international proteomics projects, and
open access to results are needed for proteomics to fulfill its potential. Because most
drug targets are proteins, it is unavoidable that proteomics will enable drug discovery,
development, and clinical practice. The form(s) in which proteomics will best fulfill
this mandate is in a state of flux owing to multiple factors including the varied
technological platforms in different stages of implementation. Whatever the future
holds, proteomics will yield great returns in biology and medicine.33
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3.1 INTRODUCTION

Biomedical research generates an enormous amount of data located in geographically
distributed data repositories. Modern discovery processes are dependent on having
a rich environment for information management that provides the informatics infra-
structure necessary to capture, correlate, and distribute data obtained within and
across studies. Often, data generated within a particular study or assay is captured
and managed without reference to any standard principles of information manage-
ment. This limits the ability of researchers to correlate data across experiments,
potentially reducing opportunities for new discovery. Interoperability and efficient
use of biomarkers, genomics, and proteomics data stored in disparate systems is
difficult because of differing semantic and technology architectures that manage the
data. As a result, it is challenging to create tools for automated understanding and
analysis; the heterogeneity of the environment and the different methods for captur-
ing the data increase the expense of research and reduce the returns. Ultimately,
discoveries are delayed that could potentially eradicate disease, improve health, and
better the quality of life.

The National Cancer Institute created a network of collaborating institutions
focused on the discovery and validation of cancer biomarkers called the Early
Detection Research Network (EDRN).1 Informatics plays a key role in this network
by creating a virtual knowledge environment that provides scientists with real-time
access to distributed data sets located at research institutions across the nation. The
distributed and heterogeneous nature of the collaboration makes data sharing across
institutions very difficult. EDRN has developed a national informatics infrastructure
to enable seamless capture, access, sharing, and discovery of science data resources
across participating cancer research centers.

A key requirement of establishing the informatics infrastructure for the EDRN
was to allow researchers located at independent facilities to continue to perform
their studies using their existing systems and data collection methods. The EDRN
informatics team therefore architected a data grid solution2 that enabled distributed
information management based on a well-defined data and technology architecture.
The concept behind the knowledge system is that each of the 31 institutions partic-
ipating in EDRN is a potential “peer” of the knowledge system, conceptually con-
tributing data using a common ontological model* for early cancer detection. This
aggregation of data across all institutions creates the knowledge space that encom-
passes the EDRN data.

The National Cancer Institute, the Fred Hutchinson Cancer Research Center,
and the National Aeronautic and Space Administration’s (NASA) Jet Propulsion
Laboratory (JPL) leveraged JPL’s metadata-based data grid initiative, called the
Object Oriented Data Technology (OODT), framework toward creating a national
virtual specimen-sharing system.3 The software framework, originally developed to
support location, access, and sharing of planetary science data, allows for data
resources and products to be widely distributed over the Internet, enabling distributed
discovery and access of science data within a multi-institution environment. The

*  An ontological model defines concepts and their relationships.
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team, as part of its efforts to build a comprehensive data grid framework, identified
several key project goals4 that include

1. Location transparency when finding distributed data products
2. The separation of the software and data architectures
3. The encapsulation of data nodes to hide uniqueness
4. The use of metadata for all messages exchanged between distributed

services
5. A standard data dictionary for describing data resources
6. The use of ubiquitous software interfaces across multiple data systems

that provide interoperability via a common “grid-like” query mechanism
7. The establishment of a standard data model for describing any data

resource regardless of its location

A key to establishing a scientific knowledge system is defining the associated
scientific processes that support the discovery and validation of cancer biomarkers.
The EDRN established working groups across the institutions in order to flush out the
associated discovery and validation processes that would be used across the network
to perform the data collection and analysis. Basic scientists, clinicians, epidemiologists,
biostatisticians, and computer scientists represented these cross-disciplinary working
groups. The key processes that were identified enabled the computer scientists to
generate “use cases,” an important element necessary in constructing an information
system.

The EDRN knowledge system has been broken into three critical pieces: science
processes, data architecture, and technology. Each of these has been critical to
developing an informatics knowledge infrastructure supporting the scientific discov-
ery process. The technology architecture is based on the application of open stan-
dards technology to a layered component model that enables the software objects
to be “plugged” together with well-defined interfaces. The EDRN data architecture
implements a common data dictionary and model that helps to not only enable search
and retrieval of legacy data repositories, but provides a standard for the development
of new informatics tools.

3.2 A DATA ARCHITECTURE FOR DISTRIBUTED 
INFORMATION MANAGEMENT

The data architecture provides the ontological model necessary to construct the
knowledge system. A data architecture is critical to effectively search heterogeneous
distributed data systems and enable correlative science. It defines the common data
elements and their relationships within the knowledge space and enables interoper-
ability between distributed institutions by providing a common semantic language
for communication.

Information management is often described as the management of information
objects. These objects are described by both a data object and a representational object.
A data object in itself is often rendered useless unless there is some representational
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information that can be applied in order to interpret its meaning, structure, and behav-
ior. For example, if the character “3” is described as a value of temperature, the
knowledge communicated is more complete and useful. Furthermore, if the units
Celsius are applied, then it can be correctly interpreted.

In most domains, whether medical research, space science, or engineering, a
description of a value is still insufficient in communicating knowledge; a descrip-
tion of the description itself is critical. Again, what is temperature? This implies
that descriptors of the meta data—also known as data about metadata, or alterna-
tively meta-metadata—are needed in order to correctly capture the appropriate
attributes of a temperature measurement. For example, temperature could be described
using a definition, the data type of its values, and the units in which the values were
measured. This would allow the value of, say, 37.2, to be more precisely described
as the real value of a radiative surface in physical contact with a mercury-based oral
thermometer for human use that reacts to average surrounding molecular vibration
using a centigrade scale with zero as the freezing point of distilled water. This
level of precision communicates even more knowledge. Data modeling is important
for describing relationships between information objects. For example, by relating
our value of temperature to observed patients, it could be placed in context as the
body temperature of a specific patient currently in the intensive care unit at a
specific hospital in a specific room. There is ongoing research in several domains
related to the construction of standard information models that can be used to
describe data. The semantic web community,5 for example, describes the use of
relationships as an ontological model that is necessary for giving meaning to data.
The EDRN developed a data architecture for its knowledge system along with an
overarching ontological model for describing the cancer data that was captured
and shared. This model served as an import link between distributed databases
across the country.12

Several standards have been developed that support the definition of a data
architecture. ISO/IEC 111796 provides a standard definition for describing data
elements. This enables consistency when developing data dictionaries. The ISO/IEC
standard recommends that a data element consists of attributes for four key catego-
ries: identification, definitional, representational, and administrative. EDRN uses
ISO/IEC 11179 in conjunction with an Internet standard called Dublin Core.7 Dublin
Core provides a minimal set of data elements that should be part of every data
dictionary. Within EDRN, a model for describing specimen repositories and asso-
ciated epidemiological data was created that described the heterogeneous data that
was captured in databases located at various collaborating research laboratories.

While the technical components of the data architecture are critical to enabling
interoperability at the system level, it is important to note that creation of a common
model is often the result of a highly cross-disciplinary team. EDRN developed
working groups that focused on defining the common data elements (CDEs) for
each of the objects of the common data model along with their associated relation-
ships.8 Specific objects, for example, include organ specimen models such as lung,
breast, and prostate. The ISO/IEC 11179 standards provide guidance on how to
structure and define the data elements.
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3.2.1 DESCRIPTORS FOR DESCRIBING METADATA

The most basic component of an architecture for data is the set of descriptors needed
to describe the data descriptors. These are the attributes that are used to describe
the data elements that were discussed earlier. They are also known as meta attributes
or meta-metadata.

ISO/IEC 11179 (11179), as mentioned earlier, is a framework for the specifica-
tion and standardization of data elements. It provides a base set of descriptors (or
attributes) needed to describe data elements. As an international standard, it provides
a common basis for data element definition and classification across many areas of
interest. Table 3.1 shows the basic attributes and the four categories under which
they exist.

The identifying category identifies a data element. That is, the attribute identifier
uniquely identifies a data element within an area of interest. The definitional category
describes the semantic aspects of a data element and consists of a textual description
that communicates knowledge about the data element that typically is not captured
by any of the basic attributes. The relational category captures associations among

TABLE 3.1
ISO/IEC Basic Attributes with EDRN CDE Anatomical Site Example

Attribute Category Name of Data Element Attribute EDRN Value Obligation

Identifying Name SPECIMEN_
TISSUE_
ANATOMIC-
SITE_CODE

Mandatory

Identifier N/A Conditional
Version 1.0 Conditional
Registration authority N/A Conditional
Synonymous name N/A Optional
Context EDRN Conditional

Definitional Definition Anatomical site Mandatory
Representational Datatype of data element values Integer Mandatory

Maximum size of data element values N/A Mandatory
Minimum size of data element values N/A Mandatory
Permissible data element values 1 Bladder

2 Bladder
3 Bowel
4 Corpus
5 Cervix
…
25 Lymph node
97 Other, 
specify

Mandatory

Administrative Comments N/A Optional
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data elements and between data elements and classification schemes, data element
concepts, objects, or entities. The representational category captures representational
aspects of data elements such as the list of permissible data values and their type.
Finally, the administrative category provides management and control information.

The “Obligation” column in the table designates whether an attribute is manda-
tory (always required), conditional (required under certain conditions), or optional
(simply allowed).

The application of a general specification such as ISO/IEC 11179 to a specific
domain requires specialization. For example, the attribute “datatype of data element
values” is defined as “A set of distinct values for representing the data element
value.” Best practices would suggest that it be constrained by adopting a specific
standard that provides an enumeration of data types.

3.2.2 CREATING STANDARD DATA ELEMENTS

The Dublin Core (DC) initiative developed a set of common data elements for the
description of any electronic resource on the web. Data dictionaries across domains
should, at some level, have some uniformity in terms of their data elements. This
may occur at several levels. This could be at the domain level (i.e., a standard set
of data elements for describing cancer biospecimens) or it may be at a more general
level such as the Dublin Core initiative. Nevertheless, interoperability within a
geographically distributed environment hinges on the ability for distributed resources
to relate through the use of common semantics.

The DC initiative specifically addresses commonality in describing data resources
and recommends the following list of 15 data elements as presented in Table 3.2.

TABLE 3.2
Dublin Core Data Elements

Dublin Core Element Definition

Title A name given to the resource
Creator An entity primarily responsible for making the content of the resource
Subject and keywords The topic of the content of the resource
Description An account of the content of the resource
Publisher An entity responsible for making the resource available
Contributor An entity responsible for making contributions to the content of the 

resource
Date A date associated with an event in the life cycle of the resource
Resource type The nature or genre of the content of the resource
Format The physical or digital manifestation of the resource
Resource identifier An unambiguous reference to the resource within a given context
Source A reference to a resource from which the present resource is derived
Language A language of the intellectual content of the resource
Relation A reference to a related resource
Coverage The extent or scope of the content of the resource
Rights management Information about rights held in and over the resource
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It is also important to point out that the Dublin Core data elements can be described
using the ISO/IEC 11179 standard. In fact, Table 3.2 uses two key attributes of the
ISO/IEC 11179, “Name” and “Definition,” to describe the Dublin Core data ele-
ments. Several other attributes of ISO/IEC 11179 have not been included, but the
Dublin Core Metadata Initiative has completed the full mapping.

3.2.3 METADATA REGISTRIES

A metadata registry captures domain vocabularies, the data model, and ontological
relationships within a discipline. EDRN developed a web-based metadata registry
system to capture and harmonize disparate metadata models used by existing
informatics systems running at participating research institutions. An EDRN map-
ping tool was created to work in conjunction with the metadata registry system;
this utility enables both capture of existing definitions and mapping of local
definitions to a common EDRN meta model. Each of the participating institutions
within the knowledge system defines the translation from their local data models
to the general knowledge system model in order to provide semantic consistency
across the system. Attributes of the data element including permissible values,
units, format, and data type are captured and mapped to one another in order to
provide the mapping at the informatics level. This enables the distributed software
infrastructure to run a mediation function as part of the process of querying and
retrieving data from the distributed EDRN institutions in order to convert local
data elements and values to EDRN data elements and values for consistency. In
addition, having an online data dictionary as part of a metadata registry enables
one to validate the data elements. Validation of data is particularly important when
running and capturing results from various studies. Validating the metadata
increases the reliability of the results by ensuring compliance in terms of permis-
sible values.

3.2.4 DATA ARCHITECTURE APPROACHES FOR SUPPORTING 
RESOURCE DISCOVERY

The Dublin Core descriptors are limited in number and are by definition quite
general. Science domains, as mentioned earlier, have been developing common data
elements for describing data products. While Dublin Core provides a good general
foundation, it is often not useful for searching and locating large data repositories
given its general descriptors. The use of domain data dictionaries and models is
extremely important to sufficiently describe data resources. A data resource may be
an image of a genome, a description of a specimen, or a data system itself.

The Object Oriented Data Technology (OODT) software framework defines a
common schema for describing data resources, called a profile. A schema for the
profile, described using the Extensible Markup Language (XML),9 is provided in
Figure 3.1, and has three groups of descriptors, profile descriptors, resource descrip-
tors, and descriptors from the domain-controlled vocabulary, called the profile ele-
ments. The first section, the profile descriptors, simply describes the profile itself
and contains system level attributes such as profile identifier, type, and status that
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are useful for the management of a profile. The second section, the resource descrip-
tors, generically describes the resource using the Dublin Core element set along
with some additional descriptors to describe the way in which the location fits into
a science context along with the location and method for accessing the resource.
Finally, the profile element section provides domain-specific descriptors for the
resource. These descriptors are constructed from the data elements described within
a domain data dictionary.

The following fragment defined using XML illustrates an example of a common
data element used by the EDRN supported by the ISO/IEC 11179 attributes:

<dataElement>

<name>ANATOMIC_SITE</name>

<version>1.0</version>

<registration_authority>NCI.EDRN</registration_autho
rity>

<definition>Anatomical site</definition>

<dataType>Integer</dataType>

<unit>Integer</unit>

</dataElement>

Permissible values for the data element “ANATOMIC_SITE” could include
“bladder (1)”, “Lymph node (25)”, etc. One of the key benefits of establishing a
data dictionary is that it provides a mechanism to validate data objects against the
data dictionary. In the above example, the value “334” might not be in the valid set
of permissible values.

A profile is an instance of a set of data elements that points to a particular data
resource. For example, one might create a profile of a specimen bank located at a

FIGURE 3.1 XML profile structure.

<!ELEMENT profiles (profile*)> 
<!ELEMENT profile (profAttributes, resAttributes, profElement*)> 
  <!ELEMENT profAttributes (profId, profVersion?, profType, 
    profStatusId, profSecurityType?, profParentId?, profChildId*, 
    profRegAuthority?, profRevisionNote*, profDataDictId?)> 
<!ELEMENT resAttributes (Identifier, Title?, Format*, 
    Description?, Creator*, Subject*, Publisher*, Contributor*, 
    Date*, Type*, Source*, Language*, Relation*, Coverage*, 
    Rights*, resContext+, resAggregation?, resClass, 
    resLocation*)> 
<!ELEMENT profElement (elemId?, elemName, elemDesc?, elemType?, 
    elemUnit?, elemEnumFlag, 
    (elemValue* | (elemMinValue, elemMaxValue)), 
    elemSynonym*, elemObligation?, elemMaxOccurrence?, 
    elemComment?)>
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research institution in California that includes specimens for bladder cancer. One
possible data element used within the profile is “ANATOMIC_SITE” as described
above. A profile would describe the data system and provide the mechanism for
accessing the information by specifying the “RESOURCE_LOCATION” attribute
as described below. A query against this profile would match for those investigators
that are interested in finding and sending queries to specimen databases that contain
bladder cancer.

<profile>

 <profAttributes>

 <profId>1.3.6.1.4.1.1306.2.104.10018791</profId>

 <profVersion>1.0</profVersion>

 <profType>profile</profType>

 </profAttributes>

<resAttributes>

<Identifier>Specimen Bank – 
A123456</Identifier>

 <Title>California Research Institute Specimen 
Bank</Title>

 <Description>null</Description>

 <resContext>NIH.NCI.EARLY-DETECTION</resContext>

 <resClass>dataSystem</resClass>

 
<resLocation>urn:oodt:rmi:California.specimen.bank</
resLocation>

</resAttributes>

<profElement>

<elemName>ANATOMIC_SITE</elemName>

 <elemValue>BLADDER</elemValue>

</profElement

</profile>

The resolution of a query within a distributed environment is a two-phase
process. The first phase provides the resource discovery and finds metadata about
the resource. Resource discovery occurs within our design as the result of search-
ing distributed profile catalogs that identify the existence of a resource of interest
such as a data system, a data product (like an image), or a Web site. The second
phase retrieves the resource itself from a remote data system. More details on the
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software infrastructure that implements this process will be described in a later
section.

3.3 A TECHNICAL ARCHITECTURE FOR DISTRIBUTED 
INFORMATION MANAGEMENT

The Object Oriented Data Technology (OODT) framework that implements the data
architecture described in Section 3.2.4 consists of a set of cooperating, distributed
peer software components. The major components of the OODT framework imple-
ment a metadata (profile) and data (product) model using profile servers and product
servers. In addition, a query service directs queries by traversing a network of
connected profile and product servers, providing the veneer of a peer-to-peer net-
work. The distributed services provide for the location and description of resources
(profile queries) and retrieval of resources (product queries) leveraging the profile
metadata model.

3.3.1 DISTRIBUTED FRAMEWORK COMMUNICATION

OODT is a distributed system wherein components may be dispersed geographically
across a standard TCP/IP network, such as the Internet. Connectivity between com-
ponents utilizes a standards-based distributed systems implementation such as Java
Remote Method Invocation (RMI) or the Internet Inter-ORB Protocol (IIOP) for
CORBA-based communication.

The OODT components support plugins that extend the implementation by
performing the work of querying both the metadata catalogs and the data repositories
themselves. In this way, the OODT software is a framework.10 Frameworks are
different from traditional libraries in that application programmers extend and imple-
ment prescribed software objects and interfaces that directly integrate into the frame-
work. This is in contrast to normal software implementation efforts that may not
specify ubiquitous interfaces. More work necessarily falls upon the developers of
the framework to support the prescriptive interfaces.

OODT’s framework provides three major components:

Profile servers serve scientific metadata and can tell whether a particular
resource can provide an answer to a query.

Product servers serve data products in a system-independent format.
Query servers accept profile and product queries and traverse the network of

profile and product servers, collecting results. It is possible to access the query
service through direct interfaces with the distributed computing interfaces
(such as RMI and CORBA invocations), or through an HTTP interface.

The query server is the starting point for all end-user activity with the system.
Investigators run a profile query on the query service to determine the profile(s) that
describe the resource and its location. For resources that are product servers, research-
ers can make product queries on the query service to retrieve data. Figure 3.2 shows
the typical deployment of the OODT systems in a network.
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In this example deployment, one system runs a query server and a root profile
server. The root profile server contains profiles that describe two other profile servers,
the specimen profile server and the image profile server. The image profile server
contains profiles that describe resources within a product server that serves images;
this product server retrieves resources from a database. The specimen profile server
contains profiles that describe specimen databases accessible within the network.

Each profile and product server uses a set of customizable backend implementa-
tions in order to process queries. For example, a profile server may retrieve profile
metadata from an XML database, a comma-separated values file, a document catalog,
a relational database, and so forth. Similarly, a product server could retrieve images
stored in a proprietary format as a binary (unstructured) data object in a relational
database and return them in standard PNG format. Both profile and product servers
specify the interfaces for interchangeable backends; by creating implementations that
conform to those interfaces, the framework can enable different and user-customizable
behavior that integrate into an overall system. These interfaces are specified using
Java’s interface mechanism; backend classes implement the profile and/or product
interfaces. At run time, profile and product servers consult the system properties to
determine which backend classes to load, instantiate, and install as the backend
implementations.

In order to handle queries, both profile and product servers manipulate an
identical query structure called the XMLQuery. (It’s called such only because it can
be expressed in XML.) The XMLQuery structure was defined as a neutral approach
to define a general query of distributed resources for data grid environments. Rep-
resented as both an XML document and as an object of a Java class, the XMLQuery

FIGURE 3.2 Typical OODT deployment.
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encapsulates the user’s query in a query-language–independent fashion along with
any results retrieved so far.

3.3.2 PROFILE SERVERS

As described in Section 3.3.1, profiles are metadata descriptions of resources; that
is, they “profile” a resource by describing its inception and composition using the
common data elements of the data architecture. Profile servers enable discovery of
resources by providing the ability to search resource collections. Profile servers
answer the question “Where can I go to find out about X?”

All profile operations that arrive at a profile server are handled by the server’s
configured backend implementation. Figure 3.3 demonstrates the implementation of
a profile server by identifying a standard profile handler interface along with its
implementation.

The profile server is a Java interface; therefore, backend implementations are
Java classes that implement the interface. Zero or more backends may be present in
a profile server (although a server with zero backends does not make sense since
there is no implementation class for the profile server). In general, two kinds of
backends can be developed:

Static backends serve profiles that exist statically. These are profiles that
typically describe long-lived resources that do not change; thus, the profiles
themselves rarely need change, except for occasional corrections to errors.
Such a backend generates the profiles using a static set of information or
refers to complete profiles in long-term storage, such as profiles serialized
as Java objects or XML documents.

Dynamic profile servers create profiles on-the-fly in response to profile que-
ries. Such profiles may describe ephemeral resources or long-lived
resources for which having static profiles would be onerous. For example,
having profiles for millions of different datasets that vary in only small
ways would require too much disk space or memory to maintain; a dynamic
profile server can synthesize profiles for such resources based on one copy
of the nonchanging information.

FIGURE 3.3 Delegation architecture of a profile server.
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A profile server’s primary responsibility is to provide a way to run a query
against the server’s set of profiles. Although users may access a profile server directly
via its remote interface, it is far more common for queries to enter the system through
the query server, which directs them transparently to and along graphs of appropriate
profile servers (when a profile describes another profile server).

Upon receiving a query, the profile server’s backend interprets the XMLQuery
passed in a way appropriate to the implementation. For example, a backend that
stores information in a relational database may convert parts of the XMLQuery into
an SQL query. For each matching profile, the backend constructs a list of matching
profiles and returns them.

Consider an example of a profile server managing a set of profiles for a specimen
collection. Each specimen includes information about its kind, how it is stored, and
the kind of person from whom it came. A query for resources that included a certain
specimen type could be handled by this server, which would analyze the query in
order to return profiles that contained the desired specimen. More complex queries
are possible; for example, a query for a specific kind of specimen, stored in a specific
way, and from a specific range of demographic characteristics of individuals may
result in a smaller set of matching profiles.

3.3.3 PRODUCT SERVERS

Product servers exist to provide a way to retrieve specific data products. Product
servers accept the same XMLQuery structure as profile servers, but instead of
returning a list of matching profiles, they add matching products to the XMLQuery
object and return it. Data products in this sense can be individual data granules,
datasets, or collections of datasets, depending on the backend implementation in the
product server and the way it handles queries and results.

As with profile servers, product servers can be configured to handle requests by
zero or more specific backends that respond to the actual query. Figure 3.4 shows
the class architecture.

The backend interface is called a QueryHandler and is deployed as a Java
interface, making backend implementations concrete classes that implement the

FIGURE 3.4 Delegation architecture of product server.
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interface. The QueryHandler interface provides a query method like the ProfileHan-
dler interface; however, instead of returning a list of matching profiles, the method
returns the XMLQuery passed in. It is the job of the query method to resolve the
queries with any matching results. Query handlers may also perform some processing
on the data prior to returning it. This enables custom product servers to be configured
and installed for different science domains.

When constructing a query, the user may indicate preferred MIME11 types.* For
example, a user wanting PNG images may list image/png as the only acceptable
MIME type. A user preferring PNG images but willing to have JPEG images would
list image/png, image/jpeg in that order. A user preferring PNG images but willing
to accept any image type would list image/png, image/*. If the user doesn’t specify
a MIME type when creating the XMLQuery object, the software generates a default
list of acceptable MIME types, namely */*, meaning that any type is acceptable.
Sophisticated product servers can convert between data types. One mechanism for
handling interoperability of legacy data systems is to deploy product servers that
convert between file formats that are native to the local data system and the common
data formats supported by the larger data grid system.

The XMLQuery’s result section indicates the MIME type of each result. For
example, a product server that generates image maps from contour data may return
products in the image/jpeg format. A product server that retrieves tabular data from
a database may return products in the text/tab-separated-values format.

3.3.4 QUERY SERVERS

Query servers manage queries across distributed resources and are the point of entry
into an OODT framework installation. Query servers contain the algorithms necessary
to traverse the logical P2P model, executing queries at appropriate servers and gath-
ering results. Query servers also simplify the interaction with the user, who is freed
from the knowledge of accessing the remote interfaces of profile servers and product
servers. Users instead call upon a query server for all profile and product interaction.

The OODT implementation supports several different interfaces to the query
service to ensure that it supports both cross-platform and cross-language interoper-
ability. This includes not only interfaces for programming languages such as Java,
but interfaces using the web standard http. The http interfaces include

Generic Query Interface: This interface requires that the caller be able to
construct and parse XML documents. It provides full access to a Query
Server for the retrieval of metadata (profiles) and data (products). To use
this interface, the caller constructs an XMLQuery and sends it to the server
as an XML string, along with the search type (profile or product) and
optionally the name of a specific server to receive the query. The return
value is an XML document (MIME type text/XML) with any results.

Product Query Interface: This simpler interface enables access to products,
only profiles cannot be retrieved. To use this interface, the caller sends in

*  A MIME type indicates the data format of a data object.
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a keyword query string and an optional list of desired MIME types. The
interface constructs a corresponding XMLQuery object and executes the
query. It returns the first matching product in its MIME type as a result.
Using this interface it is trivial to create web pages where complex data
products are retrieved through distributed product services running across
the country.

End-users usually will not have foreknowledge of the profile and product servers
that exist and the network names/addresses by which they are known and accessed.
The OODT framework is typically bootstrapped in such a way that there is a root
profile server that contains metadata descriptions of other profile servers. These other
profile servers may in turn describe yet more profile servers and/or product servers
and other resources.

Using this network architecture, a user just sends in a profile query to the default
profile server. The query server will comb the network to gather results and return
a list of known product servers that can provide the sought product. The user can
then submit a second query (a product query) targeted at a specific product server
to retrieve the sought data. Figure 3.5 demonstrates this process.

3.3.5 SOFTWARE DEPLOYMENT

One of the most difficult challenges encountered in managing a large grid of coop-
erating applications is deployment. Deploying the framework requires a network of
computers capable of running the Java virtual machine on which the software is
installed. To make deployment more manageable, the software, in addition to running
the service, includes self-monitoring components that enable the various servers to
be restarted in the event of failure and/or to notify a system administrator. It also

FIGURE 3.5 Typical interaction with the OODT framework.
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enables patching and updating of software components and provides a limited degree
of remote debugging of servers.

The component that manages all this is called the Server Manager. When install-
ing the OODT framework, the Server Manager is included. A Windows installer
automatically sets up the Server Manager at an OODT site. A slightly more complex
set of steps is necessary to install the software on Unix and MacOSX.

The Server Manager’s primary job is to manage the processes that comprise the
OODT framework. In general, however, it can manage any kind of server process
and is extensible to support additional kinds. The secondary responsibility of the
Server Manager is to allow remote manipulation of server processes: defining,
creating, stopping, starting, and diagnosing of processes. Additionally, it allows
access (with only permissions that it itself has) to the file system of the system on
which it runs so that one can patch and upgrade software installations.

The Server Manager arranges to capture the output of every program it runs and
makes that output available on demand. This feature enables debugging of remote
processes. Using the graphic management application, a developer can retrieve buff-
ered output from a process for review. Typically, a developer may then patch the
program, upload it using the Server Manager, restart the process, and retrieve the
output again, repeating until the bug is resolved.

Using the ServerManager, experts from both JPL and the Fred Hutchinson
Cancer Research Center remotely support and configure the knowledge system
across the nation.

3.4 KNOWLEDGE SYSTEM APPLICATIONS

Two knowledge system applications have been developed to support the EDRN. The
first is a virtual specimen repository, called ERNE,3 and the second is an infrastruc-
ture for capturing and operating validation studies, called VSIMS.

3.4.1 EDRN RESOURCE NETWORK EXCHANGE

ERNE, the EDRN Resource Network Exchange, was developed to enable investi-
gators to easily identify the availability of biospecimens and associated epidemio-
logical information needed for their research. Given the heterogeneous and distrib-
uted nature of the EDRN, it was important to develop ERNE on top of the EDRN
informatics infrastructure. This enabled distributed search and retrieval of specimens
managed in databases across the country.12 ERNE’s specific goal is to provide
transparent access to existing specimen repositories providing EDRN a virtual
knowledge environment despite the distributed nature of the collaboration. Figure 3.6
shows the ERNE deployment as of July 2003.13

The EDRN developed and funded deployment of ERNE to specific sites within
EDRN. The deployment required that each site install a product server (as described
in Section 3.3.3). The product server was configured such that the “backend” was
connected to the existing specimen repositories and data systems running at the EDRN
research institutions. The product servers performed a mediation function that trans-
lated the EDRN CDE-based query into a query that was supported by the local
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institution’s database. This allowed EDRN to plug together existing specimen data-
bases that describe the contents of participating institutional specimen banks. In addi-
tion to deploying the technology, each site received approval from their Institutional
Review Boards (IRB) allowing for the sharing of data external to the organization.

ERNE provides scientists with a common portal that is used to initiate queries
into the distributed infrastructure. The portal sends queries into the EDRN infor-
matics infrastructure first by determining the databases that can handle the query
and second by sending the query to only those databases that manage specimens of
interest. This leverages the informatics infrastructure described in Section 3.2 and
Section 3.3. The EDRN portal was developed using Java Server Pages (JSP), which
connects the informatics middleware to the distributed repositories (see Figure 3.7).
This portal allows scientists to specify search criteria using the project’s specimen
and epidemiological CDEs described in the EDRN data architecture. The portal is
dynamic and will limit choices that appear based on specified user selections. When
a user logs in they will see all sites and their operational status. If a site’s server is
down the user cannot select this site as part of the query. The portal also narrows
choices based upon sites selected to show only the specimens that are available at
those sites. The software summarizes results, showing the numbers of queried
specimens available at each institution. Users can obtain more details regarding the
specimen and characteristics of the donor by clicking on the “details” link adjacent
to the site of interest. Data that identify the specimen donor are not available in any
part of the results screens.

ERNE is a success in showing first the importance of establishing a data archi-
tecture, and second the importance of establishing predictable interfaces to distributed
repositories via middleware. ERNE can be easily scaled to integrate new sites as the
EDRN informatics infrastructure expands to new institutions.

FIGURE 3.6 ERNE distributed deployment.
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3.4.2 EDRN VALIDATION STUDIES INFORMATION

MANAGEMENT SYSTEM

One of the critical components of a knowledge system is its ability to capture data
as part of the science data processing and analysis infrastructure. Within EDRN,
this occurs as part of the process to identify and validate cancer biomarkers. With
this in mind EDRN has designed a secure, Web-based system that includes the main
components needed for capturing and preserving the necessary metadata and data
objects that integrate into the overall knowledge system architecture. The major
components of the system include protocol management tools, communication tools,
a data collection and processing system, and a specimen tracking system. All are
based on having a robust data architecture as described in Section 3.2. Information
maintained in the system is secure and stored separately for each multisite study,
allowing multiple protocols to be coordinated centrally through the same data man-
agement system. The system, named the Validation Studies Information Management
System (VSIMS), is therefore a major component of the EDRN knowledge system.

VSIMS is data driven, enabling adaptability to various validation study require-
ments. Each multisite study or protocol has its own procedures defined in the system
that allow components of VSIMS that need to be modified to meet that protocol’s
specifications. This allows for protocols to be implemented very quickly and mod-
ified easily; a central data management and coordinating center can handle several
protocols conducted simultaneously or consecutively.

There are multiple levels of security that make VSIMS a secure system. VSIMS
uses 128-bit encryption* for all data transfers and requires that all users of VSIMS

FIGURE 3.7 (Color insert follows page 204) ERNE scalable system architecture.

*  128-bit encryption is the de facto standard for data encryption over the public Internet.
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be authenticated prior to entry into the unified portal. Each VSIMS user is required
to complete an access application in order to be provided a user account. In addition,
user accounts are assigned protocol-specific access that identifies the protocol and
associated permissions. Additional security measures include auditing, connection
time-outs, and deactivation of inactive accounts.

The VSIMS Web portal, shown in Figure 3.8, dynamically configures itself based
on the user’s permissions, displaying only those protocols and capabilities provided
to the user. Each protocol has its own unique data-driven home page. The protocol
home page consists of a vertical list of buttons representing the major system
components on the left-hand side of the screen. The study update section is a place
to post important study information; the documents section has links to various study
documents, minutes from conference calls, or other documents deemed important
and allows users to have easy access to study communications. A message board
provides space for additional messages to be posted.

EDRN developed a metadata-driven forms entry system that takes advantage
of the EDRN Common Data Element (CDE) metadata repository discussed in
Section 3.2. The metadata repository includes attributes such as data element name,
wording of question, definition, data type, permissible value list, form instruction,
etc. The metadata repository enables uniformity in the collection of data (including
common data elements and valid values) across multiple studies. Study-specific
forms are created and the appropriate CDEs are linked to the forms. The system
automatically inserts the name of the data entry person, time and date when data
are entered or modified and has a required field to describe the reason for any
data changes, thus providing an automated data audit trail. The system also links

FIGURE 3.8 VSIMS Web portal.
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the following study-based criteria to a specific VSIMS defined protocol: skip
patterns; order of questions; choice of the display of the valid values of a question
as check boxes or pull-down lists; deletion, addition, and modification of questions
and their valid values; range and logic checks; and optional double data entry
verification. Use of data-driven forms enables flexibility and adaptability in col-
lecting data for a variety of validation studies. It also allows online data entry
forms to be created very quickly.

In addition, EDRN is building a secure data transfer and processing infrastructure
that allows data collected at remote locations to be ingested into VSIMS using a
secure communications infrastructure. The infrastructure will catalog all data trans-
fers using the EDRN CDEs. Use of the CDEs by EDRN sites helps assure that a
consistent catalog can be created that can be later integrated into the overall knowl-
edge environment enabling scientists to locate and access data captured during the
validation study. Assay results are also ingested into VSIMS using the secure data
transfer and processing infrastructure.

Communication tracking tools have been developed using an open-source prod-
uct called Scarab. Scarab, developed by Tigris.org, is a software tool geared toward
tracking of software development–related issues, such as defect, enhancement,
requirement, etc. EDRN modified Scarab to track questions to and from the coor-
dinating center along with data clarifications. For example, a specific question about
a procedure in the manual of operations could be sent electronically through this
system from a study site and routed to the appropriate person at the coordinating
center. This question would then be answered and tracked appropriately, potentially
being routed to other sites to communicate consistently about procedures to all sites.
Data clarification tracking allows the coordinating center to track data clarifications
within the database and document this information. One example could be to clarify
a data collection question. The coordinating center would send a question to a study
site that would be tracked in the system and would then be cross-referenced in the
data clarification tracking module.

Finally, VSIMS includes a specimen tracking system to track the shipment and
receipt of specimens between sites for validation studies. It integrates with the EDRN
Resource Network Exchange application, as discussed in Section 3.4.1 by providing
distributed interfaces to its online specimen catalog. The system utilizes barcoding
technology. Each specimen is labeled at the site that collects the specimen with a
barcode label with a unique specimen identification number. Shipping and receiving
sites then just scan the specimen containers and the system automatically enters the
date, time, specimen ID, participant ID, shipping location, and receiving site into
the database, minimizing error due to manual data entry.

3.5 CONCLUSIONS

A key to correlating, locating, and analyzing disparate information is creating the
architecture that allows for the capture and organization of the data. The approach
presented enables the separation of the data and technology architecture layers. This
allows for the evolution of these two architectural approaches to occur independently.
By focusing on generic methods for describing information resources, this design
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is able to provide a software framework for information capture and retrieval across
many different science domains.

Our experience has shown that development of the data architecture can be very
difficult. It requires pairing both scientists or domain experts and computer scientists
together in order to develop the domain models that describe the data architecture.
Creating the model allows for interoperability if disparate data sources can provide
the mapping between locally implemented data systems and the domain model.

The generic application of both the data architecture and the software framework
is evident in that the identical system is deployed to NASA’s Planetary Data System
(PDS) for distribution of data from NASA’s planetary missions.14 Engineers readily
translated PDS’s metadata model into OODT’s profile format and developed profile
and product servers that provided planetary data from institutions across the country
through an easy-to-use portal.

Virtual clustering of scientific information, leveraging metadata, and implement-
ing through distributed services makes automatic correlation and unified views like
these presented possible. While science domains differ, the technical approach to
implementing distributed clustering and information retrieval systems can follow a
similar development path. As collaborative science research continues to increase,
the demand for well-designed information grids will continue. The EDRN knowl-
edge system has shown that a well-designed data architecture is key to enabling
interoperability and the creation of a virtual knowledge system. It has also proven
that informatics is a critical component for collaborative research networks. As the
discovery process progresses, it is clear that informatics will continue to play an
even greater role. The EDRN knowledge system will be a core tool that enables
scientists to seamlessly access, share, and correlate data as new approaches and
paradigms to the discovery process are defined. It provides an infrastructure not only
for EDRN, but major collaborative research projects across the National Cancer
Institute, providing data to cancer researchers at all stages.
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4.1 INTRODUCTION

4.1.1 THE EVERGROWING WEB OF PROTEOMICS DATA

Over the past several years, a lot of large-scale public databases have been success-
fully established—notably in the field of genomics and proteomics — that laid the
foundation for the evergrowing web of proteomics data. Today, the amount of
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proteomics data that is becoming available is growing exponentially and the role of
the database has become more significant than ever. Multiple forces drive the explo-
sive growth of proteomics data—not only by advances in proteomics technology,
but by innovative computational tools and methods as well.

The advancement of high-throughput proteomics technologies provides a wealth
of information about each of the thousands of proteins encoded by a genome. This
includes detailed experimental results from

1. Sequencing techniques for experimentally deriving protein/peptide sequences
2. Global (yeast) two-hybrid and protein microarray techniques for deter-

mining their localization, modifications, interactions, and activities, as
well as their functions

3. Two-dimensional gel electrophoresis (2-D PAGE) and mass spectrometry
(MS) approaches for separating and identifying novel proteins and their
characterizations

4. X-ray crystallography and nuclear magnetic resonance (NMR) spectros-
copy techniques for experimentally deriving high-resolution, three-dimen-
sional (3-D) structures of proteins

Innovative computational tools and methods are utilized to process, analyze, and
interpret prodigious amounts of data and to determine protein functions as new proteins
are revealed. This includes computational results derived from the automated transla-
tion of coding DNA sequences (CDS), the use of sequence alignment tools, and the
prediction of homology-based protein domains, structures, and functions.

Thus, information technologies, including Internet-based database management
systems and intelligent computational software, are playing a vital and expanding
role in proteomics. The blending of proteomics technologies and information tech-
nologies is impacting all life science communities and is essential for the ongoing
evolution of biomedical research.

4.1.2 PUBLIC PROTEIN DATABASES

Today there is a considerable need to develop comprehensive, systematic mecha-
nisms to analyze the vast amount of proteins that orchestrate various cellular func-
tions and to identify proteins that are associated with disease or affected by phar-
macological agents. Genomics and proteomics research has produced a large amount
of data pertaining to gene expression at the RNA and protein levels.

Thus, many protein databases have been developed to serve as electronic data
repositories for automatically processing and managing proteomics data from different
studies, with the support behind the concept of a centralized repository for protein
data. Consequently, these protein databases help scientists make intelligent decisions
regarding a specific protein, using the information that is publicly and freely available.

4.1.3 WWW AND FTP PROTEOMICS SERVERS

The most compelling informatics driver is the Internet because it makes so much
proteomics information available in the public domain. The explosive growth of
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Internet users and the number of public protein databases is revolutionizing the way
proteomics research is conducted and researchers work.

WWW servers are logical groups of interrelated or interacting elements on the
Internet forming a unified whole. By using WWW proteomics servers (e.g., http://
www.expasy.org), users can dynamically obtain the most up-to-date data with min-
imal knowledge of the structure of databases. This way users do not have to cope
with the usual database problems, such as (1) storing large amounts of data, (2)
daily updates, and (3) software upgrades. However, net access can be very slow at
peak hours due to the limited Internet speed and number of concurrent users that
can access the database.

There are many FTP servers (e.g., ftp://ftp.ncbi.nih.gov/repository/) available in
the public domain that enable users to anonymously download the databases as well
as the computational tools (e.g., protein sequence similarity/homology search, pat-
tern matching programs, etc.) and to search the databases that run on a user’s local
server. A disadvantage of this is that scientists may get outdated data if the local
database is not updated as frequently as the public databases.

WWW and FTP servers on the Internet make public proteomics databases more
valuable and useful to researchers by providing a means to quickly extract only the
information needed to answer a specific biological question and to easily navigate
multiple forms, reports, and files through a simple mouse click.

4.2 CATALOG OF PUBLIC PROTEIN DATABASES

4.2.1 ONLINE CATALOG OF DATABASES

The exponentially growing amount of proteomics information is publicly available
online, one just needs to know where to find it. Thus, there have been many attempts
to create a comprehensive directory of software and databases in the field of molec-
ular biology, genomics, and proteomics. On many Web pages, an inexhaustive list
of databases is provided, along with descriptions and hyperlinks to public molecular
biology databases and biology-related Web resources. The following is a list of some
widely used Web pages, which are kept constantly up-to-date:

1. The first issue of each year of Nucleic Acids Research (http://nar.oupjour-
nals.org/archive/index.dtl) has been a database issue since 1996

2. The Amos’ WWW links page (http://www.expasy.org/alinks.html) for a
directory of software and databases in the field of proteomics

3. The 123genomics Web page for a directory of genomics and proteomics
databases (http://123genomics.homestead.com/files/databases.html)

4. The online publication of “Introduction to Molecular Biology Database”
(http://www.ebi.ac.uk/swissprot/Publications/mbd1.html)

In addition to these Web pages, catalog databases were established so that users
can access the catalog not only with hyperlinking capability, but search capability as
well. Two such databases are (1) the Biocatalog at EBI (http://www.ebi.ac.uk/biocat/)
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and (2) the DBCAT at Infobiogen (the French EMBnet node, http://www.infobiogen.
fr/services/dbcat/).

The Biocatalog is a directory of general interest in the field of molecular biology
and genetics. This is not only a directory of software for protein sequence analysis,
protein structure analysis, structure prediction, and pattern identification, but also a
catalog of databases and database searching tools. The Biocatalog is arranged in
“domains” (e.g., DNA, proteins, genomes, genetic, databases, servers, etc.) and
“subdomains.” Users can access the catalog by clicking the hyperlinked text in the
Web page or by searching, using the EBI SRS server (http://srs.ebi.ac.uk). Addi-
tionally, the catalog of databases and the full database comprised of ASCII (text)
files can be downloaded from the EBI FTP server (ftp://ftp.ebi.ac.uk/pub/databases/).

The DBCAT is a public database for cataloging databases of DNA, RNA, protein,
genomic, protein structure, etc. The release, as of April 9, 2003, of DBCAT has a
total of 511 entries, including 94 protein-related databases and 18 protein struc-
ture–related databases. Users can download the catalog of a specific domain (e.g.,
“dbcat_PROT.txt” for a list of protein related databases) from the Infobiogen FTP
server (ftp://ftp.infobiogen.fr/pub/db/dbcat/). In addition, users can search DBCAT
online with a database name, author, or domain using the Infobiogen SRS (sequence
retrieval system) server (http://www.infobiogen.fr/srs).

The next section provides an inexhaustive list of databases for protein sequences,
domains, structures, expression, and characterization. The lists and their contents
are extracted from the catalogs described here and also from the Web site of the
database itself.

4.2.2 LIST OF PUBLIC PROTEIN DATABASES

Public protein databases have been generated by large-scale proteomics experiments,
which address research topics that cannot be resolved by DNA analysis. This includes
studies of the relative abundance of protein products, posttranslational modifications,
subcellular localizations, molecular turnover, protein interactions, and protein func-
tions. The creation of a comprehensive database of genes and gene products laid the
foundation for studies of the expression levels and properties of thousands of proteins
to go with the thousands of genes identified on genetic maps, therefore offering a
global approach to the study of gene expression.

4.2.2.1 Protein Sequence Databases

Protein sequence databases contain the amino acid translations extracted from nucle-
otide sequence database records that are annotated with one or more coding DNA
sequence (CDS) features and the experimental results reported in published litera-
tures. This section provides an inexhaustive list of protein sequence databases includ-
ing PIR, PRF, RefSeq, Swiss-Prot, and TrEMBL.

NAME: PIR, Protein Information Resource1,2

DESC: The PIR is a worldwide protein information resource that is com-
posed of a number of databases and computational tools designed for the
identification and analysis of protein sequences. The PIR protein sequence
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database (PIR-PSD) contains information concerning all naturally occur-
ring, wild-type proteins whose sequence is known. The PIR nonredundant
protein sequence database (PIR-NREF) provides comprehensive, nonre-
dundant data uniquely organized by homology and taxonomy. The WWW
server provides keyword searching as well as sequence similarity search-
ing against PIR-PSD and PIR-NREF.

GROUP: National Biomedical Research Foundation, Washington, DC, U.S.
EMAIL: pirmail@georgetown.edu
WWW: http://www-nbrf.georgetown.edu/
QUERY: http://www-nbrf.georgetown.edu/pirwww/search/textpsd.shtml and 

http://www-nbrf.georgetown.edu/pirwww/search/pirnref.shtml
FTP: ftp://ftp.pir.georgetown.edu/pir_databases/, ftp://ftp.infobiogen.fr/pub/db/

pir, ftp://ftp.ebi.ac.uk/databases/pir/, and ftp://ftp.ncbi.nih.gov/repository/PIR/
to download the database.

NAME: PRF/SEQDB, Protein Research Foundation/SEQuence DataBase
DESC: The PRF protein sequence database contains amino acid sequences

of peptides and proteins, and also sequences predicted from genes as well
as manual annotations with regard to amino acids, peptides, and proteins. 

GROUP: Protein Research Foundation, Osaka, Japan
EMAIL: isoyama@prf.or.jp
WWW: http://www.prf.or.jp/
QUERY: http://www.prf.or.jp/en/os.html for Amino Acid Sequence Database

search by using short segments (limited to <20 amino acid sequences) as
probe.

FTP: ftp://ftp.genome.ad.jp/pub/db/genomenet/ to download database

NAME: RefSeq, Reference Sequence Database3

DESC: The RefSeq contains nonredundant sets of sequences, including genomic
DNA, transcript RNA, and protein products. The RefSeq NPs is a reference
set of protein sequences and the RefSeq XPs is a reference set of Homo
sapiens model proteins provided by the human genome annotation process.

GROUP: NCBI, National Center for Biotechnology Information, U.S.
EMAIL: info@ncbi.nlm.nih.gov?subject=RefSeq
WWW: http://www.ncbi.nih.gov/RefSeq/
QUERY: http://www.ncbi.nih.gov/Entrez/ for the Entrez-based database

retrieval and http://www.ncbi.nih.gov/BLAST to search the database using
BLAST algorithms.

FTP: ftp://ftp.ncbi.nih.gov/refseq/ to download the database

NAME: Swiss-Prot4,5

DESC: The Swiss-Prot is a curated protein sequence database that strives to
provide a high level of annotation (such as the description of the function
of a protein, its domains structure, posttranslational modifications, variants,
etc.), a minimal level of redundancy, and a high level of integration with
other databases.
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GROUP: Swiss Institute of Bioinformatics (SIB), Geneva, Switzerland
EMAIL: swiss-prot@expasy.org
WWW: http://www.expasy.ch/sprot/sprot-top.html
QUERY: The WWW server (http://www.expasy.ch/cgi-bin/sprot-search-ful/,

http://www.infobiogen.fr/srs/, and http://www.ebi.ac.uk/swissprot/) is avail-
able for keyword searching and sequence similarity searching. The
Swiss-Shop (http://www.expasy.org/swiss-shop/) is available for an automatic
database retrieval service against the noncumulative weekly additions of new
protein sequences to the Swiss-Prot.

FTP: ftp://ftp.expasy.ch/databases/swiss-prot/, ftp://ftp.infobiogen.fr/pub/db/
swissprot/, and ftp://ftp.ebi.ac.uk/pub/databases/swissprot/ to download the
database.

NAME: TrEMBL, Translation from EMBL6

DESC: The TrEMBL is a protein sequence database from the EMBL nucleotide
sequence translations. TrEMBL is split in two main sections: SP-TrEMBL
and REM-TrEMBL. SP-TrEMBL (Swiss-Prot TrEMBL) contains the entries
that should be incorporated into Swiss-Prot. REM-TrEMBL (REMaining
TrEMBL) contains the entries that EMBL does not want to include in
Swiss-Prot for a variety of reasons.

GROUP: EMBL Outstation - European Bioinformatics Institute (EBI), U.K.
EMAIL: swiss-prot@expasy.org
WWW: http://www.ebi.ac.uk/trembl/
QUERY: http://www.ebi.ac.uk/trembl/access.html and http://srs.embl-heidelberg.

de:80000/
FTP: ftp://ftp.ebi.ac.uk/pub/databases/trembl/

4.2.2.2 Protein Family Databases

The rapid expansion of the nucleotide sequence databases has caused a massive
influx of data into the protein sequence databases and this has led to the same influx
of data into the protein family databases. This section provides an inexhaustive list
of protein domain, family, motif, and fingerprint databases, which were delineated
by the assessment of computational results derived from automatic classification of
protein sequences using sequence similarity/homology programs.

NAME: InterPro7

DESC: The InterPro is a database of protein families, domains, and functional
sites in which identifiable features found in known proteins can be applied
to unknown protein sequences. The InterPro contains high-quality annota-
tions and cross references to other protein family databases including Pfam,
PRINTS, ProDom, SMART, TIGRFAMs, and PROSITE as well as
Swiss-Prot and TrEMBL. The InterPro database has almost 3,000 families
classified by expert curators.

GROUP: EMBL Outstation - European Bioinformatics Institute (EBI), U.K.
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EMAIL: interhelp@ebi.ac.uk
WWW: http://www.ebi.ac.uk/interpro/ for a service for biological sequence

analysis
QUERY: http://www.ebi.ac.uk/interproscan/ for InterProScan sequence simi-

larity search against InterPro.8

FTP: ftp://ftp.ebi.ac.uk/pub/databases/interpro/

NAME: iProClass9,10

DESC: The iProClass database is a nonredundant protein database organized
according to family relationships as defined collectively by PROSITE pat-
terns and PIR superfamilies. PROSITE patterns are defined as sequences
(from Swiss-Prot) with the common function (http://pir.georgetown.
edu/pirwww/search/pattern_help.html). PIR superfamilies are defined as
sequences (from PIR protein sequence database) with the same function in
various organisms (http://pir.georgetown.edu/iproclass/description.html).

GROUP: Georgetown University Hospital, Washington, DC, U.S.
EMAIL: pirmail@georgetown.edu
WWW: http://pir.georgetown.edu/iproclass
QUERY: http://pir.georgetown.edu/pirwww/search/searchseq.html
FTP: ftp://ftp.pir.georgetown.edu/pir_databases/iproclass/

NAME: Pfam, Protein Families11

DESC: The Pfam consists of two parts: Pfam-A and Pfam-B. The Pfam-A is
a comprehensive collection of annotated protein domain families, including
multiple sequence alignments and Hidden Markov Models (HMMs) cov-
ering many common protein domains. The Pfam-B is a supplement to the
Pfam-A and contains a large number of small families automatically clus-
tered from the ProDom database. The Pfam 8.0, which came out in February
2003, contains over 5,193 protein families.

GROUP: The Sanger Centre, Hinxton, U.K.
EMAIL: esr@sanger.ac.uk
WWW: http://www.sanger.ac.uk/Pfam/
QUERY: http://www.sanger.ac.uk/software/Pfam/
FTP: ftp://ftp.sanger.ac.uk/pub/databases/Pfam/

NAME: PIR-ALN12

DESC: The PIR-ALN is a database of protein sequence alignments. Alignments
are of sequences in the same family (less than 55% different from each other),
of sequences representing various families within a superfamily, or of sequence
segments corresponding to the same homology domain in different proteins.

GROUP: National Biomedical Research Foundation, Washington, DC, U.S.
EMAIL: pirmail@nbrf.georgetown.edu
WWW: http://www-nbrf.georgetown.edu/pir/alndb.html
QUERY: http://www-nbrf.georgetown.edu/pirwww/search/searchseq.html
FTP:ftp://ftp.pir.georgetown.edu/pir_databases/other_databases/piraln/
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NAME: PRINTS13

DESC: The PRINTS is a protein motif fingerprint database. Each protein
family is represented by a fingerprint, which is a series of ungapped multiple
alignments corresponding to the conserved motifs. The PRINTS obtains
protein sequences from Swiss-Prot and TrEMBL databases.

GROUP: UMBER, University of Manchester Bioinformatics Education and
Research, U.K.

EMAIL: attwood@bioinf.man.ac.uk
WWW: http://umber.sbs.man.ac.uk/dbbrowser/PRINTS/
QUERY: http://umber.sbs.man.ac.uk/dbbrowser/fingerPRINTScan/ for the

PRINTS similarity search to find the closet matching PRINTS fingerprints
by a user-specified protein sequence.14

FTP: ftp://ftp.bioinf.man.ac.uk/pub/prints/, ftp://ftp.ebi.ac.uk/pub/databases/
prints/, ftp://ftp.embl-heidelberg.de/pub/databases/, and ftp://ftp.ncbi.nih.
gov/repository/PRINTS

NAME: ProDom15

DESC: The ProDom is a database of homologous domain families automat-
ically generated from Swiss-Prot and TrEMBL. The database provides users
capabilities for graphical display that link related families through their
shared sequences and for pairwise comparison with every sequence in each
family. The database has 365,172 entries, as of February 19, 2003.

GROUP: INRA/CNRS, Laboratoire de Biologie Moleculaire, France
EMAIL: proquest@toulouse.inra.fr
WWW: http://protein.toulouse.inra.fr/prodom.html
QUERY: http://protein.toulouse.inra.fr/prodom/current/html/form.php and

http://prodes.toulouse.inra.fr/srs6/ for navigation between ProDom,
Swiss-Prot, TrEMBL, PROSITE, PFAMA, InterPro, and PDB.

FTP: ftp://ftp.infobiogen.fr/pub/db/prodom/ and ftp://ftp.ebi.ac.uk/pub/databases/
prodom/

NAME: PROSITE16

DESC: The PROSITE is a database of protein families and domains and obtains
protein sequences from Swiss-Prot. The PROSITE database contains biolog-
ically significant sites, patterns, and profiles that help to reliably identify to
which known family of protein (if any) a new sequence belongs and to look
for small motifs found in nonhomologous contexts. The PROSITE 17.46,
which came out on May 11, 2003, contains 1,187 documented entries that
describe 1,625 different patterns, rules, and profiles/matrices. The WWW
server provides keyword searching as well as pattern match searching for
classification of protein sequences.

GROUP: Swiss Institute of Bioinformatics (SIB) Geneva, Switzerland
EMAIL: prosite@expasy.org
WWW: http://www.expasy.org/prosite/
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QUERY: The ScanProsite (http://www.expasy.org/tools/scanprosite/) allows
users to scan a sequence against PROSITE or a pattern against Swiss-Prot
or PDB and visualize matches on structures.17

FTP: ftp://ftp.expasy.ch/databases/prosite/, ftp://ftp.infobiogen.fr/pub/db/
prosite/, and ftp://ftp.ebi.ac.uk/pub/databases/prosite/

NAME: SMART, Simple Modular Architecture Research Tool18

DESC: The SMART allows the identification and annotation of genetically
mobile domains and the analysis of domain architectures. The SMART
v3.5, which came out on April 28, 2003, contains 654 HMMs found in
signaling, extracellular, and chromatin-associated proteins that are detect-
able. The focus of SMART is to search for evolutionarily conserved protein
domains rather than small sites of posttranslational modification. The
WWW server provides keyword searching as well as HMM searching for
classification of protein sequences.

GROUP: European Molecular Biology Laboratory (EMBL), Heidelberg,
Germany

EMAIL: smart@embl.de 
WWW: http://smart.embl-heidelberg.de/
QUERY: http://smart.embl-heidelberg.de/index2.cgi for the SMART

advanced search and http://dylan.embl-heidelberg.de/alert/ for the SMART
alert service to be automatically informed each time a new protein with a
defined domain composition is deposited in databases.

NAME: TIGRFAMs19

DESC: The TIGRFAMs is a database of protein families based on Hidden
Markov Models.

GROUP: The Institute for Genomic Research (TIGR), Rockville, MD, U.S.
EMAIL: tigrfams@tigr.org
WWW: http://www.tigr.org/TIGRFAMs/index.shtml
QUERY: http://www.tigr.org/tigr-scripts/CMR2/find_hmm.spl?db=CMR for

TIGRFAMs text search and http://tigrblast.tigr.org/web-hmm/ for TIGRFAMs
sequence similarity search.

FTP: ftp://ftp.tigr.org/pub/data/TIGRFAMs/

4.2.2.3 Protein Structure Databases

Protein structure database is an archive of experimentally or computationally deter-
mined three-dimensional (3D) structures of biological macromolecules. The
three-dimensional structure of a protein is determined by techniques such as X-ray
crystallography and nuclear magnetic resonance (NMR). The 3D structure databases
contain atomic coordinates, bibliographic citations, and primary and secondary struc-
ture information, as well as crystallographic structure factors and NMR experimental
data. Four well-established protein structure databases are listed below, although the
PDB is the most comprehensive one and the MMDB is the secondary database of
the PDB.
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NAME: CSD, Cambridge Structural Database20

DESC: The CSD contains crystal structure information for 272,066 organic
and metal organic compounds, as of November 2002. Each crystallographic
entry in the database consists of three distinct type of data: bibliographic
reference, 2D chemical connectivity, and 3D structure.

GROUP: Cambridge Crystallographic Data Centre (CCDC), U.K.
EMAIL: data_request@ccdc.cam.ac.uk
WWW: http://www.ccdc.cam.ac.uk/
QUERY: http://www.ccdc.cam.ac.uk/prods/conquest/updates to download

new CSD entries.
FTP: http://www.ccdc.cam.ac.uk/free_services/free_downloads/

NAME: MMDB, Molecular Modeling Database21

DESC: The MMDB contains the structure and sequence contents of the
Brookhaven Protein Data Bank in ASN.1 format. The MMDB contains 3D
structures extracted from the PDB. The Entrez is available for simple text
searches (http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=Structure) by ID,
author, and texts, as well as for structure similarity searches against the
MMDB. All the protein structures are compared with each other using the
VAST algorithm (http://www.ncbi. nlm.nih.gov/Structure/VAST/ vast.shtml)
in the same way as the sequence similarity search is used in conjunction with
the BLAST algorithm (http://www.ncbi.nlm.nih.gov/ BLAST/).

GROUP: NCBI, National Center for Biotechnology Information, U.S.
EMAIL: bryant@ncbi.nlm.nih.gov
WWW: http://www.ncbi.nlm.nih.gov/Structure/MMDB/mmdb.shtml
QUERY: http://www.ncbi.nlm.nih.gov/Structure/CN3D/cn3d.shtml to views 3D

structures using the Web browser.
FTP: ftp://ftp.ncbi.nih.gov/mmdb/

NAME: NDB, Nucleic Acid DataBase22

DESC: The NDB is a repository of 3D structural information about nucleic
acids. The database contains 2,095 structures, as of May 13, 2003.

GROUP: Rutgers, The State University of New Jersey, U.S.
EMAIL: ndbadmin@ndbserver.rutgers.edu
WWW: http://ndbserver.rutgers.edu/
QUERY: http://ndbserver.rutgers.edu/NDB/structure-finder/index.html to find

X-ray crystallographic structures and to search for nucleic acid containing
structures determined by either X-ray crystallography or NMR. 

FTP: http://ndbserver.rutgers.edu/ftp/NDB/ to download the coordinate files
in PDB and mmCIF formats and the structure factor files in CIF format.

NAME: PDB, Protein Data Bank23,24

DESC: The PDB is the single worldwide repository for the processing
and distribution of experimentally- or computationally-determined
three-dimensional structures of biological macromolecules, serving a
global community of researchers. The PDB has 21,126 entries, as of
April 6, 2003.
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GROUP: Protein Data Bank, BNL (Brookhaven National Laboratory), NY, U.S.
EMAIL: pdb@bnl.gov
WWW: http://www.rcsb.org/pdb
QUERY: http://rutgers.rcsb.org/ and http://pdb.ccdc.cam.ac.uk/pdb/
FTP: ftp://ftp.rcsb.org/pub/pdb/, ftp://pdb.ccdc.cam.ac.uk/rcsb, ftp://ftp.

infobiogen.fr/pub/db/pdb

4.2.2.4 Protein Structural Classification Databases

Protein structure classification databases are a comprehensive database to provide
hierarchical structural classifications of proteins above the superfamily level. Pro-
teins with similar structures (i.e., folds) are considered as members of the same
family or superfamily. Five such databases are listed below, although the CATH and
SCOP databases are the most widely accepted.

NAME: CATH, Class, Architecture, Topology, and Homologous Superfamily25,26

DESC: The CATH is a protein structure classification databases that provides
a novel hierarchical classification of protein domain structures that clusters
proteins at four major levels: class (C), architecture (A), topology (T), and
homologous superfamily (H).

GROUP: Biomolecular Structure and Modelling Group, University College
London, U.K.

EMAIL: cath@bsm.bioc.ucl.ac.uk
WWW: http://www.biochem.ucl.ac.uk/bsm/cath/index.html
QUERY: http://www.biochem.ucl.ac.uk/bsm/cath/class.html
FTP: ftp://ftp.biochem.ucl.ac.uk/pub/cathdata/

NAME: DSSP, Database of Secondary Structures Assignments for All
Protein27

DESC: The DDSP is the Database of Secondary Structure Assignments for
All Protein entries in the Protein Data Bank (PDB).

GROUP: Sander Group, EMBL, Heidelberg, Germany
EMAIL: sander@embl-heidelberg.de
WWW: http://swift.embl-heidelberg.de/dssp/
FTP: ftp://ftp.embl-heidelberg.de/pub/databases/dssp/

NAME: FSSP, Database of Families of Structurally Similar Proteins28

DESC: The FSSP was established based on exhaustive all-against-all 3D
structure comparison of protein structures currently in the Protein Data
Bank (PDB).

GROUP: EMBL Outstation - European Bioinformatics Institute (EBI), U.K.
EMAIL: holm@embl-ebi.ac.uk
WWW: http://www.ebi.ac.uk/dali/fssp/
FTP: ftp://ftp.ebi.ac.uk/pub/databases/fssp/
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NAME: HSSP, Homology-Derived Secondary Structure Proteins29

DESC: The HSSP contains secondary structure of proteins derived by using
the model built by homology.

GROUP: EMBL, Heidelberg, Germany
EMAIL: sander@embl-heidelberg.de
WWW: http://www.sander.embl-heidelberg.de/hssp
FTP: ftp://ftp.embl-heidelberg.de/pub/databases/hssp and ftp://ftp.ebi.ac.uk/pub/

databases/hssp

NAME: SCOP, Structural Classification Of Proteins Database30

DESC: The SCOP is a manual, hierarchical classification of proteins of known
structure.

GROUP: MRC Laboratory of Molecular Biology and Centre for Protein
Engineering, U.K.

EMAIL: scop@mrc-lmb.cam.ac.uk
WWW: http://scop.mrc-lmb.cam.ac.uk/scop/
QUERY: http://scop.mrc-lmb.cam.ac.uk/scop/search.cgi, http://scop.berkeley.

edu/, and http://pdb.weizmann.ac.il/scop/

4.2.2.5 Protein–Protein Interaction Databases

Several databases for protein–protein interactions are available although there is a
need to develop a common data standard to share their data among themselves as
well as to allow users to easily retrieve and compare all relevant information from
different databases. Three well-established protein–protein interaction databases are
described below.

NAME: BIND, Biomolecular Interaction Network Database31

DESC: The BIND contains interaction, molecular complex, and pathway
records. The database can be used to study networks of interactions, to map
pathways across taxonomic branches, and to generate information for
kinetic simulations.

GROUP: Samuel Lunenfeld Research Institue (SLRI), Toronto, Canada
EMAIL: info@bind.ca
WWW: http://www.bind.ca/
FTP: ftp://ftp.mshri.on.ca/pub/

NAME: DIP, Database of Interacting Proteins32

DESC: The DIP lists protein pairs that are known to interact with each other.
It contains 11,000 experimentally determined interactions between proteins
and high-quality annotations by expert curators. Registration is required to
gain access to most of the DIP features. Registration is free to members of
the academic community.

GROUP: UCLA-DOE Institute for Genomics and Proteomics, UCLA, U.S.
EMAIL: dip@mbi.ucla.edu
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WWW: http://dip.doe-mbi.ucla.edu/
QUERY: http://dip.doe-mbi.ucla.edu/dip/Search.cgi?SM=3 for text search,

http://dip.doe-mbi.ucla.edu/dip/Search.cgi?SM=2 for sequence similarity
search, and http://dip.doe-mbi.ucla.edu/dip/Search.cgi?SM=6 for sequence
motif search.

NAME: MINT, Molecular INTeractions Database33

DESC: The MINT database is a collection of protein–protein and pro-
tein–DNA interactions. The database contains experimentally determined
functional interactions between proteins, both direct and indirect. Each
entry has high-quality annotations of interacting information extracted from
the scientific literature by expert curators.

GROUP: Centro di Bioinformatica Molecolare, Universita di Roma, Italy
EMAIL: giovanni.cesareni@uniroma2.it
WWW: http://cbm.bio.uniroma2.it/mint/
QUERY: http://mint.bio.uniroma2.it/mint/search.php to search the database

by Swiss-Prot accession number, by protein name or gene, or by keywords
and view the interaction data graphically.

4.2.2.6 Posttranslational Modification Databases

The protein sequence databases are the most useful resource to obtain posttransla-
tional modification related information. The feature lines of each sequence entry
describe regions or sites of interest in the sequence and list posttranslational modi-
fications, binding sites, enzyme active sites, local secondary structure and other
characteristics. This section describes two databases that are dedicated to capture
comprehensive data to a specific posttranslational modification.

NAME: O-GlycBase, O-Glycosylated Proteins34

DESC: The O-GlycBase contains 242 glycoprotein entries with at least one
experimentally verified O- or C-glycosylation site. The database consists
of nonredundant sequences, carbohydrate species, and cross references to
external databases such as PIR, Swiss-Prot, PDB, PROSITE, etc.

GROUP: Center for Biological Sequence Analysis, Department of Chemistry,
The Technical University of Denmark, Lyngby, Denmark

EMAIL: janhan@cbs.dtu.dk
WWW: http://www.cbs.dtu.dk/databases/OGLYCBASE/

NAME: RESID Database of Protein Modifications35

DESC: The RESID is a database of protein posttranslational modifications
with descriptive, chemical, structural, and bibliographic information,
including amino-terminal, carboxyl-terminal, and peptide chain cross-link,
pre-, co-, and posttranslational modifications.

GROUP: National Biomedical Research Foundation, Washington, DC, U.S.
EMAIL: garavelli@nbrf.georgetown.edu
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WWW: http://www-nbrf.georgetown.edu/resid/get.html
QUERY: http://www-nbrf.georgetown.edu/cgi-bin/resid/
FTP: ftp://ftp.pir.georgetown.edu/pir_databases/, ftp://ftp.ebi.ac.uk/pub/data-

bases/RESID/ and ftp://ftp.ncifcrf.gov/pub/users/residues/

4.2.2.7 2-D PAGE Databases

High-resolution, two-dimensional polyacrylamide gel electrophoresis (2D PAGE)
currently provides the most comprehensive analysis system of the whole proteome.
A systematic analysis of the whole proteome by 2D PAGE requires computer-based
image analysis tools, which generate qualitative and quantitative information per-
taining to experimental design, sample processing, spot detection, gel matching, and
protein identification.36 Thus, 2D PAGE databases store data derived from the com-
puter-based image analysis tools and provide a user-friendly interface, including a
Web-based interface that allows researchers to search for, and discover, new data,
facts, and findings. Three most widely used 2D PAGE databases are listed below.

NAME: Human 2D PAGE Database37

DESC: The first 2D PAGE Database was established in 1981 by the Danish
Centre for Human Genome Research at the University of Aarhus. The Human
2D PAGE database contains databases for the study of global cell regulation
and skin diseases, databases for the study of bladder cancer, and other 2D PAGE
databases. These databases contain data on proteins identified on various ref-
erence maps, as well as extensive links to other databases (MEDLINE, Gen-
Bank, Swiss-Prot, PIR, PDB, OMIM, UniGene, GeneCards, etc.). The WWW
server (http://proteomics.cancer.dk/) provides access to the databases through
the functions such as (1) search by clicking the spot of interest on the image;
(2) search by protein name, keyword, spot number, Mr and pI, and organelle
or component; and (3) list all proteins in information category.

GROUP: Danish Centre for Human Genome Research, University of Aarhus,
Denmark

EMAIL: jec@cancer.dk
WWW: http://proteomics.cancer.dk/
QUERY: http://proteomics.cancer.dk/jecelis/human_data_select.html

NAME: Swiss-2D PAGE Database38

DESC: The Swiss-2D PAGE database contains data on proteins identified on
various 2D PAGE (two-dimensional polyacrylamide gel electrophoresis)
reference maps. Each Swiss-2D PAGE entry contains textual data on one
protein, including mapping procedures, physiological and pathological
information, experimental data (isoelectric point, molecular weight, amino
acid composition, peptide masses), and bibliographical references as well
as cross references (recorded in the DR lines) to Medline, other federated
2D databases (COMPLUYEAST-2D PAGE, ECO2DBASE, HSC-2D
PAGE, PHCI-2D PAGE, PMMA-2D PAGE, Siena-2D PAGE, YEPD),
Swiss-Prot, and other molecular databases (EMBL, Genbank, PROSITE,
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OMIM, etc.). There are three basic database search programs: (1) search
by description, accession number, author, and text; (2) search by clicking
on a spot (http://www.expasy.org/cgi-bin/map1); and (3) search by spot
serial number (http://www.expasy.org/cgi-bin/ch2d-search-sn).

GROUP: Swiss Institute of Bioinformatics, Geneva, Switzerland
EMAIL: Ron.Appel@isb-sib.ch
WWW: http://www.expasy.ch/ch2d/
QUERY: http://www.expasy.ch/ch2d/
FTP: ftp://www.expasy.ch/databases/swiss-2dpage/

NAME: WORLD-2D PAGE Database39

DESC: The WORLD-2D PAGE
GROUP: Swiss Institute of Bioinformatics, Geneva, Switzerland
EMAIL: Christine.Hoogland@isb-sib.ch
WWW: http://www.expasy.org/ch2d/2d-index.html

4.2.2.8 Mass Spectrometry Databases

Any evidence of widely accepted public repositories for mass spectrometry–based
protein identifications does not exist, although there is a considerable need to develop
comprehensive, systematic mechanisms to analyze and compare the vast number of
mass spectrometry queries (e.g., Rank, MOWSE score, %Masses Matched, MW, pI,
Species, Accession, Protein Name, Submitted Mass, Matched Mass, Petta PPM, Start,
End, Peptide Seq, Modifications, Unmatched Masses).40 So, in order to fulfill the need
of such data analysis today, the Proteomics Standards Initiative (PSI) was founded at
the HUPO (Human Proteome Organization, http://www.hupo.org) meeting on April
28-29, 2002. The aim of the PSI is to define worldwide community standards for
proteomic data representation to make electronic data exchange, comparison, and
integration possible. The PSI’s mass spectrometry group emphasizes developing a
standard representation of experimental spectra in the context of the experimental setup
and the analyzed system. Such a format will allow scientists to support publications
with detailed experimental results and to enable collaborations beyond the local
research team.

4.2.2.9 Other Protein Databases

There are many protein databases appearing and disappearing in public domain.
Scientists are encouraged to regularly browse through online catalogs of protein
databases (some are described in Section 4.2.1) that are dedicated to molecular
biology with an emphasis on data relevant to proteins and kept constantly up-to-date.
This section provides an inexhaustive list of some analysis databases that have been
developed in order to extend its interpretation of information in the protein sequence
and structure databases and to assist scientists in the field of proteomics research.

NAME: COG, Clusters of Orthologous Groups of Proteins Database41

DESC: The COG database contains phylogenetic classification of proteins
encoded in 43 complete genomes. Each COG entry consists of individual
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proteins and groups of paralogs from at least three major phylogenetic
lineages and thus corresponds to an ancient conserved domain.

GROUP: National Center for Biotechnology Information (NCBI), Bethesda,
MD, U.S.

EMAIL: info@ncbi.nlm.nih.gov
WWW: http://www.ncbi.nlm.nih.gov/COG/
QUERY: http://www.ncbi.nlm.nih.gov/COG/new/ for the new database search

and http://www.ncbi.nlm.nih.gov/COG/old/phylox.html for the phylogenetic
patterns search.

FTP: ftp://ftp.ncbi.nih.gov/pub/COG/

NAME: ENZYME Nomenclature Database42

DESC: The ENZYME is a repository of information relative to the nomen-
clature of enzymes.

GROUP: Medical Biochemistry Department, Centre Medical Universitaire,
Geneva, Switzerland

EMAIL: enzyme@expasy.org
WWW: http://www.expasy.org/enzyme/
FTP: ftp://ftp.expasy.ch/databases/enzyme/

NAME: GOA, Gene Ontology Annotation Database43

DESC: The Gene Ontology Annotation (GOA) database contains a universal
ontology to describe molecular functions, biological processes, and cellular
components of genes or gene products. Crucial to this database is the
integration of internal and external databases and resources using its stan-
dard vocabulary to characterize the activities of proteins in the Swiss-Prot,
TrEMBL, and InterPro databases.

GROUP: EMBL Outstation - European Bioinformatics Institute (EBI), U.K.
EMAIL: goa@ebi.ac.uk
WWW: http://www.ebi.ac.uk/GOA/
QUERY: http://www.ebi.ac.uk/ego/index.html to access core GO data and

up-to-date electronic and manual EBI GO annotations.
FTP: ftp://ftp.ebi.ac.uk/pub/databases/GO/goa/HUMAN to download GO

annotation for the human proteome.

NAME: IPI, International Protein Index Database
DESC: The IPI database provides complete proteome sets of human, mouse,

and rat proteins from Swiss-Prot, TrEMBL, RefSeq (NPs and XPs), and
Ensembl. The database was established automatically by mapping proteins
between the different databases by pairwise similarity searches. Each IPI
entry consists of a cluster of related sequences and cross references to the
constituent databases.

GROUP: EMBL Outstation - European Bioinformatics Institute (EBI), U.K.
EMAIL: ipi_help@ebi.ac.uk 
WWW: http://www.ebi.ac.uk/IPI/
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QUERY: http://www.ebi.ac.uk/blast2/ to search the IPI database using
BLAST algorithms, http://www.ebi.ac.uk/fasta33/ to search the database
using FASTA algorithms, and http://srs.ebi.ac.uk to search the database
using SRS.

FTP: ftp://ftp.ebi.ac.uk/pub/databases/IPI/current/

NAME: PMD, Protein Mutant Database44

DESC: The PMD contains literature describing protein mutations, including
information on what kinds of functional and/or structural influences are brought
about by amino acid mutation at a specific position of protein. The release of
PMD, on March 10, 2003, contains 28,645 entries and 150,645 mutants.

GROUP: Center for Information Biology and DNA Data Bank of Japan,
National Institute of Genetics, Japan

EMAIL: pmd-admin@pmd.ddbj.nig.ac.jp
WWW: http://pmd.ddbj.nig.ac.jp/
QUERY: http://pmd.ddbj.nig.ac.jp/~pmd/pmdkey.html for keyword search

and http://pmd.ddbj.nig.ac.jp/~pmd/pmdseqblt.html for BLAST sequence
similarity search.

FTP: ftp://spock.genes.nig.ac.jp/pub/pmd

NAME: Proteome Analysis Database45

DESC: The Proteome Analysis Database contains comprehensive statistical
and comparative analyses of the predicted proteomes of fully sequenced
organisms. There are 123 proteome sets available and proteome analysis is
available for 119 of these, as of April 23, 2003.

GROUP: EMBL Outstation - European Bioinformatics Institute (EBI), U.K.
EMAIL: proteome_help@ebi.ac.uk
WWW: http://www.ebi.ac.uk/proteome/
QUERY: http://www.ebi.ac.uk/proteome/ to get precomputed proteome anal-

ysis for a given organism, http://www.ebi.ac.uk/proteome/comparisons.
html to perform proteome comparisons between any combination of organ-
isms in the database, and http://www.ebi.ac.uk/fasta33/genomes.html to run
a FASTA similarity search against a complete proteome.

FTP: ftp://ftp.ebi.ac.uk/pub/databases/Spproteomes/ to download a proteome
set or a list of InterPro matches for a given organism.

NAME: REBASE, The Restriction Enzyme Database46

DESC: The REBASE is a collection of information about restriction enzymes;
methylases, the microorganisms from which they have been isolated; recog-
nition sequences; cleavage sites; methylation specificity; the commercial
availability of the enzymes; and references.

GROUP: New England BioLabs, Beverly, MA, U.S.
EMAIL: roberts@neb.com or macelis@neb.com
WWW: http://rebase.neb.com/rebase/rebase.html
FTP: ftp://ftp.neb.com/pub/rebase/, ftp://ftp.ebi.ac.uk/pub/databases/rebase/,

and ftp://ftp.ncbi.nih.gov/repository/REBASE/
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NAME: STRING47

DESC: The STRING is a database of predicted functional associations among
genes and proteins. The database contains 261,033 genes in 89 species.

GROUP: EMBL, Heidelberg, Germany
EMAIL: bork@embl-heidelberg.de
WWW: http://www.bork.embl-heidelberg.de/STRING/
QUERY: http://www.bork.embl-heidelberg.de/STRING/ for the retrieval of

interacting genes and proteins by a given gene or by a given protein sequence.
FTP: http://dag.embl-heidelberg.de/newstring_cgi/show_download_page.pl

to download the predicted functional links between orthologous groups of
genes/proteins.

4.2.3 NUCLEOTIDE SEQUENCE DATABASES

The exponential growth of the GenBank, EMBL, and DDBJ nucleotide databases
has led to a massive influx of data into the protein sequence databases. The
GenBank, EMBL, and DDBJ databases are maintained by an international collab-
oration among NCBI, EIB, and NIG. These three organizations exchange data on
a daily basis. GenBank (http://www.ncbi.nlm.nih.gov) was set up in 1979 at the
LANL (Los Alamos National Laboratory, http://www.lanl.gov), and it has been
maintained since 1992 by NCBI (National Center for Biotechnology Information,
http://www.ncbi.nlm.nih.gov); U.S. EMBL (http://www.ebi.ac.uk/embl) was created
in 1980 at the European Molecular Biology Laboratory in Heidelberg, Germany,
and it has been maintained since 1994 by EBI-Cambridge; U.K. DDBJ (DNA Data
Bank of Japan, http://www. ddbj.nig.ac.jp) was started in 1984 and has been main-
tained by a bioinformatics team from the National Institute of Genetics (NIG) in
Mishima, Japan.

4.3 DATABASE RETRIEVAL SYSTEMS

There are several database retrieval systems that are composed of an integrated
collection of logically related elements to support proteomic research. The integrated
database retrieval systems provide users a one-stop shop for accessing almost all
widely accepted public proteomic databases and allow users to query multiple
heterogeneous data sources as if they were components of a single large database.
Such systems provide access, not only to the databases to enable one to logically
create an integrated view of remote or local heterogeneous data sources by using
simple and advanced database search tools, but also to analytical computational tools
and software for the identification of proteins, the analysis of sequence sequences,
and the prediction of a tertiary protein structure. Among many systems, four inte-
grated database retrieval systems are as follows.

NAME: DBGET/LinkDB48

DESC: The DBGET/LinkDB at GenomeNet (http://www.genome.jp/) is an
integrated database retrieval system established by the Institute for Chem-
ical Research, Kyoto University, Japan. Currently, it supports the following



Public Protein Databases and Interfaces 71

databases and gene catalogs: nucleic acid sequences (GenBank, EMBL,
and DDBJ), protein sequences (Swiss-Prot, PIR, PRF, and PDB), 3D struc-
tures (PDB), sequence motifs (PROSITE, EPD, and TRANSFAC), enzyme
reactions (LIGAND), metabolic pathways (PATHWAY), amino acid muta-
tions (PMD), amino acid indices (AAindex), genetic diseases (OMIM),
literature (LITDB, Medline), and gene catalogs (E. coli, H. influenzae,
M. genitalium, M. pneumoniae, M. jannaschii, Synechocystis sp., and S.
cerevisiae).

GROUP: GenomeNet, Kyoto University Bioinformatics Center, Japan
WWW: http://www.genome.ad.jp/dbget/

NAME: Entrez49

DESC: The Entrez is a database retrieval system for searching several linked
databases including PubMed (Medline), the nucleotide sequence database
(GenBank), protein sequence database (SwissProt, PIR, PRF, PDB, and
translations from annotated coding regions in GenBank and RefSeq),
structure (three-dimensional macromolecular structures), genome (com-
plete genome assemblies), PopSet (Population study data sets), taxonomy
(organisms in GenBank), OMIM (Online Mendelian Inheritance in Man),
and many others.

GROUP: NCBI, National Center for Biotechnology Information, U.S.
EMAIL: info@ncbi.nlm.nih.gov
WWW: http://www.ncbi.nlm.nih.gov/Entrez/

NAME: ExPASy, Expert Protein Analysis System50

DESC: The ExPASy is dedicated to molecular biology with an emphasis on
data relevant to proteins. Using the ExPASy proteomics server users can
browse through a number of databases produced in SIB (e.g., Swiss-Prot,
PROSITE, Swiss-2D PAGE, etc.) and other cross-referenced databases
(e.g., EMBL/GenBank/DDBJ, OMIM, Medline, FlyBase, ProDom, SGD,
SubtiList, etc.), as well as many hyperlinked documents relevant to the field
of genomic and proteomic research.

GROUP: Swiss Institute of Bioinformatics (SIB), Geneva, Switzerland
WWW: http://www.expasy.org/

NAME: SRS, Sequence Retrieval System51

DESC: The SRS is used to browse the contents of various databases through
a web interface. The SRS provides a single point of entry for related
searches that integrate more than 250 biological databases. Using these
SRS servers users can search the selected database(s) on a number of the
factors (entry ID, accession number, description, gene name, keywords,
date, organism, NCBI_TaxId, submission date, organelle, plasmid, strain,
transposon, tissue, authors, citation, patent, patent date, Medline ref., title,
report type, DbName, Dbxref, SeqLength, MolWeight, comment type, com-
ment, feature sequence ID, feature key, feature description, and/or feature
sequence).
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GROUP: SIB, EBI, Infobiogen, etc.
WWW: There are more than 35 SRS servers available including the EBI SRS

server (http://srs.ebi.ac.uk), the SIB SRS server (http://www.expasy.org/srs5),
and the Infobiogen SRS server (http://www.infobiogen.fr/srs/).

These database retrieval systems are key components of the public protein
databases. The rapid growth of such systems on the Internet increased the public
use of distributed databases and hyperlinked external documents and helped users
not only to access the databases, but to improve the efficiency and effectiveness of
their research processes and workgroup collaboration as well.

4.4 INTEGRATING PROTEIN DATABASES

4.4.1 PROTEIN KNOWLEDGE BASE

Today, proteomics research continually generates additional data sets that differ from
one another. Consequently, a challenge in informatics for proteomics is integrating these
data sets to connect disparate information and developing widely accepted public pro-
teomic databases to share research data and translate research results into knowledge.

Thus, one of the core activities for informatics in proteomics is to integrate all
significant protein information from protein databases into a protein knowledgebase.
The Swiss-Prot is the most widely accepted protein knowledgebase today with
high-quality annotations that can be found in the keyword (KW), comment (CC),
feature table (FT), and database cross-reference (DR) lines of each sequence entry.
Each Swiss-Prot sequence entry is classified by 875 keywords (e.g., 2Fe-2S, 3D-
structure, acetylation, NADP, oxidoreductase, zymogen, etc.). A list of keywords can
be found in the Swiss-Prot Web site (http://www.expasy.org/cgi-bin/keywlist.pl). This
entry contains detailed comments that are organized into 22 different types of topics
(e.g., alternative products, biotechnology, catalytic activity, caution, cofactor, database,
developmental stage, disease, domain, enzyme regulation, function, induction, mass
spectrometry, miscellaneous, pathway, pharmaceutical, polymorphism, ptm, similarity,
subcellular location, subunit, and tissue specificity). The sequence entry has a full set
of features that describe regions or sites of interest in the sequence, posttranslational
modifications, binding sites, enzyme active sites, local secondary structure and other
characteristics. In addition, this entry is linked to a specific reference in the external
databases (e.g., ANU-2D PAGE, AraC-XylS, BLOCKS, CleanEx, CMR, COMPLU-
YEAST-2D PAGE, dbSNP, DDBJ, DictyDb, DIP, ECO2D BASE, EcoCyc, EcoGene,
EMBL, Ensembl, ENZYME, FlyBase, GenBank, GeneCards, GeneCensus,
GeneDB_SPombe, GeneLynx, Genew, GK, GlycoSuiteDB, GO, GPCRDB, Gramene,
HAMAP, HIV, HSC-2D PAGE, HSSP, HUGE, IMGT, InterPro, Leproma, ListiList,
MaizeDB, MAIZE-2D PAGE, MEROPS, MGD, Micado, MIM, ModBase, MypuList,
NRSub, NucleaRDB, PDB, Pfam, PHCI-2D PAGE, PhosSite , PIR, PMMA-2D PAGE,
PRESAGE, PRINTS, ProDom, PROSITE, ProtoMap, ProtoNet, REBASE, SagaList,
SGD, Siena-2D PAGE, SMART, SOURCE, SubtiList, Swiss-2D PAGE, TAIR, TIGR,
TIGRFAMs, TRANSFAC, TubercuList, WorfDB, WormBase, WormPep, ZFIN,
Aarhus/Ghent-2D PAGE, and StyGene).
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Although Swiss-Prot is widely used as a protein knowledgebase, it was recog-
nized that scientists had to use PIR, TrEMBL, and other databases for quick access
to new protein sequences before they were hand-curated and entered into Swiss-Prot.
Hence, the United Protein Database project was initiated, which aims to consolidate
development effort to quickly provide a single worldwide protein knowledgebase
and to efficiently and effectively handle the increasing amounts of data being gen-
erated by large-scale genomics and proteomics projects. This project is described in
the next section.

4.4.2 UNITED PROTEIN DATABASE

On October 23, 2002, a three-year, $15 million grant was awarded to the United
Protein Database (UniProt) project by the U.S. National Human Genome Research
Institute (NHGRI), in cooperation with five other institutes and centers at the
National Institutes of Health (NIH). An ultimate goal of the project is to combine
the Swiss-Prot, TrEMBL, and PIR protein sequence databases into a single,
centralized, universal repository for protein data (i.e., UniProt). The UniProt will
be established collaboratively by

The European Bioinformatics Institute (EBI), Hinxton, Cambridge, U.K.
The Protein Information Resource (PIR), Georgetown University Medical

Center (GUMC) and National Biomedical Research Foundation (NBRF),
Washington, DC, U.S.

The Swiss Institute of Bioinformatics (SIB), Geneva, Switzerland

Combining the resources of Swiss-Prot, TrEMBL, and PIR will help scientists
today interpret the tremendous amount of data being generated by the Human
Genome Project and proteomics related research. Therefore, an immediate focus of
the project is to elevate the annotation of PIR’s and TrEMBL’s computer-annotated
records to the Swiss-Prot standard. Currently, Swiss-Prot contains 125,744 entries
(release 41.6 of April 30, 2003), TrEMBL contains 861,482 entries (release 23.8 of
April 25, 2003), and PIR-PSD, 283,308 entries (release 76.00 of March 31, 2003).
By the end of the grant’s three-year span, EBI scientists estimate that the total number
of protein sequence entries in the UniProt database should reach well above 2 million.

With the increasing volume and variety of protein sequences and functional
information, UniProt, as the central database of protein sequence, will function as
a cornerstone for a wide range of scientists active in modern biological research,
especially in the field of proteomics. UniProt will be the new public resource and
researchers around the world will have free, unrestricted access to a comprehensive
and nonredundant source of protein information.

4.4.3 ONE-STOP SHOP FOR PROTEIN DATA

Public protein databases have been steadily accumulating protein sequences and
protein structures for more than a decade, submitted from disparate laboratories or
reported in published literatures. It is critical to make use of both distinct databases
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to derive protein functions more intelligently and in a more automated way. There
are several projects that emphasize integrating protein sequence and structure data-
bases. One major project is being conducted at the San Diego Supercomputer Center,
the Keck Graduate Institute, and the Burnham Institute and they aim to develop a
one-stop shop for protein information. On April 4, 2002, the U.S. National Institute
of General Medical Sciences (NIGMS) at the National Institutes of Health (NIH)
announced that a five-year, $5.4 million grant was awarded to the project to develop
a worldwide community resource for systematic protein annotation and modeling.
Two ultimate goals of the project are to develop new algorithms to take the protein
sequence information and assign putative functional annotation and model structures
where no experimental structures exist and to store the results in a database for
worldwide community access through the Web.

4.4.4 PROTEIN EXPERIMENT DATABASE

Currently, detailed experimental results of proteomics research are usually not available
to worldwide researchers. Some of the experimental results are available publicly, but
not in the form of a standardized, centralized data repository. So, to make it possible
for further analysis of experimental results by comparing others, it is critical to develop
protein experiment databases in a common universal standardized format.

However, the importance of database quality cannot be overstated. Sources of
error in databases are varied:

1. Data submission errors (e.g., partially or entirely duplicated sequence entries)
2. Data annotation errors (e.g., inaccuracy, omission, mistakes, or inconsis-

tency of annotated data)
3. Data collection errors (e.g., sequencing error, gel analysis error, sample

processing error, instrument’s sensitivity issues)
4. Data interpretation errors, for example, a null value can be interpreted

into many different meanings, such as
a. An unknown attribute value
b. Known, but missing, attribute values
c. A condition that is “not applicable.”

Thus, the role of intelligent computational tools has become more significant
than ever to use the massive amounts of proteomics data and information, to derive
a better understanding of biology, and to apply that new knowledge into clinical
applications.

Public protein databases not only contain data, which consist of facts collected
from experimental studies or instruments using genomics and proteomics technology,
but information as well; that is, the meaningful interpretation and correlation of data
that allows someone to make decisions and derive knowledge. They serve not only
as a means to efficiently store massive amounts of data and information, but also as
a user interface to provide scientists with user-friendly front-end software for retriev-
ing and analyzing data in databases in order to derive information that may be
important to biological knowledge.
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5.1 INTRODUCTION

Knowledge databases facilitate collaboration between independent researchers by
providing access to information and resources otherwise unavailable—the knowledge
database forming a linkage between parties. Establishing a knowledge database is
complex, particularly in proteomics where data sources are heterogeneous, data for-
mats are incongruent, and the data are related to human subjects. This chapter
describes the multiparty collaborative framework and ways to manage it; the differ-
ence between a database and a knowledge database; issues related to creating data-
bases containing information linked to human subjects, and techniques for managing
the associated IRB issues; references for existing proteomics data resources and Web
sites; differences between metadata and data standards and the necessity for both
when harmonizing and aggregating heterogeneous data sources and data formats; and
references to pertinent metadata and data standards.

5.1.1 KNOWLEDGE DATABASES VS. DATABASES

A database is a collection of information stored on a computer,1 designed to address
the database owner’s goals. Data are organized in a specific manner to be accessed
with speed and precision, regardless of the database architecture (e.g., relational,
hierarchical, flat file) or the software (Oracle, Microsoft Access, SAS). The database
owners have specific ideas about the way the data will be entered, analyzed, and
retrieved. A central theme is present, often so clear the database name personifies
its purpose, such as the Employee Database, Admissions Database, or Inventory
Database. Events or actions generate new data recorded over time resulting in the
database growing, traditionally in a linear or sequential manner; a direct and clear
relationship exists between events.

Knowledge, on the other hand, is the sum of that which is known, an understanding
gained through experience, education, awareness, or familiarity.2 Knowledge is formed
multidimensionally by the convergence of memory, background, facts, and data. Thus,
a knowledge database implies something bigger, larger, and superior to a database per
se. It must provide the user with a particular understanding or scholarship about the
theme, drawn from the collective facts and data found therein—wisdom that could
not be otherwise attained.

The phrase “Proteomics Knowledge Databases” can be interpreted various ways.
For the purpose of this chapter it refers to a new resource created by linking together
heterogeneous databases representing the whole of that which is known in proteom-
ics from which understanding can be expanded.
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5.1.2 PROTEOMICS KNOWLEDGE DATABASE CHALLENGES

Biomedical professionals in various discrete settings conduct proteomics research:
in academia, industry, and government agencies (The Parties). Research goals vary
from interest in basic science or translational research to interest in technology
development and to development of new prevention, diagnostic, and treatment
modalities. Each type of researcher and each type of study produces a wealth of
data and often the data are stored in databases. These databases are unavoidably
heterogeneous, designed to meet individual scientific goals.

It would be difficult if not impossible for one researcher or one study to syn-
thesize or understand the whole of proteomics data without the aid of computers;
thus, proteomics is an ideal candidate for a knowledge database. Proteomics research
involves the identification and analysis of protein sequences, expressions, functions,
and interactions in over 300,000 proteins. Data sources might include information
on protein function, protein involvement in enzymatic and other pathways, 3D
structure, encoding genes (including polymorphisms, loss-of-function mutations,
etc.), technologies to quantify protein amounts or function level (e.g., mass spec-
trometry), resources for assay development (e.g., monoclonal antibodies), results
from various assays (e.g., antibody array data), and from computational tools and
methods such as support vector machines, artificial neural networks, and boosting.

A proteomics knowledge database representing the sum of that which is known,
endeavoring to impart knowledge, is thus inevitably comprised of an extensive
collection of related but still heterogeneous data likely generated by both old and
new technologies; multiple parties are needed to successfully create such a knowl-
edge database. Scientific, organizational, and data-related challenges result from this
type of project. While proteomics is the common thread between the researchers
and their data, the parties involved in creating a knowledge database may be com-
peting for recognition or monetary rewards as well as representing separate research
sectors having different scientific goals. Gaining cooperation between independent
data owners and harvesting diverse data are central to the effort.

The remainder of this chapter provides insight into ways of addressing these
fundamental matters. Topics include organizing and facilitating a multiparty collab-
oration including IRB issues, implementing metadata and data standards to achieve
data harmonization, and identifying proteomics data resources that may provide a
source for new proteomics knowledge database efforts.

5.2 MULTIPARTY COLLABORATION

Organizing and facilitating collaboration to create a shared resource for proteomics
research requires convening scientists who are traditionally rivals, competitors hop-
ing to be the first to make a novel discovery, win a Nobel Prize, or simply gain a
promotion; accordingly these collaborations are often fraught with challenges.

5.2.1 WHY COLLABORATE?

The incentive for The Parties to collaborate is established individually by each
party involved in the collaboration and must be felt strongly enough to endure the
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inevitable challenges of working with other equally talented and enthusiastic
researchers. In addition to the fundamental disparity between The Parties are
methodology and philosophical and regulatory differences that may not be appar-
ent at the onset. Thus, successful collaboration requires a strong commitment to
a collaborative strategy itself, as an entity, calling for cultivation and oversight.

5.2.2 COLLABORATIVE FRAMEWORK

In a complex scientific domain in which researchers frequently compete for recog-
nition and financial rewards, one of the hallmarks of success is when parties come
together and form a “strategy or set of strategies, one for each party … such that no
party has incentive to unilaterally change their action.”3 This characteristic of col-
laborative efforts can be likened to the “Nash Equilibrium” game theory. Underlying
all such efforts is the drive for individual recognition competing with the drive for
collaborative success. In a successful collaboration The Parties must feel that they
and each member of the collaboration are essential, that without any one of them,
individual and group goals would be impaired. Since a knowledge database aims to
be the sum of that which is known, the loss of one of the members of the collaboration
cripples the group’s ability to achieve its goal.

For example, collaboration is advantageous in biomarker research and develop-
ment because of its complex multiphase process including discovery, validation, and
population study. The need for collaboration in curation of biomarkers has been
described as thus:

Validation is a tedious but necessary step in the curation of a biomarker. There is a need
for sufficient preliminary evidence of a prescribed level of sensitivity, specificity, and
accuracy. While the excitement of the discovery and its relevance is a strong motivator
for biomarker innovators, once the discovery is made and the findings are published, or
perhaps even before the findings are published, the next phase of curation begins.

In order to produce the evidence and validate a biomarker for clinical use, an investi-
gator must have a variety of laboratories perform the assay to test its reproducibility.
The involvement of many laboratories in the testing requires larger numbers of samples
than can usually be obtained by one institution. The process involves identifying
participants and conducting a nested case control study followed by a prospective trial.
The samples must be processed and stored appropriately and have a well-developed
set of longitudinal clinical data. This data must be consistent, utilizing an established
set of normal and abnormal values, and electronically accessible in order to be useful
to the investigator and the laboratories. Implicit to the success of collaboration is the
need for governance such that these resources are well managed and utilized.

These additional steps and resources require greater funding than is normally afforded
an individual researcher. By joining together in a consortium the potential to gain more
funding is improved. The larger pool of researchers, often with proven track records, can
heighten grant reviewer’s confidence that the proposed validation will be successful.4

The nature of public health demands that critical health problems be addressed as
quickly as possible. A sacrament of research is the right to publish and be individually
recognized for scientific discovery; this must be balanced with the pressing need to
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accelerate new discoveries in screening, prevention, and treatment modalities. The mar-
riage of information technology and science support the collaborative paradigm, where
researchers from across the world can share ideas and information for research and patient
care with the touch of a button, enabling collaboration in ways never before possible.

5.2.3 PROCESSES FOR FACILITATING COLLABORATION

As previously stated, collaboration takes commitment usually stemming from the belief
that collaboration will result in a better outcome than one obtained from a single
investigator. Whether within or across academic institutions, industry, or government
agencies, one of the keys to successful collaboration is open and clear communication.

5.2.3.1 Communication

The best way to set the tone for open and clear communication is to have meetings
frequently in the early planning stages that include at least one representative from
each participating Party. Initially, it is reasonable for meetings to be in the form of
conference calls but it is recommended to have a face-to-face meeting early in the
planning to help build trust between the collaborators and facilitate communication.

Possible topics to present and discuss at the face-to-face meeting include

The benefits each individual or Party hopes to achieve from the collaboration
A plan of action
The timeline
The expected costs of the project and responsible Parties
The expected deliverables from each Party
Ownership of ideas, specimens, and data
Metadata harmonization
Technology transfer
Project leadership
Differing points of view

Face-to-face meetings should include a combination of formal presentations repre-
senting the views of each of The Parties involved and informal discussion time to debate
controversial issues and make decisions. Depending on the project, issues surrounding
technology transfer and intellectual property may constitute an entire meeting. In order
to avoid miscommunication and legal errors on these important topics, it is critical that
a legal representative from each of The Parties be involved in these discussions.

5.2.3.2 Infrastructure

To ensure productive and efficient meetings, collaborative projects should have an
infrastructure to support planning and running the meetings. Depending on the size
of the collaboration the infrastructure might consist of a single administrative
assistant to coordinate conference calls, in-person meetings, and take meeting min-
utes. On the other hand, a large collaboration may require a small team of people
that includes administrative, informatics, scientific, and possibly legal expertise.
Regardless of the size of the project or the number of people involved in the
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collaboration, development of draft materials of the discussion items (e.g., draft action
plan, timeline, list of deliverables) to hand out during face-to-face meetings will
ensure that the meetings are efficient and productive. The purpose of the materials is
to provide a starting point for discussion. The infrastructure “team” is responsible
for developing and maintaining meeting materials and other study documents.

The materials for the initial meeting should be clearly marked “draft” and the
person presenting them should clearly state that the materials were developed only
to provide a starting point for discussion. Care should be taken in developing the
draft materials so that single solutions are not inserted under potentially controversial
topics. Instead, if possible, a list of potential scenarios or solutions (with an indication
that the list is not complete) should be presented in order to avoid misunderstanding
among meeting attendees or among collaborators that do not attend the meeting but
who receive the meeting materials. The meeting documents may serve as first drafts
of the study protocol, Manual of Operations, contracts between participating Parties,
or other official documents needed for the project.

The importance of organizing meetings to periodically assemble all Parties,
providing materials to document the goals and work products and facilitating com-
munications and sharing of resources, cannot be understated. These work products
are some of the benefits of the collaborative strategy and the process that helps
ensure that individual parties concentrate on the collaborative goals and objectives. 

5.2.4 BARRIERS TO COLLABORATION

While there are important scientific benefits to collaboration, one must acknowledge
that there are barriers that must be overcome in order to make collaboration effective.
Some of the major barriers are presented below.

5.2.4.1 Information Has Value

First, the information that researchers accumulate has intellectual value in advancing
their scientific agenda. Often, researchers will have expended considerable time and
resources in collecting their information and want to be sure that they have fully
utilized it for their purposes before making it available to others.

Second, information has monetary value to the researchers. Promotion and merit
salary increases at research institutions are typically dependent on publication of research
findings. The Patent and Trademark Law Amendments Act (a.k.a. the Bayh-Dole Act)
encourages biomedical researchers to patent their findings and license them to industry.
Making their information publicly available may lead to being preempted by other
researchers or may prevent their ability to obtain patent protection on their findings.

The National Institutes of Health (NIH) has recently issued a notice that, effective
October 1, 2003, mandates that certain NIH research applications “include a plan for
data sharing or state why data sharing is not possible.”5 The release of data must be
timely, defined as “no later than the acceptance for publication of the main findings
from the final data set.”5 Adoption of the data sharing policy will bring NIH-supported
research into line with other government-supported research, such as in space and
planetary sciences. However, it remains to be seen how researchers will resolve the
new rule with the intellectual property rights provided by the Bayh–Dole Act.
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5.2.4.2 Human Subject Information Is Private
and Tightly Regulated

The collection and use of human subject information is governed by Title 45 Code
of Federal Regulations (CRF) 46,7 the federal regulation dealing with protection of
human subjects; state regulations; and the Health Insurance Portability and Account-
ability Act (HIPAA),8 the privacy rule effective March 2003 that establishes national
standards for the protection of health information. The Privacy Rule calls individually
identifiable health information “protected health information (PHI).”9 PHI applies
to any “information, including demographic [or payment] information collected from
an individual ... [pertaining] to the past, present, or future physical or mental health
or condition, of an individual, that identifies the individual or [if] there is a reasonable
basis to believe that the information can be used to identify the individual.”10

Anonymous data, i.e., data from individuals where it is not possible to determine
from whom the data came, can be readily shared. However, if there exists a way for
an individual’s data to be linked to him/her by any person, even if only by a researcher
with access to a password-protected computer file containing the link, then the data
are not anonymous and the manner of their release must be reviewed and approved
by the appropriate Institutional Review Boards (IRBs) and must satisfy the HIPAA
requirements. In this case, the degree to which data may be shared is limited by
participant consents and whether or not the possibility of the sharing of research
data and specimens with commercial entities was addressed. Investigators cannot
make such data available in a publicly accessible database unless they receive IRB
approval for data sharing, reconsent their participants, or establish mechanisms to
prevent access to the database by unapproved entities. Particular attention must be
paid to protection of the HIPAA-defined individual identifying elements, which
include not just such obvious identifiers as names, addresses, and telephone numbers,
but also less obvious identifiers such as zip codes and dates that include more
precision than year. Researchers must also ensure that the data shared are the
minimum necessary for the intended purpose.

Thus, there can be a substantial time investment in ensuring that data to be
shared meet all the regulatory requirements.

5.2.4.3 There Are Costs to Sharing Data

The process of creating a public repository of research data is more complex than
putting a study’s database on a Web site. First, the study’s design, data collection
schedule, and detailed data dictionary must be extensively documented, so that
individuals accessing the data use them correctly. Most research studies get by with
a lesser level of documentation since they rely on the memories of the researchers
conducting the study, whereas public repositories’ documentation must be complete
enough to stand on its own. This documentation must include the metadata that will
become the basis for future harmonization activities.

Second, the owners of the repository must receive all appropriate institutional
approvals. This includes the IRB and HIPAA approvals described in the previous
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section, as well as approval for allowing individuals outside the institution to access
the computers on which the data reside.

Third, a user-friendly site must be created and tested to ensure that it is easy
for users to obtain the information they need.

Finally, the repository, institutional site, and institutional approvals must be
maintained; for example, IRB approval must be renewed at least annually. This work
requires time and equipment and is frequently of very low priority to the owners of
the data. The NIH data sharing initiative, which importantly allows for investigators
to include funds for data sharing efforts, can help to reduce the financial burden that
arises in the creation of a data repository.

5.2.4.4 There Is No Central Gateway for Dissemination of Data

Many public databases and tools have been made available, as indicated in Table 5.1
and Table 5.2. However, chances are good that within a year of the publication of
this book, many of the links provided in that table will no longer work, and the
content of the databases that remain will have substantially changed. Further, once
the full impact of the Final NIH Statement on Sharing Research Data is felt, there
will likely be a larger number of public databases from NIH-sponsored research.

What is needed is a central, permanent portal with indexes and links to all of
these databases. The National Cancer Institute (NCI) Cancer Biomedical Informatics
Objects (caBIO) web portal (http://ncicb.nci.hih.gov/core/caBIO) uses one approach
to addressing this need by utilizing an object model and architecture to help navigate
the disparate database formats and access methods.11 This type of approach will be
particularly valuable to encouraging cross-discipline collaboration, since researchers
in one domain may be very unfamiliar with the research being performed in other
domains and unaware that data relevant to their research has been made public.

5.2.5 INSTITUTIONAL REVIEW BOARD (IRB) CONSIDERATIONS

There are many challenges facing multisite research trials that use human subjects.
It is most important to protect the rights and confidentiality of human subjects.
Researchers must consider carefully and respectfully how biological samples are
collected, distributed, and utilized for research purposes. Setting up an IRB working
group, comprised of the participating Party’s IRB representatives is essential to
meeting this objective. The charge of this group is to identify issues specific to
sharing data from biological samples from human subjects for research purposes.

Considerations identified to be specific to multiple IRB review are listed below:

Timing: Each local IRB has a unique schedule and timeline for reviews.
Consistency: Each IRB has their own set of unique requirements and interpre-

tations of the ever-changing government guidelines; the IRB submission forms
are unique and questions asked of investigators may vary between IRBs.

Coordination: All appropriate IRB approvals must be in place before a
collaborative study can begin. It is important that required changes or
modifications made by any IRB are incorporated into each participating
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Party’s documentation and submitted to their IRB for further review before
a specific study can proceed.

Monitoring: IRB compliance oversight for all collaborative studies would
help confirm IRB approvals are in place.

Guidelines and regulations: Maintaining familiarity with changing human
subject regulations and policy guidelines is essential. For example, there
are and will continue to be a number of new or proposed federal regulations,
policy changes, or recommendations relating to human subject protections,
which include the following:

Department of Health and Human Services (DHHS) requirement for hu-
man subject education for key personnel on federally funded grants
(June 5, 2000)

DHHS requirement for inclusion of monitoring plans and adverse event re-
porting for federally funded research (June 5, 2000)

Office for Human Resource Protection (OHRP) procedures for registering
IRBs and filing federal wide assurance of protection of human subjects
(Dec 3, 2000)

Public Health Service (PHS) policy on instruction in responsible conduct
of research (Dec 1, 2000)

Government-wide regulations governing the definition of research miscon-
duct and the handling of research misconduct allegations (December 6,
2000)

Proposed PHS standards for the protection of whistleblowers
National Bioethics Advisory Commission (NBAC) recommendations for

research involving human biological materials (July 16, 1999)
NBAC recommendations for the local oversight systems (December 19, 2000)
HIPAA Regulations - 45 CFR 160 and 164, standards for privacy of indi-

vidually identifiable health information (December 28, 2000)

5.2.5.1 Approaches for Enabling Multiparty IRB Review
and Streamlining IRB Process

Proactively addressing the multifaceted and complex IRB issues will enhance the
research agenda and provide the foundation for moving research forward. Creating
a collaborative platform for investigators and IRB administrators by engaging them
in problem solving unique to human subject issues relating to multisite projects will
benefit the mission. The following are suggested approaches for enhancing and
streamlining the local IRB review process for collaborative studies:

1. Develop an IRB administrator network where IRB issues can be discussed
on a regular basis

2. Create a standardized protocol template form for human subjects
3. Pilot a central collaborative review IRB
4. Standardize consent language for collaborative studies
5. Establish an IRB monitoring system to confirm IRB compliance



102 Informatics in Proteomics

6. Develop a secure Web site to post IRB specific forms, instructions, and
regulations that can be accessed by all participating parties

7. Enhance confidentiality protections
8. Utilize IRB authorization agreements specific to each validation study

It is insightful to have views from the institutional review board representatives,
the investigators, the funding agency personnel, and personnel from the OHRP. By
proactively identifying possible issues relating to multisite IRB review, you will be
able to provide a basis of understanding and education for the collaboration.

A standardized consent form template that can be modified to meet individual
party and study needs appears to be a good approach in streamlining the work
involved in creating common consent forms that will likely meet with little resis-
tance. By creating a protocol template, investigators work together in developing a
single document that incorporates all necessary scientific and human subject con-
siderations while also assuring consistency in all IRB submissions.

In summary, and as proven by the Carotene and Efficacy Trial (CARET), coor-
dinated by the CARET Coordinating Center at the Fred Hutchinson Cancer Research
Center in Seattle, Washington, use of a centralized IRB review has shown that the
IRB process can be streamlined while maintaining a high level of responsibility for
their human subjects.12 Use of a centralized IRB review will likely streamline the
IRB review process for other multisite research projects.

5.3 METADATA AND DATA STANDARDS FOR 
MULTIPARTY COLLABORATIONS

Harmonizing data is another of the essential components in building proteomics
knowledge databases from unrelated databases. In order to ensure semantic equiv-
alence between individual data items, one must be able to understand the data
item in its broad context as well as the specific details related to the data item
itself. The data characteristics such as its name, length, data type, and definition
are among the obvious required attributes; however, it is also necessary to know
the details about the protocol or study that produced the data. If data are encoded,
a reference document for code translation is needed, as is a list of all the possible
values that existed when the item was recorded. Additional information that assists
potential users to correctly interpret a given data item include the unit of measure,
format, derivation or aggregation rules, the language in which the item was
recorded, and the data format. This genus of information is called metadata*.
Metadata and data have an important relationship that together transform data

*  In April 1998, the Federal Geographic Data Committee (FGDC) received a letter from the firm Cislo
& Thomas LLP on behalf of their client The Metadata Company advising the FGDC that the word
METADATA is a registered trademark (Nos. 1,409,260 and 2,185,504) owned by The Metadata Company.
The FGDC forwarded the letter to the Department of the Interior, Office of the Solicitor. The Solicitor
responded back to Cislo & Thomas regarding the alleged infringement basically stating that due to the
fact that the FGDC was not selling any goods under the word Metadata, that the FGDC was not infringing
upon the trademark registration. Furthermore, it was determined that the word “metadata” is widely used
within the computer science community and in computer programs without reference to the trademark
and therefore the word “metadata” has entered the public domain and is no longer a trademark.
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captured in either existing or prospective single party studies or multiparty col-
laborations into a shared resource.

5.3.1 METADATA VS. DATA

Metadata are data that define and describe other data.13 The term meta comes from
Greek and generally means change, after or beyond as in metamorphosis.13 In
information technology it is commonly used to mean more comprehensive, under-
lying, or fundamental as in metapsychology or metamathematics. Thus metadata
deals with the more critical aspects of data. Use of metadata provides us with the
ability to produce and exchange data that are

Machine understandable
Human understandable
Interoperable

While data are the representation of facts about something real, metadata are
comprised of all the attributes that convey qualities about the data and should include
definitions, permissible values, and data characteristics such as data type, minimum
and maximum length, and reference to the standard, if used, to record the fact (e.g.,
ICD-09 code for a diagnosis or ISO 3166 code for country).

Adequate metadata to make possible the above are necessarily capacious, time
consuming, and arduous to produce. The International Standards Organization (ISO)
and the International Electrotechnical Commission (IEC) developed the ISO/IEC 11179
Information Technology—Metadata Repositories (MDR) Parts 1–614–19 (ISO/IEC
11179) for the specific purpose of facilitating worldwide standardization by providing
guidance for identification, development, and description of data elements. In particular,
ISO/IEC 11179 Part 3 describes the metadata required to define a data element in an
unambiguous manner. Adoption and deployment of metadata standards, such as the
ISO/IEC 11179, and data standards for database development by all parties involved
in a multiparty collaboration can greatly simplify database implementation and thus
smooth the achievement of harmonization and interoperability between databases
downstream, even without a specific application in mind.

The benefits of incorporating metadata and data standards are that they

Minimize effort in the management and utilization of clinical and research
data without compromising data quality

Enable development of software with broad applications, facilitating addi-
tional uses of the data

Allow data integration to generate a holistic view and facilitate analyses
across multiple studies

Ease compatibility with other health data standards, information technology
standards, naming conventions and systems

Ease the implementation of regulatory requirements such as HIPAA broadly
across studies
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Enable development of data that are defined, collected, stored and transmitted
in identical ways, making data more easily sharable, retrievable, interoper-
able and useful to all groups

Reduce training, programming, data entry, and associated costs

Knowledge requires understanding generally gained from experience. With
regard to databases, metadata are a surrogate for experience. By utilizing metadata,
which outwardly and fully describe the data independent of a particular computer
system, database, or party, reuse within multiparty collaboration is enhanced, even
if each party has never before been exposed to the others’ databases or computer
systems.

5.3.2 STANDARDS RESOURCES

While metadata provide the information necessary for interoperability, its presence
does not ensure semantic equivalence. Adoption and use of standard vocabularies
and terminologies for storing data will enhance understanding and interoperability.
At the time of publication of this book there are few proteomics-specific metadata
or data standards to draw upon; but, there are specific vocabulary standards that can
be utilized to enhance semantic understanding and it is the organizing party’s respon-
sibility to ensure that these standards are examined and appropriately incorporated
into the data design. Metadata and data standards developed by accredited American
National Standards Institute (ANSI) Standards Development Organizations (SDO),
such as ISO, the Institute of Electrical and Electronics Engineers (IEEE), Health
Level 7 (HL7), and Logical Observation Identifier Name Codes (LOINC) are assured
to have been through a rigorous and controlled release process and therefore provide
a sound starting point for parties looking to create metadata or data standards for
use in a new database.

Other reliable sources for standards are those arising from government-funded
agencies such as the National Library of Medicine (NLM), who are developing
both tools and vocabulary services to support research, of which are the Unified
Medical Language System (UMLS) and Medical Subject Headings (MeSH).20 Two
components of the NCI caCore, a key initiative of the NCI Center for Bioinfor-
matics (NCICB) (http://ncicb.nci.nih.gov) are the NCI Enterprise Vocabulary Ser-
vices (EVS), which provides tools for accessing the UMLS and cancer specific
vocabularies, and the Cancer Data Standards Repository (caDSR), which provides
tools for creating and accessing cancer-specific metadata. Both of these tools are
accessible via the NCICB Web site. Other publicly available standard vocabularies
and terminologies include Gene Ontology (GO), LOINC, International Classifi-
cation of Diseases (ICD), and World Health Organization (WHO).

The role of data standards and metadata cannot be understated. It is worth noting
that in March 2003, the Departments of Defense, Veterans Affairs, Health and Human
Services announced a commitment to developing standards to facilitate the electronic
exchange of clinical health information.21 These three agencies have joined forces
with other federal agencies as part of the Consolidated Health Informatics initiative
(CHI). Leading by example, and driven by a desire to improve public health care
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and decrease costs, the members of the CHI announced that federal agencies will
adopt several standards to promote the use of electronic health data systems and
programs including electronic health records. The standards that were selected were
HL7, National Council on Prescription Drug Programs (NCDCP), Institute of Elec-
trical and Electronics Engineers 1073 (IEEE1073), Digital Imaging Communications
in Medicine (DICOM), and LOINC (see Table 5.1).

Another resource for biomedical metadata and data standards is the Centers for
Disease Control (CDC), where work is being conducted to develop health data
standards for the National Electronic Disease Surveillance System (see Table 5.1).
Some standards bodies, such as HL7 and LOINC, are formed by or include partic-
ipation by influential academic, industry, and governmental agencies where research
is conducted. Standards bodies generally provide a current membership list on their
Web sites. Therefore, it is helpful to be aware of the dominant standards bodies and
resources for identifying and using appropriate existing standard vocabularies in
building metadata to record proteomic data.

5.4 WEB RESOURCES AND EXISTING DATABASES

Existing proteomics databases can provide a basis for prospective proteomics knowl-
edge database development. As mentioned previously, while many projects and
databases provide proteomic information, each project owner organizes their infor-
mation somewhat differently, creating databases to meet specific end-user require-
ments. Owing to their nature these databases are heterogeneous, presenting different
data formats and access mechanisms, and thus the creation of a knowledge database
from existing information is challenging but, with appropriately designed informatics
tools, achievable.

Two technical approaches for unifying heterogeneous databases to form a knowl-
edge resource are found within projects sponsored by the NCI. The NCI’s Cancer
Bioinformatics Infrastructure Objects (caBIO) model and architecture,22 also part of
the NCI caCORE infrastructure, and the NCI’s Early Detection Research Network
(EDRN). caBIO is discussed briefly below and the EDRN project is discussed in
Chapter 4. Both approaches utilize metadata and software to access disparate data
sources harvesting knowledge otherwise beyond reach.

As noted in Table 5.2, information regarding proteomics databases and Web sites
available at the time of publication may provide insight into sources for future
knowledge database efforts.

5.4.1 CABIO

caBIO unifies disparate data sources by utilizing model-driven software to dynami-
cally perform user-directed queries. caBIO information models describe both the
scientific and informatics aspects of database information. A model is something
that represents or is patterned after another. In computer programming modeling of
databases, concepts, or classes of information (objects) are often documented using
Universal Modeling Language (UML). UML draws on specific syntactic and visual
presentation to portray the semantic meaning of relationships between objects.23
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Creating a model describing known relationships between classes of information
separately from the description of a specific database is a way to allow post-coor-
dination of disparate data without knowing the specific contents of each data source.
Separating the scientific model from the database models in this way allows the
caBIO software to access any relational database pertaining to the scientific model
by using the semantic meanings conveyed by the UML model. This layer of abstrac-
tion provides a way to access data semantically, regardless of the specific relational
database in which data is stored.

The caBIO scientific model includes genomic and clinical trials information;
the database models are based upon specific NCI and non-NCI data sources. The
underpinnings for the genomic and clinical trials model are classes of information
such as gene, chromosome, protein, agent, and protocol. Described by metadata and
available to the caBIO software, an application named BIOgopher, are class-specific
attributes such as “gene name” and “agent source”; data characteristics such as data
type and definition; search criteria such as “gene clone name” and “agent NSC
number”; and relationships between the classes such as gene “has a” chromosome.

These components, the scientific model and the database models, are described
using controlled terminology and vocabularies from the NCICB EVS and represented
by metadata in the NCI Cancer Data Standards Repository (caDSR), another part of
the NCI caCORE infrastructure. BIOgopher utilized the information contained in the
models together with the associated metadata to integrate multiple data sources; por-
traying them in a single representation to the end-user. Using the relationships and
search criteria when examining the various data sources the software reveals biomed-
ical knowledge that was previously undetectable.24 The data sources for caBIO include
the Cancer Genome Anatomy Project (CGAP), the Cancer Molecular Analysis Project
(CMAP), the Genetic Annotation Initiative (GAI), clinical trials databases as well as
other publicly available data repositories including Unigene, HomoloGene, LocusLink,
RefSeq, BioCarta, and GoldenPath (through Distributed Annotation System [DAS]).
caBIO provides interfaces via the Internet, allowing anyone to access the knowledge-
base either directly through BIOgopher queries or programmatically through Appli-
cation Programming Interfaces (APIs). The caBIO software is open source and can
be downloaded from the NCICB Web site. More information about caBIO, its UML
model, and the metadata can be found in a technical document, “caCORE Technical
Guide” and in the NCICB caDSR, both part of the NCICB Core and accessible via
the NCICB home page (http://ncicb.nci.nih.gov).

5.5 CONCLUSIONS

Knowledge databases represent the sum of that which is known about a specific
theme. Creating a knowledge database from existing or new data requires collabo-
ration between multiple parties, often with competing or opposing goals; the data-
bases themselves represent a diverse set of heterogeneous data formats and access
methods. An initiative to form a new proteomics knowledge database requires facil-
itating multiparty collaboration and harmonization of data and metadata. Targeted
bioinformatics tools and techniques can create new knowledge sources from existing
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ones, allowing information to be harvested in new ways and collaborations to occur
between diverse parties.

Multiparty collaboration tips:

Strive for strategic equilibrium
Facilitate communication
Provide infrastructure to coordinate conference calls, meetings, and docu-

mentation
Set up an IRB working group
Adopt, establish, and maintain metadata and data standards
Recognize barriers
Recognize that information has intellectual and monetary value
Recognize that human subject information is private and regulated
Understand that there are initial and ongoing costs of sharing data
Understand that there is no central gateway monitoring public tools and

database changes

Careful planning and coordination and the use of bioinformatics tools can enable
the creation of a proteomics knowledge database to facilitate collaboration.
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6.1 INTRODUCTION

The origin of most cancers can be often traced to a single transformed cell.1 The
evolution of the disease follows a yet-to-be completely understood pathway of
molecular transformations occurring at both genomics and proteomics levels as
depicted in Figure 6.1. Most cancers show a significant preponderance to statistically
originate from a well-defined part of their respective organs. It is then only normal
that investigations to identify biomarkers indicative of the early onset of the disease
be focused on these organ-specific regions.

This point was elegantly demonstrated by Page et al.2 in a careful experiment,
where they used magneto-immuno-chemical purification methods to extract pure
cell populations and compare the protein expression observed in experimental
two-dimensional poly-acrylimide gel electrophoresis (2D PAGE) maps obtained
from normal, milk-producing luminal epithelial cells exhibiting a tendency to exhibit
carcinomas vs. outer, myoepithelial cells as described in Figure 6.2.

This thorough characterization was achieved by using a combination of enabling
technological platforms, some of which are listed in Figure 6.3, which allowed them
to flag a number of proteins exhibiting a significant differential expression between
the two types of cells and therefore warranting a closer evaluation of their potential

FIGURE 6.1 Illustration of the progressive evolution from a normal cell (a) to precancer
(b and c), and finally the cancerous state (d).

(a)

(c) (d)

(b)
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FIGURE 6.2 Dissection of the organ breast. (a) The lobular-alveolar regions show the nature
of lesions statistically originating from them. (b) Comparison of protein expression profiles
in the inner, epithelial luminal (A) that account for 95% of breast carcinomas vs. (B) outer,
myoepithelial of healthy patients. The annotations are those of 51 proteins, which display
more than twofold expression change between the two samples.

FIGURE 6.3 Technological platforms used in proteomic characterization.
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as biomarkers of breast cancer. The time and costs involved in using these techniques
can be quite prohibitive, particularly on a large scale.

This led to the initial motivation to address the need that either on a routine
basis, or to establish optimal experimental conditions beforehand, one might be
interested in predicting the gene products likely to be detected in narrow ranges of
isoelectric focusing point (pI) and molecular weight (Mw).

We believe that the initial search for cancer biomarkers can greatly benefit by
formulating hypotheses developed from knowledge-based bioinformatic tools. This
chapter will describe in some detail two such predictive databases whose develop-
ment was at least in part motivated by these pressing issues.

6.2 VIRTUAL 2-D: A WEB-ACCESSIBLE PREDICTIVE 
DATABASE FOR PROTEOMICS ANALYSIS

Over the past three decades and thanks to continuous developments in chemistry,3

automation, and data collection,4–6 2D PAGE7,8 has evolved from a labor intensive,
multiprocess protein separation method to becoming an integral part of most
comprehensive proteomics efforts.9–12 In particular, the advent of immobilized pH
gradients13 in the first dimension has ushered in an era where reproducible,
high-resolution iso-electric focusing measurements can routinely be carried out,
making it conceivable to predict from the primary sequence the equilibrating
positions of proteins within a pH gradient. When solubilized with high concen-
trations of urea (8.5–10 M), proteins unfold and only the ionizable groups or those
amino acids located at the N- or C-terminal amino acids will affect the electro-
phoretic mobility of the extended conformation. Using a series of well-characterized
peptides, Bjellqvist14 determined the pK values of all the amino acids in similar
experimental conditions.

The approach used to determine the isoelectric focusing point and molecular
mass of a peptide can then simply be summed up as follows:

1. Scan the primary sequence of the peptide
2. Assign the pK of each contributing amino acid according to Table 6.1
3. Sum up all the mass contributions

The resulting Pi/Mw for the peptide is then given by the ratio of:

{pKCterm + Σint pKint + pKNterm}

Pktot = (n − 2)

and 

Mrtot = Σ i Mti (6.1)

where the pI summation runs over all n contributing, internal amino acids.
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6.2.1 DATABASE MINING

Homo sapiens were the first of several organisms to be examined. The resulting
plot of pI versus the molecular mass yields a theoretical 2D PAGE map with a
striking bimodal distribution (Figures 6.4 and 6.5). A total of 86,518 inferred or
experimentally determined peptides were included in this calculation. One obvious
feature of these maps is the presence of a region seemingly devoid of proteins
centered around pH 7.4 to 7.5.

The biochemical justification most often advanced in explanation of this observa-
tion is that the majority of proteins would tend to naturally precipitate out of solution
around the cytoplasmic pH of approximately 7.2. The pI is the pH for which the protein
charge is overall neutral. It therefore represents the point of minimum solubility due
to the absence of electrostatic repulsion, resulting in maximum aggregation. While
this provides an explanation for experimental 2D PAGE maps, we must remember that
no such correction was incorporated in the modeling. What then is the basis for the
separation of proteins into acidic and basic domains in computed pI/MW charts? In
our efforts to answer these questions, we carried out a simulation whereby groups of
1545 peptides varying in length from 50 to 600 AA, in increments of 10, were

TABLE 6.1
Values of Amino Acid Masses and pKs (Determined14 at High 
Molar Concentrations of Urea Used in pI MW Computation)

Ionizable Group PKa Molecular Mass 

C-terminal 3.55
N-terminal
Met 7.00 132.994
Thr 6.82 102.907
Ser 6.93 88.88
Ala 7.59 72.88
Val 7.44 100.934
Glu 7.70 130.917
Pro 8.36 98.918
Internal
Asp 4.05 116.89
Glu 4.45 130.917
His 5.98 138.943
Cys 9 104.94
Tyr 10 164.978
Lys 10 114.961
Arg 12 157.989
C-terminal side chain groups
Asp 4.55 116.89
Glu 4.75 130.917

a The pKs of roughly half the internal amino acids fall below pH 6.0, while for the 
rest they are greater than or equal to 9.0 leading to the segregation of the resulting pIs.
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randomly generated. This brings the total number of simulated sequences to 86,520
vs. 86,518 real peptides extracted from current databases, thereby improving the
prospects of any meaningful comparative statistics. As mentioned earlier, the calculation
of the pI values is carried out iteratively. The pK of a peptide is calculated by tallying
the contributions to the charge from the n-terminus, the c-terminus, and the internal
portion of the peptide. As can be observed in Figure 6.6, the resulting simulated pI/MW
distribution is strikingly similar to that adopted by the extracted sequences. While this
may seem surprising at first, given the total absence of bias in both the lengths and
content of the peptides used for the simulation, it is in fact a direct consequence of the
constraints imposed by a limited proteomic alphabet of twenty amino acids with distinct
pKs, roughly half of which are either acidic or basic (Table 6.1).

In fact, as is reflected in Table 6.1, only seven internal amino acids make non-zero
contributions to the pI of the peptide. These seven amino acids are cysteine, aspartic
acid, glutamic acid, histidine, lysine, arginine, and tyrosine. It is reasonable to
suspect that a high percentage of the variation in the calculated pI values of the
simulated data would be modulated by the representation of these seven amino acids
as the majority of the contribution to the charge comes from the internal portion of
the peptide. To investigate the actual contribution of these seven amino acids in
determining an overall pI value, a multiple regression model was developed using
the adjusted numbers of these seven amino acids as predictor variables and the pI
value as the dependent variable. The adjusted count for an amino acid is equal to

FIGURE 6.4 pI/MW map for Homo sapiens. To keep in line with the experimental limits
encountered in practice, the pI/MW plot has been confined to less than 2 × 105 kD for the
molecular mass and 3.0 < pI < 12.0 for the isoelectric focusing point. As shown in Figure 6.5,
this pattern is by no means unique to Homo sapiens and has been reported for other
organisms.21–23
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the actual number of times the amino acid is found in the peptide divided by the
length of the peptide. The adjusted counts will be denoted as follows:

aR = adjusted count for arginine
aC = adjusted count for cysteine
aD = adjusted count for aspartic acid
aE = adjusted count for glutamic acid
aK = adjusted count for lysine
aH = adjusted count for histidine
aY = adjusted count for tyrosine

The regression model in question uses the linear, quadratic, and cubic powers
for each adjusted number of the seven amino acids that contribute to the pI
calculation when they are part of the interior of the protein. A total of 21 inde-
pendent variables were employed in the regression analysis. This analysis yields
a multiple correlation factor R of .931. The coefficient of determination (the square
of the multiple R) gives the proportion of the total variance in the dependent
variable accounted for by the set of independent variables in a multiple regression
model. For the model in question, .866 is the square of the multiple R. Conse-
quently, 86.6% of the total variation in the pI values was accounted for by the
aforementioned seven amino acids. The simulation result confirms the hypothesis
that the total number of these seven amino acids is the key factor is explaining
the pI value of a peptide.

FIGURE 6.5 pI/MW charts for (a and b) E. coli, (c) mouse, and (d) Plasmodium falciparum.
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The predicted pI score in the regression model is denoted as pI′ and it is the
dependent (criterion) variable in the regression model. The equation for the regres-
sion model is

pI′ = a + Σbi Xi (6.2)

where a is the intercept of the model, bi is the partial slope for the ith predictor in
the model, and Xi is the ith predictor in the model. There will be 21 different
predictors in the model: 7 linear terms (aR, aC, aD, etc.), 7 quadratic terms (aR2,
aC2, aD2, etc.), and 7 cubic terms (aR3, aC3, aD3, etc.). All parameters were estimated
by ordinary least squares using the SPSS 8.0 computer package.15

The coefficient of determination or R2 for the model is the proportion of variance
of the pI values accounted for by the regression model. It is equal to the
sum-of-squares regression divided by the total sum-of-squares:

ΣpI′ – <(pI)>)2 

R2 = Σ(pI − pI′)2 (6.3)

where <(pI)> = Σ pI/N
Unpredictable bottlenecks associated with Internet traffic and limitations in the

size of the files that could be downloaded at any given time from the pI/Mw server
force one to typically fragment the proteome of an organism into several smaller
files no bigger than 2000 gene product entries. A Perl script was written to address
this issue, and, when applied to organism-specific, curated proteome datasets in
FASTA format downloaded from the European Bioinformatics Institute’s Web site,
will output tab-delimited files of the molecular mass, pI, Swiss-Prot accession
number and identification for each protein entry. In order to increase the analytical
value of Virtual2D to the scientific community, interactivity is built into these plots
by implementing the following features (displayed in Figure 6.7).

Possibility of using the database on any JAVA-enabled computer
Pan, zoom, and click features
With an Internet connection, hyperlinks between each data point and popular

databases (Swiss-Prot, NCBI, etc.)

6.2.2 COMPARISON WITH EXPERIMENTAL DATA

Computed pI/MW values were compared against those reported experimentally in
two cases. In the first example, a high-resolution map for E. coli obtained over a
narrow pH range (4.5–5.5) was used. Landmarks provided by reference proteins
whose characteristics were independently confirmed can be used to calibrate posi-
tions over the entire area of the image. pI, molecular masses, and relative intensities
can then be determined by interpolation for all detected protein spots (Figure 6.6a).
A minimally distorted “constellation” consisting of proteins whose predicted pI/MW
values are fairly close to their experimentally determined counterpart, displayed in
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FIGURE 6.6 Side-by side comparison of ‘‘pI/MW” histograms for Homo sapiens. (a) Com-
puted using amino acid sequences from TrEMBL/Swiss-Prot vs. (b) randomly generated as
described in the text.

FIGURE 6.7 On-the- fly interaction and identification. By using the controls, one can zoom
in on a particular area. Simply moving the mouse over or clicking on any spot will either
display a short description or bring up comprehensive information from the hyperlinked Web
server of choice. (Protplot uses Java code modified from MicroArray Explorer).
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Figure 6.6b can then be used in principle to “warp” (align) the experimental gel
onto the theoretical one.

To understand warping in its simplest form, one can imagine dividing up the
gel into several regions around each one of these pairs of spots so that for any given
region the local experimental landmark will be transformed to its predicted coun-
terpart by a translation specific to that neighborhood (Figure 6.7). Any experimental
spot (including the landmark) within region 1, for instance, will undergo the same
local translation defined by

Xpred = Xexp + ΔX1

Ypred = Yexp + ΔY1 (6.4)

where ΔX1 and ΔY1 are the components of the local translation needed to bring an
experimental landmark onto its predicted counterpart. If the spot happens to be in
region 3, then

Xpred = Xexp + ΔX3

Ypred = Yexp + ΔY3 (6.5)

and so on.
For those areas without a designated landmark, such as region 2, one can

interpolate using the translations from the surrounding neighborhoods

Xpred = Xexp + ΔX2

where 

X2 = (ΔX1 + ΔX3 + ΔX6)/3

Xpred = Yexp + ΔY2

and

ΔY2 = (ΔY1 + ΔY3 + ΔY6)/3 (6.6)

The outcome of this two-dimensional alignment is not a trivial task as it is a
function of several factors including the resolution of the experimental gel (the
higher, the better) as well as the number and spatial distribution of landmark refer-
ence points. It involves working out the transformations that reflect the local distor-
tions of the gel. Several software packages16–18 currently existing on the market offer
robust and flexible spot detection from many popular image file formats coupled
with sophisticated statistical and warping tools.

In the second example, we (arbitrarily) selected and downloaded from Swiss-2D
PAGE a map of human colorectal epithelia cells.19 Figure 6.8 depicts the overlap of
observed and corresponding computed pI/MW values for 40 proteins. A quantitative
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measure of the discrepancy between the two data sets can be obtained by using the
relative shift (r.s) of a protein spot between experimental and theoretical values

r.s = [(ΔpI/pIexp)2 + (ΔMw/Mwexp)2]1/2

where

ΔpI = pIexp − pIpred and ΔMw = Mwexp − Mwpred (6.7)

FIGURE 6.8 (a) Comparison of the values of isoelectric focusing points and molecular mass
extracted from a high-resolution E. coli 2D PAGE map downloaded from Swiss-2D PAGE
and those computed in this work. In the two upper charts, a small number of corresponding
data points from each set have the same color for a quicker visual inspection. (b) For a small
subset of proteins, computed pI/MW values are fairly close to the experimental counterparts,
providing a “constellation” of reference points that can be used for warping.

(a)

(b)
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Despite the broad nominal intervals for pI (4-8 pH units) and MW (0-200kD),
more than 66% of the predicted values have a relative shift less than or equal to
0.12 compared to their observed counterpart. However, one must still face the reality
of the numerous types of modifications occurring co- and post-translationally that
can severely alter the electrophoretic mobility of the proteins affected. As can be
seen in Figure 6.9, while relatively small local differences can easily be reconciled,
no amount of warping will be able to totally and correctly align a collection of
computed pI/MW data points onto a set of experimentally determined protein spots
without individually identifying and incorporating the aforementioned corrections
in the computation of these attributes.

6.3 TMAP (TISSUE MOLECULAR ANATOMY PROJECT)

By mining publicly accessible databases, we have developed a collection of tissue-
specific predictive protein expression maps (PEM) as a function of cancer histolog-
ical state. Data analysis is applied to the differential expression of gene products in
pooled libraries from the normal to the altered state(s). We wish to report the initial
results of our survey across different tissues and explore the extent to which this
comparative approach may help uncover panels of potential biomarkers of tumori-
genesis, which would warrant further examination in the laboratory. For the third

FIGURE 6.9 The warping of a 2D PAGE map on a computed pI/MW chart can be achieved
by dividing it in areas surrounding each pair of experimental (●) and predicted (■) landmarks
and applying to all the protein spots belonging in a particular neighborhood the necessary
local translation to transform the coordinates (Xpred, Ypred) to (Xexp, Yexp).
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dimension, we computed inferred gene-product translational expression levels from
the transcriptional levels reported in the public databases. A number of studies2,6,
have explored the feasibility of molecular characterization of the histopathological
state from the mRNA abundance reported in public databases. Many potential
tissue-specific cancer biomarkers were tentatively identified as a result of mining
expression databases. Thus arose the motivation to explore and catalogue correlations
across different tissues as a first step toward comparative cancer proteomics of
normal vs. diseased state. One potential clinical application is uncovering threads
of biomarkers and therapeutic targets for multiple cancers.

6.3.1 DATA MINING

For each tissue, the CGAP database can be queried by possible histological state,
source, extraction, and cloning method. In the initial construction of queries, select-
ing the option “ANY” from within all of these fields provides an initial overview of
the available libraries available. The more restrictive the search, the fewer libraries
were selected. Within each library, transcripts are listed along with the number of
times they were detected after a fixed number of PCR cycles. Since we were primarily
interested in computing protein maps, the gene symbols associated with those ESTs
that were clustered to a gene of known function were extracted from UNIGENE.

FIGURE 6.10 (Color insert follows page 204) Overlap of pI/MW experimental (●) and
theoretical (■) values for spots identified in a 2D PAGE map of human colorectal epithelial
obtained from Swiss-2D PAGE.
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A Perl script performed the cross-reference checking between the two data sets and
output a list of gene symbols and corresponding Swiss-Prot/trEMBL accession
numbers (AC). The list of resulting AC was input to the pI/MW tool server, which
computed the necessary pI (isoelectric focusing point) and molecular mass (Mw)
for the mature, unmodified proteins.12 In the case of a single library, this information
was married to the expression-detection counts in the following manner: The number
of hits for each EST was first divided by the sum total of sequences within that
library to provide a relative expression for each transcript. Finally, a renormalization
was carried out by dividing relative expression levels by the maximum relative
expression level. In the event that a tissue search revealed several libraries fulfilling

FIGURE 6.11 (Color insert follows page 204) (a) Overlap of spots identified in 2D PAGE
map of human colorectal epithelial cell line (in green) and theoretically computed (in red).
(b) Several pairs of corresponding experimentally predicted spots are connected to reflect the
translations. (c) A global warping attempts to bring the computed value closer to the corre-
sponding observed member of the pair. While in some cases an almost exact local alignment
is achieved, in many instances the differences caused by posttranslation modifications are
simply too large to successfully align. This analysis was carried out using a demonstration
version of the Delta-2D package.18
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the requirements of the initial query, to improve the signal-to-noise ratio, the results
are first pooled to generate a nonredundant list of entries and a more comprehensive
expression map for that tissue and corresponding to that histological state. The
databases used are shown in Figure 6.13, and the detailed flow chart is depicted in
Figure 6.14.

6.3.2 PROTPLOT

ProtPlot is a Java-based data-mining software tool for virtual 2D gels. It was derived
from Opensource MAExplorer project (MAExplorer.sourceforge.net). It may be

FIGURE 6.12 A snapshot of the screen display of VIRTUAL2D protein expression maps
computed for 92 organisms/proteomes using data obtained from the European Bioinformatics
Institute24 can be displayed by clicking on any of the entries on the left.
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downloaded and run as a stand-alone application. Its exploratory data analysis
environment provides tools for the data mining of quantified virtual 2D gel (pIe,
Mw, expression) data of estimated expression from the CGAP EST mRNA tissue
expression database. This lets one look at the aggregated data in new ways; for
example, which estimated “proteins” are in a specified range of (pI,Mw)? Or which
sets of estimated “proteins” are up- or downregulated or missing between cancer
samples and normal samples? Which sets of “proteins” cluster together across
different types of cancers or normals? Here, one may aggregate several different
normal and several different cancers as well as specify other filtering criteria.

As is well known, mRNA expression generally does not correlate well with
protein expression as seen in 2D PAGE gels.20 However, some new insights may
occur by viewing the transcription data in the protein domain. If actual protein
expression data is available for some of these tissues, it might be useful to compare
mRNA estimated expression and actual protein expression. This tool may help find
those proteins with similar expression and those that have quite different expression.
This might be useful in thinking about new hypotheses for protein post-modifications
or mRNA posttranscription processing.

ProtPlot generates an interactive virtual protein 2D gel map scatterplot based
on a database of derived maximum EST expression over a variety of tissue types
from data obtained from the NCI-NCBI CGAP EST database of human cancer,
precancer, and cancer mRNA expression (CGAP is the NCI’s Cancer Genome
Anatomy Project [http://cgap.nci.nih.gov/]. EST is the expressed sequence tag of

FIGURE 6.13 Overview of the public databases and mining strategy used.
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mRNA found in particular tissues). The EST hit rate is a rough estimate of gene
expression. These ESTs were mapped to Swiss-Prot (http://www.expasy.ch) acces-
sion numbers and Ids; the Mw and pI estimates were computed and used as estimates
for corresponding proteins in a pseudo 2D gel.

ProtPlot data is contained in a set of tissue- and histology-specific .prp (i.e.,
ProtPlot) files described in the data format documentation. These are kept in the
PRP directory that comes with ProtPlot when you install it. You will be able to
update these .prp files from the ProtPlot Web server http://www.lecb.ncifcrf.
gov/TMAP.

6.3.2.1 Using ProtPlot for Data Mining Virtual Protein 
Expression Patterns

First, one needs to download and install ProtPlot on a local computer. The detailed
steps are shown in the following screen shots. This downloads the ProtPlot Java
program and the CGAP-derived data set of pseudo 2D gels. If one downloads the

FIGURE 6.14 Flow chart describing in detail steps in the computation of expression maps.
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FIGURE 6.15 (Color insert follows page 204) Snapshot of scatterplots from one sample in
ProtPlot (top). It is also possible to create (bottom) an (X vs. Y ) scatterplot or (mean X set
vs. mean Y set) scatterplot when the corresponding ratio display mode is set. The following
window shows the (mean X set vs. mean Y set) scatterplot.
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version that includes the Java Virtual Machine (JVM), it will not interact with any
other JVM installed.

ProtPlot is started by clicking on the ProtPlot startup icon (Windows, MacOS-X,
etc.) or by typing ProtPlot on the command line (Unix, Linux, and other systems).

Once the ProtPlot program is started, it loads the set of PRP files (Figure 6.16a)
that were downloaded with the ProtPlot program. The virtual protein data for each
tissue is used to construct a master protein index where proteins will be present for
some tissues and not for others. The data are presented in a pseudo 2D gel image with
the estimated isoelectric point (pI) on the horizontal axis and the molecular mass (MW)

FIGURE 6.16 (a) Tissue and histology selection panel. (b) This may be invoked either from
the File menu or the pull-down sample selector at the lower left corner of the main window.

FIGURE 6.17 Snapshot of popup status window.

     (b)

(a)
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(Figure 6.15) on the vertical axis. Sliders on each of the axes allow one to control the
minimum and maximum values of pI and Mw displayed and thus the Mw vs. pI
scatterplot zoom region one wants to select. By clicking on a spot in the scatterplot,
the information on that protein will be displayed. One can also define that protein as
the current protein. The current protein is used in some of the clustering methods,
protein-specific reports (expression profile report), and the expression profile plot. If
one has enabled the popup Genomic-ID Web browser and is connected to the Internet,
a Web page from the selected Genomic database for that protein will pop up. One
then selects various options from the pull-down menus. Some of the more commonly
used options are replicated as check boxes at the bottom of the window.

6.3.2.2 The Scatterplot Display Mode

There are two primary types of pseudo 2D gel (Mw vs. pI) scatterplot display modes
(summarized in Table 6.2) of this derived protein expression data: expression mode
or ratio mode. The expression data may be for a single sample (the current sample)
or the mean expression of a list of samples (called the expression profile, or EP).
The ratio data is computed as the ratio of two individual samples called X and Y.

FIGURE 6.18 One can at a glance obtain the expression profile of proteins or groups of
proteins across tissues of choice.

TABLE 6.2

Display Mode Current Sample Single X/Y X Set/Y Set EP Set

Expression Yes No No No
Single samples ratio No Yes No No
X-set and Y-set samples ratio No No Yes No
Mean Expression No No No Yes
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Ratio data may alternatively be computed from sets of X samples and sets of Y
samples. Generally, one would group a set of samples with similar characteristics
together having the same condition (e.g., cancer, normal, etc.). The ratio of X and
Y may be single samples, in which case the ratio is computed as

Ratio = (expression X/expression Y) (6.9)

where expression X/(expression Y) is the expression of corresponding proteins.
Alternatively, one may compute the ratio of the mean expression of two different
sets of samples (the X set and the Y set). The X and Y sets may be thought of as
experimental conditions and the members of the sets being “replicates” in some
sense; e.g., the X set could be cancer samples and the Y set could be normal samples.
The ratio of the X/Y sets for each corresponding protein is computed as

Ratio = (mean X − set expression/mean Y − set expression) (6.10)

Figure 6.15 (bottom) shows a screen shot of one of the (MW vs. pI) scatterplots
when the display mode was set to (X set/Y set) ratio mode.

6.3.2.3 Effect of Display Mode on Filtering, Clustering,
and Reporting

A particular display mode is selected using the Plot menu commands. When one
selects a particular display mode, it will enable and disable Filter, View, Cluster, and
Report options depending on the mode. For example, one may only use the t-test or
missing XY set test if one is in the XY sets ratio mode. Clustering can only be
performed in EP set mode. One may change the display mode using the Plot menu
Show Display mode commands. Alternatively, since it is used so often, there is a
check box at the bottom of the main window “Use XY sets” that will toggle between
the XY sets ratio mode and the previously set mode.

TABLE 6.3

Filter Name Current Sample Single X/Y X Set/Y Set EP Set

> 200K Daltons Yes Yes Yes Yes
Tissue type Yes Yes Yes Yes
Expression (Ratio) range Expression Ratio Ration Expression
X/Y (inside/outside) range No Yes Yes No
(X set, Y set) t-Test No Yes Yes No
(X set, Y set) KS—Test No Yes Yes No
(X set, Y set) Missing data No Yes Yes No
At Most (Least) N samples No No Yes Yes
AND of saved cluster set Yes Yes Yes Yes
AND of saved filter set Yes Yes Yes Yes
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6.3.2.4 Selecting Samples

Samples for the current sample, X sample, Y sample, X set samples, Y set samples,
and EP-set samples are selected using a popup check box list chooser of all samples.
For example, one may invoke this chooser for the specific tissue sample one wants
to view by using the File menu | Select samples | Select Current PRP sample. For
X(Y) data, one invokes the choosers using File menu | Select samples | Select X(Y)
PRP sample(s). One may switch between single (X/Y) and (X set/Y set) mode using
the File menu | Select samples | Use Sample X and Y sets else single X and Y samples
(CB) command.

There is an alternative display called the Expression Profile (EP) plot (see
Figure 6.18), which displays a list of a subset of PRP samples for the currently
selected protein. One may also display the scatterplot on the mean EP data for all
proteins. The EP samples are specified using the File menu | Select samples | Select
Expression List of samples command.

6.3.2.5 Listing a Report on Sample Assignments

A report of the current sample assignments for the current sample single X sample,
single Y sample, X sample set, Y sample set, and EP sample set may be obtained
using the File menu | Select samples | List sample assignments command.

FIGURE 6.19 This window illustrates the scrollable list of EP plots sorted by the current
cluster report similarity.
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6.3.2.6 Assigning the X Set and Y Set Condition Names

The default experimental condition names for the X and Y sample sets are “X set”
and “Y set.” One may change these by the File menu | Select samples | Assign X
(Y ) set name commands.

6.3.2.7 Status Reporting Window

There is a status popup window (Figure 6.17) that first appears when the program
is started and reports the progress while the data is loading. After the data is loaded,
it will disappear. Toggling the “Status popup” checkbox at the bottom of the window
will make it reappear. One may also press the “Hide” button on the status popup
window to make it disappear.

6.3.2.8 Data Filtering

The pseudo-protein data is passed through a data filter consisting of the intersection
of several tests including pI range, MW range, sample expression range, expression
ratio (X/Y) range (either inside or outside the range), t-test comparing the X and Y
sample sets, Kolmogorov-Smirnov test comparing the X and Y sample sets, missing
proteins test for X and Y sample sets, tissue type filter, protein family filter (to be
implemented), and clustering. The filtering options are selected in the Filter menu.
Looking at the scatterplot in ratio mode, one may filter by ratio of X/Y either inside
or outside of the ratio range. The missing protein test defines “missing” as totally
missing and “present” as having at least “N” samples present. Note that the t-test
and the missing protein test are mutually exclusive in what they are looking for, so
using both results in no proteins found.

6.3.2.9 Saving Filtered Proteins in Sets for Use in Subsequent 
Data Filtering

One may save the set of proteins created by the current data filter settings by pressing
the “Save Filter Results” button in the lower right of the main window. This set of
proteins is available for use in future data filtering using the Filter menu | Filter by
AND of Saved Filter proteins (CB). Saving the state of the ProtPlot database (Filter
menu | State | Save State) will also write out the save protein sets (saved filtered
proteins and saved clustered proteins) in the database “Set” folder with “.set” file
name extensions. In the Filter menu | State | Protein Sets submenu there are a number
of commands to manipulate protein set files. One may individually save (or restore)
any particular saved filtered set to (or from) a set file in the Set folder. There are
also commands to compute the set intersection, union, or difference between two
protein set files and leave the resulting protein set in the saved Filter set.

6.3.2.10 Filter Dependence on the Display Mode

Note that the particular filter options available at any time depend on what the current
display mode is. Table 6.4 shows which options are available for which display modes.
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6.3.2.11 The Data Mining State

The current data mining settings of ProtPlot are called the “state.” They may be
saved in a named startup file called the “startup state file” in the State folder. The
State folder and other folders used by ProtPlot are found in the directory where
ProtPlot is installed. Initially there is no startup state file. If one saves the state, then
this file is created. As many of these saved state files can be created as desired, one
may change the file and thus save various combinations of settings of samples for
the current, X, Y, and expression list of samples. The state also includes the various
filter, view, and plot options as well as the pI, MW, expression, ratio, cluster distance
threshold, number samples threshold, p value threshold sliders, and other settings.
The saved Filter and Cluster sets of proteins are also written out as .set files in the
Set folder when the state was saved.

Starting ProtPlot by clicking on the ProtPlot startup icon will not read the state
file when it starts up. However, if a state is saved, clicking on the state file or a
shortcut to the state file will cause it to be read when ProtPlot starts up.

The current state can be saved using either the File | State | Save State command
to save it under the current name or the File | State | Save As State command to
save it under a new name. The current state may be changed using File | State |
Open State file command.

6.3.2.12 The Molecular Mass vs. pI Scatterplot: 
Expression or Ratio

There are two types of scatterplots: expression for a single sample or the ratio of
two samples X and Y. The Plot menu lets one switch the display mode. Ratio mode
itself has two types of displays: red (X) + green (Y ), or a ratio scale ranging between
<1/10 (green) and >10 (red). One may view a popup report of the expression or
ratio values for the current protein. If “mouse-over” is enabled, then moving the
mouse over a spot will show the name of the protein and its associated data. If
mouse-over is not enabled, then clicking on the spot will show its associated data.
One may scroll the scatterplot in both the pI and MW axes by adjusting the endpoint
scrollbars on the corresponding axes. In addition, one may display the scatterplot
with a log transform of MW by toggling the log MW switch.

The popup plots and scatterplot may be saved as .gif image files, which are put
into the project’s Report folder. Similarly, reports are saved as tab-delimited .txt text
files in the Report folder. Because a file name is prompted for, one may browse
one’s file system and save the file in another disk location.

6.3.2.13 X Sample(s) vs. Y Samples Scatterplot

In X/Y ratio mode (single X/Y samples or X-set/Y-set samples), a scatterplot of the
X vs Y expression data can be viewed. Enable the XY scatterplot using the Plot menu
| Display (X vs. Y) else (MW vs pI) scatterplot if ratio mode (CB). The scatterplot
can be zoomed similar to the MW vs. pI scatterplot. The proteins displayed are those
passing the data filter that have both X and Y data (i.e., expression is > 0.0).
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6.3.2.14 Expression Profile Plot of a Specific Protein

An expression profile (EP) shows the expression for a particular protein for all samples
that have that protein. The Plot menu | Enable expression profile plot pops up an EP
plot window and displays the EP plot for any protein selected. The relative expression
is on the vertical axis and the sample number on the horizontal axis. Pressing on the
“Show samples” button pops up a list showing the samples and their order in the plot.
Pressing on the “n ×” button will toggle through a range of magnifications from
1 × through 50 × that may be useful in visualizing low values of expression. Clicking
on a new spot in the Mw vs. pI scatterplot will change the protein being displayed in
the EP plot. Within the EP plot display, one may display the sample and expression
value for a plotted bar by clicking on the bar (which changes to green with the value
in red at the top). The EP plot can be saved as a .gif file. One may also click on the
display to find out the value and sample. Note: since clustering uses the expression
profile, one must be in “mean EP-set display” mode.

6.3.2.15 Clustering of Expression Profiles

One may cluster proteins by the similarity of their expression profiles. First set the
plot display mode to “Show mean EP-set samples expression data.” The clustering
method is selected from the Cluster menu. Currently there is one cluster method;

FIGURE 6.20 (Color insert follows page 204) The spots marked by boxes belong to the
same cluster.
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others are planned. The cluster distance metric is the distance between two proteins
based on their expression profile. The metric may be selected in the Cluster menu.
Currently, there is one clustering method: cluster proteins most similar to the current
protein (specified by clicking on a spot in the scatterplot or using the Find Protein
by name in the Files menu). It requires one to specify a) the current protein, and b)
the threshold distance cutoff. The threshold distance is specified interactively by the
“Distance Threshold T” slider. The Similar Proteins Cluster Report will be updated
if either the current protein or the cluster distance is changed.

The cluster distance metric must be computed in a way to take missing data into
account since a simple Eucledian distance cannot be used with the type of sparse
data present in the ProtPlot database. ProtPlot has several ways to compute the
distance metric using various models for handling missing data.

One may save the set of proteins created by the current clustering settings by
pressing the Save Cluster Results button in the lower right of the cluster report
window. This set of proteins is available for use in future data filtering using the
Filter menu | Filter by AND of Saved Clustered proteins (CB). When the state of
the ProtPlot database is saved (Filter menu | State | Save State), the set of saved
clustered proteins will be saved in the database Set folder. One may restore any
particular saved clustered set file.

The EP plot window can be brought up by clicking on the EP Plot button and
then clicking on any spot in the scatterplot to see its expression profile. Clicking on
the Scroll Cluster EP Plots button brings up a scrollable list of expression profiles
for just the clustered proteins sorted by similarity.

One may mark the proteins belonging to the cluster in the scatterplot with black
boxes by selecting the View Cluster Boxes check box at the lower left of the cluster
report window. This is illustrated in Figure 6.20.

6.3.2.16 Reports

Various popup report summaries are available depending on the display mode. All
reports are tab-delimited and so may be cut and pasted into MS Excel or other analysis
software. Reports also have a “Save As” button so data can be saved into a tab-delimited
file. The default/Report directory is in the directory where ProtPlot is installed. How-
ever, it can be saved anywhere on one’s file system. The content of some reports
depends on the particular display mode. This is summarized in Table 6.5. 

6.3.2.17 Genomic Databases

If one is connected to the Internet and has enabled ProtPlot to “Access Web-DB,”
then clicking on a protein will pop-up a genomic database entry for that protein.
The particular genomic database to use is selected in the Genomic-DB menu.

6.4 RESULTS AND DATA ANALYSIS

Figure 6.21 depicts the pI/MW maps computed by our approach for a number of
these tissues. They all display the characteristic bimodal distribution that was
explained previously as the statistical outcome of a limited, pK-segregated proteomic
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TABLE 6.5
Swiss-Prot Accession Numbers (for Those Gene Products Displayed in Figure 6.21, 
with the Highest and Lowest Cancer/Normal Expression Ratios, Respectively)

Blood Brain Breast

Upregulated Downregulated Upregulated Downregulated Upregulated Downregulated

O00215 P04075 O00184 P02571 O43443
P01907 P12277 O14498 P05388 O43444
P01909 P41134 O15090 P12751 O60930
P05120 P15880 O95360 P18084 O75574
P35221 P12751 P01116 P49447 P15880
P42704 P02570 P01118 Q05472 P17535
P55884 P70514 P02096 Q15445 P19367
Q29882 P99021 P20810 Q9BTP3 Q96HC8
Q29890 Q11211 P50876 Q9HBV7 Q96PJ2
Q99613 P46783 Q9BZZ7 Q9NZH7 Q96PJ6
Q99848 P26373 Q9UM54 Q9UBQ5 Q9NNZ4
Q9BD37 P26641 Q9Y6Z7 Q9UJT3 Q9NNZ5

Cervix Colon Head and Neck

Upregulated Downregulated Upregulated Downregulated Upregulated Downregulated

O75331 P00354 O14732 O75770 O60573
O75352 P02571 P00746 P00354 O60629
P09234 P04406 P09497 P04406 O75349
P11216 P04687 P17066 P06702 P30499
P13646 P04720 P18065 P09211 P35237
P28072 P04765 P38663 P10321 P49207
P47914 P09651 P41240 P21741 P82909
Q02543 P11940 P53365 P30509 Q9BUZ2
Q9NPX8 P17861 P54259 Q01469 Q9H2H4
Q9UBR2 P26641 Q12968 Q92597 Q9H5U0
Q9UQV5 P39019 Q9P1X1 Q9NQ38 Q9UHZ1
Q9UQV6 P39023 Q9P2R8 Q9UBC9 Q9Y3U8

Kidney Liver Lung

Upregulated Downregulated Upregulated Downregulated Upregulated Downregulated

O43257 O60622 P11021 P02792 O95415 O60441
O43458 Q14442 P11518 P01860 O75918
O75243 Q8WX76 P19883 P50553 O75947
O75892 Q8WXP8 P21453 P98176 O95833
O76045 Q96T39 P35914 Q13045 P01160
Q15372 Q9H0T6 P36578 Q15764 P04270
Q969R3 Q9HBB5 P47914 Q92522 P05092
Q9BQZ7 Q9HBB6 Q05472 Q9BZL6 P05413
Q9BSN7 Q9HBB7 Q13609 Q9HBV7 P11016
Q9UIC2 Q9HBB8 Q969Z9 Q9NZH7 Q13563
Q9UPK7 Q9UK76 Q9BYY4 Q9UJT3 Q15816
Q9Y294 Q9UKI8 Q9NZM3 Q9UL69 Q16740
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alphabet.12 In addition, one can quickly obtain the most significantly differentially
expressed gene proteins by computing the tissue-specific charts of the ratios between
normal and cancer states.

A number of proteins detected by the survey described are ribosomal or
ribosomal-associated proteins (such as elongation factors P04720, P26641 in colon
and pancreas). Their upregulation is consistent with an accelerated cancerous cell
cycle. Others may turn out to be effective tissue-specific biomarkers such as
phosphopyruvate hydratase (P06733 in skin). A third category will turn out to be
druggable targets—molecular “switches” that can be the focus of drug design for
therapeutic intervention to reverse or stop the disease.

However, identification of useful potential targets requires additional knowledge
of their function and cellular location. Accessibility is an obvious advantage. Such
is the case of laminin gamma-2 (Q13753), the second highest differentially expressed

TABLE 6.5 
(Continued)

Ovarian Pancreas Prostate

Upregulated Downregulated Upregulated Downregulated Upregulated Downregulated

P02461 P00338 P05451 O00141 O15228
P02570 P02794 P15085 P08708 O43678
P04792 P04720 P16233 P19013 P10909
P07900 P05388 P17538 P48060 P11380
P08865 P07339 P18621 Q01469 P11381
P11142 P08865 P19835 Q01628 P98176
P14678 P20908 P54317 Q01858 Q92522
P16475 P26641 P55259 Q02295 Q92826
P24572 P36578 Q92985 Q13740 Q99810
Q15182 P39060 Q9NPH2 Q96HK8 Q9H1D6
Q9UIS4 Q01130 Q9UIF1 Q96J15 Q9H1E3
Q9UIS5 Q15094 Q9UL69 Q9C004 Q9H723

Skin Uterus

Upregulated Downregulated Upregulated Downregulated

O14947 O00622 O95432
P01023 P12236 O95434
P02538 P12814 O95848
P06733 P19012 Q08371
Q02536 P28066 Q13219
Q02537 P30037 Q13642
Q13677 P30923 Q9UKZ8
Q13751 P33121 Q9UNK7
Q13752 P36222 Q9UQK1
Q13753 P43155 Q9Y627
Q14733 Q01581 Q9Y628
Q14941 Q9UID7 Q9Y630
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protein in skin. It is thought to bind to cells via a high-affinity receptor and to mediate
the attachment, migration, and organization of cells into tissues during embryonic
development by interacting with other extracellular matrix components.

6.5 CONCLUSION

To date, the charts for 92 organisms have been assembled and are represented within
VIRTUAL2D. TMAP results from the survey of 144 libraries from the CGAP public
resource to produce more than 18,000 putative gene products encompassing normal,

FIGURE  6.21 (Color insert follows page 204) Tissue and histology specific pI/MVv maps
surveyed to date. The color code for the scatterplots is the same as in Figure 6.15 for the
individual maps, but for ratios (X/Y) it is as follows: 10.0, 5.0, 2.0, 1.5, 1.0, 0.666, 0.5, 0.2, 0.1.
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cancerous, and, when available, precancerous states for 14 tissues. These interactive,
Web accessible knowledge based proteomics resources are available to the research
community to generate and explore in the laboratory hypothesis- driven cancer
biomarkers.
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7.1 INTRODUCTION

Advances in genome sequencing have created an immense opportunity to under-
stand, describe, and model whole living organisms. With the completion of the
Human Genome Project, the postgenomic era has truly begun. This remarkable
achievement, determining life’s blueprint, lays the groundwork for a fundamental
shift in how biological and biomedical research will be performed. However, the
sequence of the human genome, though essential for understanding human genetics,
provides limited insight into the actual working of the cell’s functional units—the
proteins—and how cellular systems are integrated to form an entire organism. As
a result, research focus is gradually shifting to the gene products, primarily proteins,
and the overall biological systems in which they act, creating the emerging fields
of systems biology and proteomics (Tyers and Mann, 2003).

The complexity of the proteome often necessitates elaborate sample preparation,
processing and fractionation steps, and multiple experimental platforms. For instance,
samples can be fractionated by 2D gel electrophoresis, liquid chromatography, and
subjected to enrichment by immunoprecipitation, differentially labeled with fluorescent
dyes, isotope-coded “tags” (e.g., ICAT), and analyzed by mass spectrometry or directly
compared using specialized imaging techniques. Absolute or relative quantitation of
proteins that was generally done using radioactivity or amino acid analysis is now
increasingly performed by differential dye labeling (e.g., differential in-gel electrophore-
sis) or by mass spectrometry. Data analysis involves data capture and validation, data
management, and integration from diverse sources. An important outcome of these
efforts is the understanding of the differences between healthy and diseased tissues and
cells and how the differences in protein expression levels can be correlated with disease.
As the amount of information on the gene products increases, new insights into the
functional interaction of enzymes and other cellular constituents are to be expected.
The complete understanding of cellular function and physiology will require compre-
hensive knowledge of the complexity of the system-wide protein content of cells.

The free, widespread availability of a large variety of data beyond human genome
sequences, including sequence variation data, model organism sequence data,
organelle-specific data, expression data, and proteomic data, to name a few, is starting
to provide the means for scientists in all disciplines to better design experiments and
interpret their laboratory and clinical results. Due to the complexity of proteins and
their isoforms as well as the dynamic nature of the proteome, enormous amounts
of protein data orders of magnitude larger than that coming from genomics studies
are being generated, making the effective and efficient management of data essential.
The pace of proteomics data generation far outstrips Moore’s Law. Having such a
rich source of information is proving invaluable to scientists, whose findings should,
in time, lead to improved and faster strategies for the diagnosis, treatment, and
prevention of genetic diseases.
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Along with the rapid data growth has been the development of a wealth of
tools for analyzing the expanding data volume. These tools are being applied to
extract meaningful information from the data about the system being studied.
Currently many options are available and choosing among these is challenging in
itself. Despite the combined efforts of biologists, computer scientists, biostatisti-
cians, and software engineers, there is no one-size-fits-all solution for the analysis
and interpretation of complex proteomics data. The lack of cohesion between
heterogeneous scientific data, resulting from the diverse structure and organization
of independently produced data sets, creates an impractical situation for data
interoperability and integration. How to handle these data, make sense of them,
and render them accessible to biologists working on a wide variety of problems
is a challenge facing bioinformatics, an emerging field that seeks to integrate
computer science with applications derived from molecular biology. Bioinformat-
ics has to deal with exponentially growing sets of highly interrelated, heteroge-
neous, complex, and rapidly evolving types of data. The advancement of proteom-
ics high-throughput technologies present challenges for biologists, who have
traditionally worked with relatively small data sets and shared results only with
others working on similar biological systems.

The enormity and heterogeneity of databases already exceeds our ability to
manage and analyze data to produce dependable information in reasonable time
frames (Galperin, 2004). The potential impact of improved interoperability derives
from the fact that information and knowledge management systems have become
fundamental tools in a broad range of commercial sectors and scientific fields. The
explosive growth in data will require new collaborative methods and data manage-
ment tools to locate, analyze, share, and use data and information for research,
operations, marketing, and other core business processes. Businesses will continue
to invest heavily in knowledge management tools, but the lack of interoperability
data standards and related technologies remain persistent and vexing barriers to the
integration of diverse knowledge bases and databases.

7.2 DATA ISSUES IN PROTEOMICS

Lack of data standards is the Achilles’ heel of data interoperability. The lack of
integration, implementation, and use of standards is a barrier to the delivery of optimal
biological data (Ravichandran et al., 2004). Even with the dramatic increase in the
volume of proteomics data, innovation will be constrained unless technical advances
are made in producing critically evaluated data and integrating data sources through
data management and data mining techniques. Proteomics data, for example, require
systematic data mining, reformatting, annotating, standardizing, and combining of data
in a unified computational framework. In the context of time-to-completion pressures
and volumes of data, the research community needs certified models that can derive
“best” recommended values from critically evaluated experimental data and validated
benchmarked predictive methods for any real or proposed measurement. These virtual
measurement systems could generate data suitable for immediate use in commercial,
scientific, and regulatory applications. Also needed are effective data management
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standards and techniques (e.g., quality, traceability, or uncertainty estimates) for gath-
ering, integrating, and maintaining information about data accessed from diverse
sources. Despite this, a wealth of data exists and is readily available for use in
proteomics. Although public proteomics data resources are highly informative indi-
vidually, the collection of available content would have more utility if provided in a
standard and centralized context and indexed in a robust manner. Research and devel-
opment activities will be much more productive if provided with a wider range of
critically evaluated data, virtual measurement methods, and new methods for managing
the dramatic increase in research data. The potential benefits are broad.

Biologists usually end up performing a large number of proteomics experiments.
All of the parameters in an experiment could be hard to control, describe, or replicate.
Attempts at standardization of experiments for the sake of standardization are
unlikely to be performed by experimental biologists. Newer technologies can intro-
duce newer types of experiments and standardization issues. There are many ways
to represent an experiment and results, which leads to the interoperability problems.
For mass spectrometry–derived data, the file format is easier to standardize, but the
criteria that are used to statistically “identify” a protein differ greatly and are software
dependent (Aebersold and Mann, 2003). For example, in a typical LC-MS/MS
experiment, approximately 1000 collision-induced dissociation (CID) spectra can
be acquired per hour. Even with the optimistic assumption that every one of these
spectra leads to the successful identification of a peptide, it would take considerable
time to analyze complete proteomes. Performing a biological experiment does not
automatically guarantee validity. For example, a mitochondrial preparation might
contain nuclear proteins as contaminants. Marking all the proteins from such a
preparation as mitochondrial can lead to erroneous conclusions.

Along with sample preparation, there are various technical challenges in proteome
characterization (Verma et al., 2003). Some of the challenges are described below:

Peak picking, cluster analysis, and peak alignment: Data analysis should be
conducted with validated algorithms that are able to carry out peak picking,
cluster analysis, and peak alignment.

Robustness of technology: High-throughput methods are needed to save time
and effort. The current technologies have a mass accuracy of 100 parts per
million, with the sensitivity in mass spectrometry in the low femtomolar
range. It takes about 40 minutes to run and analyze a sample.

Instrument drift (laser voltage and detector decay): These factors contribute
to variations in results. Therefore, standardization of equipment for each
analysis is needed.

Protein-chip quality—spot (array) variation, chip variation, and batch varia-
tion: Variations in the chip surface and the sample applicator (manual versus
automatic) can cause variations in results. Therefore, standardization of the
chip surface is crucial.

Calibration—individual and multiple mass spectrometers: Spectrometers
should be calibrated frequently using standardized reference material.

Validation: Validation can be performed only after all of the challenges listed
above are met. Areas to be addressed include crucial aspects of study groups
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with diverse populations, sample collection and storage, and longitudinally
collected samples.

7.3 DATA STANDARDS

Data standards are essential because they permit cooperative interchanges and que-
rying between diverse, and perhaps dissociated, databases. The ability to interchange
data in a seamless manner becomes critically important (Berman et al., 2003).
The economic benefits of data interoperability standards are immediate and obvious.
Data standards provide well-defined syntax, precise definitions, and examples, as
well as data relationships, data type, range restrictions, allowed values, interdepen-
dencies, exclusivity, units, and methods.

Standards are generally required when excessive diversity, as in proteomics data,
creates inefficiencies or impedes effectiveness. The data should be 1) complete,
comprehensive, consistent, reliable, and timely; 2) easily accessible and with effective
presentation tools developed to display the data in a user-friendly manner; and 3)
available across system boundaries in an interchangeable format. Any system design
should maximize the use of standards-based technology, including object-oriented
design, modular components, relational database technology, XML, JAVA, and open
systems, and the use of standard tools. Metadata should be explicitly represented in
the enterprise environment to facilitate application development, data presentation,
and data management.

A standard can take many forms, but essentially it comprises a set of rules and
definitions that specify how to carry out a process or produce a product (Chute, 1998).
For the purpose of this article, we adopt the definition that standards are documented
agreements containing technical guidelines to ensure that materials, products, pro-
cesses, representations, and services are fit for their purpose. Under this definition,
there are four broad types of standards.

The first type is the measure or metric standard. This is one used against which
to measure; all comparable quantities are measured in terms of such a standard. For
example, a test result may have been expressed in two different units (grams/liter and
milligrams/milliliter) that are mathematically identical but visually different. Slightly
more complex is the case where the units are different, and not mathematically equiv-
alent, for the same test. An example might be grams/deciliter and milligrams/milliliter.
A familiar example is the loss of the $125 million Mars Climate Orbiter, due to the
inconsistency of the units used.

The second type of standard is process oriented or prescriptive, where descrip-
tions of activities and process are standardized. This type of standard provides the
methodology to perform tests and perform processes in a consistent and repeatable
way. For example, calibration, validation, and standardization of different instru-
ments in different platforms that perform the same proteomics analysis (MS, for
example) are critical for analyzing and comparing the data.

The third type of standard is performance based. In this type of standard, process
is not specified, but ultimate performance is. These standards are often based on
product experience. For example, analysis and comparison of diverse proteomics
data are performance based.
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The fourth standard type is based on interoperability among systems. In this
type, process and performance are not explicitly determined, but a fixed format is
specified. The goal of this type of standard is to ensure smooth operation between
systems that use the same physical entity or data. Sharing clinical data through
Health Level 7 (HL7) standard exchange format, sharing macromolecule crystallo-
graphic data through macromolecular Crystallographic Information File (mmCIF),
and sharing of two-dimensional polyacrylamide gel electrophoresis data through
markup language that is based on the XML are examples.

Standards are formulated in a number of ways:

1. A single vendor controls a large enough portion of the market to make its
product the market standard (example: Microsoft’s Windows application)

2. A community agrees on an available standard specification (example:
exchange format for macromolecular data exchange)

3. A group of volunteers representing interested parties works in an open
process to create a standard (example: data exchange formats for microar-
ray experiments, MIAME)

4. Government agencies such as the National Institute of Standards and
Technology (NIST) coordinate the creation of consensus standards (exam-
ple: physical and data standards).

7.3.1 THE STANDARDS DEVELOPMENTAL PROCESS

The process of creating a standard proceeds through several stages. It begins with an
identification stage, during which someone becomes aware that there exists a need
for a standard in some area and that technology has reached a level that can support
such a standard (Ravichandran, 2004). If the time for a standard is ripe, then several
appropriate individuals can be identified and organized to help with the conceptual-
ization stage, in which the characteristics of the standard are defined: what must the
standard do? What is the scope of the standard? What will be its format? In the
proteomic area, one key discussion would be on the scope of the standard. Should
the standard deal only with the exchange of experimental data, or should the scope
be expanded to include other types of data exchange? In the ensuing discussion stage,
the participants will begin to create an outline that defines content, to identify critical
issues, and to produce a time line. In the discussion, the pros and cons of the various
concepts are discussed. Usually, few dedicated individuals draft the initial standard;
other experts then review the draft. Most standards-writing groups have adopted an
open policy; anyone can join the process and be heard. A draft standard is made
available to all interested parties, inviting comments and recommendations. A stan-
dard will generally go through several versions on its path to maturity, and a critical
stage is early implementation. This process is influenced by accredited standards
bodies, the federal government, major vendors, and the marketplace.

7.3.2 EXAMPLES OF STANDARDS ACTIVITIES IN PROTEOMICS

The International Union of Crystallography (IUCr) appointed a working group in 1991
to develop data standards for crystallographic data to address interoperability problems.
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The Crystallographic Information File (CIF) was developed with a dictionary that defines
the structure of CIF data files. A Dictionary Description Language (DDL) was developed
to define the structure of CIF data files. CIF data files, dictionaries, and DDLs are
expressed in a common syntax. Later, IUCr extended CIF to mmCIF (macromolecular
Crystallographic Information File) (Westbrook and Bourne, 2000). In addition, in 1998
IUCr recommended about 140 new definitions for adopting newly emerged NMR data.
Like many data dictionaries mmCIF is not static. It continues to evolve. The standard
representation for Protein Data Bank (PDB) is now mmCIF. By the early 1990s, the
majority of journals required a PDB accession code and at least one funding agency
(National Institutes of Health) adopted the guidelines published by the International
Union of Crystallography (IUCr) requiring data deposition for all structures. Through
this community-based effort, the PDB now handles the complex macromolecular data
more efficiently. Recently, Protein Data Bank Japan (PDBj), the Macromolecular Struc-
ture Database (MSD) group at European Bioinformatics Institute (EBI), and the Research
Collaboratory for Structural Bioinformatics (RCSB) have collaborated together to intro-
duce macromolecular data in an XML (Extensible Markup Language) format.

Health Level 7 (HL7) was founded in 1987 to develop standards for the elec-
tronic interchange of clinical, financial, and administrative information among
independent healthcare-oriented computer systems; e.g., hospital information, clin-
ical laboratory, enterprise, and pharmacy systems. That group adopted the name
HL7 to reflect the application’s (seventh) level of the Open Systems Interconnection
(OSI) reference model. In June of 1994, HL7 was designated by the American
National Standards Institute (ANSI) as an ANSI-accredited standards developer.
The original primary goal of HL7 was to provide a standard for the exchange of
data among hospital computer applications that eliminated, or substantially reduced,
the hospital-specific interface programming and program maintenance that was
required at that time. The standard was designed to support single, as well as batch,
exchanges of transactions among the systems implemented in a wide variety of
technical environments. Today, HL7 is considered to be the workhorse of data
exchange in healthcare and is the most widely implemented standard for healthcare
information in the world.

7.3.3 DATA STANDARDS ACTIVITIES FOR PROTEOMIC DATA

Various approaches have been attempted to unify the diverse and heterogeneous
biological data. In order to help the standardization of the microarray data model,
Microarray Gene Expression Database Group (MGED) developed a markup language
for microarray data called Microarray Markup Language (MAML). As an approach
toward standardizing, unifying, and sharing two-dimensional gel electrophoresis data,
we are developing a common language—Two-Dimensional Electrophoresis Markup
Language (TWODML) —that is based on XML. The Human Proteome Organiza-
tion’s (HUPO) Protein Standards Initiative (PSI) aims to define community standards
for data representation in proteomics to facilitate data comparison, exchange, and
verification. Currently, PSI is focusing on developing standards for two key areas of
proteomics: mass spectrometry and protein–protein interaction data, which will be
XML based.
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7.4 TECHNIQUES FOR REPRESENTING
PROTEOMICS DATA

Proteomics data can be represented in a wide range of formats, as shown in Figure 7.1
(courtesy Michael Gruninger, NIST). At the left end of the spectrum we have glossaries
and data dictionaries, which are informal mechanisms for capturing data. Although
such schemes provide some organization to data, these are not easily amenable for
seamless data exchange. In the center we have XML-based schemas, which provide
further organization to the data. XML is becoming a widely accepted language for
expressing domain-specific information that can be manipulated using various Web
resources. However, XML by itself does not adequately capture semantics of a domain.
There are several types of semantics that need to be captured. Here, we use the term
to indicate “meaning.” Using formal mechanisms, such as logic, we can generate
domain-specific ontologies that encode various relationships between data elements.
This will aid in the generation of semantically validated data and information models,
which can be used for developing self-describing and self-integrating systems.

7.4.1 STANDARD ONTOLOGY

Ontology in a domain defines the basic terms and relationships comprising the vocab-
ulary of a topic area, as well as the rules for combining terms and relationships to
define extensions to the vocabulary. Since public proteomics data resources are highly
informative individually, the collection of available content would be useful if provided
in a standard and centralized context and indexed in a robust manner. The potential
impact of improved interoperability derives from the fact that information and knowl-
edge management systems have become fundamental tools in a broad range of com-
mercial sectors and scientific fields. The adoption of common standards and ontologies
for the management and sharing of proteomics data is essential. Use of controlled
vocabulary is already facilitating analysis of high-throughput data derived from DNA
microarray experiments and macromolecular structural information. Gene Ontology
(GO) consortium is developing three standards: 1) controlled vocabularies (ontologies)
that describe gene products in terms of their associated biological processes, 2) cellular
components, and 3) molecular functions in a species-independent manner. The MeSH

FIGURE 7.1 Techniques for representing proteomics data.
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Browser is an online vocabulary look-up aid available for use with MeSH (Medical
Subject Headings) (Harris et al., 2004). It is designed to help quickly locate descriptors
of possible interest and to show the hierarchy in which descriptors of interest appear.
The adoption of common ontologies and standards for the management and sharing
of proteomics data is essential and will provide immediate benefit to the proteomics
community. For example, the use for GO ontologies that is gaining rapid adherence
is the annotation of gene expression data, especially after these have been clustered
by similarities in patterns of gene expression. The goal of cluster analysis is to reveal
underlying patterns in data sets that contain hundreds of thousands of measurements
and to present this data in a user-friendly manner.

7.4.2 CLASSIFICATION OF PROTEINS

To deduce possible clues about the action and interaction of proteins in the cell, it is
necessary to classify them into meaningful categories that are collectively linked to
existing biological knowledge. There have been many attempts to classify proteins
into groups of related function, localization, industrial interest, and structural similar-
ities. A proteomics strategy of increasing importance involves the localization of
proteins in cells as a necessary first step toward understanding protein function in a
complex cellular network. A classification of all the proteins according to their function
is necessary for the scientist to get an overview of the functional repertoire of the
organism’s proteins that will facilitate finding the genes of interest. An example of
functional classification of macromolecular protein names is presented in Figure 7.2.

7.4.3 SYNONYMS

A critical requirement for the query selection of proteomics data is the incorpo-
ration of comprehensive synonyms for standard vocabularies. A list of synonyms
that are internally mapped to the same annotation entry can solve the problem of
unmatched synonyms. For example, there are many ways to search for T lympho-
cyte (T-Lymphocyte, T cell, etc.). An example of synonyms used by authors in
depositing structural data for HIV-1 protease in the Protein DataBank:

HIV-I Protease
HIV I Protease
HIV-1 Proteinase
HIV I Proteinase
HIV-1 Proteinase
HIV 1 Proteinase
Human Immunodeficiency Viral (HIV-1) Protease
Human Immunodeficiency Virus (HIV 1) Protease
Human Immunodeficiency Virus (HIV-I) Protease
Human Immunodeficiency Virus (HIV I) Protease
Human Immunodeficiency Viral Protease
Human Immunodeficiency Viral Type 1 (HIV) Protease
Human Immunodeficiency Viral Type 1 (HIV-1) Protease
Human Immunodeficiency Virus Type 1 (HIV 1) Protease
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Human Immunodeficiency Virus Type 1 (HIV-I) Protease
Human Immunodeficiency Virus Type 1 (HIV I) Protease
Human Immunodeficiency Viral Type 1 Protease
Human Immunodeficiency Viral Type-1 Proteinase
Human Immunodeficiency Viral Type-1 Protease
Human Immunodeficiency Virus Type-1 Protease
Human Immunodeficiency Virus Type-1 Protease
Human Immunodeficiency Virus Type-1 Protease
Human Immunodeficiency Viral Type-1 Proteinase
Human Immunodeficiency Virus Type-1 Proteinase
Human Immunodeficiency Virus Type-1 Proteinase
Human Immunodeficiency Virus Type-1 Proteinase
HIV-1 Protease (Retropepsin)
Retropepsin
EC: 3.4.23.16

FIGURE 7.2 Functional classification of macromolecular proteins.
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Such diversity in nomenclature is challenging for any data resource with respect
to obtaining a complete answer to a query (Table 7.1).

7.5 BIOLOGICAL DATA EXCHANGE OPTIONS

The popularity of the flat file can be attributable to its simplicity, which facilitates
its manipulation by various tools. Flat files consist of columns, each of which
represents a parameter, and rows, representing instances of experimental informa-
tion. This is a limited solution, because it lacks referencing typed values vocabulary
control constraints, among other issues. Often fields are ambiguous and their content
is contextual. To be interpretable, a “data dictionary”—a document that describes
in some depth what each column in each file represents—must accompany the data.
A data dictionary is an example of “metadata”—data that describe data. The chal-
lenge of standardizing the computational representation of electrophoresis data then
reduces to the problem of standardizing the metadata. Below are some techniques
that have been developed to address similar situations.

TABLE 7.1
Terminology

Standards vs. controls Standards are used to calibrate equipment or to measure the 
efficiency of quantitative procedures or methods; for example, 
known amounts of a variety of proteins used to determine 
quantitative recovery of a measurement technique (e.g., 
SELDI-MS). Controls are used to verify that a particular 
experiment is working properly and may employ the use of 
standards; for example, “Normal” liver protein preparation from 
Fischer rat liver homogenate.

Analytical standards Physical standards used for calibration and validation of methods
Clinical standards Standards that correlate medical conditions (i.e., disease) with 

particular measurements (e.g., biomarker determinations)
Standard methods or protocols Sometimes called Paper Standards, these are used to establish 

how samples are handled and stored and how assays are run. 
These standards are particularly important in the clinical 
diagnostic field.

Data standards Include the definition of data fields to assure the quality of 
database searches and data mining, as well as the establishment 
of data querying protocols and semantics. Appropriate data 
definitions are crucial for relating similar data collected from 
different laboratories, protocols, and platforms.

Nomenclature System of terms that is elaborated according to pre-established 
naming rules

Terminology Set of terms representing the system of concepts of a particular 
subject field

Dictionary Structural collection of lexical units, with linguistic information 
about each of them

Vocabulary Dictionary containing the terminology of a subject field
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7.5.1 ABSTRACT SYNTAX NOTATION ONE (ASN.1)

ASN.1 is heavily used at the National Center for Biological Information as a format
for exporting the GeneBank data as a means for exchanging binary data with a
description of its structure (McCray and Divita, 1995). ASN.1 is an International
Standards Organization (ISO) standard that encodes data in a way that permits
computers and software systems of all types to reliably exchange both the structure
and the content of the entries. Since ASN.1 files convey the description of their
structure, it offers some flexibility; the client side does not necessarily need to know
in advance the structure of the data. Based on that single, common format, a number
of human-readable formats and tools were developed, such as those used by Entrez,
GenBank, and the BLAST databases. Without the existence of a common format
such as this, the neighboring and hard-link relationships that Entrez depends on
would not be possible. However, ASN.1 software tools do not scale well for very
large data sets. Also, it lacks support for queries. Researchers on ASN.1 Standards
recognized several years ago that there was a requirement (from users of ASN.1) to
have an Extensible Markup Language (XML) representation of the information
structures defined by an ASN.1 specification. ASN.1 now provides a mapping to
XML schema definition, thus allowing ASN.1 to substitute for an XML schema
language such as the XML Schema Definition Language or RELAX NG, with the
added advantage of specification of extremely compact binary encodings in addition
to the XML encodings.

7.5.2 XML FOR PROTEOMICS DATA EXCHANGE

Even though there are many biological data exchange formats available, well-
documented and annotated data with an easily exchangeable data format, such as
an XML format, would help in data mining, annotation, storage, and distribution.
XML was defined by the XML Working Group of the World Wide Web Consortium
(W3C: http://www.w3.org/XML). XML is a markup language for documents con-
taining structured information. Structured information contains both content (words,
pictures, etc.) and some indication of what role that content plays (for example,
content in a section heading has a different meaning from content in a footnote,
which means something different than content in a figure caption or content in a
database table). Almost all documents have some structure. A markup language is
a mechanism to identify structures in a document. The XML specification defines
a standard way to add markup to documents. XML is a simple, very flexible text
format, playing an increasingly important role in the exchange of a wide variety of
data on the Web and elsewhere. Because an XML document so effectively structures
and labels the information it contains, the Web browser can find, extract, sort, filter,
arrange, and manipulate that information in highly flexible ways. XML has been
designed for ease of implementation and for interoperability with the World Wide
Web. Thus XML is an obvious choice for encoding proteomics data syntax.

XML definitions consist of only a bare-bones syntax. When an XML document
is created, rather than use a limited set of predefined elements, the data elements
are created and subjectively assigned names as desired; hence the term “extensible”
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in Extensible Markup Language. Therfore, XML can be used to describe virtually
any type of document and fits ideally with the requirements for the complex and
diverse biological data integration. XML thus provides an ideal solution for handling
the rapidly expanding quantity and complexity of information that needed to be put
on the Web. A common language, such as XML, should therefore offer power,
scalability, adoptability, interoperability, and flexibility with different data types. In
order to enhance the interoperability between diverse data, adoption of a universal
data exchange language, like XML, to exchange the annotated data would be useful.
The number of applications currently being developed by biological communities
that are based on, or make use of, XML documents is growing rapidly. This is to
facilitate the writing and exchange of scientific information by the adoption of a
common language in XML (Table 7.2).

7.5.3 DATA STANDARDS FOR 2D PAGE DATA: MARKUP 
LANGUAGE FOR ELECTROPHORESIS DATA

Rapid progress has been made in establishing standards for genomic sequence data
as well as DNA microarray data. Current attention is on proteomics data standards.
Human Proteome Organization’s (HUPO) Protein Standards Initiative (PSI) aims to
facilitate standards for data representation in proteomics. Currently, the PSI is focus-
ing on developing standards for two key areas of proteomics; mass spectrometry
and protein–protein interaction data that will be XML based. We briefly describe
here a language for sharing electrophoresis experimental data, Two-Dimensional
Electrophoresis Markup Language (TWODML), that is based on the XML. The goal
of the TWODML is to

1. Gather, annotate, and provide enough information that may be reported
about an electrophoresis based experiment in order to ensure the
interoperability of the results and their reproducibility by others

2. Help establishing public repositories and data exchange format for elec-
trophoresis based experimental data

3. Eliminate barriers to data exchange between the electrophoresis data, and
permit the integration of data from heterogeneous sources

4. Leverage low-cost XML-based technologies such as XSLT (Extensible
Style sheet Language Transformation) and SVG (Scalable Vector Graphics)

The first step in data interoperability is to enforce standards for the electro-
phoresis data. A much bigger challenge is arriving at what descriptors constitute
a “required/minimum acceptable” set with respect to different types of parame-
ters. The minimum information necessary from any 2D PAGE experiment is that
associated with the experimental details, in order to ensure first the reproducibility
of the experiment, and second the interoperability of the results. By defining the
vocabularies in a standard format (e.g., the experimental sample source) the
resulting uniformity may permit comparison of data between different systems
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TABLE 7.2
Scientific Markup Languages

Markup Language Purpose URL

Chemical Markup Language 
(CML)

Exchange of chemical information http://www.xml-cml.org

Mathematical Markup 
Language (MathML)

Exchange of mathematical formula http://www.w3.org/Math

Bioinformatic Sequence 
Markup Language (BSML)

Exchange of DNA, RNA, protein 
sequences, and their graphic 
properties

http://www.sbw-sbml.org/
index.html

BIOpolymer Markup 
Language (BIOML)

Expression of complex annotation 
for protein and nucleotide 
sequence information

http://www.bioml.com/
BIOML

Taxonomical Markup 
Language

Exchange of taxonomic 
relationships between organisms

http://www.albany.edu/
~gilmr/pubxml

Genome Annotation Markup 
Elements (GAME)

Annotation of biosequence features http://xml.coverpages.org/
game.html

BlastXML Model NCBI Blast output http://doc.bioperl.org/
releases/bioperl-1.2/Bio/
SearchIO/blastxml.html

Ontology Markup 
Language/Conceptual 
Knowledge Markup 
Language (OML/CKML)

Representation of biological 
knowledge and specifically 
functional genomic relationships

http://smi-web.stanford.
edu/projects/bio-ontology

Multiple Sequence 
Alignments Markup 
Language (MSAML)

Description of multiple sequence 
alignments (amino acids and 
nucleic acid sequences)

http://xml.coverpages.org/
msaml.html

Systems Biology Markup 
Language (SBML)

Representation and modeling of the 
information components in the 
system biology

http://www.cds.caltech.
edu/erato/sbml/docs

Gene Expression Markup 
Language (GEML)

Exchange of gene expression data, 
Gene Expression Markup 
Language

http://www.oasis-open.org/
cover/geml.html

GeneX Gene Expression 
Markup Language 
(GeneXML)

Representation of the Gene 
Expression Databases datasets 

http://xml.coverpages.org/
geneXML.html

Microarray Markup 
Language (MAML)

Integration of microarray data http://xml.coverpages.org/
maml.html

Protein Markup Language 
(ProML)

Exchange of protein sequences, 
structures, and families-based data

http://www.bioinfo.de/isb/
gcb01/talks/hanisch/
main.html

RNA Markup Language 
(RNAML)

Exchange of RNA information http://www-lbit.iro.
umontreal.ca/rnaml/
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(microarray data, macromolecular data, etc.). Hence, in the case of 2D PAGE,
the common data elements and data definitions for the required information have
been outlined.

The following data elements should be collected in association with their
required data categories: sample source, detail about the protein, experimental detail,
sample preparation, sample loading, sample separation condition, sample separation,
experimental analysis, data analysis, and author information. For example, the sam-
ple source information should contain the source record, which specifies the biolog-
ical and/or chemical source of each molecule in the entry. Sources should be
described by both their common and scientific names. Two types of sources will be
grouped: the natural source and the genetically modified (recombinant) source. For
example, a TWODML format describing a gene used in a recombinant sample source
is described as below:

<TWODML>

<SAMPLE_SOURCE>

<RECOMBINANT_SOURCE>

<GENETIC_MATERIALS>

<GENE>

<NAME>SNAP-23</NAME>

<PROTEIN_NAME>Snaptosome-associated Protein of 23 kDa

</PROTEIN_NAME>

<SOURCE>

<ORGANISM_SCIENTIFIC>Homo sapiens

</ORGANISM_SCIENTIFIC>

<ORGANISM_COMMON>Human

</ORGANISM_COMMON>

<CELL_LINE>Raji - human B lymphocyte (Burkitt's 
Lymphoma)

ATCC number: CCL-86

</CELL_LINE>

</SOURCE>

<GENETIC_VARIANCE>Amino acid 23 is changed from Ser 
to Ala

(Ser23Ala)

</GENETIC_VARIANCE>
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<ORIGIN>

<NAME>Dr. V. Ravichandran</NAME>

<ADDRESS>NIST</ADDRESS>

<CONTACT_INFO>vravi@nist.gov</CONTACT_INFO>

</ORIGIN>

<MORE_INFO>GeneBank/EMBL Data Bank accession number:

U55936

</MORE_INFO>

</GENE>

In this partial TWODML document, enclosing sets of angle brackets mark data
elements. Standardized values for well-defined data elements are embedded within
the elements. In addition to well-defined syntax described above, each TWODML
document also carries information about data relationships, data types, range restric-
tions, interdependencies, exclusivity, units, and methods. Free, open-source software
is available to validate and parse the data files.

As in the natural source, data items in the genetically modified category record
details of the source from which the sample was obtained. Associated data for
this category include the gene modified in the source material for the experiment,
the genetic variation (transgenic, knockout), the system used to express the recom-
binant protein, and the specific cell line used as the expression system (name,
vendor, genotype, and phenotype). Data items in the natural source category will
record details of the sample source. Associated data for this category will include
the common name of the organism and its scientific name, the source condition
(normal, disease), any genetic variation, sex, age, organ, tissue, cell, organelle,
secretion, and cell line information. The cell line and strain should be given for
immortalized cells when they help to uniquely identify the biological entity
studied.

The TWODML application is being defined by creating an XML schema that
defines and names the elements and attributes that can be used in the document and
the order in which the elements can appear and constrains the values of elements
and attributes. A variety of schema languages are available for XML. The oldest
and simplest of these schema languages is the Document Type Definition (DTD).
Although DTDs enjoy strong software support, they are inadequate for representing
strongly typed or context-sensitive information. Two newer XML schema languages,
the W3C’s XML Schema Definition Language and ISO’s RELAX NG, address these
shortcomings of DTDs. Therefore, we plan to specify the TWODML schema using
one or both of these languages. Our application will also include one or more
Extensible Style Sheet Language (XSL) style sheets. These style sheets will enable
electrophoresis XML data to be transformed into other useful formats such as HTML
(Hyper Text Markup Language) and SVG.
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7.6 UNIFYING PROTEOMICS DATA: COMMON
DATA REPOSITORY

There is a necessity for specialized data warehouse and data archival for proteomics
to meet the individual needs of the various research communities in order to collect
and annotate different kinds of data related to a particular area of interest, to add
knowledge of experts to the raw data, and to provide in-depth information comple-
mentary to the breadth available in public databases. Proteomics data should be
complete, comprehensive, consistent, reliable, and timely. Improvements in produc-
tivity will be gained if the systems can be integrated—that is, made to cooperate
with each other—to support global applications accessing multiple databases. The
major issues are the integration of heterogeneous data sources into a central repos-
itory and the systematic establishment of the correlation between the different types
of data to allow meaningful comparisons. A framework that supports the integrative
analysis of high-throughput biological data should enable analytical work flows that
follow the scheme. Several building blocks can be identified, including an informa-
tion technology infrastructure for data management, an analysis interface for bioin-
formatics methods, and an annotation module.

Numerous Web resources have been created that focus on many areas that have
direct relevance to identifying proteins and assigning protein function. Each resource
has its own definitions of its data elements that are perhaps similar to other resources,
but not identical. Thus, serious problems result, limiting the interactions between
these resources. These efforts afford tremendous value to the biological researcher
since they, in essence, reduce the massive “sequence space” to specific, tractable
areas of inquiry and, by doing so, allow for the inclusion of many more types of
data than are found in the larger data repositories. These databases often provide not
just sequence-based information, but additional data such as gene expression, mac-
romolecular interactions, or biological pathway information, data that might not fit
neatly onto a large physical map of a genome. Most importantly, data in these smaller,
specialized databases tend to be curated by experts in a particular specialty. These
data are often experimentally verified, meaning that they represent the best state of
knowledge in that particular area.

7.6.1 DATA MINING

With the introduction of sophisticated laboratory instrumentation, robotics, and large,
complex data sets, biomedical research is increasingly becoming a cross–disciplinary
endeavor requiring the collaboration of biologists, engineers, software and database
designers, physicists, and mathematicians. Techniques used in other fields can be
extremely valuable if we can adapt them to biological problems. The ultimate goal
is to convert data into information and then information into knowledge. Before
extracting data from an external source, some potential questions one could start
with include the following topics: source of the data, reliability of the source, nature
of the data, accessibility of the data, and ease of interoperability of the data. When
extracting data from external sources, all the available information for a particular
data set of interest should be considered. Of course, one may have to gather this
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information from many different specialized data resources. The problem that many
investigators encounter is that larger databases often do not contain specialized
information that would be of interest to specific groups within the scientific com-
munity. While educational efforts such as this help to address the need for rational
ways to approach mining genomic data, additional efforts in the form of providing
curated views of the data in specialized databases have been taking place for many
years now.

7.6.2 DATA SOURCE

One of the main objectives of a common proteomics data repository is to provide
the community with detailed information about a given protein of interest, includ-
ing qualitative and quantitative properties. This requires more comprehensive data
for each of the data items and data groups. One way to achieve this is to encourage
the proteomic community to deposit their experimental data, so this will facilitate
the entry of proteomic data and associated information through a Web-based
common repository. It is clear that having to supply such detail for every single
parameter in an experiment data set can be a highly onerous task for data submit-
ters. If a public repository is to encourage submission of experimental data, the
designers of such databases must strive to reduce the amount of manual labor
required of submitters. Software tools accompanying electronic repositories must
provide the equivalent of GeneBank’s SEQUIN (http://www.ncbi.nlm.nih.gov/
Sequin), BankIt (http://www.ncbi.nlm.nih.gov/BankIt), or Gene Expression Omni-
bus (GEO: http://www.ncbi.nlm.nih.gov/geo/). Nonetheless, if a proteomic data
repository has sufficient data in enough categories then it will be possible to get a
meaningful answer to a query. Also, a parallel effort has to be established to gather
proteomic data from related published articles and integrate into the repository. This
knowledge component of a resource is usually held in scientific natural language as
text. Extracting proteomics experimental information could also be done using
information retrieval (IR). IR is the field of computer science that deals with the
processing of documents containing free text so that they can be rapidly retrieved
based on keywords specified in a user’s query (Nadkarni, 2002). Data derived from
the public repository as well as from the mined data can be stored in a raw data
repository. Raw data should be archived in a standard format to ensure the data
integrity, originality, and traceability.

7.6.3 DATA ANNOTATION/VALIDATION

For annotation of proteomics data, it may be useful to list some potential questions,
such as:

What information (i.e., data fields) is necessary to allow the data to be useful,
say, 3, 5, or 10 years from now?

What information is necessary to make comparisons between measurement
methods (e.g., SELDI, ICAT, MudPIT, gene chips, protein chips)?
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Where is the balance between requesting too much information and having
useful data?

How much data should be captured?
In what format should the data be stored?
Who will take responsibility for the data?

Proteomics data and its value need to be examined or validated for its correctness
and completeness. The annotation of data elements also requires that all of the related
data records within a file are consistent and properly integrated across the group of
files. The first phase would be largely automated — annotation resources that will
be routinely consulted to provide a complete range of updated, annotated information.
Ideally, the information that accompanies the high-throughput data should be seam-
lessly integrated into the annotation forms. When uploading data into the internal
database, this information should also be added to the corresponding forms. Such a
mechanism allows highly reliable and efficient annotation, as well as convenient
quality control by querying the annotation. The most valuable annotation data for
automatic integrative analyses are systematic annotation. Lists of controlled vocab-
ularies (catalogs, ontologies, or thesauri) can be used to avoid problems of interop-
erability. Continuous annotation of proteomics data will improve the interoperability
of cross-platform data sets. Adopting an exchange format, the annotation of proteom-
ics data is also extendable to Distributed Annotation System (DAS). DAS is a cli-
ent-server system in which a single client integrates information from multiple servers
to retrieve and integrate dispersed proteomics data (Stein, 2003). Since DAS adopts
the integration through XML, well-annotated proteomics data can be integrated from
various specialized resources using XML.

7.6.4 DATA MANAGEMENT AND ARCHIVING

The rapid growth in the volume of proteomics data poses a problem in terms of
data management, scalability, and performance. Building of the database structure
is the first step toward the structured recording of electrophoresis data in a relational
database. This consists of precisely defining data fields and precisely defining the
relationships between them, which are represented by links between the tables.
Proteomics data are complex to model and there are many different varieties of
data with numerous relationships. Data models are the logical structures used to
represent a collection of entries and their underlying one-to-one, one-to-many, and
many-to-many relationships. The main motivation for creating proteomics data
models is usually to be able to implement them within database management
systems, usually as a relational database management system (e.g., ORACLE, SQL
Server, SYBSASE, MySQL, etc.). Proteomics data model corresponds to a way of
organizing the pertinent values obtained on measurement of an experiment. Data-
bases should be modeled to handle the heterogeneous data from various external
data sources. New types of proteomics data emerge regularly and this raises the
need for updating the whole data semantics and integrating the sources of infor-
mation that were formally independent. Data analysis generates new data that also
have to be modeled and integrated.
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7.6.5 DATA DISTRIBUTION

Data are accessed intensively and exchanged very often by users on the Internet.
Users can gather their data in an XML format through a Web interface that can be
queried. On the other hand, users might also want to view the data. In this case, the
data should be presented in a user-friendly format. The data should be available
across system boundaries in an interchangeable format. The systems design should
maximize the use of standards-based technology including object-oriented design,
modular components, relational database technology, XML, Java, open systems, and
use of standard tools. An obvious choice is HTML since it is supported by all Internet
browsers. Another, perhaps more compelling, format useful for human viewing is
SVG (Scalable Vector Graphics) — a standard XML format for describing
two-dimensional graphics. Unlike “vanilla” HTML, SVG drawings are dynamic,
interactive, and may even be animated.

7.7 FUTURE DIRECTIONS

Unfortunately, knowledge of the protein content of cells (proteomics) is much more
complicated than genomics. Protein analyses face many challenges that genomic
analyses do not. The chemical properties of the nucleic acid bases are very similar,
so separation and purification is relatively easy compared with protein separations,
where proteins can have very diverse chemical properties, complicating handling,
separations, and identification.

Also, many proteins exist at very low levels in a cell, making it difficult to
identify and analyze. In genomics, nucleic acid sequences can be amplified using
the polymerase chain reaction (PCR), allowing one to amplify sequences with low
copy numbers to levels that permit accurate detection. Comparable amplification
methods are not available for proteins. Even when scientists know the amino acid
sequence of a protein, they cannot necessarily deduce what the protein does or which
other proteins it engages with. The behavior of proteins is determined by the tertiary
structure of the molecule, so an assay that is based on protein binding depends on
maintaining the native conformation of the protein. This puts constraints on the
systems that are used to capture protein targets in affinity-based assays.

Furthermore, protein quantity is not necessarily correlated with function. Pro-
teins can undergo a number of posttranslational modifications that affect their activ-
ities and cellular location, such as metal binding, prosthetic group binding, glyco-
sylation, phosphorylation, and protease clipping, among others. RNA splicing can
also produce a number of similar proteins that differ in function. So, a complete
proteomics analysis must not only measure cellular protein level, but also determine
how the proteins interact with one another and how they are modified.

Proteomics data format is complex and difficult to process with standard tools.
Data cannot be interchanged easily among different hardware, software, operating
systems, or application platforms. Metadata describing the content, format, interpre-
tation, and historical evolution of the proteomics data are not available to either end
users or application designers. Not all proteomic data are definitive. For example,
identification of a single peptide does not automatically indicate the exact protein or
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protein isoform that it is derived from. Where there are tools, there are data, and the
tools of proteomics continue to grow by the month. Data collection at a volume and
quality that is consistent with the use of statistical methods is a significant limitation
of proteomics today. The analysis and interpretation of the enormous volumes of
proteomic data remains an unsolved challenge, particularly for gel-free approaches.

Proteomics has emerged as a major discipline that led to a re-examination of
the need for consensus and a globally sanctioned set of proteomics data standards.
The experience of harmonizing the development and certification of validation and
data standards by the National Institute of Standards and Technology (NIST)
provides a paradigm for technology in an area where significant heterogeneity in
technical detail and data storage has evolved. NIST played a crucial role in the
early days of the Human Genome Project in supporting and rapidly accelerating
the pace of sequencing and diagnostics, essential for the genomic community and,
later, the proteomics community. Currently, NIST is developing a program to meet
some of the needs of the proteomics community. Although standards can inhibit
innovation by codifying inefficient or obsolete technology, and thus increase the
resistance to change, standards generally spur innovation directly by codifying
accumulated technological experience and forming a baseline from which new
technologies emerge. There is an absolute necessity for data standards that collect,
exchange, store, annotate, and represent proteomics data.
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8.1 COLLABORATIVE PROTEOMICS

8.1.1 THE NECESSITY OF COLLABORATION

Proteomics is often compared to genomics, and proteomes to genomes. There is,
however, a fundamental difference between these two. While genomics deals with
a (nearly) fixed set of genes in an organism, proteomics deals with a very large
number of related proteins with posttranslational modifications. Furthermore, the
proteins undergo major changes in level of expression during physiological, patho-
logical, and pharmacological stresses. Gathering and analyzing a vast amount of
data about complex mixtures of proteins require large-scale, high-throughput
approaches. Thus, proteomics depends upon collaborations across laboratories and
centers producing, collecting, and integrating data, and making datasets available to
the scientific community.

Standardized operating procedures and protocols for protein separation and
identification techniques are still under development. One of the main challenges
for modern collaborative proteomics is to establish reliable, efficient techniques for
data acquisition and analysis.1 Standardization has to begin at sample collection,
preparation, and handling while allowing comparison of findings between laborato-
ries and technologies and replication of the experimental results.

The various high-throughput technologies presented in Table 8.12,3 help to
increase both the sensitivity and confidence of findings.4 When applied to the same
sample set, different experimental techniques will not generate exactly the same
results. The sampling space is so large and experimental techniques so susceptible
to so many biological and technical sources of variation that the number of findings
common to all of them may be quite small. Collaborative studies can add confidence
to such results.

Collaboration requires data exchange among the parties. Data exchange, in turn,
requires a common data transfer protocol. Primary data can be presented in formats
ranging from notes in lab books and computer text files to relational database
management systems (RDBMS) and advanced laboratory information management
systems (LIMS). In earlier years flat or tabular text file format was commonly used.
Internet-based protocols have facilitated introduction of the extensible Markup
Language (XML) for high-throughput biology (derived from Standard Generalized
Markup Language, SGML; http://www.w3.org/XML); it is now accepted as a stan-
dard solution for data transfer and exchange (ISO 8879).

In small collaborative projects, data are usually exchanged directly between
collaborating laboratories. More complex and especially global collaborations require
dedicated data collection centers. These centers are responsible for data collection,
conversion, standardization, quality control, and placement in a central repository
where all information can be integrated with other databases, warehoused, and
accessed.

8.1.2 THE NECESSITY OF DATA STANDARDIZATION

Requirements for data standardization in collaborative studies depend not only on
the aims of the project, but also on the size of the collaboration and diversity of
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experimental techniques being used. The debate about data exchange standards
should be incorporated into discussions preceding and defining the collaboration.
Data exchange protocols and repositories should be chosen as the collaboration
goals, expected outputs, and funding limitations are defined. Currently many differ-
ent databases, repositories, and protocols exist. There is no universal solution to
satisfy all possible needs. Standards that attempt to cover an area as wide as pro-
teomics usually are not well suited to accommodate more detailed information that
may be crucial to particular studies. At the other end of the spectrum are data
standards developed specifically to describe particular aspects of studies in fine
detail, which may not be well suited for participants using even modestly different
techniques. Furthermore, excessively detailed information about certain experimen-
tal techniques may be ill suited for data integration because of lack of equivalent
data from other experiments. In sum, common data repositories and standardization
protocols cannot replace specific Laboratory Information Management Systems
(LIMS), but they rather should operate on a precisely defined level of abstraction

TABLE 8.1
High-Throughput Technologies Currently 
Used in Proteomics2,3

Fractionation Techniques
Two-Dimensional Gel Electrophoresis
Multi-Dimensional Liquid Phase Separations
Reverse Phase Chromatography
Anion-Exchange Chromatography
Cation-Exchange Chromatography
Immunoaffinity Subtraction Chromatography
Size-Exclusion Chromatography
Mass Spectrometry Techniques
Sample Ionizations:
Electro-Spray Ionization (ESI)
Matrix-Assisted Laser Desorption /Ionization (MALDI)
Surface-Enhanced Laser Desorption /Ionization (SELDI)
Instrument Configurations:
Reflector Time-Of-Flight (TOF)
Time-Of-Flight Time-Of-Flight (TOF-TOF)
Triple Quadrupole, Linear Ion Trap
Quadrupole Time-Of-Flight (QTOF)
Ion Trap
Fourier Transform Ion Cyclotron Resonance (FTICR)
Data Analysis Software
Gel Image Analysis
Protein Database Search
Peptide Mass Fingerprint or Peptide Mass Map Analysis
Peptide Sequence or Peptide Sequence Tag Query
Ms/Ms Ion Search Analysis
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allowing for data integration without losing any necessary information. “Necessary
information” is a key term in the planning of collaborative studies.

For example, consider a multilaboratory collaboration aimed to catalog proteins
in a tissue. Participating laboratories are free to choose experimental techniques,
each with its own quality control mechanisms. The process of defining the data
standards for such a loosely characterized collaboration must find a common deno-
minator for all the results from different laboratories. Database accession numbers
for the identified proteins supported by scores or estimates of the level of confidence
for the identifications may seem an obvious choice. But there is more than one
protein database. Furthermore, databases are living creatures: new entries appear
everyday, and, even worse from the point of view of standardization, the existing
entries are often revised, or deleted. One solution is to choose one version of a single
database as the collaboration standard and to require participants to use it solely, or
else convert all nonstandard data received in the data center to the standard. A
database version that is state-of-the-art at the beginning of the project may become
obsolete by the time the project conclusions are formulated. And how should iden-
tifications referring to subsequently revised or eliminated entries be handled? How
should data centers compare the confidence levels of identifications when they come
from different experimental techniques, including instruments with embedded pro-
prietary search engines? These are just examples of the problems that may suggest
that the protein identifiers themselves may not constitute a sufficient level of data
abstraction. If not the database accession numbers, then what ought to be used?

For protein identifications based on mass spectrometry techniques, the identified
peptides’ sequences may provide a better, even sufficient, basis for data integration.
Since these sequences can be searched against any protein sequence database, they
eliminate many of the shortcomings of accession numbers alone. Furthermore, they
allow the data center to calculate the protein sequence coverage, adding additional
confidence to the identification. The main drawback of using lists of peptide
sequences is that they are actually not a direct result of experiment, but rather a best
fit from the domain of available peptides in the search database via the algorithms
embedded in the search engine. Use of peptide sequences does not free the results
from influence of the original search database. It may also raise problems in situa-
tions where the submitted sequence can no longer be found in the database. There
is no way of confirming that not-perfectly-aligned peptides can still be explained
by their underlying mass spectra; even single amino acid differences put such
alignments in question.

Therefore, the next more informative level is the use of the mass spectrometry
peak lists. They can be then searched against the selected standard database with a
standard search engine and standardized settings. Peak lists are database and search
engine independent. As they can be represented by text-based files, they are quite
easy to collect and process. But their use adds significant additional workload to the
project data integration unit, generally without reducing workload in the data-
producing laboratories. The database searches need both hardware and software
support. In the laboratory, generating the peak files, organizing them adequately,
and sending them to the repository may require no less time and effort than the
database searches themselves. Using the peak lists will also generate a whole new
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set of standardization issues. For example, should only the peak lists supporting a
possible identification be collected, or all of them? For tandem mass spectrometry,
should peak lists from both stages of the analysis be registered? What settings should
be used for obtaining the lists from the spectra?

Finally, instead of the peak lists, the “raw” spectra could be used as the ultimate
common denominator. Using them makes a clear cut between the physical experi-
ment and computational analysis. Unfortunately, there is no common format for
storing the raw mass spectrometry data. Worse, the data formats are not only instru-
ment specific, but their formats are known only to the manufacturer and usually are
not publicly available. Several efforts have been undertaken to build converters able
to read many of the formats, or to build a common format in which the instruments
could export their data. Converters are now available for the ThermoFinnigan Xcal-
ibur, Waters Mass Lynx, Sciex/ABI Analyst, and Bruker HyStar. A standard con-
verter cannot read all the existing formats and must be updated each time the
instrument generic data format is changed by the manufacturer. The raw mass spectra
files are rather large, even for current standards; spectra from a simple analysis can
easily reach several gigabytes. The files are in binary format, which means that they
cannot be directly embedded into text format protocols like flat text or XML.
Additionally, use of the raw spectra increases the workload to the data integration
unit and demands more hardware support.

Our hypothetical project may require additional supportive data. For example,
if proteins or peptides have been separated by gel electrophoresis, perhaps it would
be useful to record gel images annotating spots that have been picked for analysis.
If so, which format should be used? Could a simple list of the spot gel coordinates
include a sufficient amount of information? And how to standardize and then inte-
grate the data when collaborating laboratories use different separation techniques?

In single-laboratory research, data standardization and integration issues do not
appear to play a major role, at least not until efforts to compare published findings.
In high-throughput collaborative studies, standardization and integration may be no
less important than the actual experiments. Underestimating their importance can
add an extra burden to participants in the collaboration, distract the group from the
actual research goals, and delay formulation of the project conclusions.

8.1.3 INFORMATION FLOW IN COLLABORATIVE STUDIES

8.1.3.1 Data Exchange Strategies

Generally, the strategy for the data exchange in collaborative studies can be arranged
with one of the following two topologies.

In the first, called the peer nodes topology, all participants perform experiments
generating the data. All participants also collect data generated by others and carry
out the data integration and analysis (Figure 8.1a). In this strategy, there is no
dedicated data collection and integration center. Each participant exchanges results
with all other participants. This strategy requires n · (n – 1) data transfers plus n
data integrations (where n stands for the number of participants). The data
exchange complexity of this strategy is on the order of n2. Even when the number
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of collaborating parties is relatively small, the number of necessary data transfers
is large and rises quickly with increasing the number of participants. In a ten-par-
ticipant collaboration there are 90 data transfers— each participant sends their own
data in 9 copies. Any divergence in data format from one contributor affects all
other participants. These drawbacks of the peer nodes topology limit its use to very
small collaborations (typically, two or three participants) and should be avoided in
bigger alliances.

In the second strategy, called the central node topology, the participants who
generate the data send them to a central, dedicated data collection and integration
center (Figure 8.1b). The center collects and processes the data and sends integrated
results back to the participants. In this collaboration each contributor sends the data
only once to the data collection center. This strategy requires 2n data transfers plus
single data integrations. Data exchange complexity of this strategy is linear or in
order of n. A potential divergence in data format from one participant affects only
communication between that participant and the data collection center. The price
for the much smaller number of data transfers, with more error proofing and sim-
plified data integration, is the cost of the dedicated data collection center. This
strategy should be chosen for virtually any collaboration involving more than two
groups. In practice, there can be more than one data collection center. In this case
the collaborators submit their data once to one of the centers. The centers may either
partially integrate the information and then synchronize it between themselves as in
the peer nodes strategy, or send it to a higher ranking center for the final integration
(Figure 8.2).

FIGURE 8.1 Data exchange strategies (a) peer nodes—strategy without dedicated data col-
lecting center — each laboratory exchanges data with all others laboratories; (b) central node
— strategy with dedicated data collection center limiting complexity of the data transfers and
integrations.

Laboratory

Center collecting/intergrating the data

Data flow

(a) (b)
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8.1.3.2 Data Exchange Technologies

Exchange of data among collaborating parties can be arranged with use of physical
media (diskettes, CDs, DVDs, tapes, memory chips) or with use of Internet protocols
like email, file transfer protocol, or dedicated on-line submission sites equipped with
a Web browser interface.

Use of the physical media may seem outdated nowadays, but disks still remain
the most trustworthy way of storing and exchanging information. Clearly, usage of
such media is associated with physically sending the disks from one site to another,
with unavoidable delays. However, disk capacity, especially the 4.7 GB capacity of
the DVD, offers a new potential for exchanging huge amounts of information
generated in proteomics studies. Although such data may be transferred over Internet
connections, the disks are particularly desirable when not all of the collaborating
parties have the ability to transfer huge amounts of data over the Internet.

Sending data sets as attachments through email systems may be the simplest
means for data exchange. It is easy to use and widely available. The drawbacks
include problems with sending and receiving big files, ineffective encoding of binary
files, and recent infestation by various viruses, which have greatly complicated free
exchange of binary email attachments. Unfortunately, the limitations apply as well
to files archived with popular programs like .zip or .gzip. The received emails usually
have to be processed by hand, which involves lots of time and introduces human
errors. Data exchange through the email system may be advisable only for small
collaborations and for small amounts of data transfers. Some of the mentioned
drawbacks can be overcome by creating an automated data exchange system based

FIGURE 8.2 Multilevel data exchange strategy. Data submitted from laboratories to one of
the first level data collection centers are partially integrated there and/or sent to the next level
integration center. The top level data collecting/integrating center deposits the data in a central
repository and performs integration with data from other off-project databases.

Central data repository of the projectLaboratory producing data
Center collecting/integrating the data
Data submission

Data exchange between data collection centers

Other databases
Data submission to the repository
Data integration with other databases
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on email protocol, in which case use of the file transfer protocol (ftp), designed
specifically for data transfers, is a better solution.

Ftp is an Internet protocol that allows for transferring huge amounts of data,
downloading or uploading files into specific directory locations, and restoring broken
connections (a priceless feature in big data transfers). Ftp was developed in the early
days of the Internet and is still the most popular and widely used protocol for file
transfers. Both text and GUI (Graphical User Interface) clients are freely available.
Properly configured ftp servers constitute fast, efficient, and secure data exchange
solutions.

The data exchange technologies described above need some human interaction at
the data collection center. A perfect exchange technology should allow for automatic
data processing and submission of relatively big files, record additional information
about submitted files, handle data resubmission, send back confirmations, and, broadly
speaking, interact with the submitters. Many of these features can be achieved with
on-line submission sites. Such sites work over the Internet and present their interfaces
using regular Web browsers. Access to the site should be restricted to the participants
and enforced with passwords. The on-line submission sites may constitute the best
and most effective solution for data exchange. They provide simple and common user
interfaces, keep track of all the data transfers, and offer additional services like on-line,
in-repository data lookup for participants. The only problem with this solution is that
usually the sites have to be tailored specifically for the collaboration needs. They have
to be built, tested, and then maintained by qualified personnel.

8.1.3.3 Data Collection and Data Integration
in Collaborative Studies

The data collecting process can be divided into six consecutive steps:

1. Registration (recording of the submitted files)
2. Processing of the files into the project database
3. Verification of data consistency against specific rules
4. Feedback to the submitting laboratory to permit revision of verified data
5. Data integration (often a complicated, multilevel process)
6. Open-source data warehousing accessible to the scientific community

The data integration process can be divided into two conceptually distinct levels:
shallow and deep. Shallow integration transforms schematics structures, maps schema
elements, and attributes names across data sources. Deep integration fuses informa-
tion from multiple sources, frequently containing overlapping or contradictory infor-
mation, and presents it in a single coherent form. The necessary level of data
integration should be defined in formulating the collaboration, since this decision
affects requirements for the data standards, defines tasks for the data integration
center, and often influences designs of the experiments themselves.

In proteomics studies, the data may require integration on both integration levels.
The collaboration may involve participants generating the same level of information,
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performing experiments that reveal the same kind of findings or whose results
complement one another. For example, functional studies usually involve integration
of data coming from genomics, transcriptomics, and proteomics experiments. In
proteomics studies alone, it is not unusual to integrate findings from mass spectrom-
etry protein identification experiments with quantitative data from experiments like
antibody microarrays, protein microarrays, or immunoassays. The data integration
process can be divided into the following five consecutive steps:

1. Object identification: A set of distinct entities is established. Objects
having multiple accession numbers from different data sources are iden-
tified and pulled together. Ambiguous identifiers (identifiers referring to
more than one distinct entity) have to be identified and cleared up; some
experiments may lack needed identifiers. The main problems at this step
are associated with data integration across databases or even across ver-
sions of a single database, and the need to describe the same object in
different contexts.

2. Data fusion: All the information gathered from multiple data sources is
merged; each entity references a union of the gathered information pre-
serving its provenance.

3. Data interpretation: Data validation and interpretation of the overlapping,
possibly contradictory information from different sources, with assign-
ment of levels of uncertainty.

4. Integration: Integration of the project findings with existing public data-
bases; e.g., protein catalog, protein–protein interaction databases, and
article databases.

5. Inference: Drawing conclusions from the project findings, dealing with
incomplete and uncertain information, generally based on statistical anal-
ysis of the data, and calculating statistical significance of the findings.

8.1.4 HUPO—THE HUMAN PROTEOME ORGANIZATION

The main challenges standing before modern proteomics include cataloging the
entire human proteome and identifying protein biomarkers of physiological, patho-
logical, and pharmacological changes that can be used for diagnosing diseases at
early stages, predicting and monitoring the effects of treatments, and guiding pre-
ventive interventions. These long-term goals can benefit from international collab-
orations of researchers, vendors, and government and private sector founders. The
international Human Proteome Organization (HUPO) initiative was launched in 2001
with explicit objectives to accelerate development of the field of proteomics, to
stimulate major research initiatives, and to foster international cooperation involving
the research community, governments, and the private sector.5,6 This global cooper-
ation is aimed to catalog and annotate the entire human proteome. That includes
several initiatives around organ systems and biological fluids, as well as development
of proteomics resources.
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The first HUPO initiative focused on biological fluids is the Plasma Proteome
Project (PPP). The long-term scientific objectives of the Project include

1. Comprehensive analysis of plasma protein constituents in normal humans
in a large cohort of subjects

2. Identification of biological sources of variation within individuals over
time and assessment of the effect of age, sex, diet and lifestyle, diseases,
and medications

3. Determination of the extent of variation in plasma proteins within populations
in various countries and across various populations from around the world7

The project was launched in 2002 with a pilot phase aimed at producing prelim-
inary results, defining operational standards for the main part of the project, and
assessing possible difficulties. An additional important aim was the development of
an efficient method of data acquisition, storage, and analysis in a big collaborative
proteomics experiment. More than 40 laboratories in 13 countries and several technical
committees are actively engaged in the PPP, with leadership in the U.S.

The HUPO Liver Proteome Project (LPP) and Brain Proteome Project (BPP)
have objectives similar to objectives of the PPP: characterization of protein expres-
sion profiles in the human liver and brain, construction of protein interaction maps,
and studies of liver and nervous system pathologies. HUPO also has a major antibody
production project (see http://www.hupo.org).

Developing and adopting standardized approaches that facilitate analysis of pro-
teomics data generated by different laboratories are an important informatics-related
effort of HUPO. The HUPO Proteomics Standards Initiative (PSI) was launched with
the aim of defining community standards for data representation in proteomics to
facilitate data exchange, comparison, and validation (see next sections).

8.2 STANDARDIZATION INITIATIVES 
IN PROTEOMICS

Standardization of the data is an indispensable step in collaborative proteomics studies,
crucial to successful integration of the results. A good data standard should facilitate
access to the data, being extensible enough to exchange data with a high level of detail.
Many users require only simple access to the data via an easy data search interface.
Requirements of others may be more complex and should not be limited by unavoidable
simplicity of the common interface. Wherever possible, the data should be generated
in the standard form straight away in the producing laboratories, rather than converted
in the data collection centers. Such work flow helps to avoid conversion errors and
facilitate quality control, but may generate additional work for laboratories that do not
have sufficient informatics support. The problem is especially important in high-
throughput mass spectrometry studies. As noted above, the instruments produce huge
amounts of data not yet standardized among the manufacturers; usually the output data
are encoded in unpublished format and can be processed only with dedicated software.
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8.2.1 HUPO-PSI: PROTEOME STANDARDS INITIATIVE

The HUPO-PSI was established in April 2002 as a working group of the HUPO.8–12

The HUPO-PSI, based at the European Bioinformatics Institute (EBI) in Cambridge,
U.K., aims to define community standards for data representation in proteomics, to
overcome the current fragmentation of proteomics data, and to facilitate data compar-
ison, exchange, and verification. The initiative focuses its effort on two main aspects
of proteomics studies: mass spectroscopy data and protein–protein interactions data,
as well as on defining a common work flow for proteomics results integration.

The protein–protein interaction community currently has a relatively small num-
ber of databases at its disposal; e.g., BIND,13 IntAct,14 DIP,15 MINT,16 HPRD,17 and
PS MI (see below). There is a desire to integrate the existing databases. The
HUPO-PSI, with the support of major protein interaction data providers, has already
proposed a community standard data model (PSI-MI) for the representation and
exchange of protein interaction data.18 As noted above, mass spectrometry data are
available at many levels of abstraction, from raw data through peak lists to peptide
and protein identification, and there is significant variation of methods used to
process these data. There is currently no repository established for mass spectrometry
data. Data published in the literature represent only a summary of the huge amount
of underlying information collected in these studies.

The current agenda for the mass spectrometry workgroup includes controlled
vocabulary for m/z data exchange; standard XML format for search engine results;
converters to transform supported vendor proprietary peak list formats to standard
XML format; search engines to be supported; navigation and visualization tools;
PSI MS data formats, and MIAPE data model. The agenda for the related Molecular
Interactions workgroup includes a PSI MI XML schema; controlled vocabularies;
procedures for maintenance of controlled vocabularies; controlled vocabulary for
external databases; unified identifiers for interactors; and data exchange options.

Finally, there is a group addressing work flows for integrating proteomics:
sample preparation; coordination with The Microarray Gene Expression Data Soci-
ety (MGED); 2D gel electrophoresis — data capture, data storage; modeling columns
and other separation techniques; integrating mass spectrometry methods and results;
and supporting bioinformatics analyses.

8.2.1.1 MIAPE and PEDRo

Several efforts have been undertaken to create a standard data exchange protocol
for mass spectroscopy results and standard tools to capture data and metadata from
proteomic experiments. One of them, a proteomics integration model called MIAPE
(minimum information to describe a proteomics experiment), is being developed by
the EBI under supervision of the HUPO-PSI. The general idea of this model is based
on PEDRo (the proteomics experiment data repository) developed at the University
of Manchester in the U.K.19 PEDRo has been aimed to describe and encompass
central aspects of a proteomics experiment and is platform independent. Different
implementations can be derived from it for use in different software environments.
It is intended to capture all the relevant information from any proteomics experiment,
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such as details of sample sources, experimenters, methods and equipment employed
in analyses, and results.

The schema of the PEDRo can be naturally divided into five sections (Figure 8.3):

1. Experiment: Captures rationale and hypothesis, work plan, applied meth-
ods, and expected results.

2. Sample Generation: Holds information about the sample itself and its
origin (entity SampleOrigin). SampleOrigin, among others, includes data

FIGURE 8.3 The PEDRo XML schema. (Adapted from http://pedro.man.ac.uk.)
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describing sample labeling (entity TaggingProcess), allowing for differ-
ential expression studies such as differential gel electrophoresis (DiGE),
or isotope-coded affinity tag (ICAT) mass spectrometry.

3. Sample Processing: Holds information describing the sample separation
steps. The relation between the sample generation and processing sections
can be described as follows: A sample defined in the sample generation
section is put through the first step of separation (e.g., depletion, digestion,
gel chromatography, etc.) described in the sample processing section.
Results of this separation step (e.g., a fraction, band, spot) can be rerouted
to the next step of the separation and finally used as input data for the
mass spectrometry experiment (described in next section).

4. Mass Spectrometry: Keeps data about spectrometry analyses, including
stages of the experiment, equipment, and parameters utilized. It also
includes elements containing the attribute-value structures, facilitating the
creation of new experiment stages.

5. MS Results Analysis: Holds information about the results of the mass
spectrometry experiment carried out on the samples defined and processed
in the two first sections. It includes the peak lists, database search hits,
and all necessary supporting data.

Although the model currently does not permit storing unprocessed (raw) chro-
matograms (spectra), it allows for storage of sets of self-referenced peak lists. That
means that it may be a raw, not human-edited, peak list with a set of associated peak
lists representing human-processed spectra. The second-stage spectra from tandem
mass spectrometry are stored in the same manner. The model allows for storing
multiple database search results for each peak list, collecting data about peptide hits,
protein hits, database used, search software, parameters, and scores.

The PEDRo model assumes existence of a central data repository and data entry
tools distributed among data-producing laboratories. The central data repository is
implemented with use of an SQL (structured query language) relational database
server. Laboratories do not enter their data directly into the repository. Instead they
use the data entry tool that encodes the data and produces an XML file, which is
then submitted to the repository. The data entry tool has a user-friendly graphical
interface to allow for easy data import, permit creation of data templates (e.g., for
description of similar experiments), and ensure data integrity and compatibility with
the PEDRo model. When the XML file is submitted to the repository, a validation
tool checks its correctness, and the data are entered into the repository’s database.
Once in the repository, the data become publicly available. The availability of
particular parts of the data (or of whole repository) may be restricted to a defined
group of users or be accessible in unrestricted manner. Access to the data in the
repository is possible by compliant query, search, and analysis tools.

Although the PEDRo model requires a fairly substantial amount of data to be
captured, much of the information should be readily available in the laboratory.
Substantial parts of the data will also be common to many experiments and so will
only have to be entered once and saved as a template. One of the main advantages
of adopting such a model is that all the data sets will contain information sufficient
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to quickly establish the origin and relevance of the data set, facilitating nonstandard
searches and subsequent data integration.

8.2.1.2 mzData

From the data standardization point of view, the mass spectrometry part of proteo-
mics experiments presents a very complex problem. An XML standard data format
called mzData is currently being developed by PSI together with major mass spec-
trometer producers. The format will represent spectra in the context of the experi-
mental setup and the analyzed system (Figure 8.4).

The mzData element is the root element of the mzData document file. The
mzData element contains two parts — desc, a descriptive section of the data, and raw,

FIGURE 8.4 The mzData XML schema. (Adapted from http://psidev.sourceforge.net/ms.)
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holding the actual peak lists; desc comprises the elements test and instrument,
describing the mass spectrometry experiment and the spectrometer itself.

Included in the testType are (a) dataProcessing, information about how the XML
document has been generated; (b) processingMethod, a general description of the
peak processing method, which can be overridden by additional description for
particular peak list acquisition (see later in text element acqDesc); and (c) testParam
and testUserParam, additional information about the experiment.

The spectrometer is further described under instrumentCommonSettingsType:
(a) instName, name of the instrument; (b) source, information about the ion source;
(c) analyzer, mass analyzer data; (d) detector, detector data; and (e) instParam and
instUserParam, additional information about the instrument.

The raw element contains a list of instrument acquisitions—the acquisition
elements. Each acquisition can be described in addition by acqDesc element and its
subelements from the acqDescType: (a) acqSettings, which stores data on settings
for the specific acquisition, such as specifications for combining raw scans into a
peak list (element acqSpecification) or instrument acquisition settings (element
acqInst), which hold information about the mass spectrometry level (first- or sec-
ond-stage MS); (b) precursorList, list of precursor ions for the current acquisition;
(c) sourceFile, stores name and type of the original source file used to generate the
particular document; (d) summary, of information for acquisition; and (e) acqParam
and acqUserParam, additional information about the acquisition.

The actual acquisition data in the form of peak lists can be stored in two formats:
(1) directly readable text values in two arrays, mzArray and intenArray, storing mass
over charge ratios and ion intensities, respectively; and (2) base64 encoded binary
float point mass over charge ratios and ion intensities in tables mzArrayBinary and
intenArrayBinary, respectively.

Users can choose the format of the data storage. The text format, with numbers
stored as text representation, can be easily read and edited by human personnel, but
it generates bigger files than the binary float point data encoded with use of the
base64 algorithm.

The acquisition element can directly store the raw machine file in the XML
document. If the raw file is not binary, or is supplemented by nonbinary data, it can
be stored in the dataArray element. When the raw file is in binary format, it can be
base64 encoded and stored in the dataArrayBinary element.

mzData allows for a very detailed description of virtually any mass spectrom-
etry experiment. It allows for inclusion of binary data in a text-based XML
document. The experiment and acquisition description and parameters are either
hard-built into the data structure or controlled by a set of vocabularies. The vocab-
ularies have been divided into two subsets—one where the names are globally
controlled, and the other where the user can define his or her own collection. This
solution reinforces global data integrity while permitting users to introduce their
own specific elements. mzData has been designed as a data export format, which
should be built into mass spectrometer software by the instrument vendor. As
such it may be easily introduced and updated with periodic instrument software
updates. In addition, it does not require the vendor to publish the internal instru-
ment data format and eliminates a time lag necessary for third-party developers
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to create a software converter able to turn the data format from an internal
instrument into common use.

8.2.1.3 HUP-ML

Other initiatives have been undertaken to facilitate data standardization in proteomic
studies. An XML-based, proteomic-oriented markup language, HUP-ML (Human
Proteome Markup Language), has been developed in the Proteomics Research Center,
NEC Corporation in Tsukuba, Japan (http://www1.biz.biglobe.ne.jp/~jhupo/HUP-
ML/hup-ml.htm). HUP-ML has been designed to be capable of describing the exper-
imental results as well as the experiment protocols and conditions. It can describe
sample origin and preparation, methodology, 2D electrophoresis gel image/LC results,
spot identification, mass spectrometry experiment parameters and peak lists, protein
search results and features, and protein 3D structure.

HUP-ML is supported by a helpful visual data entry tool called HUP-ML Editor.
The editor is available as a desktop application and as a web-based interface. It can
be used to enter all the text descriptions, tables, and graphical gel images with spot
annotation.

By its concept, design, and used technology (XML standard) HUP-ML is very
similar to MIAPE. Both standards have similar abilities.

8.2.1.4 PSI MI: Molecular Interactions

Identification and characterization of proteins constitute only a part of the proteomics
research. The other major goal of proteomics is the complete description of the
protein interaction network underlying cell and tissue physiology. It is probable that
most of the proteins encoded in the human genome are large, multidomain molecules
that participate in molecular interactions with other proteins, DNA, RNA, carbohy-
drates, and other molecules. There are more protein–protein interactions than
sequences.20 Several interaction databases have been developed, such as DIP (Data-
base of Interacting Proteins), BRITE (Biomolecular Relations in Information Trans-
mission and Expression) (http://www.genome.ad.jp/brite), CSNDB (Cell Signaling
Networks Database), and BIND (Biomolecular Interaction Database). To access and
manipulate the data in a more efficient way, as well as to exchange data between
different repositories, a common data exchange format has to be used. Such a format
has been jointly developed by members of the HUPO-PSI and is supported by major
protein interactions data providers, including BIND, MINT, IntAct, HPRD, and DIP.
Molecular Interaction (MI) XML format PSI MI has been proposed.18 The PSI MI
format is a database-independent exchange protocol. It has been developed using a
multilevel approach. Currently the format is on its first level (Level 1) and provides
basic elements suitable for representing the majority of all currently available protein–
protein interactions data. It allows for representation of binary and more complicated
multiprotein interactions, classification of experimental techniques, and conditions.
Level 1 currently describes only protein–protein interactions and does not contain
detailed data on interaction mechanisms or full experimental descriptions. These
data, as well as descriptions of other molecules interactions, will be encompassed
in more detail in subsequent PSI MI levels.
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The root element of the PSI MI XML document file (see Figure 8.5) is the entrySet,
which contains one or more entries. The entry element describes one or more protein
interactions and contains a source element (normally the data provider) and several
list elements: availabilityList, experimentList, interactorList, interactionList, and
attributeList. The availabilityList provides statements on the availability of the data.
The experimentList contains descriptions of experiments — the experimentDescription
elements; each experimentDescription describes one set of experimental parameters.
The interactorList describes a set of interaction participants — the proteinInteractor
elements. Currently only protein–protein interactions are supported. In the future, the
schema will be extended to accommodate protein interactions with other elements
(e.g., small molecules). The interactionList contains one or more interaction elements
constituting the core of the PSI MI structure. Each interaction contains a description
of the data availability, a description of the experimental conditions under which it
has been determined, and a confidence attribute. The information about the proteins
participating in the interactions is stored in the participantList as proteinParticipant
elements. Each proteinParticipant contains a description of the molecule given either
by reference to an element in the interactorList, or directly in a proteinInteractor

FIGURE 8.5 The PSI MI XML schema. (Adapted from http://psidev.sourceforge.net/mi/
xml/doc/user.)
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element. Additional elements of the proteinParticipant element describe the specific
form of the molecule in which it participated in the interaction. The featureList
describes sequence features of the protein. The role element describes this particular
protein role in the experiment (e.g., bait or prey). The attributeList elements are
placeholders for semistructured additional information the data provider might want
to transmit. The attributeList elements contain tag-value pairs and provide an easy
mechanism to extend the PSI MI format.

The PSI MI format can be used in two forms: compact and expanded. In the
compact form, all interactors, experiments, and availability statements are given once
in the respective list elements—interactorList, experimentList, availabilityList—and
then referred to from the individual interactions. The compact form allows a concise,
nonrepetitive representation of the data. In the expanded form, all interactors, exper-
iments, and availability statements are described directly in the interaction element.
As a result, each interaction is a self-contained element providing all the necessary
information. The compact form is suitable mainly for transmitting large data
sets, whereas the expanded form creates larger files but is more suitable for a
single-experiment description and for conversion to displayed data.

The PSI MI format has been designed for data exchange by many data providers.
Therefore, in addition to the standard data format, the meaning of the data items
has to be consistent and well defined. To address the problem, PSI MI uses sets of
controlled vocabularies instead of free text description wherever possible. For the
Level 1 of the format, five sets of vocabularies have been created, which describe
the interaction type, sequence feature type, feature detection, participant detection,
and interaction detection elements. All the terms’ definitions are supported by liter-
ature references whenever appropriate. The controlled vocabularies have a hierar-
chical structure with higher level terms being more general than lower level terms,
which has advantages for both annotation and querying of the data.

8.2.2 SASHIMI

Outside the HUPO-PSI initiative, other efforts have been undertaken to create a
common standard specifically for mass spectrometry data. The most notable is a
project called SASHIMI at the Institute for Systems Biology in Seattle, WA, U.S.
(extensive information available at: http://sashimi.sourceforge.net). The goals of the
project are to provide the scientific community with mzXML,21 an XML-based,
open, standard file format to represent tandem mass spectrometric data, linked with
cutting-edge, free, open-source software tools for the downstream analysis. The
adoption of an open standard will provide programmers with an easy way to access
this kind of information, thus facilitating development and distribution of software
in this field. Additionally, the use of a platform-independent representation will ease
the exchange of data sets between collaborators and ultimately allow for the creation
of public data repositories.

To address difficulties presented by the diversity of data formats from existing
spectrometers, as well as the introduction of new machines’ data formats into preexisting
data structures, an XML-based common file format for mass spectrometry data has
been developed. The mzXML arranges the data in the meaning of mass spectrometry



Data Standardization and Integration in Collaborative Proteomics Studies 181

runs (Figure 8.6). The parent element, msRun, stores results of a single MS run. Its
children elements, instrument, sample, and separation, describe the mass spectrometer,
the sample, and, if applicable, the sample separation process, respectively. The other
two elements, parentFile and dataProcessing, represent the raw data generated by the
instrument. They store, respectively, a chronological list of all the files used to generate
a given instance of the document and a list of all the modifications applied to the data.
Each run of the spectrometer (element msRun) has to have one or more elements scan
representing analysis of a single precursor peptide (element precursorMz). There can
be multiple instances of this element per each scan element, to account for fragment
ion spectra with more than one ion precursor. The other subelement of the scan, the
peaks element, represents the actual peak list (again, there can be more than one such
element per each scan). The index element allows for nonsequential access to the data
in msRun. This extremely valuable element is not an essential part of the schema, but
facilitates much faster data access and reduces the amount of code necessary to build
mzXML-based analysis tools. The mzXML incorporates elements with closely defined
structures as well as the name-value attributes (called nameValue in the schema)
allowing for personalization of the documents, while referring to a centralized common

FIGURE 8.6 The mzXML XML schema. (Adapted from http://sashimi.sourceforge.net.)
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schema. It can also be used to introduce new data items necessary to describe infor-
mation from new mass spectrometers.

The mzXML is supported by a set of tools developed under the SASHIMI
project. Validation of the mzXML document against its schema is possible with use
of a tool called ValidateXML. The XML document can be accessed with use of the
RAP (Random Access Parser), or RAMP (Random Access Minimal Parser; RAP
with minimal functionality only), which support the nonsequential data access uti-
lizing the index element. Export of the data from mzXML to other formats can be
done with use of the mzXML2Other tool. This program can convert mzXML doc-
uments into input files for programs like SEQUEST (.dta), Mascot (.mfg), Protein-
Lynx (.pkl), or a tab-delimited text format. The other tool, a graphical mzXML
viewer, offers a common way to display data generated on different instruments. It
can display various properties of the LC-MS run, such as the total ion current (TIC),
the base peak chromatogram (BPC), and the MS and MS/MS spectra. It can also
load and simultaneously visualize more than one file at the time.

In conclusion, the mzXML is an open-source standard that allows for regis-
tering mass spectrometry results in an instrument-independent file format. The
mzXML structure has been designed to facilitate easy integration of new instru-
ment data into the preexisting structure. mzXML is supported by a series of
open-source tools, allowing for validating and accessing the documents. Viewing
of the registered data is possible with the mzXML viewer. The data may also be
exported in input formats for several search engines. This feature allows for
creation of a common data analysis pipeline, which utilizes several different mass
spectrometers and a common analytical procedure (e.g., one framework for protein
identification or quantification).

8.2.3 TWODML

A project called TWODML (two-dimensional electrophoresis markup language)
has been under development in the Biotechnology Division of the National Institute
of Standards and Technology in Gaithersburg, MD, U.S. It is specifically aimed
at standardizing the representation of data from 2D PAGE (two-dimensional poly-
acrylamide gel electrophoresis) experiments.22 The objectives of the TWODML
are to

1. Gather, annotate, and provide enough information that may be reported
about an electrophoresis-based experiment in order to ensure the interop-
erability of the results and their reproducibility by others

2. Help establish public repositories and a data-exchange format for electro-
phoresis-based experimental data

3. Eliminate barriers to data exchange between the repositories and permit
integration of the data from heterogeneous sources

To achieve these goals an XML-based data model has been created (Figure 8.7).
The model’s main structures describe all the aspects of the 2D PAGE experiment:
sample source, preparation and loading, experimental details, sample separation,
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sample and data analysis, and details about identified proteins. The sample sources
are divided into two groups:

1. Natural source: Described by organism, sex, age, condition, strain, organ,
tissue, cell, organelle, secretion, etc.

2. Genetically modified (recombinant): Described by type of expression
system, genetic materials, growth medium, growth condition, method of
transfection, etc.

Sample preparation describes details about cell lysis method, cell lysis buffer,
anti-protease used, fractionation, etc. Sample separation describes details about the sam-
ple on-gel separation — first dimension, second dimension, and running conditions.

The project also proposes creation of a common electrophoresis data repository.
Information in the repository can be shared with any other system supporting
TWODML. The data in the repository may be also accessed with use of a web-based
data query interface.

8.3 PILOT PHASE OF THE HUPO-PPP: A CASE STUDY

The Human Proteome Organization (HUPO) has launched several major initiatives.
As noted above, these are focused on the plasma proteome, the liver proteome, the
brain proteome, protein standards/bioinformatics, and certain technologies, includ-
ing large-scale antibody production. Overall, HUPO aims to accelerate the develop-
ment of the field of proteomics and to stimulate and organize international collab-
orations in research and education.

The pilot phase of the Plasma Proteome Project (PPP) was launched in 2002
and focused on the following objectives:

1. Assessment of the analysis resolution and the sensitivity
2. Assessment of the time involved, and volumes of samples required with

various separation and analytical technologies

FIGURE 8.7 TWODML XML schema. (Adapted from Ravichandran, V., et al., Electro-
phoresis, 25, 297–308, 2004.) 
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3. Clarification of influences of variability arising from the choice of serum
versus plasma

4. Guidance for specimen handling
5. Determination of the place of methods to deplete the most abundant

plasma proteins23

In the initial planning meetings, interdisciplinary groups of experts from aca-
demia, government, and industry proposed a pilot phase to address the following
ten scientific issues:

1. Sensitivity of various techniques to deal with the huge dynamic range of
concentrations of proteins and peptides in the circulation.

2. Technical aspects of specimen collection, handling, storage, and thawing,
aiming for standardization.

3. Evaluation of methods of depleting or prefractionating the several most
abundant proteins.

4. Comparisons of the advantages and limitations of analyses of serum vs.
plasma, and alternative anticoagulation methods for plasma (EDTA,
heparin, citrate).

5. Enumeration and categorization of proteins visualized and identified, with
special attention to posttranslational modifications and tissue of origin.

6. Comparison of results obtained from separation of intact proteins vs.
separation of peptides from digested proteins.

7. Comparison of use of gel-based vs. liquid-phase multidimensional sepa-
ration methods.

8. Evaluation of parameters for high-throughput links with mass spectrometry.
9. Comparisons of MALDI vs. direct MS (SELDI) methods.

10. Assessment and advancement of specific peptide-labeling methods.

8.3.1 SETTING UP THE COLLABORATION

In order to compare the attributes of various technology platforms, it is essential to
have reference specimens available for use with each platform. The range of the
possible options extended from a potential single individual to the vast American
Red Cross donor pool. After extensive discussions, the following set of reference
specimens was chosen:

Set 1: U.K. NIBSC lyophilized citrated plasma, previously prepared as a
reference specimen for hemostasis and thrombosis studies for the Interna-
tional Society for Thrombosis and Hemostasis/Standards Committee.

Set 2: BD Diagnostics sets of four reference specimens for each of three ethnic
groups: Caucasian-American, African-American, and Asian-American.
Each pool consisted of 400 ml of blood each from one male and one
postmenopausal female healthy donor, collected in a standard donor setup,
after informed consent, sequentially into ten 10-ml tubes each with appro-
priate concentrations of K-EDTA, lithium heparin, or sodium citrate for
plasma and without clot activator for serum.
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Set 3: The Chinese Academy of Medical Sciences set of four reference
specimens. This pool was prepared, after review by the CAMS Ethics
Committee and informed consent by donors, according to the BD protocol,
including tests for viral infections.

A standard HUPO PPP Questionnaire was sent to all established proteomics
laboratories whose investigators had expressed interest in participating, either at the
workshops and HUPO World Congress or after learning about the Plasma Proteome
Project through colleagues, the HUPO Web site (www.hupo.org), or press coverage.
Forty-seven laboratories in 14 countries committed to participate in the PPP. Of
these laboratories, 28 are in the United States, including 17 academic, 6 U.S. federal,
and 5 U.S. corporate; 19 laboratories are in other countries, including 7 in Europe,
1 in Israel, 9 in Asia, and 2 in Australia. Of these labs, 41 requested the U.K. NIBSC
specimens, 43 the BD Caucasian-American specimens, 18 the BD African-American
and Asian-American specimens, and 18 the Chinese Academy of Sciences speci-
mens. With regard to different kinds of technology platforms, 31 indicated that they
would run 2D gels, 29 liquid chromatography separations, 25 protein digestion first,
30 various MALDI/MS or MS/MS, and 15 direct MS/SELDI. Combinations of
technologies will help move down the dynamic range of concentrations, which spans
about 9 orders of magnitude from albumin (40 mg/ml) to PSA or cytokines (pg/ml).

8.3.2 DATA STANDARDIZATION AND DATA

EXCHANGE PROTOCOLS

From the data integration point of view, the pilot phase of the HUPO-PPP can be
defined as follows: 47 laboratories worldwide were invited to identify proteins
present in up to 17 specimens from 5 donor groups. Laboratories used different
techniques and protocols, but the last experimental step was almost always done
with the use of mass spectrometers. To evaluate protein abundance, the main effort
was supported by independent immunoassays of selected proteins in the reference
specimens.7 In addition to answers to the ten scientific issues raised in the planning
phase (see above), the PPP will generate a draft “human plasma proteome as of
2004” as an output from this collaboration.

The investigators agreed to collect the following sets of information in a stan-
dardized format, as proposed by the Project Technology and Resources Committee:

Experimental Protocols: Sufficiently detailed to allow the work to be repro-
duced and considered as acceptable for publication in the Journal of Bio-
logical Chemistry or Proteomics

Protein Identification Data: The protein accession number, name, database
(and version) used, sequences of the identified peptides, and estimate of
confidence for the identification, plus any supporting information about
posttranslational modifications (from 2D gel coordinates and estimated pI
and MW), and estimates of relative protein abundance in the specimen

Summary of Technologies and Resources: Estimates of the time and capital
and operating costs of the analyses
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Participants agreed that the proteins will be identified using a single, common
database. The International Protein Index (IPI), developed by the European Bioin-
formatics Institute (EBI) to incorporate content from several other sources with
extensive annotation, was chosen. However, output tied to MS instruments searching
other databases like SwissProt24 and NCBI-nr were also acceptable.

Data collection centers were established at EBI and at the University of Michigan
to gather and integrate data received from the participating laboratories. The project
data exchange committee designed two data exchange standards: (1) an XML format
based on the PEDRo concept and using the PEDRo data entry tool, and (2) a set of
Microsoft Excel templates for gathering the protein identification data, resources
used, and experimental protocols (in Microsoft Word template). Subsequently, the
standard was extended to accommodate m/z peak lists from direct MS/SELDI
experiments for a separate subgroup analysis.

The XML format was used by only two of the laboratories, and the PEDRo tool
was still in a prolonged development stage. Thus, Excel/Word templates became the
overwhelmingly preferred means of data exchange. As a result, the University of
Michigan Web-based submission site became the main data collection and integra-
tion center. Excel/Word templates were updated to improve their processing, espe-
cially with error-proofing abilities.

Analysis of the preliminary results brought to the fore a major problem
with data integration and validation based exclusively on protein accession
numbers. Participating laboratories did not only use different search databases,
but also different algorithms for picking up protein identifications from the
database search results. The estimation of confidence of the identification, based
on search scores and laboratory binary (high/low) judgment, was inconsistent.
To address these problems, the data exchange protocols were enhanced to
include peak lists supporting submitted identifications in specially designed
text format, and raw files in spectrometer manufacturer format to be subjected
to independent PPP analyses. Because of the size, sometimes exceeding several
gigabytes, the raw mass spectrometer files had to be burned on CD or DVD
disks and sent to the data collection center at the University of Michigan for
copying and distribution.

8.3.3 DATA INTEGRATION 

From the initial group of 47 laboratories, 20 laboratories submitted MS or MS/MS
data with protein identifications. Altogether, the 20 laboratories submitted 128
protein identification datasets (different specimens and sometimes multiple meth-
ods with the same specimens in various labs) — 122 Excel and 6 XML documents.
These laboratories also submitted 70 documents with protocols and 27 with
resources descriptions. Sixteen laboratories sent disks with raw spectra or peak
lists, which generally required conversions at the data integration center. An
additional 10 laboratories submitted SELDI findings, 2 laboratories submitted
microarray results, and several labs’ results were still pending at the time of
writing.
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The data integration process was divided into three steps:

1. Receipt of Data: For three days the data remained unprocessed and avail-
able for the submitting laboratory to review the submission and, if needed,
update the submitted documents.

2. Transfer of data into an intermediate database, done automatically for each
Web-submitted document and manually for emailed XML submissions.
The data in the intermediate structure presented an exact copy of the data
from the documents, without any transformations or integration, available
for the integration procedures, to check correctness of the structure of the
submitted document. The cleaned data were rewritten in a consistent format
of accession numbers, database names, experimental categories converted
into a set of controlled vocabularies, and reformatted peptide sequence lists
(Figure 8.8). The 20 laboratories’ highly redundant 128 data sets had a
total of about 50,000 protein identifications from several different data-
bases: about 85% IPI, 14% NCBI-nr, and the rest from RefSeq, SwissProt,
Genbank, and Brookhaven databases. Sometimes laboratories used differ-
ent versions of the databases. Fortunately, 97% of the identifications were
supported with sequence lists of the identified peptides.

3. Creation of PPP Standard Database: Mapping the sequence lists into the
project standard database revealed about 9,000 distinct IPI proteins, corre-
sponding to about 5,500 ENSEMBL gene identifications. To further analyze
the quality of the identifications, a designated group within the PPP is
independently repeating the database searches with the submitted peak lists
and standard database, search engine, and search criteria. Another indepen-
dent group is using the raw spectra to reanalyze the peak generation part
of the analyses and to compare the results from database searches using
several different commonly employed search engines and databases. This
work will bring additional confidence to the protein identifications and
presumably a major reduction in the number of distinct proteins. The results
will also be expressed in terms of a sensitivity analysis with different cut
points for confidence levels to call an identified protein a HUPO PPP “hit.”

FIGURE 8.8 Block diagram of the HUPO-PPP data repository.
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The integrated project results were made available to the participants with use
of a specially written Web-based tool that allows for querying the project database
in Structured Query Language (SQL) and returns results in HTML, XML, or text
format. The results have been converted from the relational structure (Figure 8.9)

FIGURE 8.9 Entity relationship (ER) diagram of the HUPO PPP data repository.
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into a nested XML document (Figure 8.10), which will be publicly available at the
EBI Web server and the HUPO Web site. Investigators and bioinformatics colleagues
will utilize these integrated data resources and primary data for an intensive Jamboree
Workshop in Ann Arbor, MI, U.S., in June 2004.

8.3.4 DISCUSSION

The pilot phase of the HUPO PPP provides a very good example of data integration
problems and ways to deal with them in collaborative proteomics studies. As a pilot
phase of the first project executed under the HUPO, and one of the first large-scale

FIGURE 8.10 XML schema of the HUPO PPP data repository. (Adapted from http://
psidev.sourceforge.net/ppp/pilotPhase.)
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proteome projects, it encountered many learning situations. Two problems generated
the most confusion and additional work for participants and data collection/integra-
tion centers: overestimation of laboratories’ ability to use XML data format, and
underestimation of the importance of the peak lists collection.

Thanks to early identification of the problems, both of the issues were success-
fully overcome. The early identification was possible because of the preliminary
submission step and prompt analysis of the initial results. However, since the nec-
essary changes were introduced during the project’s operations, the collection/inte-
gration center had to deal thereafter with data formatted according to both the old
and the new protocols. Additionally, the new protocol came too late for some of the
participants, who were not able to completely fulfill its requirements.

Substantial bioinformatics capabilities are essential for collaborative studies.
Many variables that contribute to incongruent reports of protein identifications can
be traced to the nonstandardized use of proprietary search engines and the multi-
plicity of databases constantly being updated. Nonstandard procedures for recruit-
ment of specimen donors (overcome in this project by preparation of reference
specimens), opportunity for choice among reference specimens (permitted in this
project), specimen collection and handling, and depletion or prefractionation of
proteins in specimens before MS analysis all contribute complexity and uncertainty.
In addition, methods aimed at detecting subproteomes (phosphoproteome, glyco-
proteome; liver, brain, other organ proteomes) may introduce other variables when
seeking potential corresponding detection of the same proteins in the circulation.
Flexibility of bioinformatics approaches will be essential for integration of data from
many such sources and for comparison with results from non-MS methods, including
microarrays.

The HUPO PPP pilot phase is generating valuable information for the choice
of standard operating procedures in support of disease-oriented studies and popula-
tion-based epidemiologic and clinical trials studies with archived and newly collected
human specimens.
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9.1 INTRODUCTION

This chapter presents an overview of the informatics tools available in the form of
databases of pathway and biological network information, as well as software tools
and methods by which one could integrate this information with global expression
profiling experiments. Global gene expression profiling data, both at the RNA level
(e.g., oligonucleotide array data) and at the protein level (e.g., two-dimensional gel
electrophoresis or protein microarray derived data) represents a vast resource for
exploration, or “data mining,” to uncover new insight into the complex biological
systems under study. Yet the process of extracting information from such sources
may be daunting. A useful strategy to extract meaningful information from a poten-
tially overwhelming sea of expression data is to effectively link the data to external
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sources of biological information, such as gene annotation or the biomedical liter-
ature. In particular, there is currently substantial information available pertaining to
biological pathways that has utility in the interpretation of gene expression data.
Moreover, numerous databases on biological pathways have recently become avail-
able that allow the results of global profiling experiments to be linked to these
pathways to understand the observed differential expression of genes and proteins.
Pathways and other biological networks may be represented as graphs, with nodes
as the genes or proteins and edges as protein–protein or protein–DNA interactions.
In functional pathway analysis, graph theoretic methods and graph visualization
tools can be used to look for interesting patterns between pathway data and proteomic
or genomic data; for example, a graph may display a large number of previously
established connections between a set of genes or proteins found to be coregulated
in a particular study.

9.2 PROFILING GENE EXPRESSION AT THE RNA
AND PROTEIN LEVELS

Although several technologies are currently available for global profiling of gene
expression at the RNA level, the DNA microarray approach has had the most impact
on biomedical research. Applications of DNA microarrays include uncovering unsus-
pected associations between genes and specific biological or clinical features of
disease that are helping devise novel molecular-based disease classifications. In rela-
tion to cancer, most published studies of tumor analysis using DNA microarrays have
either examined a pathologically homogeneous set of tumors to identify clinically
relevant subtypes; e.g., responders vs. nonresponders, or pathologically distinct sub-
types of tumors of the same lineage; e.g., high-stage vs. low-stage tumors to identify
molecular correlates, or tumors of different lineages to identify molecular signatures
for each lineage. Very few studies have analyzed microarray data primarily from a
functional pathway point of view. An important challenge for microarray analysis is
to understand at a functional level the significance of associations observed between
subsets of genes and biological features of the samples analyzed. Another challenge
is to determine how well RNA levels of predictive genes correlate with protein levels.
A lack of correlation may imply that the predictive property of the gene(s) is inde-
pendent of gene function. For example, comparisons of mRNA and protein levels for
the same tumors reported for lung cancer demonstrated that only a small percentage
of genes had a statistically significant correlation between the levels of their corre-
sponding proteins and mRNAs.1

Given the dynamic nature of the proteome and the occurrence of numerous
posttranslational modifications, notably phosphorylation, that is functionally relevant,
there is a compelling need to profile gene expression at the level of the proteome.
Numerous alterations may occur in proteins that are not reflected in changes at the
RNA level. The technologies for proteome profiling such as two-dimensional gels do
not currently readily allow the profiling of the entire proteome or a cell or tissue.
However, profiling of protein subsets is currently feasible. There is substantial interest
in developing microarrays or biochips that allow the systematic analysis of thousands
of proteins and eventually proteomic-scale profiling.2
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Unlike DNA microarrays that provide one measure of gene expression, namely
RNA levels, there is a need to implement protein microarray strategies that address
the many different features of proteins, including determination of their levels in
tissues and cells and their selective interactions with other biomolecules, such as
other proteins, antibodies, drugs, or various small ligands. The compelling need
for protein chips has led numerous biotechnology companies to devise novel strat-
egies for producing biochips that have utility for biomedical investigations. Pro-
teomic profiling studies that have utilized protein microarrays are beginning to
emerge. As a model to better understand how patterns of protein expression shape
the tissue microenvironment,3 Knezevic et al. analyzed protein expression in tissue
derived from squamous cell carcinomas of the oral cavity through an antibody
microarray approach for high-throughput proteomic analysis.3 Utilizing laser cap-
ture microdissection to procure total protein from specific microscopic cellular
populations, they demonstrated that differences in expression patterns of multiple
proteins involved in signal transduction within epithelial cells reproducibly corre-
lated with oral cavity tumor progression.

9.3 COMPLEXITIES OF BIOLOGICAL
PATHWAY ANALYSES

Biological pathways in the traditional sense are thought of as a set of biological
reactions that are carried out in a series of sequential steps (e.g., protein A activates
protein B; protein B then binds to protein C; protein B and protein C together then
target protein D, protein E, and protein F), while gene expression profiling gives
a “snapshot” of the global state of the expression activity of the cell and hence
does not capture the sequential aspect of pathways. Likewise, proteome profiling
such as with 2D gels provides a snapshot of the levels of different proteins in a
cell population or a tissue. Therefore, it may be expedient in functional pathway
analysis to represent pathways, where the order of events is specified, as biological
networks, where the interactions between genes and proteins are represented (e.g.,
as edges in a graph), but not in the order in which these interactions are thought
to occur sequentially. Another important point to consider in data analysis using
pathway information is that pathways operate at multiple levels that cannot be
captured with any one analytical tool currently available. For example, signal
transduction pathways involve the phosphorylation and dephosphorylation (e.g.,
the “activation” and “deactivation,” respectively) of protein products. Oligonucle-
otide array data, on the other hand, measure mRNA levels, which often do not
correlate well with measured protein levels, presumably because of processes such
as regulation of translation of mRNA to protein, as well as targeted protein degra-
dation that causes the correspondence between the two to be something other than
1:1. Although protein levels may be measured directly using 2D gels, this type of
data will not reveal such information as the phosphorylation state of a given protein,
nor will it reveal the activity state of enzymes. When integrating gene expression
data with pathway information, a clear understanding of what the measured values
actually represent is needed for correctly interpreting the results from such an
analysis.
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9.4 THE KYOTO ENCYCLOPEDIA OF GENES
AND GENOMES (KEGG)

One of the first publicly available Web databases of pathway information was the
Kyoto Encyclopedia of Genes and Genomes, or KEGG.4 The major component of
KEGG is the PATHWAY database that consists of graphical diagrams of biochemical
pathways including most of the known metabolic pathways and some of the known
regulatory pathways, over 150 pathways in all, as of August 2003. The KEGG/PATH-
WAY reference diagrams can be readily integrated with genomic and proteomic infor-
mation. A KEGG pathway is represented as a graph, with nodes as the proteins that
participate in the pathway and edges as protein–protein interactions involved in certain
steps of the pathway. Figure 9.1 shows a KEGG graph diagram of the cell cycle
pathway in Homo sapiens. Using the KEGG tools, a user may enter a set of genes or
proteins (such as a set of genes that appear significant in a given microarray experiment)
to see which nodes or elements of any given pathway are represented by these genes;
such nodes will appear highlighted in the graph. One current limitation of the KEGG
database is its primary focus on well-defined metabolic pathways and its lack of

FIGURE 9.1 (Color insert follows page 204) KEGG/PATHWAY graph representation of
the cell cycle pathway in Homo sapiens. Nodes in the graph represent gene products; edges
represent interactions between gene products. Nodes highlighted in pink represent an example
set of genes of interest as entered by the user (Web site available at http://www.genome.ad.jp/
kegg-bin/ mk_point_ multi_html).
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information on the more complicated signal transduction pathways that play a critical
role in human diseases such as cancer. One recent study5 that integrated the KEGG
pathway information with data from a set of lung cancer mRNA profiling experiments
readily demonstrated that processes of increased cell division and metabolism were
characteristic of more advanced tumors but did not readily yield more novel findings.

9.5 GENE MICROARRAY PATHWAY PROFILER

In the study of complex biological systems, pathways not currently represented in
KEGG may need to be considered. GenMAPP (Gene Micro-Array Pathway Profiler)
is a freely available program for viewing and analyzing expression data on “microarray
pathway profiles” (MAPPs) representing biological pathways or any other functional
grouping of genes.6 As of January 2003, GenMAPP included over 50 MAPP files
depicting various biological pathways and gene families. Similar to the KEGG tools,
GenMAPP can automatically and dynamically color code the genes on a MAPP
linked to a gene-expression data set according to criteria supplied by the user. In
addition to the MAPP files, GenMAPP includes gene annotation information as
described by the Gene Ontology (GO) consortium.7 The GO consortium has defined
a controlled vocabulary consisting of over 2,000 terms for describing a given gene
in terms of its molecular function, biological process involvement, or cellular com-
ponent. Biological pathways in which a gene may participate are also included in
that gene’s GO annotation. Given a set of genes of interest obtained from an analysis
of expression data, the GenMAPP program will identify GO terms that appear
overrepresented in the gene set. GO terms that appear significantly enriched for a
given set of genes may provide clues as to the processes or pathways that the genes
as a whole may represent.

9.6 PROTEIN INTERACTION DATABASES

TRANSPATH is an online Web database on signal transduction and gene-regulatory
pathways.8 As of August 2003, the TRANSPATH database (version r4.2) contained
15,346 protein–protein interactions on 12,262 molecules and 2,604 genes. TRANS-
PATH focuses on the interactions between genes and proteins, rather than on using
predefined pathways as KEGG or GenMAPP does. In this way, a TRANSPATH
signaling pathway could be considered as more of a signaling network of biological
interactions rather than as a pathway that presumes the order in which the interactions
take place. Given any gene or protein of interest, the user can retrieve a list of associated
interactions, and given any two molecules of interest, the database will show an ordered
list of molecules connecting the two via a series of interactions. The TRANSPATH
database is not freely available and a subscription is required for access, although a
small demonstration portion of the database is available for browsing.

There are numerous databases of protein–protein interactions other than
TRANSPATH that are freely available for querying and downloading, including the
Biomolecular Interaction Database, or BIND9 and the Database of Interacting
Proteins, or DIP.10 In both of these databases, the organism most represented is
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Saccharomyces cerevisiae (yeast), for which an abundance of protein–protein inter-
action data has been generated using high-throughput techniques such as yeast
two-hybrid. As of August 2003, over 15,000 protein–protein interactions were cat-
alogued in the BIND database, most of which were generated from a set of 4,825
yeast proteins (about 75% of the yeast proteome). Curation of such large interaction
data sets makes possible the creation of detailed maps of biomolecular interaction
networks. The sum total of all possible biomolecular interactions within an organism
is often referred to as the “interactome,” which, along with the genome and the
proteome, currently represents a vast area for scientific exploration and discovery.
One area of bioinformatics research is to use graph theoretic methods to identify
highly connected subnetworks within a global interaction network. Such densely
connected regions of the interactome may represent molecular complexes. This NP
hard graph search problem is an ongoing research topic in computer science,
although software programs using heuristic algorithms have been developed and are
freely available.9 Figure 9.2 shows a biomolecular network uncovered in a recently
published analysis of yeast interaction data.11

For research groups that study S. cerevisiae using genomic or proteomic profil-
ing, the protein–protein interaction data made available by databases such BIND
and DIP can be a valuable resource for the analysis of expression data. One recent
study by the Institute for Systems Biology of the galactose utilization (GAL) pathway

FIGURE 9.2 (Color insert follows page 204) Visual representation of a molecular complex
in protein interaction networks found using the k-core method of analyzing yeast protein
interaction data. The above network is a six-core. In a six-core, each node has at least six
edges connected to it. SAGA, Spt-Ada-Gcn5-acetyltransferase transcriptional activator–
histone acetyltransferase complex; TRAPP, transport protein particle complex. Proteins are
colored according to GO (Gene Ontology) cellular component. (Reproduced from Bader,
G.D. and Hogue, C.W. Nature Biotechnol., 20, 991–997, 2002. With permission.)
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in yeast12 illustrates this point. The study analyzed 20 systematic perturbations of
the GAL pathway using DNA microarrays, quantitative proteomics, and databases
of known physical interactions. In each perturbation, a different gene with an impor-
tant role in the GAL pathway was knocked out. An interaction network of 2,709
protein–protein interactions and 317 protein–DNA interactions was compiled. For
each perturbation experiment from which mRNA and protein expression profiles
were obtained, nodes in the network were colored to represent changes in mRNA
or protein level corresponding to the observed effects of the perturbation (similar to
what has been described above for the KEGG and GenMAPP tools). Figure 9.3
shows some of the graphical results presented from the study. The freely available
Cytoscape software package allows users to carry out the same type of analysis as
described above using their own expression and interaction datasets. The Linux
version of Cytoscape also implements a method for screening a molecular interaction

FIGURE 9.3 (Color insert follows page 204) Integrated physical-interaction networks from
systematic perturbations of the GAL pathway in yeast. Nodes represent genes, a yellow arrow
directed from one node to another signifies that the protein encoded by the first gene can influence
the transcription of the second by DNA binding (protein–DNA), and a blue line between two
nodes signifies that the corresponding proteins can physically interact (protein–protein). Highly
interconnected groups of genes tend to have common biological function and are labeled accord-
ingly. (A) Effects of the gal4+ gal perturbation are superimposed on the network, with gal4
colored red and the gray-scale intensity of other nodes representing changes in mRNA as in
Figure 9.2 (node diameter also scales with the magnitude of change). Regions corresponding to
(B) galactose utilization and (C) amino acid synthesis are detailed at right. (Reproduced from
Ideker, T., et al., Science, 292, 923–934, 2001. With permission.)
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network to identify active subnetworks; i.e., connected regions of the network that
show significant changes in expression over particular subsets of conditions.13

The integration of protein–protein and protein–DNA interaction data with
genomic or proteomic data can allow for analysis of global expression patterns at
the level of biological networks in order to find patterns indicative of direct or
indirect interactions between genes. Many recent gene expression profiling studies
investigate the molecular biology of cancers in humans, and there is much interest
in identifying the pathway or network perturbations within the cell that lead to
tumorigenesis and disease progression. No large data sets of high-throughput inter-
action data are currently available for Homo sapiens, although several groups have
developed ambitious plans to this effect. As of August 2003, the DIP protein
interaction database contained on the order of 1000 interactions for some 700 human
proteins, which still represents a very small fraction of the human interactome. To
carry out, using human gene expression data, the type of network analysis demon-
strated using yeast data, more human protein interaction data may be required.
Most of the human protein–protein interactions in DIP and BIND are largely
manually curated from the biomedical literature. Databases of literature articles
and abstracts, most notably PubMed, are a tremendous resource of human protein
interaction information, as these catalogue the results of countless experiments
investigating the interaction effects between individual proteins. Extracting protein
interaction data from the literature, however, is a nontrivial task. Without the use
of computer programs for automatic text processing, the process of manually sifting
through any articles detailing a protein or set of proteins of interest, is enormously
time consuming, though likely more accurate.

9.7 THE KINASE PATHWAY DATABASE

The Kinase Pathway Database14 uses a natural language processing (NLP) algorithm
to automatically extract protein interaction information from article abstracts. As of
August 2003, over 480,000 abstracts have been mined in order to uncover some
26,000 human protein interactions being indicated in the literature. In all, the Kinase
Pathway Database contains more than 47,000 protein interactions that span the major
model organisms. Protein–protein interactions in the Kinase Pathway Database may
be direct or indirect. A direct interaction being found between two proteins entails
that a direct physical interaction may take place between the two (e.g., protein A
binds to protein B to form a complex). An indirect interaction entails that the two
proteins have a functional relationship in which the activity of one protein may be
modulated by the other (e.g., protein A may bind upstream of the gene encoding
protein B to downregulate the expression of protein B). Estimates of the accuracy
of the database’s NLP algorithm were made by manually checking some 500
abstracts from which interaction information was mined, which showed a false-
positive error rate of only around 6% in reporting a functional relationship between
two proteins. However, this reported accuracy does not evaluate the correctness of
describing a protein–protein interaction as being direct or indirect, which may be
worse. The Kinase Pathway Database team is actively improving upon their NLP
algorithm, and monthly updates are being made to the database.
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9.8 OTHER DATABASES UNDER DEVELOPMENT

It is likely that additional databases specialized on an organismal basis or on bio-
logical pathway or other bases that address unmet needs will emerge in the near
future. For example, a database dedicated to humans, under construction, is the
Human Protein Reference Database, or HPRD, which relies on a “brute force”
approach to literature information extraction. The HPRD development team includes
biologists who spend much of their time reading the literature for relevant informa-
tion for each protein currently catalogued in the database. As of August 2003, over
10,000 interactions have been entered in HPRD for some 2750 human proteins. The
HPRD project represents a tremendous effort in human time. As a result it overcomes
the inherent limitations of the Kinase Pathway Database, which relies on automatic
natural language processing algorithms, which are not perfect. Thus, the HPRD
interactions are inherently more likely to be correct in representing direct physical
interactions between proteins as described in the literature. In addition, the HPRD
has defined a set of human protein interaction networks surrounding well-known
signaling pathways. Each of these networks is comprised of all of the interactions
that apply to the key elements of the given pathway. Figure 9.4 shows a graphical

FIGURE 9.4 Protein–protein interaction network surrounding the EGFR signaling
pathway, as represented by the Human Protein Reference Database (HPRD). Nodes
in the graph represent proteins; edges represent interactions between proteins. Nodes
that appear enlarged over the other nodes represent the core components of the EGFR
pathway. The protein–protein interactions catalogued in the HPRD that directly
involve each of these core pathway components are also represented in the graph. 
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representation of the EGFR interaction network derived from the EGFR signaling
pathway.

One key to functional pathway analysis is the integration of genomic or pro-
teomic data with protein interaction data to uncover significant networks of appar-
ently active interactions. Refining analysis methods for this type of network analysis
remains an active area of bioinformatics research, which includes questions such as
how to define patterns of interactions that are both statistically significant and
biologically meaningful. The biological interpretation of network patterns can also
present a challenge, although, graph visualization tools can greatly aid this step of
the analysis. Many software tools for drawing graphs are available, including the
Pajek program (originally designed for the analysis of social networks), which has
been used extensively in analyses of yeast two-hybrid data. At this point in time,
programming and database skills are a valuable asset for performing network anal-
yses of expression data. As network analysis methods become more developed,
network analysis software made for ease of use by the biology research community
at large will likely follow.

9.9 CONCLUSION

The field of global profiling of gene expression, while still in its infancy, is gradually
evolving toward integration of multiple sets of data that combine global measurement
of RNA and protein levels as well as assessment of protein functional states; e.g.,
phosphorylation. An important justification for such an undertaking is to extract func-
tionally relevant information from such large data sets. Although there are numerous
challenges associated with functional analyses of gene expression, methods/tools and
databases are becoming available that facilitate functional pathway analysis.
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Give me back the days of Yore,
BioScience is just not the same anymore.

Genomes, proteomes, metabolomes reign,
For days of Yore my heart does pine.

Each protein with its own story to tell,
Cajoling it to crystallize took efforts like hell.
To “understand” was a reward of its own,
Those were the days when “high throughput” was unknown.

Alas, days of Yore are long gone,
Data mining and statistics are today’s norm.
Instrumentation, bioinformatics, data mining and all that jazz,
I feel like a shackled prisoner at Alcatraz.
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10.1 INTRODUCTION

The poem above is reminiscent of a now distant past when high throughput was
really unimaginable, genomics and proteomics were a long way away, and scientists
built entire careers on researching just a couple of proteins and pathways.

While instrumentation has had a fundamental role in producing the required
data, the role of informatics, and particularly data mining, has also been a significant
one. Bioinformatics, as it is known today, was born out of the necessity of mining
this large amount of data. Data mining plays a key role in the present context in
informatics for molecular life science research, and especially in proteomics.

In relation to other chapters in this book, I will attempt to introduce the general
discipline of data mining, relate it to insightful mining of proteomic data, and provide
glimpses of emerging technologies in this area.

“Data mining” is the process of analyzing data (warehouses) to extract patterns,
relationships, trends, or rules based on features (properties) derived from source data
to obtain predictive models of the underlying biological process to reduce (not
eliminate) the need for experimentation.

In the case of proteomics data mining, the task is of understanding the activation,
abundance, dynamics, and interaction of the protein complement of genomes. This
understanding is fundamental to many of the biological processes, but has particular
relevance to disease diagnostics and drug discovery. The working definition here is

FIGURE 10.1 An unrooted tree diagram showing different types of data mining tasks clas-
sified by analysis task and data type.
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the mining of data pertaining to the protein complement of any genome. The data
to be mined might be information derived from symbolic (sequences), structural,
physico-chemical (spectroscopic data, like molecular weight of peptides digested
during MS), quantitative (expression), or interaction data.

Clearly, in proteomics, there are several data types and data mining tasks that a
researcher might wish to perform. An excellent overview from the perspective of a
bioinformatics scientist is available at http://bioinfo.cis.nctu.edu.tw/D_tree.html. It
classifies data mining by the analysis task and data type. Figure 10.1 shows the same
information in an unrooted tree.

10.2 THE GENERAL DATA MINING PROCESS

The Figure 10.2 work flow shows a generic approach to data mining. The “rate
limiting” step in proteomic data mining is really the availability of clean, standardized
data and the ability to derive the right properties/features to describe the underlying
biology.

It is important to note that this work flow does not have any clear beginning or
end. While it is customary to think about data mining as starting with data and
ending with validated models used for prediction, in reality it has to be fed back for
experimentation and is thus iterative. It is very important to build models on new
data, better data, better features, and better data mining methods. The predictive
models built have to be validated by experimental evidence whenever possible. This
validated data can then be fed back into the data mining pipeline.

FIGURE 10.2 The general data mining work flow.
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10.2.1 FILTER, CLEAN, AND STANDARDIZE

The inconsistency in nomenclature of proteins, their functions, the nonstandardiza-
tion and variability of instrumentation, and the way data has been historically stored
in online databases have plagued data mining attempts in life sciences in general,
and data mining in particular.

In the last four to five years there has been an increasing realization that for
meaningful data mining the underlying data has to be standardized. For example,
until the pioneering efforts of ontology groups (http://www.geneontology.org/,
http://obo.sourceforge.net/), there was no systematic way to define protein func-
tion. It is a sign of the urgency and importance of dealing with this issue that has
led many pharmaceutical and biotech companies to lend their support to ontology
groups.

Database querying is quite difficult even with improvements in web-based inter-
faces like the Sequence Retrieval System (SRS). The fundamental problem is that
the underlying database design does not relate to unique biological entities, their
properties and instances, and relationships between biological entities.

So a query for subcellular localization “cytoplasmic,” not only returns cytoplas-
mic proteins but also those in possibly other locations. Proteins with a “putative”
and “probable” cytoplasmic location will also turn up. The results of these queries
have to be looked at in detail to be sure that one is getting the exact information
needed. This is what “cleaning” or “scrubbing” the data in the context of this chapter
means. Filtering is a step that should be performed before cleaning. It means refining
queries to minimize the risk of obtaining wrong data. Thus, in our example, after
several queries it will be noticed that putative, probable, cytoplasmic, OR nuclear,
etc., keywords turn up in the detailed results. Negating these terms to filter them out
can refine the earlier query.

Standardization of nomenclature can be achieved by using resources like gene
ontology. Standardization, filtering, and cleaning of data is a prerequisite for suc-
cessful data mining in every discipline, but more so in proteomics research. We will
not go into further details about this crucial step of preprocessing since the same is
covered elsewhere.

This phase of initial examination of data also includes calculating summary
statistics and plotting data in various ways to get a feel for its structure. For example,
the data might have outliers, missing values, and completely different ranges for
different variables. Thus, during preprocessing one might need to normalize the data,
fill in missing values, and filter outliers. Your friendly neighborhood statistician can
be a big help in doing this.

Summary statistics can be calculated for every class individually or for the whole
data set. It might give an idea about the discriminatory power of the variables or
features used.

Since this becomes more and more difficult as the number of features and classes
increases, principal components analysis (PCA) might be used at this stage to
visualize the separation of the classes. Figure 10.3  shows a PCA plot for four protein
fold types. Various physicochemical indices were first calculated for all four fold
classes: serine protease, globins, virus capsid protein, and immunoglobin. The plot
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has been generated from the PCA performed on these data points. Clear clusters are
visible.

10.2.2 FEATURE SELECTION

As shown in the work flow diagram, the data miner has to decide whether or not to
derive new features from input data. The next challenge is to determine which of
the features are relevant to building the model. Features are also known as descrip-
tors, dimensions, and properties.

If the data is, say, an image or DNA/protein sequences with no other information,
then one has to calculate features from the raw data. In some cases the features will
already be available; e.g., protein domain information, molecular function, secondary
structure, etc. But in most cases, features will have to be calculated from input
proteomic data. The question is once we do have features, which ones are really
relevant? Are we taking any redundant ones? Are there features that do not change
or change very little across different classes? This translates into a question of
dimension reduction. The curse of dimension says that the cost of computation
increases exponentially with the number of dimensions. Thus one might expect to
model a process or problem better with more features, but not only does the com-
plexity of calculations increase, the probability of finding a good model does not
always increase. In fact, in many cases the accuracy might actually go down because
of correlation between features and other statistical problems.

Various methods have been developed to deal with the above questions. These
include two subtypes: (a) selecting features that contribute to the separation of classes

FIGURE 10.3 (Color insert follows page 204) A PCA plot of proteins with different folds.
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termed as feature selection, and (b) transformation of features to a reduced subset
of features, termed as feature extraction.

Various types of dimension reduction algorithms are used, e.g., principal com-
ponents analysis, Karhunen-Loeve transformations, factor analysis, and multidimen-
sional scaling. A detailed discussion of dimension reduction methods is out of the
scope of this chapter, but the reader is referred to an excellent technical text on the
same.1

10.3 APPROACHES TO DATA MINING

There can be several approaches to data mining based on different criteria. The best
data mining method for a given problem needs to be chosen depending upon the
nature of the data mining task:

1. Statistics or machine learning
2. Supervised or unsupervised
3. Pattern discovery or pattern recognition
4. The data type
5. High throughput/low throughput

Let us discuss each of the above criteria with examples.

10.3.1 STATISTICS OR MACHINE LEARNING

Statistics in the context of proteomics can be used for accepting or rejecting particular
hypotheses. These hypotheses can pertain to

1. Examining the “goodness of fit” of experimental data to some known
distribution or curve or fitting a curve to numerical data

2. Classifying an object in one or more classes with some measure of
confidence

The core concepts in statistics are distributions, means, variances, and higher
order moments. The concept of probability is central to “doing statistics.” For
example, bioinformatics scientists base their faith in a blast result on the p value
rather than just the raw score of the hits obtained.

In case of classification of biological objects, simple statistical measures can
sometimes suffice if the features that describe the biology clearly separate data into
desirable discrete classes. For example, n-mer statistics have long been used as a
measure to separate protein-coding genes from noncoding orfs. Thus if the frequen-
cies of occurrence of 6 to 7 mers are used to separate coding and noncoding orfs,
in at least simple cases for a given organism, the mean, variance, and some higher
moments might be enough for highly accurate classification.

Consider an interesting aplication of data-mining, i.e., the prediction of essential
bacterial proteins.2 Those bacterial proteins that, if disrupted, can lead to the loss of
viability or growth, are termed “essential proteins.” Several experimental methods
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exist at the genomic and proteomic level to establish the essentiality of bacterial
proteins. However, until recently there was no in-silico method for the same. This
problem is of interest not only because it might give interesting bacterial drug targets,
but also since it showcases the possibility of mining proteomic data before going
for expensive experimentation.

In our work we took just about 50 known essential and nonessential proteins
from E. coli, H. influenzae, and S. pneumoniae. The critical part of the research was
to use features that represented the real biological differences between the two
classes. This problem cannot be clearly dealt with by simple metrics like sequence
similarity because the proteins were from very different functional classes. Some
proteins were not universally conserved across different bacteria and were still essen-
tial. After substantial investigation the best features were found to be indices called
Tsallis entropies (http://www.santafe.edu/sfi/publications/Bulletins/bulletinFall00/
features/tsallis.html).

For years biologists have used shannon entropy as a measure of the information
content or diversity or entropy of a system. Tsallis entropy is a generalized entropy
measure that reduces to the shannon entropy under assumptions of a closed system
at equilibrium. Since biological systems ranging from genes and proteins to cells,
organisms, and ecosystems are open and far from equilibrium, Tsallis entropy
might have an important role to play in chemical and biological dynamics in
general.

Chi-squared analysis then clearly indicated that some protein sequences were
essential and others were nonessential. There was no need to use machine learning
methods to separate proteins into two classes. Thus, in the case of classification
conventional statistics can suffice provided that the features for the biological prob-
lem are good. Techniques like machine learning should be used when the features
used to model the biology are not sufficient or not well understood or cannot clearly
separate the data into multiple classes clearly.

Any discussion regarding protein data mining is incomplete without a reference
to the technique of Hidden Markov Modeling (HMM). HMMs stand at the interface
between statistics and computing. The HMM is a dynamic kind of statistical profile.
Like an ordinary profile, it is built by analyzing the distribution of amino acids in a
training set of related proteins. However, an HMM has a more complex topology than
a profile. It can be visualized as a finite state machine, familiar to students of computer
science. Models for detecting remote homologs of proteins frequently rely on HMMs.
Databases like Pfam and programs like HMMER (http://hmmer.wustl.edu/) and
Meta-MEME (http://metameme.sdsc.edu/) are routinely used to build Markov models
for protein families based on protein sequence alignments.

Statistics, however, is perhaps better used to test hypotheses about the confidence
of classification/predictions rather than for classification/prediction itself.

10.3.1.1 The Role of Machine Learning

This brings us to the utility of machine learning for data that is not clearly separable
into desirable classes. Most data mining problems in proteomics research might fall
into this category since their underlying biology is not well understood or the features
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used to build predictive models do not sufficiently capture the underlying biology
or chemistry. It has long been understood that the one-dimensional sequence of a
protein dictates its 3D structure and its molecular function and interactions. However,
none of the currently available features (e.g., secondary structure) for a protein
sequence can help relate the chemistry and biology of proteins.

One possible definition of machine learning techniques is that it is a class of
computational techniques that can build models or classifiers from raw or derived
data that best separate multiple classes based on some known/unknown mathematical
or statistical mapping between the input and the desired output (classes).

Machine learning itself has several distinct schools of thought. In layman terms
the techniques can be classified into

1. Neural computing: mimic the biology of human brains and obtain some
sort of mathematical mapping between the input/features and the output

2. Decision trees and association rules: derive interpretable rules relating the
features and values directly with the output

3. Methods like support vector machines (SVM) that use a mathematical
kernel to maximally separate classes

4. Expert system methods (Prolog, Lisp) and inductive logic programming
methods (Progol)

5. Search/optimization methods like simulated annealing and genetic algo-
rithms

Since the 1970s a substantial body of research has been devoted to such com-
putational techniques and their application. A particular subtype—the feed-forward
neural network—is the most widely used machine learning algorithm and conse-
quently the most widely used methods in proteomics data mining (as in other
disciplines). Thus most papers on secondary structure prediction, fold recognition,
subcellular location prediction, and numerous other challenges have relied in such
neural networks or some variation on the theme.

10.3.1.2 Basic Concept of Neural Networks

Figure 10.4 shows a typical feed-forward neural network. The network has three
main parts or “layers”; viz. the input layer, the hidden layer(s), and the output layer.
There are multitudes of computational units called “neurons” in each layer. Neurons
in one layer are connected to the next layer to the right. There can be more than
one hidden layer with variable number of neurons. There are very few and sometimes
contradictory “thumb rules” for the number of neurons in hidden layers, their
connections, and the overall topology. In certain cases, there is software available
that can optimize the topology of a neural network; e.g., a utility called ENZO is
available for the Stuttgart Neural Network Simulator (http://www-ra.informatik.
uni-tuebingen.de/SNNS/).

The number of neurons in the input layer depends on the features used to
represent a protein sequence or structure; the output is equal to the number of classes
in which we wish to classify a protein. For example, in the above network, the output
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layer has three neurons, one each representing a beta strand, helix, and turn classes.
The number of inputs will depend on what features are used. In one possible scheme,
a binary vector (array) of length 20 represents each amino acid. A particular amino
acid is 1 and all others are 0. Thus if a “window” of a particular length (number of
amino acid residues) is moved along the length of a sequence, a pattern of length
20 × 13 (length of binary representation × window size) is input for learning the
secondary structural class at every iteration or epoch.

Other representations like n-grams and physicochemical profiles (hydrophobic-
ity) can also be used to represent protein sequences. Patterns are input to the network
from the input layer. Depending on the mathematical activation function used, the
hidden layer neurons that get input from a multitude of input neurons “fire.”
The output is compared to the ideal output as present in the training examples and
the error is propagated back to the input layer, passing through the hidden layers.
Thus the weights connecting the neurons in different layers are updated to minimize
the error between the desired output and current output. It is important to realize
that all this is possible since numbers represent the output internally in neural
networks. So the error that we are referring to is some function to measure the

FIGURE 10.4 A typical feed-forward neural network.



214 Informatics in Proteomics

difference in numerical values as output by the network and as they are represented
in the training file. For example, for our secondary structure problem the outputs
might be internally represented as 0, 1, 2. Some previously decided threshold is
needed to decide what class an example falls into; e.g., if the value is near 0 it is
helix, near 1 it is a beta strand, and for 2 it is a turn.

The class of networks shown above is called a feed-forward network and the
way the errors are propagated back from the output to the input (adjusting the weights
in the process) defines the actual algorithm. The most common algorithm is back-
propagation.

Although not discussed here, there are many other types of neural networks,
notably the Kohonen and Hopfield networks. One area of caution while using neural
networks in proteomic data mining is their tendency to overfit the data; i.e., over-
learning. Although several methods like “pruning” nonchanging neuronal connec-
tions have been used, it still remains a significant drawback.

 In addition to the problem of overlearning, another perceived problem has been
the “black box” nature of such techniques. It perhaps reflects the chasm between
practicing/bench scientists and bioinformatics scientists. Biologists and proteomics
experts look for interpretable rules that link their concepts of sequences, structures,
domains, conserved profiles, physicochemical properties, similarity/homology, and
the final classification or result desired. While it is clearly desirable to understand
a protein’s function(s) or other classifications with reference to the above properties,
it is not always possible in practice.

Algorithms like decision trees and rules (C4.5/C5.0, Association Rules & CART)
should be used in cases where such an understanding of the biological rules is
thought to be essential. An example of such techniques in proteomics data mining
is for “Automatic rule generation for protein annotation with the C4.5 data-mining
algorithm applied on peptides in Ensembl” (http://www.bioinfo.de/isb/gcb01/talks/
kretschmann/main.html).3

Such approaches might be fruitful in certain cases where there is a clear
statistical relationship between biological objects such as domains or sequence
similarity and the end classification (say, membrane vs. nonmembrane proteins).
But, in general, these biological features might not be enough to be able to
predict/classify with a high accuracy. In these cases we might need to derive
features from the sequence or structure of the protein and use these abstract features
for machine learning.

The decision tree has been obtained by using the C4.5 algorithm to classify
proteins into intracellular and extracellular locations (Figure 10.5). One can calculate
some notional physicochemical indices4 to represent protein sequences from the two
subcellular locations. The algorithm then finds a tree-like rule based to classify the
sequences into two subcellular locations. Decision tree algorithms use entropy or
information content-based methodologies to decide which feature optimally divides
the input data into n classes (here n = 2).

In such a case there really is no practical benefit of choosing decision tree–like
methods over black box methods unless they outperform other algorithms in terms
of classification accuracy. However, in case the features used are representative
of the underlying biochemistry it does make sense to use decision tree–like
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methods even if the accuracy of the model obtained is a bit less. It is really a
trade-off between the interpretability and accuracy of models that the investigator
has to consider.

Due to the need to understand the logic of classification in case of black box
techniques, attention is increasingly turning to research on methods to extract rules
from neural networks and other approaches.

FIGURE 10.5 A decision tree.
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One method for classification that has taken the data mining community and
bioinformatics scientists by storm is support vector machines (http://www.kernel-
machines.org). As opposed to neural networks that tune coefficients or weight
between neurons depending on error, SVMs use mathematical “kernels” or functions
to separate classes in multivariate feature space.

Just as a line separates a two-dimensional space and a plane separates three
dimensions, in algorithms like SVMs the idea is to build hyperplanes in more than
three dimensions to separate the data optimally. SVMs use a particular formulation
called structural risk minimization to achieve this separation.

From the point of view of proteomics data mining, it is important to note that
in theory SVMs outperform methods like neural networks and decision trees. SVMs
are less prone to overfitting or overlearning; thus they have the highly desirable
ability to generalize, i.e., predict entirely unseen examples with high accuracy. SVMs
also perform dimension reduction since the hyperplanes they construct or the number
of support vectors that are finally used for classification are less than the number of
properties or features input initially.

Until recently, SVMs were mainly used for two class problems. They have now
been extended to multiclass classification. The approach for multiclass classification
is to use two-class classification (binary) to make many building models for (1) each
class in turn against all other classes taken together, OR (2) each class in turn against
all other classes taken one at a time.

So if there are four super secondary classes into which we desire to classify
proteins, i.e., alpha, beta, alpha+beta, alpha/beta, then the first approach will make
4 binary models internally, while the second approach will lead to 12 internal
binary classification models. The output will then be a voted output of all these
models.

Several kernels have been specifically devised for protein classification. For
example, the Fisher kernel takes the sequence conservation for a given class into
consideration. The Fisher kernel has been used in several data mining challenges in
proteomics.5,6 Polynomial kernels have been used in discriminating protein subcel-
lular locations.7–9

However, in spite of all the progress made, there is still one area that has not
been addressed until recently. This is the case of unbalanced data, a situation that
occurs far too frequently in proteomics and genomics data mining.

Even in the case of well studies problems like subcellular location, the number
of, say, experimentally known cytoplasmic proteins far outnumbers the number of
secreted proteins. This might be a biological necessity, but it hampers most
machine learning algorithms. The problem becomes more acute as we look at fold
identification where some folds have many known examples and some have just
a couple.

Another challenge occurs when a given protein might fall into several different
classes, like in the case of subcellular location. There cannot always be a unique
cellular location where a protein resides throughout its life cycle. In some ways
this is also a problem of representation of the biology. If we had more knowledge
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about additional parameters, like the phase in the lifecycle, etc., that affect the
localization of a protein at a given time, perhaps machine learning would be able
to deal with such issues. But, in general, most machine learning models are built
where there is expected to be just one Y ordinate, i.e., only one dimensional-
dependent variable.

Most methods mentioned above can only deal with data of one type: fea-
ture-class (attribute-value pairs). It takes no account of relationships between
features and the variable number of features. Relational data is very common in
proteomics. One needs a different approach while dealing with relational data.
One emerging method is that of inductive logic programming (ILP). ILP is a
research area formed at the intersection of machine learning and logic program-
ming. It uses a database of domain knowledge or facts, a rule base relating objects
in the knowledgebase and propositional logic to induce new rules from data that
extend the rule base.

This approach is perhaps more suitable for proteomics data mining in cases
where it is clearly desirable to understand the underlying biology or chemistry of a
problem. ILP has been recently used in protein fold recognition where the rules
obtained are of clear interest to a proteomics scientist.11

10.3.2 SUPERVISED VS. UNSUPERVISED LEARNING

Generally an expert will have some data in hand about the relationship between
proteins, their features, and the final desired classification. For example, there are
at least some data on the subcellular location, tissue expression, fold, superfamily,
molecular function, etc. This is also true for identification of proteins by mass
spectrometry. In the last example cited, a database of peptides with masses for given
proteins is available and methods like neural networks are used to identify the protein
subjected to MS (http://us.expasy.org/tools/#proteome).

Clearly, supervised learning methods are used when sufficient examples per class
are available for a given classification task. While the features used to represent the
problem might not give the best possible classification, in general it is possible to
achieve good accuracy since one tweaks the machine learning algorithm to force it
to classify data into known classes.

In some cases, there might be no known or apparent way to classify proteins in
the context of the problem under consideration. Questions that ask “How similar is
my protein to this protein?” fall into this class. It might not be clearly understood
what exactly is meant by “similar,” since sequence similarity does not scale propor-
tionally to 3D similarity.

One then attempts to calculate or derive features that one thinks relate to the
underlying biology of the system and use some clustering algorithms like PCA,
self-organized maps, or dendrograms to relate the proteins. It is basically searching
for clusters of related information in large data sets to find associations that might
reveal new insights between proteins, say, in relation to diseases and patient popu-
lations (biomarkers) or function (family members).
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Many techniques that work for unsupervised classification can be modified to
work as supervised classification techniques and vice versa (SOM, LVQ, neural
networks).

10.3.3 PATTERN DISCOVERY OR PATTERN RECOGNITION

One of the most important ways to think about data mining in general, and proteomics
in our case, is whether the problem under consideration is of pattern recognition or
pattern discovery. Many times, the two approaches need to be used in a complementary
fashion to really uncover new insights.

Pattern discovery with reference to proteomics refers to the discovery of patterns
that are not pre-defined, e.g., prosite patterns, regular expressions derived from multiple
alignments, motifs discovered by algorithms such as Pratt (http://www.ii.uib.no/
~inge/Pratt.html), and teiresias (http://www.research.ibm.com/bioinformatics/).

The challenge of pattern discovery is far more difficult than the one posed by
pattern recognition, where one uses features in an unsupervised or supervised fashion
to search for other instances of the same class. It is assumed that the input to a
pattern recognition algorithm is a known set of known patterns or features that define
a class. The challenge in pattern discovery is to “discover” such unknown patterns
from supplied raw data. There is an important difference between the meaning of
“pattern” and “features.”

By searching for patterns, one generally means searching for conserved signa-
tures in protein sequences or structures that might not be a physically meaningful
property like hydrophobicity. It might be a regular expression like AA*V[2].R that
might be found to occur very frequently in a certain class.

But another interpretation of the term “pattern” is related to features. The trend
of a particular feature like hydrophobicity over the length of a protein sequence or
the profile can itself be treated as a pattern. Such patterns might be easier to identify
than the pattern discovery in sequences, since here it is only a matter of using a
mathematical function to identify the trend.

Patterns discovered by pattern discovery algorithms like mast, teiresias, etc.,
could then be used as features for data mining.

10.3.4 THE DATA TYPE (SPECTROSCOPIC DATA, SEQUENCE DATA, 
STRUCTURE DATA, IMAGE/BINARY OBJECT DATA)

As might be apparent from the preceeding discussion, not all data can be used
directly for mining knowledge. Typically symbolic sequence data is normally ana-
lyzed by sequence alignment, pattern discovery, or feature calculation methods. The
data thus derived is then used for further data mining.

As opposed to this, data from mass spectroscopy has to be used directly to
infer the most probable protein. The identification of proteins by MS is an area
of active research. A recent method for protein mass fingerprinting uses decision
tree models.12
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The quantification of proteins from gels (1D and 2D gel analysis) is a challenging
task, since there is a lot of background noise in the form of spurious spots, hazy
outlines of spots and different shapes of spots.

Another emerging area is the usage of image data for direct classification, e.g.,
crystal image classification for high throughput x-ray crystallography and protein
subcellular location identification using 3D imaging.13–15

10.3.5 HIGH THROUGHPUT/LOW THROUGHPUT

In this era of high-throughput experimentation, a corresponding setup for
high-performance computation is also necessary. In addition to high-performance
computation, one also has to be able to use data mining algorithms that work
fast, and more importantly, learn incrementally. In this form of data mining,
algorithms incorporate or discard new data to refine the model. If one has to learn
the models from scratch every time new data is added, it becomes a bottleneck.
So another feature of incremental learning is just updating the model rather than
rebuilding a model from scratch even if new data is incorporated. Most forms of
machine learning algorithms, from decision trees to neural networks to SVMs,
have been modified to incorporate incremental learning. While it might seem
desirable in general to always use an incremental data mining system, there is
always a trade-off in the decision to incorporate new data and to just refine the
model. Sometimes building a model from scratch might really improve the clas-
sification accuracy.

Another way of thinking of the high- or low-throughput situation is whether a
real-time or delayed response is needed. Real-time responses need more heuristics,
better speed of learning, and fast response times.

10.4 MODEL PERFORMANCE EVALUATION
AND VALIDATION

We are primarily talking about classification in this chapter as opposed to esti-
mating a particular value by, say, regression. There are several ways to assess the
performance of a model. Cross validation, receiver operator characteristics, and
independent testing sets are some of the methods. Cross validation methods,
although favored by many bioinformatics scientists, should not be used as the only
measure of the model quality.

ROC curves are a powerful tool to find the optimal sample and model in which
the ratio number of true positives/false positives is optimized (Figure 10.6).

In case of independent testing, the validation of the prediction accuracy is made
only on an independent testing set not at all involved during model building.

With reference to building multiple models, e.g., in cross-validation, the Kappa
statistic or Kendall’s coefficient might be used to rate agreement between models.
This point of using statistics was mentioned during the discussion of the role of
statistics in proteomics data mining.
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FIGURE 10.6 Receiver operator characteristic curve (ROC). The best region is the blob on
the upper left.
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10.5 EMERGING AREAS IN PROTEOMIC
DATA MINING

At the beginning of this chapter we defined proteomics research as the study of
dynamics, interaction, and activation of proteins. Data mining techniques are now
being increasingly used in prediction of protein interactions, protein modifica-
tions, and their dynamics. What is significant is that one does not always need
structural data to infer protein interactions. While identification of protein
domains already known to be involved in interaction are clues to the possible
interaction partners for a given protein, it is also possible to learn and predict
possible interacting proteins based on features derived from protein sequences.
In one such patented technology the authors have used SVMs to learn and then
predict pairs of interacting proteins.10 Since neither the features derived from the
protein sequence nor the algorithm have any special significance in this analysis,
one can easily extend this methodology to predict more specific types of inter-
actions among proteins. Moreover, this technique can also be used for predicting
interactions between any two ligands, and not only proteins. In addition to
sequence-based methods, investigators have also derived protein interaction
matrices based on structural data in the PDB. The propensity of amino acids to
be at the interaction interfaces of proteins is taken into account and used to predict
likely interaction partners.16

Investigators working in structural proteomics deal with the efficient and accurate
prediction of 3D protein structures and their interactions with ligands. Examples of such
efforts are (1) SPINE: Structural Proteomics in Europe (http://www.spineurope.org/),
and (2) Protein Structure Initiative (PSI) (http://www.structuralgenomics.org/).

Although these projects aim to decipher the final quaternary or tertiary struc-
ture of proteins using experimental methods like NMR and x-ray crystallography,
data mining has an important role to play in selecting the proteins of interest.
The domains, the expectation of a novel fold, the solubility, and the importance
of the protein in cellular processes are factors that influence the decision to
choose particular proteins for structural proteomics. All of this information is
not always known. Data mining techniques discussed earlier can address these
issues. For example, fold prediction algorithms can be used to predict whether
the fold expected for a protein is novel, abundant, or present in small numbers
in the PDB.

Protein interaction mapping is the area evoking a great deal of interest since the
dynamics of protein interactions with different ligands, their activation patterns, and
abundances really drive biological processes at the cellular and tissue level.

Classical data mining, network and graph theory, and complexity theory are
converging to provide new insights in life sciences. Efforts like Biospice are trying
to model biological networks in terms of concepts from electrical and electronic
components. This method does have some merits in that most biological processes
and components can be described by analogous terms like transducers, activators,
capacitors, and resistance. The journal Omics recently published a series of papers
describing preliminary software tools developed as a part of the DARPA-funded
program17 (https://community.biospice.org/).



222 Informatics in Proteomics

Mapping a significant part of any organism’s protein interaction network is the
key to this analysis. Only then can one try and elucidate missing pathways, model
the dynamics, and use perturbations to analyze the network dynamics.

Linked to the above area is the question of activation of proteins due to post-
translational modifications like glycosylation and phophorylation. Neural networks,
SVMs, and decision trees have been used to predict such modifications (e.g.,
http://www.cbs.dtu.dk/services/NetPhos/).18

In terms of clinical applications of data mining in proteomics, the emerging area
is of biomarker identification.19 A recent review in Bioinformatics assesses the role of
statistics and machine learning algorithms in this area of research.20 A high sensitivity
and selectivity is clearly of great importance in clinical biomarker data mining.

Another emerging area is one of inductive logic programming, the combination
of logic programming and machine learning. Expert systems have been used for a
long time to capture the “knowledge” of experts. Such systems also fall into the
category of artificial intelligence. The challenge is in inducing new rules from existing
data, facts, and rules. While decision trees or association rules, etc., are based on some
frequency- and entropy-based methods to derive the rules, ILP induces new rules from
existing data as well as existing rules. It has been applied to secondary structure and
fold prediction with some success.11 It is an exciting area because such a methods can
easily incorporate biological rules and data, and new rules, if discovered, would
probably make more sense to a life scientist.

In this chapter we have not dealt with heuristic search/optimization techniques
like genetic or evolutionary programming. Topics like peptide identification using
spectrometric data is also not dealt with in detail. It is very difficult to discuss the
whole spectrum of data mining in proteomics in one chapter in a way that makes
sense and is exciting to both the practicing proteomics researcher and data miners.

10.6 CROSS-POLLINATION OF CONCEPTS

Even with techniques like Hidden Markov Models and SVMs, and with all possible
extensions to algorithms like BLAST, a significant proportion of data in sequence
databases is still unannotated. One possible reason is that we might need to look at
a sequence from a slightly different viewpoint.

There are many techniques like time-series analysis, chaos and complexity, or
statistical thermodynamics that can potentially benefit proteomic data mining. By
just transforming protein sequences to a time series by using any physicochemical
parameter like, say, hydrophobicity or electron–ion interaction potential,21 it is pos-
sible to open up the toolboxes of nonlinear dynamics and time-series analysis. These
techniques have already been used successfully in medical informatics (ECG/EEG
analysis) and there is no reason why they cannot be used in proteomics research.
For example, Fourier and wavelet analysis has already been used to mine protein
sequence data.22,23

SciNova Technologies has pioneered these cross-disciplinary approaches in
its proteomics data mining tool, Prometheus (http://www.scinovaindia.com/
prometheus.html). It calculates many physicochemical indices in addition to dynam-
ical systems properties like Lyapunov exponent, Multifractals, Tsallis entropy, and
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Fourier components (Figure 10.7).2 The output of these calculations can then be the
input for building predictive models using algorithms like SVMs.

It will be a matter of great satisfaction if this chapter goes some way toward
contributing to widespread adoption of data mining and cross-talk between wet lab
scientists and experienced data miners.
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APPENDIX

Web sites of interest for data mining in proteomics:

DESCRIPTION URL

Swiss Institute of Bioinformatics http://www.expasy.ch
SciNova Informatics http://www.scinovaindia.com/prometheus.html
EBI Proteomics http://www.ebi.ac.uk/proteome/
Biospice Protein Network Modeling https://community.biospice.org/
NCTU Data Mining Archive http://bioinfo.cis.nctu.edu.tw/d_tree.html
SPINE: Structural Proteomics in 
Europe

http://www.spineurope.org

Protein Structure Initiative (PSI) http://www.structuralgenomics.org
Inductive Logic Programming 
Network

http://www.cs.bris.ac.uk/%7EILPnet2/index.html

Machine Learning Archive http://www.mlnet.org
Kernel Machines (SVM resources) http://www.kernel-machines.org
Gene Ontology http://www.geneontology.org
SNNS Neural Network http://www-ra.informatik.uni-tuebingen.de/SNNS/
Introduction to HMMs http://www.cse.ucsc.edu/research/compbio/ismb99.

handouts/KK185FP.html 
Pfam HMM Database http://www.sanger.ac.uk/Software/Pfam/
HMMER HMM Software http://hmmer.wustl.edu/
Meta Meme Software http://metameme.sdsc.edu/
Pratt Pattern Discovery Software http://www.ii.uib.no/~inge/Pratt.html
IBM Teireias Pattern Discovery http://www.research.ibm.com/bioinformatics/
Protein Phosphorylation Prediction http://www.cbs.dtu.dk/services/NetPhos/
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11.1 INTRODUCTION

The technologies currently available that allow the quantification of protein expres-
sion in clinical samples include two-dimensional polyacrylamide gel electrophoresis
(2D PAGE), multidimensional chromatography, protein arrays, matrix-assisted laser
desorption ionization time-of-flight mass spectrometry (MALDI-TOF MS), liquid
chromatography coupled with tandem mass spectrometry (LC-MS/MS), sur-
face-enhanced laser desorption/ionization (SELDI), and tissue arrays.1,2 2D PAGE
has been the mainstay of electrophoretic technologies and is the most widely used
tool for protein separation and quantification. In this chapter, as a practical example
of the use of expression proteomics, we will describe the methods utilized for the
analysis of the quantitative expression of a large number of proteins in a relatively
large number of individual lung tissue samples using 2D PAGE.

11.2 SPECIMEN PREPARATION

Proteins can be extracted from blood, fluid, cell lines, or fresh tissue by the use of
various cell lysis buffers. Sample preparation is critically important because it may
affect the reproducibility and thus comparability of a given set of proteins. Variability
in protein expression between samples may result from the heterogeneity of cell
populations in a sample.3 Efforts should be made to obtain comparable tissue or cell
preparations and process all samples in a similar manner. At one extreme is the
homogenization of a tissue or tumor without ensuring that the percentage of a given
cell population is similar. At the other extreme one may utilize laser capture micro-
dissection (LCM),4 which enables the one-step procurement of highly selected cell
populations from sections of a complex or heterogeneous tissue sample. Although
the latter method is superior to the former, in our experience it is difficult to obtain
sufficient protein from LCM-captured material to run 2D gels.

In our analyses of normal lung tissues and lung adenocarcinomas5,6 we have
utilized both primary tissue and lung tumor cell lines. The method we have used to
obtain fairly comparable samples for 2D PAGE is as follows: All tumors and adjacent
nonneoplastic lung tissue are collected immediately at the time of surgery and
transported to the laboratory in Dulbecco’s modified Eagle’s medium (Life Tech-
nologies, Gaithersburg, MD) on ice. A portion of each tumor and/or lung tissue is
embedded in OCT (Miles Scientific, Naperville, IL), or a comparable embedding
medium for cryostat sectioning and frozen in isopentane cooled to the temperature
of liquid nitrogen. The samples are then stored at −80°C. Hematoxylin-stained
cryostat sections (5 μm), are prepared from tumor pieces to be utilized for protein
and/or mRNA isolation. The sample to be used for protein isolation is then evaluated
by a pathologist and compared to standard H&E sections, made from paraffin blocks
of the same tumors, as necessary. This method provides an assessment of the quality



Protein Expression Analysis 229

of the material to be used for 2D analysis as well as a determination of whether it
is representative of the tumor as a whole. Special care is required to obtain compa-
rable regions of each tumor with a similar percentage of tumor cells in the specimen
used for analysis and to avoid necrotic areas, as this will result in degraded proteins
for analysis. We exclude tumors for our analysis of lung adenocarcinomas if they
show any mixed histology (e.g., adenosquamous), tumor cellularity less than 70%,
potential metastatic origin as indicated by previous tumor history, extensive lym-
phocytic infiltration, fibrosis, or history of prior therapy. To compare early and
advanced disease, we examined stage I and stage III tumors.

11.3 TWO-DIMENSIONAL POLYACRYLAMIDE GEL 
ELECTROPHORESIS (2D PAGE)

11.3.1 PROTEIN EXTRACTION

Both normal lung and tumor tissues (approximately 50 to 70 mg wet weight) were
homogenized and solubilized in a lysis buffer containing 9.5 M urea, 2% Nonidet
P-40, 2% ampholines (pI 3.5 to 10; Pharmacia/LKB, Piscataway, NJ), 2% β-mercap-
toethanol, and 10 mM phenylmethylsulfonyl fluoride. Insoluble material was pelleted
by centrifugation at 16,000 × g for 5 min at room temperature. Protein concentrations
of the soluble extract for each sample were determined using a colorimetric protein
assay (Bio-Rad, Hercules, CA). Aliquots of the solubilized extract of both tumor and
normal lung tissue as well as cultured cells were stored at −80°C.

11.3.2 2D PAGE

Proteins derived from the tissue extracts were separated in two dimensions as
previously described,7,8 with the following modifications: Approximately 30 micro-
grams of protein in a volume of 35 μl were applied to isofocusing gels. Isoelectric
focusing, using pH 4 to 8 carrier ampholytes, was conducted at 700 V for 16 hours,
followed by 1000 V for an additional 2 hours. The first-dimension tube gel was
loaded onto a cassette containing the second-dimension gel, after equilibration in
second-dimension sample buffer (125 mM Tris (pH 6.8), containing 10% glycerol,
2% SDS, 1% dithiothreitol, and bromophenol blue). For the second-dimension
separation, an acrylamide gel gradient of 11 to 14% was used. The samples were
electrophoresed until the dye front reached the opposite end of the gel. The gels
were then removed and either stained, as described below, or used for Western blot
analyses in which the separated proteins were transferred to Immobilon-P PVDF
membranes (Millipore Corp., Bedford, MA). Protein patterns in some gels were
visualized by either direct silver staining or using Coomassie Brilliant Blue following
protein transfer to Immobilon-P membranes with subsequent Western blot analysis.

11.3.3 SILVER STAINING

After separation, the protein spots are visualized utilizing a silver-based staining
technique described below.
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11.3.3.1 Procedure

All steps are performed with the gels placed on an orbital shaker set to rotate
at 36 rpm.

Following the second-dimension separation, the gels are carefully removed
from the glass plates and fixed in 50% methanol with 10% acetic acid for
2 hours at room temperature.

The gels are rinsed in deionized water for 1 hour.
The gels are impregnated with a silver nitrate solution (2 g silver nitrate/L

deionized water) for 25 min.
The gels were washed in deionized water twice, 1 min. each.
The gels are developed in a solution containing sodium carbonate (30 g/L)

and formaldehyde (10 ml of a 37% solution) for up to 10 min.
Protein staining is then stopped with an acetic acid solution (1% in distilled

water).

11.4 PROTEIN SPOT DETECTION, QUANTIFICATION, 
AND MATCHING

11.4.1 2D GEL DIGITIZATION (SCANNING)

Following silver staining, each gel is scanned using a Kodak CCD camera. We used
a 1024 × 1024 pixel format, yielding pixel widths of 163 μm where each pixel had
256 possible gray-scale values (optical density).

11.4.2 PROTEIN SPOT DETECTION AND QUANTIFICATION

Spot detection was accomplished utilizing a 2D gel analysis software (Bioimage Corp.,
Ann Arbor, MI) (Figure 11.1). The company that makes this software is now called
Genomic Solutions, and the newest version of their software is called Investigator
ProImage 2D Analysis System. Each gel generated 1600 to 2200 detectable spots. The
background-subtracted integrated intensity of each spot is obtained in units of optical
density units multiplied by mm2. The software actually runs on a central machine
(running a UNIX operating systems), but the interface can be displayed on any com-
puter running X-server software, which includes any computer running UNIX or
LINUX operating systems, as well as any computer that has X-server software
installed. We typically use Microsoft operating systems with the “Exceed” X-server
installed (Hummingbird Communications, Ltd., Burlington, MA).

11.4.2.1 Procedure

Open Bio Image 2D Analyzer.
Select the “Analyze” icon, then select “Visage Image” under the “Load” icon.
Select the gel number to be analyzed and open it. Select a project name (for

example, Lung) that will be used for the gels analyzed in the project.
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Select spot detection parameters. We utilized a minimum size of 17, minimum
intensity of 20, filter width of 4 and minimum filter value of 5. Then click
“Find spots” (Figure 11.2).

Select “Continue Analysis.” The program will automatically finish the spot
detection and quantification and send this gel to the next program, called
“Results.”

Select the “Result” icon and open the gel to view each spot. Correct incor-
rectly detected spots manually (Figure 11.3). For example, the program
may incorrectly identify two spots as one. This step requires at least 1 to
2 hours for each gel with approximately 800 to 900 spots.

11.4.3 MATCHING THE PROTEIN SPOTS

The “Geled” program is utilized to perform the automatic protein spot match work.9

We usually first create some initial protein spot matches to reduce the time needed
for later editing of poorly matched spots. The selected protein spots are designated
on one gel termed the “master” gel.

11.4.3.1 Procedure

Open Geled program for spot matching.
Determine which 2D gel will be used as the “master gel.” We chose a gel

within one batch that was particularly rich in spots and without defects of
any kind as our master gel.

FIGURE 11.1. Bio Image 2D Analyzer software utilized for protein expression analysis.
This software was used for the scanning, spot detection, quantification (open “Analyze”),
and also to correct or edit incorrectly identified spots (open “Results”). Another software
called “Geled” was used for the matching and neighboring reference spot adjustment
(normalization).
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FIGURE 11.2 Image information and spot detection parameters using Bio Image 2D Ana-
lyzer software. These include the minimum size, minimum intensity, filter width, and mini-
mum filter value.
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Determine which spots are to be matched. In our initial analysis we chose
only 600 spots in the first batch of gels but later added another 220 spots.

Manually match 30 to 60 spots of the other sample gels, termed the “children”
gels, to the corresponding protein spots on the master gel.

Match all other spots using the selected parameters (Figure 11.4). In our
analyses, we matched a total of 820 spots in 103 samples that included 93
lung adenocarcinomas and 10 normal lung. We usually open five child gels
and one master gel during this procedure (Figure 11.5).

Correct mismatched spots manually.
Return to Bioimage software to correct incorrect density spots.

11.5 QUANTITATIVE ADJUSTMENT
OF PROTEIN SPOTS

11.5.1 NEIGHBORING REFERENCE SPOT ADJUSTMENTS

Slight variations in protein loading or silver staining from gel to gel can be
mathematically adjusted to potentially remove this source of variation. The spot
size integrated intensities that are present on the “child” gel’s spot-list are adjusted
to the “master” gel; that is, the spot sizes on the master gel are treated as references
to which to adjust the spot sizes on the child gel. This procedure is briefly
described below. The algorithm utilized for this purpose has been previous

FIGURE 11.3 Partial region of a 2D gel showing spot boundaries detected by the Bio Image
software based on the chosen parameters in Figure 11.2.
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FIGURE 11.4 Parameters selected for matching all spots of children gels to a master gel.
Initial reference spots can be matched manually prior to the automatically matching procedure
to reduce time required for editing matches.
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described.10 Various versions of this method differ according to how the reference
set of spots are selected and how missing data in the reference set are treated.
The ratios of the spot size on the child image to the master image are computed.
The largest and smallest of the ratios are then disregarded, and the remaining
ratios are averaged. (The average is actually computed as the antilogarithm of
the average of the logarithm of the ratios.) This average is called the “darkness
measure” or “adjustment factor” for the spot on the child. The adjusted size of
the spot is the raw size divided by the darkness measure. For example, if the
child’s spots are all about 10% larger than the master’s spots, then the darkness
measure will be approximately 1.10, and the raw spot sizes will be divided by
1.10 to obtain the adjusted spot size values. In our study we selected 250 spots
on the master gel that were ubiquitously expressed to serve as reference spots
for the adjustment. The ratios of the reference spot sizes on the child image to
the master image are computed. For each spot on the child image, the 10 closest
neighboring reference spot ratios are considered. The two largest and two smallest
ratios were discarded and the remaining six were averaged (antilogarithm of the
average log ratio). The spot on the child image is then divided by this local
darkness measure (Figure 11.6 and Figure 11.7). The resulting data can be
exported into Excel office software for further analysis.

FIGURE 11.5 Spots on children gels are matched to a master gel automatically based on the
parameters in Figure 11.4, and all mismatched spots are corrected manually. We usually open
five child gels and one master gel during this procedure.
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11.5.2 BATCH ADJUSTMENT

11.5.2.1 Why Do We Need Batch Adjustment?

Many commercial 2D PAGE systems are available that allow multiple gels to be
run concurrently and that can therefore reduce the variation from run to run. The
system we have utilized allows 20 gels to be run together at one time (one batch).
This means that 100 samples will require five separate batches. The “Geled match
software” also includes a function that could adjust for variations between gels based
on neighboring reference spots, but there are also small differences that may occur
between each batch (Figure 11.8). It is therefore necessary to perform a batch
adjustment and normalize gel data prior to analysis for potential correlation between
protein expression and other variables such as relationship to mRNA expression
values or clinical outcome. We have performed this adjustment in our studies involv-
ing protein expression and variables such as lung adenocarcinoma stage, histological

FIGURE 11.6 Parameters selected for neighboring based reference spot adjustment. Here
“Parent” = “Master.” We chose ten spots and trimmed two neighboring reference spots on
master (parent) gel to adjust all “child” gels.
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subtype, and other clinical-pathological parameters using an ANOVA and F test
rather than a simple t-test.

11.5.2.2 Procedure

First, missing data values were filled in with the spot means, and a log-transformation
Y = log(1 + X) applied. For any spot let Yijk denote the log quantity of the protein
that was present in sample k, where sample k was a member of batch i and belonged
to tumor class j. We fit the additive linear models Yijk = μ + βi + γk + εijk to the data,
where μ is the mean expression level for the protein, βi is the influence of batch i,
and Yk is the influence of tumor class k. Standard linear model F tests were used to
test for significance of the Yk’s. Cox proportional hazards models were fit to the
values Yijk − bi where the bi were the estimates of βi from models including batch
and stage (I or III) effects.

FIGURE 11.7 CV (coefficient of variation = SD/X) distribution of the raw and adjusted data
from two gels (in two batches). (a) The values of all spots in one gel are always higher
than another gel. (b) After neighboring based reference spot adjustment (Figure 11.6), the
CV of most spots is still around 0 (between −1 and 1), but the values of all spots in one
gel are not always higher than another gel.
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FIGURE 11.7 (Continued).

FIGURE 11.8 Cluster analysis showing the batch effect. The same number indicates the gels
that are run together in the same batch. (Top) The same batch of gels are clustered together
prior to batch adjustment. (Bottom) The same batch of gels are observed to be separated into
different clusters after batch adjustment.
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11.6 IDENTIFICATION, CONFIRMATION, AND 
VALIDATION OF THE PROTEINS OF INTEREST

11.6.1 MASS SPECTROMETRY

Protein spots that are of interest due to potential relationships to specific
tumor-related or clinical variables are cut from preparative 2D gels using extracts
from either lung cell lines or primary lung tissues for potential identification by
mass spectrometry. The conditions utilized for preparative gels are identical to the
analytical 2D gels except there is 30% greater protein loading. Following the run,
these gels are stained with a modified silver-staining procedure incorporating suc-
cessive incubations in 0.02% sodium thiosulfate for 2 min., 0.1% silver nitrate for
40 min., and 0.014% formaldehyde plus 2% sodium carbonate for 10 min. We have
utilized two types of mass spectrometry for protein identification. The first method
is matrix-assisted laser desorption ionization time-of-flight mass spectrometry
(MALDI-TOF MS) using a Perseptive Voyager Biospectrometry Workstation (Per-
Septive Biosystem, Framingham, MA), which provides a “fingerprint” for each spot
based on the molecular weight of trypsin-digested products. The resulting masses of
the products are then compared to known trypsin digests of a large number of proteins
using the MSFit database (http://prospector.ucsf.edu/ucsfhtml3.2/msfit.htm).11 Another
method we utilized is nanoflow capillary liquid chromatography of the tryptic protein
digests coupled with electrospray tandem mass spectrometry (ESI MS/MS) using a
Q-TOF micro (Micromass, Manchester, U.K.). MS/MS spectra produced by ESI
MS/MS are automatically processed and searched against a nonredundant database
using ProteinLynx Global SERVER (http://www.micromass.co.uk/).12 This latter tech-
nique is a more sensitive approach and can provide precise protein identification as
the protein sequence can be determined (Figure 11.9).

11.6.2 VERIFICATION BY 2D WESTERN BLOT

Although mass spectrometry is used to identify the proteins of interest, we have also
attempted when available, to utilize specific protein-directed antibodies to provide
validation and to potentially identify other isoforms of the protein not previously
appreciated in the given tissue or cell line. Protein extracts are run on 2D gels using
the identical conditions as for analytical 2D gel preparations. All of the gel proteins
are then transferred onto polyvinylidene fluoride membranes using standard elec-
troblotting procedures. The blots are then incubated for 2 hours at room temperature
with a blocking buffer consisting of TBST (Tris-buffered saline, 0.01% Tween 20)
and 5% nonfat dry milk. Individual membranes are washed and incubated with
primary antibody for 1 hour at room temperature. After additional washes with
TBST, the membranes are incubated for 1 hour with a species-specific secondary
antibody conjugated with horseradish peroxidase (HRP), usually at a 1:5000 dilution
depending on the antibody. The membranes are carefully washed and incubated for
1 min. with ECL (enhanced chemiluminescence; Amersham, Piscataway, NJ) and
exposed to x-ray film (Amersham) for variable times (10 seconds to 2 min) to obtain
an ideal exposure of the protein of interest (Figure 11.10).
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FIGURE 11.9 Representative results of matrix-assisted laser desorption ionization
time-of-flight mass spectrometry (MALDI-TOF MS) and tandem mass spectrometry (ESI
MS/MS).

FIGURE 11.10 2D Western blot of candidate proteins. Multiple isoforms of proteins are
detected for most proteins using this technique.
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11.6.3 TISSUE ARRAYS

2D PAGE and MS-based approaches can identify large numbers of proteins in a given
tissue of interest. However, it is a significant challenge to then validate many of the
best candidate proteins. An important aspect of the validation of protein candidates in
addition to the 2D Western blot procedure described above is the use of tissue arrays
containing representative tissue cores from hundreds of individual tumors. This method
can provide significant clinical information that may aid in the evaluation of candidate
proteins for potential use in the diagnosis, staging, and monitoring of the response to
chemo or other therapies.13 The most critical advantage is the ability to determine the
protein’s localization at the cell or tissue level. We have utilized tissue microarrays
(TMA) constructed using triplicate tumor cores from representative formalin-fixed
paraffin blocks of normal lung and lung tumors. After utilizing microwave antigen
retrieval methods, the tissue sections made from these arrays are treated to remove
endogenous peroxidase by incubation with 1% hydrogen peroxide for 60 min. at room
temperature. Following blocking steps to reduce nonspecific binding, sections are
incubated with primary antibodies for 1 hour at room temperature, washed, and incu-
bated with the appropriate peroxidase-labeled secondary antibody. Following the final
washes, the protein of interest is visualized with an avidin-biotin-based (ABC-kit,
Vector Laboratories, Burlingame, CA) amplification method. The sections are lightly
counterstained with hematoxylin and after permanent mounting they are independently
scored by two collaborating study pathologists for the presence and level of staining
(Figure 11.11). We are investigating the use of image-based methods for quantification
of immunoreactive staining; however, use of a level-based method (0 = no staining,
1 = low, 2 = moderate, and 3 = high level) and the determination of the proportion of
cells showing staining can provide useful data.

11.7 PRACTICAL APPLICATION OF PROTEIN 
EXPRESSION ANALYSIS OF 2D PAGE
IN LUNG CANCER

11.7.1 REPRODUCIBILITY ANALYSIS

The reproducibility of the 2D separation process can be affected by a number of
factors, including differences in sample preparation and loading, staining, and image
acquisition. To accurately compare the quantity of any spot across a large number
of sample gels, it is essential to compensate for these variations. It is widely accepted
that multiple gels must be analyzed to reduce experimental and systematic errors.14,15

To examine the reproducibility of 2D PAGE analyzed in our study, the same protein
extracts from ten lung tumors and nine normal lung samples were run in two different
batches and quantitatively analyzed. A comparison of the spot values for the same
820 spots in these samples revealed a correlation coefficient of 0.80 for the lung
tumors (paired individual tumor range: 0.54 to 0.78), and 0.92 for the normal lung
(paired individual normal lung range: 0.72 to 0.93). When all samples were compared
a greater correlation was observed in the normal lung samples compared to the lung
tumors, suggesting that the tumor samples have much greater variance between
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individual protein spot values (Figure 11.12). We also analyzed one pair of gels
(same tumor tissues but the protein extraction was performed separately and the gels
run in two batches). The correlation coefficient was 0.75 for all 820 spots with CV
(coefficient of variation) = −2 to 2. A strong correlation (r = 0.94) was found,
however, among the 208 protein spots (no 0 value spots) whose CV was −0.4 to 0.4

FIGURE 11.11 Immunohistochemical analyses using tissue arrays. Top panel shows an H&E
stained region of the array containing sections of individual tumor samples, ×10; bottom panel
shows abundant expression of a tumor marker in a lung adenocarcinoma (arrow) using
immunohistochemistry, ×400.
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(Figure 11.13). These results indicate that reasonable levels of reproducibility of
protein expression values are obtained using this 2D PAGE–based approach.

11.7.2 IDENTIFICATION OF POTENTIAL LUNG TUMOR BIOMARKERS

Cancer remains a major public health challenge despite progress in detection and
therapeutic intervention. Among the important tools critical to detection, diagnosis,
treatment monitoring, and prognosis are biomarkers that have the potential to be
utilized in patient tissues or body fluids. 2D PAGE technology allows the simultaneous

FIGURE 11.12 Correlation analysis examining the reproducibility of 2D gels for the analyses
of the same 820 spots in lung tumors and normal lung samples. Mean values of each spot
were used. (A) The correlation coefficient (r, Pearson) of ten lung adenocarcinomas is 0.8;
(B) the correlation coefficient of nine normal lung tissues is 0.92.
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examination of hundreds of polypeptides in a given tissue sample. It has been widely
used for the detection and identification of potential tumor markers from normal and
malignant tissue.5

A total of 725 protein spots were analyzed in a series of 93 lung adenocarcinomas
(64 stage I and 29 stage III) and 10 uninvolved lung samples (Table 11.1) for
quantitative differences in protein expression between lung adenocarcinomas and
normal lung using 2D PAGE. Of the 725 protein spots 392 were significantly

FIGURE 11.13 Correlation analysis of the reproducibility of 2D gels using one tumor sam-
ple. Two separate protein extractions were performed and the gels (c9122, c9507) run in two
batches. (A) The correlation coefficient is 0.75 based on all 820 spots with a CV −2 to 2; (B)
the correlation coefficient is 0.94 if 208 spots are chosen based on CV = −0.4 to 0.4 and
containing none with a 0 value.
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different between these two types of samples (p value < .05) (Figure 11.14). Can-
didate proteins were identified using MALDI-TOF mass spectrometry or with tan-
dem MS/MS. For those candidate proteins for which antibodies were available,
confirmation using 2D Western blot was performed, and determination of the cellular
localization of the proteins was examined with tissue array. The frequency of expres-
sion for each protein in the lung tumors was determined using a cutoff value defined

TABLE 11.1
Clinicopathologic Variables 
in Lung Adenocarcinoma

Variables n

Age:
<65 49
>65 44
Gender:
Female 53
Male 40
Smoking:
Smoker 79
Nonsmoker 10
Stage:
Stage I 64
Stage III 29
T status:
T1 49
T2–T4 44
N status:
N0 68
N1, N2 25
Classification:
Bronchioalveolar 14
Bronchial-derived 76
Differentiation:
Poor 23
Moderate 47
Well 22
Lymphocytic response:
Yes 41
No 52
P53 nuclear accumulation:
Positive 28
Negative 54
K-ras12th/13th codon mutation:
Positive 36
Negative 40
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as the mean value in the normal lung samples plus two standard deviations.
Table 11.2 lists some of the candidate proteins demonstrating either high or low
expression levels as well as the frequency of expression relative to normal lung. The
examination of the association of specific isoforms of these proteins and clinical
variables is one approach to help determine the potential of these proteins as
biomarkers for lung cancer.

11.7.3 DISCOVERY OF SURVIVAL-RELATED PROTEINS

The identification of survival-related genes or their protein products is an important
area of investigation as it allows either individual candidates or pathways poten-
tially important to cancer development or progression to be determined. We have
reported that gene-expression profiles can predict survival of patients with lung
adenocarcinoma.16 The use of a proteomic-based analytical approach also provides
a powerful tool to discover survival-related proteins. For example, using 2D PAGE
analysis, we reported that individual isoforms of cytokeratins (CK) were correlated
with patient outcome.8 We have also performed a detailed analysis of potential
survival-related proteins in lung adenocarcinomas.17 In this study, a total of 682
individual protein spots were quantified in 90 lung adenocarcinomas using quan-
titative 2D PAGE. Cox proportional hazards regression methods were used to
investigate the relationship of protein expression values and patient survival or
separate clinical-pathological variables. Using protein expression profiles, a risk
index based on the top 20 survival-associated proteins identified using
leave-one-out cross-validation from each set of 89 samples was used to categorize
the remaining left-out sample as either low or high risk. The leave-one-out
approach has been recently discussed18 and is an appropriate method for these
types of analyses. Significant differences in survival between stage I tumor patients
categorized as low and high risk were observed (Figure 11.15). No differences
were detected between survival of low- and high-risk stage III patients. Thirty-three

FIGURE 11.14 The distribution of p values of all 725 protein spots analyzed based on a
comparison between tumor and normal lung using a t-test. In this comparison, 392 of 725
spots are observed with p value < 0.05.
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survival-related proteins have been identified using matrix-assisted laser desorp-
tion/ionization mass spectrometry and tandem mass spectrometry. The expression
of individual candidate proteins was confirmed using 2D Western blot and as
tumor-derived using immunohistochemical analysis and tissue arrays.

11.7.4 PROTEIN–MRNA CORRELATION ANALYSIS

Gygi, et al. were the first study to perform a quantitative comparison of mRNA
transcript and protein expression levels for a relatively large number of genes (128
genes) in yeast.19 Relatively little is known, however, of the regulatory mechanisms
controlling the complex patterns of protein abundance and posttranslational modi-
fication of proteins in human tumors. Most reports examining the regulation of
protein translation have focused on one or several protein products.20 By combining
proteomic and genomic analyses of the same samples, however, a greater under-
standing may be possible of the complex mechanisms influencing protein expression
in human cancer. It would be very useful to the gene array community to determine
whether the extent of mRNA abundance is indeed predictive of the corresponding
protein’s abundance.

In a recent study performed by our group,6 a quantitative comparison was made
for mRNA and protein expression levels for a large number of genes (165 proteins
representing 98 gene products) expressed in a large number of lung tissue samples
(76 lung adenocarcinomas and 9 normal lung). We focused on two aspects: the number

FIGURE 11.15 Kaplan-Meier survival plots showing the relationship between patient sur-
vival and the risk index based on the leave-one-out cross-validation procedure using the top
20 survival-associated proteins among the 62 stage I tumors and 28 stage III tumors. 1H,
stage I high risk; 1L, stage I low risk; 3H, stage III high risk; 3L, stage III low risk.
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of genes and the specific protein isoforms that showed a statistically significant cor-
relation with their mRNA levels. These studies included many important quality
controls previously discussed in this chapter to assure the reliability of the data. We
also used the Spearman correlation coefficient analysis to identify potentially signifi-
cant correlations between gene and protein expression. We used an analytical strategy
similar to SAM (Significance Analysis of Microarrays),21 a permutation technique to
determine the significance of changes in gene expression between different biological
states. Correlation plots are necessary because it shows how many spots contribute the
correlation coefficient value (r). Twenty-eight of the 165 protein spots (17%) or 21 of
98 genes (21.4%) had a statistically significant correlation between protein and mRNA
expression (r > 0.2445; p <.05); however, among all 165 proteins, the correlation
coefficient values ranged from −0.467 to 0.442, indicating that some proteins are very
negatively to very positively correlated to each other.

We also tested the global relationship between mRNA and the corresponding
protein abundance across all 165 individual protein spots in the lung samples. Similar
analyses were examined by Gygi, et. al. using 106 genes in yeast.19 Anderson, et al.
also examined these relationships but used only 19 genes in liver cell lines.22 Because
protein abundance may affect these types of correlation analyses, we examined the
correlations among both low and high abundance proteins but found that the corre-
lation coefficient values were not related to protein abundance. Further, no significant
correlation between mRNA and protein expression was found (r = −0.025) if the
average levels of mRNA or protein among all samples was applied across the 165
protein spots (98 genes).The analyses of mRNA/protein correlation coefficients also
indicated that significant variation is observed among proteins with multiple iso-
forms, suggesting separate isoform-specific mechanisms for the regulation of protein
abundance. The analysis of the mechanisms of protein expression is complex and
will require other techniques in addition to combining 2D PAGE and microarray data.

11.7.5 PROTEINS RELATED TO TUMOR DIFFERENTIATION

In our analyses of proteins expressed in lung adenocarcinomas, we have also obtained
information regarding how the expression of different proteins are related to other
clinical-pathological variables such as tumor stage, lymphocytic response, smoking
status, and tumor differentiation (Table 11.1). The relationship between alteration in
protein expression and tumor differentiation can provide insight into changes in impor-
tant cellular pathways and are of significant interest. In a comparison of proteins that
were significantly different according to tumor differentiation status, we observed 102
out of 820 protein spots that showed a p <.05 (F test with batch adjustment) in 93 lung
adenocarcinomas. Of these, 40 spots were identified by MS (Table 11.3), including
stathmin, or oncoprotein 18 (Op18), which is believed to act as a relay for a variety of
cell signaling pathways. The phosphorylated and unphosphorylated Op18 protein iso-
forms were significantly increased in poorly differentiated tumors compared to moder-
ately or well-differentiated lung adenocarcinomas.23 This suggests that upregulation of
the expression of Op18 protein may reflect a poorly differentiated and a higher cell
proliferative status. This was further verified in A549 and SKLU1 lung adenocarcinoma
cell lines by examining overall Op18 protein levels and isoform phosphorylation status



Protein Expression Analysis 251

TABLE 11.3
Protein Expression Correlated to Differentiation in Lung Adenocarcinomas

Spot No. Protein Name p Valuea

Up/Down in 
Poora

1874 Aldo keto reductase 0.0038 Up
1479 Amyloid B4A 0.0176 Up
1193 Antioxidant enzyme (AOE372) 0.0193 Up
325 Beta + alpha tubulin 0.0077 Up
1338 Clathrin light chain A 0.0015 Up
707 Crk 0.0309 Up
1124 Cytokeratin 1 0.0294 Up
514 Cytokeratin 18 0.0355 Up
352 Cytokeratin 8 0.0275 Up
470 Cytosol aminopeptidase 0.0081 Up
1527 eIF-5A 0.04 Up
2336 Glial fibrillary acidic protein, astrocyte 0.0031 Up
450 Glucose-6-phosphate 1-dehydrogenase variant A 0.015 Up
1036 HSPC089 0.0194 Up
1547 HSPC321 0.0059 Up
1445 Huntingtin interacting protein 2 (HIP2) 0.0047 Up
974 IGFBP3 0.031 Up
1728 L-FABP 0.0006 Up
1064 Novel protein similar to zinc finger protein 

(CAC15900)
0.0401 Up

1492 OP18 (Stathmin) 0.0364 Up
459 Pyruvate kinase M1/M2 0.0009 Up
1155 VAMP-associated 33 kDa protein 0.0028 Up
511 Vimentin 0.0234 Up
2503 Aldehyde dehydrogenase 0.0027 Down
1034 Alternative splicing factor-associated 32 kDa chain 0.0014 Down
760 Annexin I 0.0166 Down
994 Annexin IV 0.0167 Down
963 Annexin V 0.0107 Down
1083 Cathepsin L 0.0074 Down
609 Cytokeratin 19 0.0034 Down
1405 Ferritin light chain 0.0178 Down
989 HLA-Cw5 0.0139 Down
1253 Hypothetical protein KIAA0053 0.0379 Down
891 Microsomal epoxide hydrolase 0.0311 Down
867 PCNA 0.0171 Down
1583 R33729 1 0.0203 Down
460 Selenium-binding protein 1 0.001 Down
1190 Serum amyloid p-component precursor [precursor] 0.0236 Down
278 T-complex protein I, alpha subunit 0.0134 Down

a p Value of F test in tumor differentiation. Poor, poorly-differentiated tumor.
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following treatments that alter either cell proliferation or differentiation. The observed
overexpression of Op18 protein in poorly differentiated lung adenocarcinomas and
increase of the phosphorylated forms of Op18 may have potential utility as a tumor
marker or as a new target for drug or gene-directed therapy.

An additional protein of interest identified in these analyses is the eukaryotic
initiation factor 5A (eIF-5A), the only cellular protein known to contain the unusual
amino acid hypusine, a modification that appears to be required for cell proliferation.
Higher levels of eIF-5A protein expression are present in tumors showing poor dif-
ferentiation, 12/13th codon K-ras mutations, p53 nuclear accumulation, or a positive
lymphocytic response. Patients having a higher level of eIF-5A protein showed a
relatively poor survival, suggesting targeted inhibition of eIF-5A expression may be
potentially beneficial for improving patient survival with lung adenocarcinoma.24 We
also found that CRK protein was increased in poorly differentiated tumors.25

Proteins showing a decreased expression in poorly differentiated tumors relative
to well-differentiated tumors were also observed (Table 11.3), including sele-
nium-binding protein 1 (SBP1). It has been proposed that the effects of selenium in
preventing cancer and neurologic diseases may be mediated by this protein, thus the
loss of expression of proteins like SBP1 may reflect loss of normal regulatory
pathways in lung adenocarcinomas.

11.8 CONCLUSIONS

The use of 2D PAGE and mass spectrometry is a powerful tool to identify proteins
of interest in a cell or tissue type of interest.26 Analyses of a large number of
individual proteins in a large set of tissue samples raise a number of important issues
that must be understood to obtain accurate measures of protein expression. By
applying appropriate methods that allow for corrections for slight gel variations, the
2D PAGE approach described in this chapter can be successfully applied to clinical
samples for the analysis of protein expression in human lung adenocarcinomas and
associated normal lung tissue.
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12.1 INTRODUCTION

With proteomic and other high-throughput genomic profiling technologies, such as
microarrays that allow for the simultaneous analysis of expression levels of thou-
sands or even tens of thousands of biomarkers, we are able to expand our ability to
characterize and understand disease processes at the molecular level and the heter-
ogeneity surrounding them. As advances in biotechnology continue to support this
remarkable expansion, however, the need for extracting and synthesizing information
from the volumes of expression data has created an equally challenging research
area in the development of corresponding statistical methods for their analysis.
Within the context of biomedical and clinical research, a common objective of
proteomic data analysis is the selection of biomarkers, from among the thousands
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profiled, that characterize groups of similar phenotypes based on a small number of
samples.

Cluster analysis (CA)1 is a technique used to identify samples with similar
genetic patterns. The application of CA to gene expression data is based on the
biologic premise that biomarkers displaying similar expression patterns may be
coregulated and share a common function or contribute to a common pathway.
Because CA is a technique used to identify samples (or biomarkers) with similar
intensities based on a metric that is irrespective of phenotype, its use requires
secondary analyses to describe samples (biomarkers) that characterize the clusters
formed and the differences among them. A related approach, recursive partitioning
(RP)2 is a technique used to identify subsets of biomarkers that explain most of
the variability in some (continuous) phenotypic response, but the actual pheno-
typic differences between subsets is not apparent and, similar to CA, requires
further exploratory analyses for this purpose. A pertinent issue related to both
CA and RP is the subjective defining of the number of sample clusters, with no
reference to defined population clusters. As primarily a descriptive rather than
inferential tool, CA has enticed the development of many ad hoc approaches
toward statistical inference. By instead conditioning upon samples of similar
phenotypes, linear discriminant analysis (LDA)3 is a tool used to identify (linear)
combinations of variables (peak heights) that best predict phenotypic group
membership. Unlike the dependent observations that may be formed by the use
of distance pairs, such as in CA, LDA is similar to RP in that it requires the use
of independent observations. With LDA, the observations within each group are
typically assumed to belong to a multivariate normal distribution that is charac-
terized by different means and a similar covariance matrix that can be estimated
by pooled samples. These assumptions, when they are met, guarantee that the
LDA will be the optimal predictive model with an error rate approaching the
lowest possible rate (Bayes’ error rate) as the number of training samples
increases. However, restrictions such as independence, distributional assumptions
and equal second (and higher) moments, altogether, preclude the usefulness of
LDA and its derivatives as data analytic tools for studying differential molecular
heterogeneity among groups, since it is quite plausible that the two groups differ
in terms of higher moments, such as skewness and kurtosis.

This latter consideration is especially important when working with genomic data
of complex, high-dimensional structure. Support vector machines (SVM) is a super-
vised data modeling and classification tool.4 With its structural risk-minimization
learning algorithm, SVM circumvents the need for explicit estimation of data distri-
butions and has become a popular tool for array (microarray) analysis for its ability
to handle high-dimensional data.5,6 As a supervised classification model, SVM can be
used to identify linear or nonlinear (with the use of kernel functions) combinations of
the variables (biomarkers) to best predict phenotypic group memberships and provide
the basis for gene discovery.7

It is often clinically desirable to be able to simultaneously query changes in
expression patterns of tens of thousands of biomarkers. However, when the expres-
sion levels of these biomarkers are regarded as variables, the individual array
experiments, or observations, become data points in an extremely high dimensional
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space. The convergence of any estimator to the true value of a smooth function
defined in such a space where p >> n, will be very slow, as is often reflected in the
expression of “the curse of dimensionality.” The availability of clinical samples, and
the cost and effort associated with proteomics and microarray experiments, dictate
that, for the time being, the majority of large-scale genomic expression analysis
studies will not have a statistically sufficient number of observations to allow for a
“good” estimate of a function of the biomarkers that identifies, for example, an
altered expression pattern associated with a specific tumor type. All in all, this is a
pretty dim scenario from all perspectives.

Fortunately, however, we may reasonably be able to hope that in many cases,
there are really “a few things that matter,” and thus the function of interest is expected
to be constant along most dimensions of the space. This opens up the possibility of
conducting statistical analyses in a meaningful and novel way, and, in particular,
motivates the potential for an inference framework.

Despite the numerous clustering and discriminating algorithms available, there
remains a lack of a formal framework in which to conduct analysis of data from
proteomic or microarray experiments that in particular is flexible in terms of
analytical assumptions. In some cases, array analysis involves the combining of
CA and LDA features into a unified framework. For example, the high dimension-
ality of the problem may be approached by the construction of a single composite
measure that summarizes information among the dimensions into a single statistic,
or perhaps through a few dimensions, such as in principal components analysis,
followed by the characterization of genomic differences based upon this composite
measure, such as in LDA. We focus upon a recent development in the areas of
dimension reduction and discrimination that utilizes a general distance measure
to characterize genomic and proteomic heterogeneity. In particular, we describe a
novel approach to nonparametric inference for high-dimensional comparisons
involving two or more groups, based on a few samples and very few replicates
from within each group. In this way, we extend traditional cluster and linear
discriminant methods to address current as well as future challenging analyses
settings presented by the continued and more creative use of microarray and
proteomic technology, apart from the initial (two-sample) cancerous versus non-
cancerous comparisons.

12.2 NONPARAMETRIC METHOD FOR SUPERVISED 
PROTEOMIC ANALYSIS

By comparing and characterizing genomic heterogeneity among defined groups, within
a nonparametric framework, we introduce in this section some recently developed
methods for analyses of high-dimensional data, within the context of a supervised
proteomic analysis. In particular, we discuss a nonparametric inference approach for
comparisons of two or more groups, based on a few, or as little as a single, sample
from within each group. To illustrate the method, we focus upon the simple setting of
two groups, each with a few samples from within each group. In this context, we
discuss a distance-based approach to analysis that requires the construction of a
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composite measure of proteomic heterogeneity within and between each group to
formulate hypotheses.

12.2.1 CONSTRUCTION OF REPLICATE-COMPOSITE MEASURE

We first construct a measure that collapses available replicate information on peak
heights from within each individual by implementing an algorithm that applies singular
value decomposition (SVD). This method in particular, accommodates data with vary-
ing dimension, due to presence of differing amount of available replicate information
among samples. To this end, let zi denote a P × Ri matrix of replicate peak heights on
P peaks for an ith subject, and Ri replicates for and By applying
SVD to each zi matrix as a way of combining replicate information into a single,
composite statistic, we reduce the information contained in zi into a single, P-dimen-
sional column vector. In particular, we define , where

such that and are orthonormal vectors and Λ is a diagonal matrix
of ordered decreasing eigenvalues of dimension Ri. We summarize in a nonparametric
framework the information obtained in zi into P-dimensional column vectors through
the statistic, , where . Hereafter, unless otherwise stated,
denote by zi a replicate-composite measure of peak heights for an ith subject.

12.2.2 RELATING PROTEOME HETEROGENEITY TO PATHOLOGICAL 
DISEASE STATES

In this section, we highlight recent work,8,9 for relating genetic heterogeneity to
phenotypes, within a proteomic context. This approach may be viewed as nonpara-
metric inference for discriminant analysis in the sense that groups are conditioned
upon and the differences between them, in terms of the degree of heterogeneity, are
formally compared through hypothesis testing. Similar to principal components
analysis, the dimension of the problem is reduced by collapsing information con-
tained in all peaks into a single composite measure to facilitate hypothesis testing.

Let G (indexed by g) denote the number of mass spectrometry experimental
proteins arrayed, i.e., the number of peaks. Suppose that the n subjects are classified
into 2 (distinct) pathologic conditions (normal versus cancerous), h and k, with sample
sizes nh and nk, respectively. Denote by T the G-dimensional vector of
(replicate-composite) intensities obtained from G peaks. Let zh refer to peak heights
obtained from the reference (control) tissue that is to be compared against peak heights
obtained from the target tissue, zk. We propose the following algorithm, applied to
individual, replicate-composite peak heights for hypothesis testing of equal degrees of
proteome heterogeneity within and between the two distinct pathological disease states:

1. Construct a composite measure of peak height heterogeneity within the
reference, within the comparison condition, and between the reference and
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comparison conditions, respectively, among all peaks, by

T , (12.1)

T ,

T ,

where W denotes a symmetric, nonnegative definite G × G weighting
matrix, characterized by an nα × 1 parameter vector α.

2. Using the above distances, we form matrices and their corresponding
distributions to formulate hypotheses of equal degrees of heterogeneity
within and between conditions. To this end, consider the following dis-
tance matrices, conditional on each pathologic state:

The within-condition matrices, Dhh and Dkk, are symmetric with zero on
the diagonal, while the between-condition distance matrices, Dhk for

 is nonsymmetric with a nonzero diagonal. The distribution of each
of these stochastic distance matrices, Dhk, provides information for testing
peak heterogeneity within and between pathologic states.

3. Let denote the cumulative distribution function (cdf)
based on Dhk, where d is a mass point among the elements of Dhk. Let
{dmin,…,dmax} denote the ordered distinct mass points, such that

 and , respectively. Since  is a discrete random
variable, the set, is finite. For a given distance, d, Fhk(d) refers
to the within-group (h = k) and between-group ( ) distance distributions.

4. For a given sample, a nonparametric estimator of Fhk(d) is defined through
an empirical cdf (ecdf), as given below

(12.2)

where is the binomial coefficient, Ch denotes the set of all distinct (i, j)
pairs with , and  is a binary indicator with the value 1 if
x ≤ d, and 0 otherwise. For notational convenience, we have suppressed the
dependency of  on α. By applying the theory of U-statistics,  has
been shown to be consistent and asymptotically normal.9 Regardless of
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whether α is treated as known values (e.g., W is an identity matrix) or
estimates (e.g., ), an estimate of the asymptotic variance of ,
which may be readily calculated. To eliminate the dependency of these
statistics on d, let T denote an estimator of

T. The vector statistic, Fhk, is well defined,
since  is a discrete random variable and in addition, it may also be used
to characterize within (h = k) and between ( ) group differences.

5. A probability “density” function (pdf) may be defined based on the
first-order differences, . By substitution of the
respective ecdfs into this expression, i.e., , we
obtain the vector statistic based on the density function, . Although
equivalent in terms of statistical inference, the density statistics are prefer-
able for visually displaying within and between group heterogeneity.

6. Construct the following hypotheses to formally compare heterogeneity
within and between groups: 

H01 : Fhh = Fkk, H02 : Fhk = Fhh, H03 : Fhk = Fkk (12.3)

The first hypothesis, H01, tests equality in the degree of peak heterogeneity
between the two groups, while H02 (H03) examines such equality in the
combined group versus each of the other groups. In comparison to the other
two hypotheses, H01 tests for differential within-group heterogeneity between
the reference and comparison tissue groups. For example, if the kth group is
more homogenous than the hth group, then will be smaller, on average,
relative to and thus, constitute a difference in their distributions. How-
ever, since the distance measure only discriminates between different
types of heterogeneity, but not heterogeneity of the same type, the hypothesis
H01 does not test for a group difference when the same degree of within-group
heterogeneity is characterized differently between the two groups. In such
cases, H02 and/or H03 may be used to test for homogeneity within groups that
is characterized differently between them, since the between-group distances
will be larger, on average, relative to the within-group distances.

7. To test each hypothesis in Eq. (2), define the following difference statistics:

(12.4)

where W3j denotes a symmetric, nonnegative nd × nd weighting matrix. In
the simplest case, for ,  is the squared Euclidean distance. Each
of the difference statistics, , have been shown to be asymptotically
normally distributed9 (in which case,  is asymptotically  under H0j,
provided that a consistent estimate of the inverse [or generalized inverse]

of the asymptotic variance is used as the weighting matrix for each
W3j). Inferences may also be based on a Monte Carlo approximation to the
permutation distribution of  under each null hypothesis.10,11 Note that
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the hypotheses in Eq. (12.3) may be equivalently expressed in terms of
pdfs, with the epdf statistics used for testing them. Letting 
enables both asymptotic and exact inference methods to be used in obtain-
ing p values for each respective hypothesis, where for the exact methods,
a Monte Carlo approximation may be implemented.

12.2.3 TRANSLATING OBSERVED PROTEOME HETEROGENEITY

TO PEAK SELECTION

The distance measure and associated hypotheses based upon it enabled a reduction in
the high dimension typically associated with proteomic analyses. In addition to formal
hypothesis testing of differential heterogeneity between groups, it is typically of interest
to determine the peaks that attribute to such observed differences in heterogeneity. The
goal here is similar to an analysis of variance, in which statistical significance from
an all-group comparison is typically followed by various subgroup, pairwise analyses. 

Our approach to this problem is based upon partitioning the multivariate test
statistic,  (j = 1, 2, 3), into an additive sum of L terms, with the following properties:

1. Each term is positive and thus its magnitude estimates the relative con-
tribution to the underlying test statistic.

2. The relative magnitude of each term estimates the degree of heterogeneity
among locations. For ease of exposition, we break down the process into
the following general steps. In each step, a re-expression of a statistic is
carefully constructed with emphasis on the properties contained in each
re-expression for latter-use interpretation of results.
a. For a given pair of peaks, we re-express the distance measure, , into

a (nonnegative) linear sum of L terms involving the peak distances by:

(12.5)

where w2l is the lth row of .
For W2 = IL,  (or ) is interpreted as the contribution

(proportionate contribution) from the lth location to . For , let
, where is the square-root matrix.12 In this case,  is

associated with the contribution from groups of individual locations by
interpreting the rows of as “factor-type loadings” in the sense that
their (absolute) values indicate the contribution from each of several
locations to , depending upon the structure of W2.
b. Each egrcdf is expressed as a function of . For simplicity, we focus

on the within-group case (h = k), with the results readily applied to the
between-group case. It follows from Eq. (12.2) that

(12.6)
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By partitioning each into the sum of , 
not only indicates the relative contribution from  terms, but also
expresses them in terms of proportionate contributions.

c. In this step, we readily express the peaks difference statistic as a linear
combination of L terms. Without loss of generality, consider the statistic
Δ1. It follows from Eq. (12.4) that

(12.7)

If the Δ1l (d ) are all positive, then their magnitudes indicate the relative
contributions to Δ1l (d ). In general, the Δ1l (d) may involve different
(mixed) signs; thus, this statistic can be used to identify the over- or
underexpressed peaks under different pathologic states.

12.3 DATA APPLICATION

A protein array experiment was conducted for the purpose of characterizing two
common pathologic states of a disease, i.e., malignant or normal, in terms of peaks.
To this end, sera were absorbed onto ProteinChip® arrays and read on a surface
enhanced laser desorption/ionization time-of-flight mass spectrometry (SELDI
TOF-MS) instrument, from which peaks were manually selected and evaluated. For
further details on the experiment, see Zhang et al.13,14

Displayed in Figure 12.1 are the empirical CDF and PDF plots for the protein
distance, based on the training data set. The distinct distances were grouped into 12
equally sized intervals for a better depiction of overall differences among groups.
The plots indicated some difference in the protein distances between the cancer

FIGURE 12.1 Distribution of protein (peak) distances within the cancer group (n = 50) and
normal group (n = 44) and between the cancer and normal subjects (training data set).
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group and normal groups. In particular, the cancer group appeared to be associated
with smaller protein distances, on average, relative to the normal group. The
between-group distribution of peak distances appeared to be different from the cancer
group but similar to the normal group.

To assess the statistical significance of the observed differences described above, we
tested the three hypotheses in Eq. (12.4) based on the empirical CDF defined in Eq. (12.3).

By implementing the asymptotic inference methods, we rejected the first two null
hypotheses ( ), reflecting our previous observa-
tions. Our analysis suggested that the heterogeneity among peak measurements
between the cancer and normal group appeared to be different as a whole at a statis-
tically significant level.

In proteomic research, it is of interest to identify peaks that are differentially
expressed under different conditions. For this task, we decomposed the test statistics
relating to each hypothesis to estimate a contribution from each peak to such
differences, following Eq. (12.5) and Eq. (12.6). Figure 12.2 displays peaks with
high contributions to each test statistic.

Among these peaks, 30, 16, 45, 19, and 27 were of special interest, as each were
estimated to contribute more than 10% to the test statistics. It is worth noting that
these peaks were expressed as quadratic forms, so the magnitudes indicate their
relative contributions in general. To identify “condition-specific” (i.e., cancer or
normal) peaks that can only be detected in the cancer or normal groups, we
re-expressed the test statistics, which involves different signs to identify the direction
of differences in peak heterogeneity. The re-expressed difference statistics are shown
in Figure 12.3. It was indicated that candidate peaks for the positives expressed were
16, 19, 27, and 30. The direction of peak 45 was ambiguous.

FIGURE 12.2 Peaks with estimated contribution of greater than 2% within each test statistic
[NNNN = normal group (hh); CACA = cancer group (kk); CANN = between cancer and
normal groups (hk)].
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12.4 DISCUSSION

In this chapter we present a formal approach for companing and characterizing
contributions from combinations of peaks at biomarkers that are associated with
different pathologic sites. The most flexible feature of the proposed approach is the
ability to identify potentially important combinations of biomarkers to observed
differences in the total variation between two (empirical) distributions, without
imposing a specific distribution assumption. By implementing an SVD approach to
summarize replicate measurements, this method is robust to outliers and retains
dependencies within observations.

Another consideration of this approach is that we model the variation. Protein
array data are characterized by its high biologic variation.15 We caution, however,
that observed variation may spawn from biologic variation other than pathologic
status. We also note that it is possible that while there may be no notable, overall
difference, in terms of peak heterogeneity, there may exist differentially expressed
peaks under various pathologic states.

While we focus our discussion on a distance-based approach, we note that there
are several statistical methodologies proposed to analyze mass spectra. A data analysis
tool for biomarker pattern discovery, Proteome Quest, beta version 1.0 (http://www.
correlogic.com/; Correlogic Systems, Inc. Bethesda, MD), was developed for the anal-
ysis of biomarker discovery. The software implements a pattern-discovery algorithm

FIGURE 12.3 Plots of the re-expressed difference statistics [Δ1 = top plot; Δ2 = middle plot;
Δ3 = bottom plot, as defined in Eq. (12.5) for peaks with an observed location difference by
distance mass point].
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and integrates elements from genetic algorithms proposed by Holland16 and self-orga-
nizing adaptive pattern recognition systems proposed by Kohonen.17,18 Genetic algo-
rithms organize and analyze complex data sets as if the information were comprised
of individual elements that can be manipulated through a computer-driven analog
of the natural selection process. Self-organizing systems cluster data patterns into
similar groups.

12.5 SUMMARY

For a data set of n samples and p variables, the standard inference theory developed
for multivariate data analysis requires that n >> p. Proteomic technology, similar to
microarrays, is characterized by the reverse inequality, i.e., n << p, and has thus
introduced many challenges for data analysis. The high dimensionality of the data
introduces statistical problems for inference, while the notably large variability
reflected in protein data compounds the complexity of the problem. To address
analysis for the setting of n <<  p within the context of protein arrays, we applied
a method to select peaks that may be characteristic of distinct pathological disease
states through the construction of a composite distance measure and formulate
hypothesis tests based on this measure. The method is robust to outliers, retains
dependencies within observations, and assumes no specific analytical distribution
upon the data. In addition, the inherent variability in protein array data is also
considered as part of the method. Peaks are selected based on their relative contri-
butions to observed heterogeneity differences reflected in the distance measure
among the various pathological states. Our results are comparable with those
obtained using other analysis methods for similar investigations.
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13.1 INTRODUCTION

Protein identification is a process that involves matching mass spectrometric data with
collections of protein sequences. This procedure has become an essential part of
proteomics-based biological research.1 The mass spectrometric data is represented by
a set of observed signal intensity mass-to-charge ratio pairs. These pairs are compared
directly to the set of similar pairs that should be representative of a subset of proteins
in the sequence collection. The scores that result from the comparison are then
analyzed and clustered to find the best model set of protein sequences that fits the
experimental data.

Protein identification experiments commonly involve a similar set of sample
preparation protocols. The specific protocol to be used is selected based on the type
of mass spectrometer (single or tandem) that will be used to generate the information
for comparison. The work flows associated with the most common protocols are
represented in Figure 13.1. The proteins in the sample are first fractionated, using an
experimental design that will enrich a mixture of the proteins that are relevant to the
biological hypothesis being answered by the overall experiment. Often, this initial
mixture of proteins will also undergo additional steps of separation by means of
multidimensional chromatography and/or gel electrophoresis. These further steps of
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purification are carried out so that additional information about the component pro-
teins can be determined (e.g., pI, amount), as well as to simplify the analysis of the
mass spectrometry data set. Following the separation steps, fractions (or bands) of
interest are digested with a proteolytic enzyme to generate a set of peptides in a form
compatible with further analysis. A final step of chromatography may be required, if
the resulting mixture of proteolytic peptides is expected to be too complex for direct
mass analysis.

Once the original sample has been processed and appropriate samples for mass
spectrometry have been obtained, the masses of the resulting peptides and their frag-
ments can be measured by mass spectrometry and compared with calculated peptide
masses from a protein sequence collection.2–8 The scores are calculated for comparison
and the protein sequences in the collection are ranked according to the scores.

The significance of the protein candidates can then be assessed by calculating
the probabilities that they are false positives.9–13 The experimental design will dictate
some acceptable cutoff for the probability of having a false-positive result in the final
list of sequences. The candidate proteins in the list that pass this quality test are
considered to be “identified” and can be incorporated into the model for the system.

FIGURE 13.1 Common protein identification work flows: In the gel-based work flow: the
proteins of interest are separated by 2D gel electrophoresis, the spots are visualized and
excised, the proteins are digested, and the proteolytic peptides are analyzed by mass spec-
trometry. In the LC-based work flow a complex mixture of proteins is digested and the
resulting peptide are separated by liquid chromatography (LC) followed by mass spectrometric
analysis. Data analysis for both work flows consist of first processing the mass spectra to find
the masses of the peptides and peptide fragments, followed by searching a sequence collection
to obtain a list of protein candidates. The significance of the candidates is subsequently
assessed to obtain a list of identified proteins. The function of these proteins can in some
cases be assigned by homology searching.
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Subsequent to identification, there are a number of possible informatics alter-
natives that can be used to add value to the model. For example, in cases where
proteins of unknown function are identified, it may be possible to assign a function
to the sequence by homology searching. It may also be possible to create additional
mapping of the sequences, such as gene linkage maps or protein–protein interaction
maps.

13.2  THE INFORMATION VALUE OF MASS 
MEASUREMENTS

Protein identification using a single stage mass analyzer is commonly referred to as
“peptide mass fingerprinting” or simply “fingerprint analysis.” This type of simple
instrumentation can be performed because the accurately determined molecular mass
of a single peptide generated by a sequence-specific proteinase contains a significant
amount of information about that peptide’s amino acid composition14 (Figure 13.2).
If the uncertainty in the peptide ion mass measurement is low, then there are only
a few proteolytic peptides that can match that single mass measurement. In a typical
experiment that deals with proteins that must be matched with a relatively large
collection of potential protein sequences, e.g., a eukaryotic proteome, it will always
be necessary to obtain the mass of more than one proteolytic peptide to obtain a
confident protein identification.

The actual number of peptides required to obtain a confident identification will
depend on the size of the proteome, the enzyme used in the experiment, the measured
peptide mass, the accuracy of the measurement, and the sequence of the protein.
When the allowed uncertainty in the mass measurement is very low (0.1 ppm), the
number of matching peptides does not decrease with improved mass accuracy,
because the elemental composition of the peptide is uniquely defined by the mass.
The elemental composition does not supply a unique amino acid composition, as
there are isobaric combinations of amino acid residues. This type of high accuracy
mass measurement is not often available: an allowed mass accuracy of 5 to 10 ppm
is much more common. At this level, there are significantly more potentially isobaric
compositions and the number of peptides required is normally greater than 10. The
addition of any further hints about the potential residue composition, such as a
chemical tag indicating the presence of cysteine, can also be strong evidence in the
statistical analysis of the data. The incorporation of these hints into the scoring
system for sequence comparison will result in improved assignment confidence,
even with a relatively small number of matching peptides.

The use of a tandem mass spectrometer, which allows the isolation of a particular
parent ion and subsequent fragmentation, can give enough sequence-dependent
information to compensate for low accuracy peptide ion mass measurements. Mass
accuracies of 1000 to 5000 ppm can be compensated for quite effectively using this
additional information. A particular protein sequence can often be confidently iden-
tified from one or two tandem peptide spectra, depending on the protein’s sequence
and the potential for alternative exon splicing.
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13.3 ALGORITHMS FOR PROTEIN IDENTIFICATION

The searching of a collection of sequences is performed by mimicking the experiment
in silico. The basic steps shown in Figure 13.3 are common to all algorithms. The
difference between algorithms is how the score is calculated from the comparison of

FIGURE 13.2 (Color insert follows page 204) The average numbers of matching complete
tryptic peptides from human, worm (C. elegans), and yeast (S. cerevisiae) proteins as a function
of peptide mass for different accuracies of the mass measurements (left). The better the mass
accuracy, the fewer tryptic peptides match a single peptide mass; e.g., a mass of 2000 Da correspond
on the average to 7.0, 4.1, and 2.0 complete tryptic peptides from human proteins for mass
accuracies of 2, 1, and 0.1 ppm, respectively. Below 0.1 ppm no further improvement is observed
when improving the mass accuracy because the elemental composition of the peptide is uniquely
defined by the mass. Organisms with fewer genes have fewer peptides that match a single tryptic
peptide mass; e.g., a mass of 2000 Da with a mass accuracy of 1 ppm correspond on the average
to 4.1, 2.3, and 1.6 complete tryptic peptides from human, worm, and yeast, respectively. The
distributions of the number of matching peptides are shown for a few cases (right); e.g., the average
value of 1.6 complete tryptic peptides from yeast matching a mass of 2000 Da with mass accuracy
1 ppm, correspond to matches to single peptides in 58.4% of the cases and to matches of 2, 3, 4,
5, and 6 peptides in 30.7, 8.4, 1.9, 0.4, and 0.2% of the cases, respectively.
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FIGURE 13.3 Searching a sequence collection with (a) peptide masses and (b) peptide
fragment masses.
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experimental and theoretical mass spectra. It is critical that the algorithm makes
optimal use of the experimental information to allow for identification of low-abun-
dance proteins from noisy data.

For a peptide mass fingerprinting experiment (Figure 13.3a), each protein
sequence in a collection is theoretically digested using the same cleavage rules as the
enzyme used in the experiment. The masses of the resulting peptides are calculated
and a theoretical mass spectrum is constructed. The measured mass spectrum is then
compared to the theoretical mass spectrum and a score is calculated. This procedure
is repeated for each protein in the sequence collection. Finally, the proteins in the
sequence collection are ranked according to the calculated scores. The simplest scoring
algorithm simply counts the number of matching masses between the experimental
and theoretical mass spectra. This works well only when the data quality is high. The
main problem is that the probability of matching a protein with a long sequence by
chance is high; therefore, the highest ranked protein is often a random large protein.
Several, much more sophisticated algorithms have been developed to overcome this
problem, e.g., MOWSE,4 ProFound,15 Mascot,16 PeptIdent,17 and Probity.12

The basic steps for protein identification using data from tandem mass spec-
trometry experiments are similar to peptide mass fingerprinting, except for the
additional step of calculating the peptide fragment masses. In contrast to peptide
mass fingerprinting where several peptides are necessary, a tandem mass spectrum
of a single peptide can be sufficient to uniquely identify the peptide. The most
common search engines for tandem mass spectrometry data are SEQUEST,7 Mas-
cot,16 Sonar,13 ProbID,18 Popitam,19 and Tandem.20

Prior to searching with peptide mass fingerprinting or tandem mass spectrometry
data, the user selects a set of parameters, including the sequence collection to search,
properties of the protein like mass and pI, and experimental information like spec-
ificity of the enzyme and modifications to the amino acids.

In the case of peptide mass fingerprinting, the sequences searched are protein
sequences using an enzyme with high specificity (e.g., trypsin). The information
content in the data is usually not sufficient to search genomic sequences or for
using a nonspecific enzyme. Additional information like protein mass and pI from
a 2D gel can be very useful to restrict the number of sequences searched. The
ranges of mass and pI for allowed proteins should not, however, be set too narrow
because the sequences used in the search do not often correspond to the mature
protein and the proteins analyzed might be degradation products. Most search
engines allow the user to specify amino acid modifications of two types: complete
(e.g., alkylation of cysteines) and partial (e.g., phosphorylation and methionine
oxidation). The assumption of partial modifications should be avoided when search-
ing with peptide mass fingerprinting data because: (1) for most proteins only a few
of the proteolytic peptides are modified, and (2) the increased number of theoretical
masses for each protein increases the random matching and the risk for false positive
results.

Tandem mass spectra can successfully be used to search genomic and expressed
sequence tag (EST) sequences in addition to protein sequences. Genomic and EST
sequences are translated in six reading frames prior to the steps in Figure 3b. Most
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protein sequences have been predicted from the genome and therefore contain errors
due to the difficulty in predicting intron/exon boundaries and alternative splicing.
The use of the genomic sequences in the searches has the advantage of overcoming
many of the potential frame shifts introduced by these predictions.

13.4 SIGNIFICANCE TESTING

It is critical to test the significance of protein identification results because false
identifications are possible due to random matching between the measured and
calculated masses. In the result of a search of a sequence collection with both
peptide mass fingerprinting and tandem mass data, there will always be a highest
ranked protein sequence. This protein sequence might correspond to a protein in
the sample analyzed (true positive) or simply get the highest score because of
random matching between the calculated proteolytic peptide masses and the mea-
surement (false positive). The probability that a protein candidate is a false positive
can be estimated by comparing its scores to the distribution of scores for random
and false identifications (Figure 13.4). The distribution of scores for random and
false identifications can be obtained from computer simulations,10,11 calculations
based on a model,12 or by collecting statistics during the search.9 Figure 13.5
illustrates how the statistics collected during the search can be used to estimate the
significance of the results. During the search, a score is calculated for each protein
sequence in the collection. For the majority of sequences the matching with the
experimental data is random. An example of the distribution of the scores for
proteins in a sequence collection matching a peptide mass fingerprint is shown in
Figure 13.5. Typically, a distribution of scores from randomly matching protein
sequences is observed at low scores (Figure 13.5a). This distribution is an
extreme value distribution, having a linear tail when plotted on a log-log scale
(Figure 13.5b). The significance of high-scoring protein sequences is estimated
by linear extrapolation.

FIGURE 13.4 Significance testing is performed by comparing the score of protein candidates
to the distribution of scores for random and false identifications.
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13.5 SUMMARY

There are several critical steps that are necessary for being successful with protein
identification and obtaining meaningful results:

1. The masses of peaks in the mass spectrum corresponding to the monoiso-
topic peptide masses have to be assigned

2. A collection of sequences have to search using a sensitive and selective
algorithm

3. The significance of the results have to be tested
4. The functions of the identified proteins have to be assigned
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14.1 CHALLENGE OF EXPRESSION PROFILING 
USING CLINICAL SAMPLES

With recent advances in technologies for high-throughput genomic and proteomic
expression analysis, the simultaneous measurement of expression levels of a large
number of molecular entities or so-called profiling has become an important screening
tool for the discovery of new biomarkers that are associated with a particular disease
process. In addition to the potential for direct clinical applications, such as for early
detection and diagnosis of diseases and use as therapeutic targets, results from such
“target-hunting” activities also facilitate the generation of hypotheses that may lead
to new discoveries that help us to better understand the disease process itself.
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Recently reported work in using profiling methods to identify individual biomarkers
or genomic/proteomic expression patterns for disease detection, staging, and classi-
fication has greatly raised the expectation for the clinical utility of such approaches.1–12

However, the unique characteristics of clinical samples and the conditions under
which the samples are collected and processed impose a special set of challenges to
the analysis of expression data from clinical samples. Bioinformatics tools for such
data analysis tasks will have to address these special issues and be aware of their
implications on the interpretation of the results.

The purpose of proteomic expression profiling of clinical samples typically
involves the differential analysis of the expression levels of a large subset of the
proteome of a particular type of clinical specimens to identify those proteins whose
change in expression levels might be associated with a given disease process. This
effort is often hindered by the fact that the observed differences in expression levels
are influenced by multiple factors, of which many are irrelevant to the particular
disease of interest. Examples of such nondisease-associated factors include

1. Within-class biological variability which may include unknown sub-
phenotypes among study populations

2. Pre-analytical variables such as systematic differences in study popula-
tions and/or in sample collection, handling, and processing procedures

3. Analytical variables such as inconsistency in instrument conditions that
result in poor reproducibility

4. Measurement imprecision

Among them, factors (1) and (2) pose a much more significant problem for the
analysis of expression data from clinical samples than those from cells or animal
models under well-controlled experimental conditions. This problem is further wors-
ened by the fact that the dynamic range of protein expression levels could be much
greater than what is typically seen in genomic expression data. Finally, another
important issue for clinical samples is the mislabeling of samples, which happens
frequently due to imperfection in the current gold standard diagnostic methods (e.g.,
false negatives in biopsy results) or ethical constraints (e.g., inability to biopsy
controls for a low prevalent disease).

In this chapter, we first briefly compare the current two approaches used by
practitioners in genomic and proteomic expression data analysis, one grounded on
statistical theories and the other on machine learning and other computational data
mining techniques. This will be followed by discussions on how the special charac-
teristics of clinical samples might affect the observed expression profile data and their
impact on the analytical results by these two different approaches. We will then present
the bioinformatics approach that we used for biomarker discovery, which involves the
analysis of SELDI TOF-MS (surface-enhanced laser desorption/ionization
time-of-flight mass spectrometry)-generated proteomic profiling data from clinical
samples. In particular, we will introduce the unified maximum separability analysis
(UMSA) algorithm that forms the foundation of many of our bioinformatics tools and
its relative advantages for the analysis of data from clinical samples. Finally, we discuss
the importance of study design in expression profiling studies of clinical samples.
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14.2 TWO SCHOOLS OF BIOINFORMATICS 
APPROACHES TO EXPRESSION DATA ANALYSIS

One of the common characteristics of expression profile data is the high dimen-
sionality (number of measured variables) in comparison to a relatively small sample
size. An immediate consequence of this is the lack of a stable estimate of the
covariance matrix, a prerequisite in many traditional statistical multiple variable
analysis methods. Because of this difficulty, much of the development in statistical
and computational methods for differential expression data analysis has been
focused on univariate analysis methods using a modified form of the t-statistic13

and a cutoff value on the adjusted p values or on the test statistic directly based on
estimation of false-discovery rates (FDR).14,15 A shortcoming of such univariate
methods is that the analyses of the “informativeness” of individual variables are
independent of one another, an assumption that in many situations clearly does not
reflect the reality of biology. In order to use a multivariate approach and at the
same time to circumvent the issue of covariance matrix estimation, a compromising
approach would be to first apply an unsupervised (e.g., singular value decomposi-
tion) or supervised (e.g., partial least squares) dimension-reduction step to project
the large number of genes or proteins onto a smaller and more manageable number
of “clusters”,16,17 or some types of latent variables or “supervariables.”4 More
traditional multivariate analysis methods may then be applied to ascertain the
significance of such supervariables.

While more robust and statistically sound multivariate approaches are being
carefully derived, in the clinical genomics and clinical proteomics fields, however,
driven by the need to identify biomarkers that can be associated with a particular
aspect of the disease process and carried out by computational scientists specialized
in machine learning and “data-mining” techniques, algorithms have been developed
to directly fit parametric or nonparametric models to the data and from which to
assess the significance of individual variables.2,6,10,18–20 Some even went a step
further to forgo the analysis of contributions by the selected individual variables
altogether and decided to combine variable selection and multivariate predictive
model derivation into a single iterative process.8 An advantage of the model-fitting
approaches is that the significance of individual variables are determined collec-
tively with all the other variables. The real issue, however, is that for any nonlinear
multivariate models with a modest level of complexity it is, in general, difficult or
even impossible to quantify the contribution of individual variables. In addition,
overfitting can be a serious problem for complex nonlinear multivariate models,
which in turn greatly amplifies the impact of nondisease-associated data variability
on the analysis results.

For the analysis of expression profile data from clinical samples, the permutation-
based methods for estimation of FDR and selection of cutoff on significance values
can be readily applied to help to assess FDR caused by within-class biological
variability. However, many of the recently developed statistical and computational
approaches do not address the issues related to the above-mentioned specific char-
acteristics (1) and (2) of clinical samples. The issue of labeling error among clinical
samples has also been generally ignored.
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14.3 CONSIDERATIONS OF BIOINFORMATICS TOOLS 
FOR DIFFERENTIAL ANALYSIS OF PROTEOMIC 
EXPRESSION PROFILE DATA

A generic supervised procedure using multivariate models to rank and select infor-
mative variables in an expression dataset involves (a) constructing a multivariate
classification model that best separates the classes of samples in the training data;
and (b) ranking the variables according to their relative contribution in the con-
structed model and selecting a subset of variables that contributes the most toward
the separation of the classes of samples.

To use this procedure, however, one still has to decide what constitutes the best
model and how to estimate the contributions of individual variables in a meaningful
and consistent way. From a statistical point of view, if the underlying conditional
distributions of the different classes of samples are known, the Bayes’ decision rule21

provides the optimal separation of the classes with the available information from
the variables (the Bayes’ error rate is a reflection of the imperfect information carried
by the variables). The construction of the best predictive model, therefore, depends
on (1) the model’s capacity (flexibility) of fitting the underlying distributions of the
data; (2) the availability of training data representative of the true distributions; and
(3) the ability of the associated-learning algorithm to extract information from the
training data. For most expression profile data from studies using clinical specimens,
the available data may not fully represent the true data distributions, mostly due to
insufficient sample sizes, and many times due to the biases and labeling errors in the
data. This reality will not likely change much for the time being. The selection of
the best predictive model, therefore, will have to take into consideration the efficiency
of the model’s learning algorithm in information utilization with a small, noisy, and
possibly partially mislabeled sample set. The choice of model complexity will also
have to be balanced between its ability to model the underlying data distribution and
the availability of informative training samples to support the learning process. The
latter, or the lack of it, is one of the major reasons why most reported models for
differential expression data analysis have been the relatively simple ones.

The attribution of significance to individual variables in a nonlinear multivariate
model is a difficult problem and there are no generally applicable analytical solutions.
Computationally, a simple approach is to correlate the output of a single trained
model with perturbations in its input variables one at a time, which essentially
calculates the “partial derivatives” of the model. A computationally more demanding
approach is to repeatedly construct and evaluate models, each time with one variable
left out, using some type of performance criteria (e.g., validation error). However,
other than the training data and input variables used, the construction of a nonlinear
model also depends on factors such as the complexity of the models, initial values
of model parameters, and the associated problem of nonuniqueness in solutions from
multiple local optima. Consequently, the ranking and selection results may also
depend on the particular settings of the model construction processing that do not
bear any biological meanings. One also has to note that the above procedure selects
a subset of top-performing variables using only a single rank order. Due to the
potentially complicated interaction among the variables, to truly search for the
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“optimal” subset of variables one would have to repeat the procedure over all possible
subsets of the total variables, which could be impractical even for a modest number
of variables. There has been effort to reduce the search space by converting the
variable selection problem into that of minimizing a vector of continuous objective
functions using a gradient-based search algorithm.18 However, it is not clear from a
theoretical point of view how the terrain of the error surface would look like and
whether the gradient-based search will lead to a global optimal solution.

There are two basic approaches for the derivation of classification models. The
first, which is the traditional statistical approach, is based on the parametric or
nonparametric estimation of the conditional distributions of the classes of samples.
The classification model is then constructed based on the Bayes’ decision rule. The
second, a machine-learning approach, is based on the direct determination of a
classification model by minimizing an empirical risk function (e.g., the mean square
classification error). An example for the first approach is the Fisher’s Linear Discrim-
inant Analysis (LDA) function22; for the second approach is the support vector
machine (SVM).23 These two approaches differ significantly in their utilization of
training samples. In the traditional statistical approach, the training samples, regard-
less of their relative locations to the underlying class boundaries in the variable space,
contribute equally to the estimation of the distributions and the construction of the
classification function. For instance, the LDA is completely determined by the esti-
mated means and the pooled covariance matrix for which all data are used in the
exactly the same way. On the other hand, in the empirical risk minimization approach,
the samples that are close to the class boundaries are weighted much more heavily
than the interior samples. As an extreme example, the solution of an SVM model is
solely determined by the so-called support vectors, which consist of only the boundary
data points. The removal of any interior samples does not affect the solution at all.
When the training sample size is sufficiently large, both approaches will asymptoti-
cally reach their own expected solutions. However, for many clinical proteomic
profiling studies, at least at the variable (proteins) selection stage, the total number
of available samples is far below what is required for the asymptotic behavior of the
algorithms in these approaches to actually take effect. For situations where each
clinical sample represents a considerable amount of effort and cost and the purpose
is for data classification instead of representation, treating all samples equally or using
only the support vectors might not necessarily be the most efficient use of information
from a very small number of samples. In addition, for small sample problems, models
that rely solely on the support vectors could be very sensitive to labeling errors in
the training samples.

14.4 THE UNIFIED MAXIMUM SEPARABILITY 
ANALYSIS ALGORITHM

With the above described shortcomings of the existing approaches in mind, we
developed the unified maximum separability analysis (UMSA) algorithm for the
analysis of genomic and proteomic expression data.2,6,10,24,25 The conceptual frame-
work of UMSA is very straightforward. In the original SVM learning algorithm,23,26
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there is a constant C that limits the maximum influence of any sample point on the
final SVM model solution. In UMSA, this constant becomes an individualized
parameter for each data point to incorporate additional statistical information about
the data point’s position relative to the distribution of all the classes of samples. The
rationale behind UMSA is that information about the overall data distribution (even
though the estimation itself might not be perfect) can be used to prequantify the
“trustworthiness” of any training samples to be a support vector. The final solution,
therefore, will rely on the weighted contributions of the support vectors and be less
sensitive to labeling errors of a small percentage of the samples.

As a concrete example, a linear UMSA classifier for a set of n training samples
x1, x2,…, xn drawn from distributions D+ and D− with the corresponding class
membership labels l1, l2,…, ln ∈ {−1, 1} may be obtained by solving the following
constrained optimization problem:

Minimize 

Subject to 

where the nonnegative variables ξ1, ξ2,…, ξn represent errors in the constraints that
are penalized in the object function, and the coefficients p1, p2,…, pn are the “indi-
vidualized” positive constants reflecting the relative “importance” of the n individual
data points. In UMSA, pi = φ(xi, D+, D−) > 0 is typically related to the level of
disagreement of a sample xi to a statistical classifier derived based on estimates of
distributions D+ and D− from the n training samples (e.g., an LDA or quadratic
classifier). Let this level of disagreement be δi, the following positive decreasing
function is used to compute pi:

 where C > 0.

The two parameters, σ  and C modulate the amount of influence an individual
sample may have upon the solution of ν in the optimization problem above. One may
notice that for a very large σ relative to the range of δi, pi would essentially turn into
a constant close to C. The UMSA algorithm then becomes equivalent to the optimal
soft-margin classifier in SVM. On the other hand, a very small σ relative to the spread
of the data would make the pis for those samples that have a high level of disagreement
with the statistical classier so small that they would essentially be rendered useless in
the final solution.

The solution of the linear UMSA learning algorithm υ is an n-element vector.
Same as in SVM, the quantity  defines the margin between the two classes
and may be viewed as a measure of class separability. The unit projection vector

 represents the direction along which the two classes of samples are best
separated in the n-dimensional variable space by a linear UMSA model for the given
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training data and learning parameters used. The magnitude of the elements in 
(weights for linear combination) may be viewed as a measure of the relative con-
tributions (significance) of individual variables toward the separation of data.

It should be noted that, similar to SVM, using nonlinear kernel functions to map
the original data to a high-dimensional space, UMSA can also be used to derive
nonlinear classifiers. Other than its potential of being less sensitive to labeling errors,
the previously discussed problems in variable selection using nonlinear models
remain to be true for nonlinear UMSA models.

14.5 UMSA-BASED PROCEDURES FOR EXPRESSION 
PROFILE DATA ANALYSIS

The construction of a linear UMSA classifier provides a supervised multivariate
method to rank a large number of variables. For it to be useful in the differential
analysis of genomic or proteomic expression data, we have incorporated it into a
number of analytical procedures.

The first UMSA-based procedure is a supervised component analysis method
for reduction of data dimension. Similar to unsupervised component analysis meth-
ods such as principle component analysis or singular value decomposition
(PCA/SVD), the UMSA-based procedure is also a linear projection of data. However,
in PCA/SVD, the axes in the new space represent directions along which the data
demonstrate maximum variations (indicated by the eigenvectors of the covariance
matrix). In UMSA component analysis, the new axes represent directions along
which the two classes of data are best separated by a linear UMSA classifier. When
it is used for dimension reduction, the smaller number of new axes may be viewed
as composite features that retain most of the information relevant to the separation
of data classes. This is done by iteratively computing a projection vector along which
two classes of data are best separated by a linear UMSA classifier. The data are then
projected onto a subspace (one dimension lower) that is perpendicular to this vector.
In the next iteration, UMSA is applied to compute a new projection vector within
this subspace. The iteration continues until a desired number of components have
been reached.

For most practical problems, the top few UMSA components are sufficient to
extract most of the separation information between the classes of data. In our
software implementation, the data are projected onto a space spanned by the top
three UMSA components in interactive 3D display (see Figure 14.1) for easy assess-
ment of data distribution and separation. The 3D view also helps the user to inter-
actively try to optimize the two UMSA parameters σ and C, which, in general,
depend on the sample size, distributions, and quality of the data.

The second procedure (see Box 1) is a stepwise backward variable elimina-
tion/selection method similar to that in the stepwise backward multivariate logistic
regression. In each step, it constructs a linear UMSA classifier and computes a
significance score for the variable that carries the smallest absolute weight in the
UMSA classifier. The variable is then eliminated from further consideration. The
iteration continues until there is only one variable left. The computation of

υ υ|| ||
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significance scores needs to be adjusted to take into account the decreasing dimen-
sionality of the variable space. The algorithm in Box 2 ensures that these significance
scores are monotonically increasing over the variable elimination/selection process
(i.e., the significance score wk−1 for the variable eliminated at iteration k−1 wk, for
all k. Proof omitted).

With the number of simultaneously measured proteins typically much greater
than the number of samples and the presence of considerable biological vari-
ability in expression levels, there is a high probability that a multivariate model,
even a linear one, could separate the classes of samples well by picking up
expression patterns that are particular to the given sample set yet have no
relevancy to the disease of interest. In fact, for such data sets, even after randomly
reassigning class labels to the samples, one may still be able to derive a classifier
to separate the “classes.” In order to reduce false discovery, we implemented a
third UMSA-based procedure that uses bootstrap to rank and select variables
that offer consistent performance across multiple subpopulations. The working
assumption is that truly disease-associated changes in proteomic expression
profiles should persist over multiple resampled populations. In this procedure,

FIGURE 14.1 (Color insert follows page 204) 3D interactive display of two classes of
samples projected in UMSA component space.
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in each bootstrap run, a subpopulation is randomly selected (based on a fixed
resampling scheme such as the e0 bootstrap, which evaluates n cases sampled
with replacements from a size n data set) to obtain a rank order for all variables.
The results are then used to calculate the mean, median, and standard deviation
of a variable’s ranks from multiple bootstrap runs. In general, we are interested
in variables with top mean and/or median ranks and a small rank standard
deviation. We also apply this procedure on the same data set with all the sample
labels randomly permutated. The minimum of rank standard deviations from
such mislabeled data sets provides the basis of a selection threshold for variables
for which both their performance and the consistency in their performance are
less likely by random chance.

The three UMSA-based analytical procedures are implemented in JAVA as inde-
pendent modules for the NetBeans platform.27 The software user interface and func-
tionality are designed to facilitate the above discussed generic supervised procedure
using multivariate models to rank and select informative variables. The system allows
a user to apply iteratively and recursively the analytical procedures to select subsets
of the original variables that retain sufficient discriminatory information.

Box 1 Procedure: UMSA component analysis for a two-class dataset
with m variables and n samples

inputs:

UMSA parameters C and σ,
number of components q ≤ min(m, n);
data X = (x1, x2,…, xn); and
class labels L = (l1, l2,…, ln), li∈{−1,+1}.

initialization:

component set D ← {};
k ← 1.

while k ≤ q

1. applying UMSA (σ, C) on X = (x1, x2,…, xn) and L;
2. dk ← ν/||ν||; D ← D∪{dk};
3. xi ← xi −(xT

i  dk)dk, i = 1, 2, …, n;
4. k ← k + 1.

return D.
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14.6 APPLICATION OF UMSA-BASED TOOLS FOR 
BIOMARKER DISCOVERY USING CLINICAL 
PROTEOMICS DATA FROM MASS 
SPECTROMETRY

The UMSA-based software system has been used for genomic expression data
analysis2,24,25 and, more recently, for biomarker discovery using clinical proteomic
profiling data5,6,10,28 generated by surface-enhanced laser desorption/ionization time-
of-flight mass spectrometry (SELDI TOF-MS). SELDI is an affinity-based MS
method in which proteins are selectively adsorbed to a chemically modified surface
and impurities are removed by washing with buffer. By combining different surfaces
and wash conditions, SELDI allows on-chip protein capture and micropurification,
which facilitates high-throughput protein expression analysis of a large number of
clinical samples.29,30 After preprocessing steps such as mass calibration, baseline
subtraction, and peak detection, the mass spectra from n individual samples are
converted into peak intensity data typically organized as an m (peaks) × n (samples)
matrix, where the intensity of a peak corresponds to the relative abundance of
proteins at a particular molecular mass (as mass-to-charge ratio, or m/z). The goal
of bioinformatics analysis is to select a subset of the total detected peaks that are
most informative in separating the different classes of clinical samples. As an

Box 2 Procedure: Stepwise backward UMSA variable selection for a
two-class dataset with m variables and n samples

inputs:

UMSA parameters C and σ,
data e = {eji | j = 1,2,…, m; i = 1,2,…, n}; and
class labels L = (l1, l2, …, ln), li ∈{−1,+1}.

initialization:

Gk ← Gm = {gj = (ej1, ej2,…, ejn)T, j = 1,2,…, m};
score vector w = (w1, w2, …, wm)T ← (0,0,… ,0)Τ.

while |Gk| > 1

1. forming X = (x1, x2,…, xn) ← (g1, g2,…, gk)Τ.
2. applying UMSA (C, σ) on X and L;

Sk ← 2/||ν || and dk ← ν/||ν||.

3. for all gj ∈Gk, if sk|d
j
k | > wj, wj ← sk|d

j
k | .

4. Gk–1 ← Gk – {gr}, where r is determined from wr = mingj∈Gk
{wj}.

return w.
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example, we analyzed a two-class data set of 183 samples, each with 299 detected
peaks. The samples were randomly divided into a training set (49 from group A and
49 from group B) and a test set (43 from group A and 42 from group B). Figure 14.2a
shows in 3D view the separation of the samples by the UMSA component analysis

FIGURE 14.2 (Color insert follows page 204) UMSA-based analysis of SELDI peak inten-
sity data from 183 samples in two groups, each with 299 detected peaks. Group A: n = 92,
49 used for training (green) and 43 for test (olive); Group B: n = 91, 49 used for training
(red) and 42 for test (blue). (a) UMSA component analysis of the training data using all 299
peaks; the fixed component projection was then applied to the test data. (b) Plot of significance
scores of all 299 peaks in log-scale and descending order. Arrow indicates cutoff on signifi-
cance scores where the score descending rates differ noticeably. With this cutoff, 20 top-scored
peaks were selected. (c) UMSA component analysis of the sample training data using the 20
selected peaks; the fixed component projection was then again applied to the test data.
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using all of the 299 peaks. The component projection vectors were determined using
the training data and then applied to the test data. The training and test data dem-
onstrated very similar distribution patterns and degree of separation in the UMSA
component space. Figure 14.2b plots in log-scale and descending order the signifi-
cance scores of the 299 peaks obtained from the stepwise backward UMSA variable
selection procedure. The plotted curve has roughly three segments with different
descending rates, very steep for the left-most 20 peaks, slower in the middle, and
becoming fast again toward the end*. It provided a natural cutoff for us to select
the top 20 peaks. The UMSA component analysis procedure was applied again to
the data using only the selected peaks. The result in Figure 14.2c proves that these
20 peaks indeed retained almost all the discriminatory power of the original data
and the training and test results were again in good agreement.

14.7 THE IMPORTANCE OF STUDY DESIGN

Among the issues associated with expression profiling using clinical samples, sys-
tematic biases from preanalytical variables could be the most damaging. While
careful statistical examination of analysis results and their correlation with possible
nondisease-related variables may reveal the existence of such biases, no amount of
statistical or computational processing will be able to correct such problems within
a single set of samples collected under the same conditions. Since such biases are
often specific to institutions (sites), the use of specimens from multiple institutions
combined with sound study design might be the only way for us to alleviate the
impact of such biases in our effort to discover biomarkers that are truly associated
with the disease process. The typical way of using multiple data sets is to pool them
together and then randomly divide them into a discovery/training set and a test/val-
idation set. The advantage of such an approach is that the discovery set will be more
representative of the actual target population. Statistically, the discovery set and the
validation set are guaranteed, albeit artificially, to satisfy the independently and
identically distributed (i.i.d.) condition, a prerequisite for most statistical inference
and learning algorithms. However, unless the number of sites is large and diverse
enough to form a true representative sample of the target population, depending on
the type of multivariate models used for analysis, this “mix-and-split” use of mul-
ticenter samples may still turn out to be overly optimistic, with results unsustainable
in actual field use. With the large number of simultaneously measured variables, it
is possible for a complex multivariate model to pick up from a pooled data set the
different types of systematic biases that existed in the original individual data sets
in its training process. The artificially created i.i.d. condition ensures that the con-
structed model will perform well in the validation set even though the model’s
performance may rely on information unrelated to the disease. An alternative and
more conservative approach, which we used in our biomarker discovery study for
early detection of ovarian caner, is to conduct independent discovery sessions
using the data sets separately. The top-ranked targets from these sessions are then

* We have observed similar multisegment descending patterns of significance scores in a number of
genomic and proteomic profile analyses by stepwise backward UMSA variable selection.
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crosscompared/validated to select a common target set (one would often be surprised
to see how small this common set could be). These targets will then be further
validated using data from additional sites that have not been involved in the discovery
phase. This approach will likely miss some useful information for biomarker dis-
covery. However, it mimics during discovery the multicenter validation process that
any clinical biomarkers will eventually have to pass before they can be used in
practice. Considering the effort and cost required for post-discovery validation, we
believe that it is important to incorporate a sound and sometimes even conservative
study design into the discovery phase of biomarker research.

Another important issue in study design involves the selection of samples. With
the large number of variables available in expression profile analysis, one could
easily forget that the selection of informative variables is done in the space spanned
and characterized by the samples used in the experiment. The quality of the discov-
ered targets can be only as good as the quality of the samples. Many of the false
discovery and overfitting problems are often the results of “trying too hard” when
there is actually insufficient information from the variables due to under- or poorly
represented samples of the intended population. It is critically important for an
expression profiling study of clinical samples to clearly define the endpoint (markers
for screening, early detection, or monitoring, etc.) and the target population
(high-risk or general population, age groups, etc.) of the potential biomarkers using
available clinical and epidemiological knowledge about the disease process. The
study design, population inclusion/exclusion criteria, and sample size requirement
all have to be based on these choices.

14.8 FINAL NOTES

In this chapter, we discussed a number of issues involved in expression profiling
studies of clinical samples. We also presented several expression data analysis
procedures based on the unified maximum separability analysis algorithm. With
the advances in genomic and proteomic expression profiling technologies, more
powerful and complex bioinformatics tools are being developed to screen the large
volumes of expression data for potential targets. The commonly observed problem
of high dimensionality and small sample sizes poses severe challenges to many
traditional multivariate analysis approaches. Methods based on direct empirical
risk minimization such as support vector machine may be able to bypass compu-
tationally the “curse of high dimensionality”; however, they do not necessarily
eliminate the consequence of the problem; i.e., statistically unstable solutions and
the possibility of multiple solutions that lead to very different biological interpre-
tations. Expression data analysis to a large degree remains an ill-posed problem
for which there is not enough information to reach a definitive solution by infor-
matics tools alone. We have to incorporate biological and clinical knowledge into
the analysis process as much as possible to help to identify those solutions that
are biologically plausible and meaningful. We need to develop true bioinformatics
tools instead of informatics tools that just happen to be used for biological
problems.
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15.1 INTRODUCTION

Current proteomic investigations are able to generate large amounts of data for a
relatively small number of samples representing different classes. These classes can
represent diseased versus non-diseased patients or tumor cells from different organs.
Computationally these data sets can be used to classify the samples. This chapter
outlines some of the available characterization procedures. The emphasis is to show
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that, because of the over-determined nature of the data sets, it is very easy to
numerically separate one class of samples from another, but creating a biologically
realistic classification model is much harder. This requires choosing a small number
of relevant features from the data set and using them to build the classification model.
Described here are methods for scaling the data set, searching for outliers, choosing
relevant features, building classification models, and then determining the charac-
teristics of the models.

Modern experimental techniques are able to produce a large amount of data
from a single sample. While the observations, or features, of each sample can
number in the thousands, the number of samples is in the tens or hundreds. For
example, microarray experiments are able to measure the fluorescence intensity
in tens of thousands of wells to determine the concentrations of gene-specific
mRNAs. These concentrations are assumed to be proportional to the expression
levels of the particular proteins. Similarly, nuclear magnetic resonance or mass
spectra of metabolites from intracellular samples (metabolomics) or blood or
urine samples (metabonomics) also generate large numbers of features from a
given sample.

Each feature set represents a fingerprint of the sample that, in certain cases,
can be used to understand the biological processes that are taking place. In
addition, each feature set may be able to identify the class of the sample. The
class of a sample can represent its histological state or the particular organ that
is affected.

Simply finding a computational procedure that distinguishes one class from
another is a relatively easy numerical problem since the number of features is many
times larger than the number of samples. A harder problem is to use samples that
represent two or more classes and produce a concise model that can correctly classify
the samples. One such procedure is to identify a small set of features that distinguish
one class from another. The hope is that these relevant features can be used to learn
about the underlying biochemical basis for a disease.

This chapter outlines some of the computational procedures that can be used to
construct such a classification model. It starts with various methods for scaling the
features from different samples so that all samples have an equal effect on the model.
It is followed by a discussion of different procedures that can be used to search for
outliers. Outliers are particular samples that are sufficiently different from the other
samples of the same class that they must be treated as special cases; if they were
included in the model generation, they would have an unusually large effect of
perturbing the model to account for them.

Since only a small number of features will be used and the size of the feature
set is so large that an exhaustive search is not possible, a feature selection method
needs to be employed. Several heuristic and stochastic feature selection methods are
described and their relative strengths and weaknesses are presented.

In order to classify two samples as representing the same state, some measure
of their similarity or difference must be available. Therefore, after the discussion of
various feature selection methods is presented, a brief description of several distance
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metrics is given. This is followed by an overview of different classification proce-
dures that can be employed. This section starts with a comparison of crisp vs. fuzzy
classifications and then describes how either type of classification is possible using
K-nearest neighbors, clustering, and neural networks.

Once a particular set of features, distance metric, and classification method are
combined to produce a good classification model, this model needs to be numeri-
cally examined to determine its quality. To this end, a discussion of how a jackknife
and/or a bootstrap analysis can be used to determine the robustness of the model
is presented. For classification models that rely on clusters, including a self-orga-
nizing map, the average silhouette width and a Kelley analysis can quantitatively
determine if one model is better than another and if the set of training samples is
well described by this model. In addition, if a fuzzy classification is used, a receiver
operating characteristic analysis can be used to determine an optimum threshold
value for classification.

To assist in the presentation of various methods, the nomenclature listed in
Table 15.1 will be used throughout.

Before the experimental results can be computationally examined, they may
have to be processed first. For example, in a microarray experiment each gene
product is represented by multiple wells. On-chip control wells can be used to correct
differences in fluorescence from one region to another and the concentration/expres-
sion levels can then be summed or averaged for each gene.

In spectroscopic studies, the background levels need to be removed, as do peaks
caused by a substrate, solvent, or other entities. Figure 15.1 represents an NMR
spectrum of a urine sample.1 The three major peaks represent the normalization
standard, RF-damped water, and urine. These peaks need to be removed, and the
fingerprint of this sample is really the collection of smaller peaks.

Two techniques can be used to reduce the raw data to a manageable size. The
first fits each absorption peak with a Gaussian (Figure 15.2) and represents this with
a single peak proportional to either the peak height or the total area. The second

TABLE 15.1
Notation Used in this Chapter

Symbol Meaning

N Total number of samples
L Total number of features (wells, genes, peaks, bins, etc.)
J Number of features used in a classification model (J << L)
K Number of clusters or nearest neighbors used in a classification model
X N × L matrix containing the data set
xi,j Value of a particular feature (i = 1, N; j = 1, L)
Xi Sum of feature values for sample i [Σj = 1, L(xi,j)]
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divides the spectra into bins and replaces the integrated intensity in the bin with a
single peak (Figure 15.3).

At this point, each sample is represented by a set of L features, independent of
the experimental source. For N samples, the full data set is represented by an N × L
matrix X.

FIGURE 15.1 Example of an NMR spectrum of a urine sample. (From Lucas, D.A., et al.,
2003. With permission.)

FIGURE 15.2 Example of replacing a spectral peak with a single line.
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15.2 SCALING THE SAMPLES

It is highly recommended that each row of this data set be scaled (horizontal scaling
or scaling by sample). This ensures that all samples, and any new samples, are treated
equally. Common scaling methods include

Xi = constant (sum of feature values is a constant)
MAXj = 1,L(xi,j) = constant (maximum feature value is a constant)

Care should be used to ensure that the scaling makes physical sense or is not
improperly used. For example, the cosine similarity measure can be used in a distance
metric (see below). To simplify the construction of a distance matrix, it is useful to
normalize the selected feature values so that the sum of their squares equals 1.0.
For this reason, the program CLUSTER2 lets you scale the microarray expression
levels so that

Σj = 1,L x2
i,j = 1.0

This is done because the cosine similarity can be used with all genes to compare
different samples, but it should not be used with any other distance metric since it
destroys relative patterns and distances between samples (Figure 15.4).

FIGURE 15.3 Example of replacing a continuous spectrum with discrete, binned intensities.
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Similarly, the Pearson’s correlation coefficient can also be used to determine the
similarity of two samples.3 To simplify the calculation of these pairwise coefficients
the features for each sample can be standardized. Standardization sets the mean to
zero and the standard deviation to one. This is also known as a standard normal
distribution or converting the values to z scores, but again it should not be used
unless this particular similarity metric is used since it also destroys relative patterns
and distances between samples (Figure 15.5).

Microarray data can cluster the cell lines based on the gene expression profiles
and/or can cluster the genes based upon expression levels in the different cell lines.
The same scaling/distance metric does not have to be used in both. For example,
Miki and coworkers4 used standardization/Pearson’s correlation to cluster the cell
lines and normalization/cosine similarity to cluster the genes. This means that the
expression level of a given gene in a particular cell line was given different scaled

FIGURE 15.4 Effect of data normalization on relative sizes of feature values.

FIGURE 15.5 Effect of standardizing the data on relative sizes of feature values.
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values in each clustering. There is nothing inherently wrong with this procedure;
the experimentalists and anyone examining these results just need to be aware that
this was done.

15.3 OUTLIER DETECTION

The next step is to examine the scaled data and remove any outliers. The standard
technique for finding outliers is to use statistics to determine if an unexpected feature
value occurs. For example, if a sample has a value that is more than two or three
standard deviations from its mean, it can be considered an outlier. Underlying this
are the basic assumptions:

1. The number of samples is large
2. Each sample has a small number of features associated with it
3. The values of a particular feature, when taken over all samples, form a

normal, or Gaussian distribution

For the data sets examined here, none of these assumptions hold:

1. The number of samples is relatively small so that an accurate determina-
tion of the mean and standard deviation of a feature is not possible

2. There are a large number of features for each sample, and so being an
outlier for a few of them should not make the sample an outlier.

3. The hope is that the set of values for one or more features is actually
multi-modal so that it can be used to distinguish one state from another.

Therefore, methods that use the entire set of feature values (fingerprint or profile)
for each sample will have to be used to find outliers.

A common practice is to perform a principal component analysis. Officially, the
principal components are the eigenvectors of the variance/covariance, or dispersion,
matrix that correspond to the largest eigenvalues. Principal component analysis is
also known as factor analysis or Karhunen-Loeve transform or eigenanalysis. Unof-
ficially, the principal components are linear combinations of features that do the best
job of spreading out the data. The hope is that by examining the maximum spread
of the data, outliers can be seen.

Since the number of features (L) greatly exceeds the number of samples (N),
there are at most N non-zero eigenvalues. The magnitude of an eigenvalue divided
by the sum of all N eigenvalues represents the fraction of the total variance in the
data that is accounted for by its eigenvector (principal component). Figure 15.6
displays the first four eigenvalues of a particular data set and shows that the first
principal component accounts for 49.6% of the total variance of the data set and the
first four combine to account for 87.9% of the sample’s variance.

Because the variance/covariance matrix is real and symmetric, the set of at
most N eigenvectors (principal components) are orthogonal. Each principal com-
ponent is a linear combination of all features that can be normalized to a unit
vector, and by inserting the feature values into this expression, the projection of
the sample onto this component is determined. Therefore, each sample that was
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described by L features can now be described by (at most) N principal values.
It also allows for Euclidean plots using the dominant principal components
(Figure 15.7), although the distances between the samples are only conserved if
all components are used. This figure definitely shows that the data set contains
an outlier.

Another method of graphically searching for outliers is to use a Sammon map.5

If there are L features for a given sample, the sample can be thought of as a point
in L-dimensional space (assuming at least L samples). The Sammon map is a
(nonunique) projection of the samples onto a lower M-dimensional space such that
the distance between all pairs of points is preserved to the greatest possible extent
(Figure 15.8). This map again shows the presence of a single outlier.

A third way to search for outliers is to return to its basic definition. By definition,
an outlier is a sample whose feature values are significantly different from the others.
A simple histogram plot of the distances to the closest three neighbors will show if
there are one, two, or three outliers. Isolated outliers will show a large distance to all
three of their closest neighbors. A close pair of outliers will show a small closest
distance but large second and third closest distances. A close triplet of outliers will
show small first and second closest distances but a large third closest distance.

FIGURE 15.6 Percentage of the total variance contained within the first four principal com-
ponents.
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Examples of this plot are shown in Figure 15.9 and Figure 15.10. In Figure 15.9,
this procedure also shows that there is a single outlier, but unlike the previous two
plots it identifies the 12th sample as the outlier. Figure 15.10 not only shows the
presence of a single outlier, but also a pair of samples that are close to each other
but far away from all other samples in the data set.

Two points must be emphasized about principal components: (1) the first few
principal components are the linear combinations of features that result in the largest

FIGURE 15.7 Plot of the first two principal components showing the presence of a single outlier.

FIGURE 15.8 A two-dimensional Sammon map showing the presence of a single outlier.
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variation (spread) in the data, and (2) distance is not conserved between samples
unless all principal components are used.

If the data set contains the binned NMR/mass spectra of different samples, each
sample will be composed of a few bins with large values (and therefore large absolute
spreads) and many bins with small values (with small absolute spreads). The first
few principal components will be mainly composed of the bins with large spreads.
For example, Figure 15.11 shows 121 samples; 540 bins; 8 bins with large intensities;
and all samples have equal summed intensities. This figure shows each bin’s inten-
sities centered about their medians. A black sample clearly has intensities that are
above or below all others in all but the eight intense bins, while a dark gray sample
is either high or low in seven of the eight intense bins but is never an outlier.

A plot of the first two principal components is shown in Figure 15.12. It suggests
that the dark gray sample is an outlier while the black sample definitely is not.

FIGURE 15.9 Histogram plot of the distances from each sample to its three nearest neigh-
bors. This plot shows a single outlier.
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A Sammon map (Figure 15.13) shows that the black sample is an outlier while the
dark gray sample is not. A display of the three nearest distances (Figure 15.14) also
shows that the black sample is an outlier while the dark gray sample is not.

Since spectral data sets will have a small number of features with large
intensities, and therefore potentially large variations, principal component analysis
will only be able to locate an outlier if it is an outlier in one or more if these bins.
If all of the outlier’s intensity is located in another bin, it is possible that this bin
will have a large enough variance that it will have a significant contribution to
one of the first few principal components, but since the summed intensities are
constant this also means that its intensity will be very low in one or more of the
intense bins. If an outlier has a large distance from all other samples but this
distance is spread across the large number of bins with small variances, it will not
be identified by PCA.

FIGURE 15.10 Histogram plot of the distances from each sample to its three nearest neigh-
bors. This plot shows a single outlier and a closely spaced pair of outliers.
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FIGURE 15.11 Plot of spectral intensities of 121 samples in 540 bins. Each bin has the
intensities distributed about its mean value and all samples have a constant summed intensity.
There are eight high-intensity (larger variation) bins. The black sample is an outlier in all but
the eight high-intensity bins, while a black gray sample has intensities near the extremes in
seven of the eight high-intensity bins but is never an outlier.

FIGURE 15.12 A principal component plot of the data shown in Figure 15.11 suggests that
the dark gray sample is an outlier while the black sample is not.
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FIGURE 15.13 A Sammon map of the data shown in Figure 15.11 suggests that the black
sample is an outlier and the dark gray sample is not.

FIGURE 15.14 A nearest neighbor plot of the data shown in Figure 15.11 suggests that the
black sample is an outlier and the dark gray sample is not.
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15.4 CONSTRUCTING A CLASSIFICATION MODEL

It would be optimal if the overall fingerprint or profile of each sample can be used
to classify it, and in some cases this is possible to a limited extent. In reality, most
of the features have nothing to do with the biology that distinguishes one class from
another. A good classification model would only use the features that amplify their
differences.

When microarray or NMR data is used, a particular feature can be related to a
particular protein or metabolite, and this can be used to establish a biological basis
for the classification model. For this reason, principal components should not be
used. Though they reduce the number of features from L to N, each component is
a linear combination of up to L features and offers no biological information.

There are three basic steps in constructing a classification model:

1. Use a feature selection method to select sets of J features
2. Choose a distance metric that determines how similar/different two sam-

ples are with a given set of J features
3. Construct a classification model using these distances

The ability of the classification model to correctly determine the class of each
sample is a measure of how good a set of features is. The goal is to determine the
set of features that classifies the best for this distance metric and classification model.
Changing either the distance metric and/or the classification model can change the
optimum set of J features.

15.4.1 FEATURE SELECTION METHODS

Since there are L ways to choose one feature, L(L − 1)/2 ways to choose two unique
features, and so on, choosing J features scales as O(LJ). This means that trying all
possible sets of J features is computationally impractical. A smarter way of searching
for the best set of J features needs to be used.

There are three basic classes of feature selection methods:

1. Heuristic searches
2. Stochastic searches using a single solution
3. Stochastic searches using a population of solutions

15.4.1.1 Heuristic Searches

The simplest heuristic method is the Greedy search. The basic operation of a Greedy
search is as follows:

1. Try each feature individually and find the one that classifies the samples
the best

2. Keeping this “best” feature, sequentially try all of the others and find the
best combination of two features
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3. Continue this procedure of trying all remaining features with the set found
best at the previous level until all J features are found

This process scales as J × L, which is quite fast, and it generally leads to a good,
but suboptimal, solution. The basic reason for this is that only the first selected
feature acts directly on separating one class from another; the second feature’s goal
is to reduce any remaining errors (misclassifications). In general, better results are
obtained if all pairs of features are considered since they can both be used to
distinguish the classes. This argument can be extended to more than two features
and in the limit of J features an exhaustive search is produced.

Branch and Bound is similar to a Greedy search, only instead of keeping the
best set of features at each level, the best NBB feature sets are kept. To run this
method, the following arrays are used:

FSOLD(J, NBB), QUOLD(NBB)
FSOLD(J,NBB) contains the previously selected NBB sets of features.
QUOLD(NBB) is the quality (ability to classify) of each feature set.
FSNEW(J,NBB), QUNEW(NBB)
FSNEW(J,NBB) is a temporary matrix holding the best NBB sets of new

features found in a cycle.
QUNEW(NBB) are their quality values.

The search runs as follows:

1. Examine all L(L − 1)/2 unique pairs of features and determine their quality.
Store the best NBB sets, in order of decreasing quality, in FSOLD(J,NBB)
and their quality values in QUOLD(NBB).

2. Set the counter j to 2.
3. Increment j by one and zero-out QUNEW(NBB).
4. For each set in FSOLD(J,NBB):

a. Sequentially add a feature to this set to form a set of j features.
b. Determine the quality of this feature set.
c. Search down QUNEW(NBB) to determine if this feature set has a

higher quality than any of the newly created sets. If so:
i. Create a space by moving each set in FSNEW(J,NBB) and each

quality in CNEW(NBB) down one, dropping the last entries off the
list.

ii. Place this feature set into FSNEW(J,NBB) and its quality in
QUNEW(NBB).

5. Copy FSNEW to FSOLD and QUNEW to QUOLD.
6. If j is less than J, go to Step 3. Otherwise stop.

Care should be used in programming Step 4a to ensure that the same set of j
features is not examined more than once. Each time a new set of features is created
it should be compared to all previously treated sets in FSOLD(J,NBB). If all but
one of the features is already present, this new feature set has already been examined.
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When finished, the Branch and Bound method produces NBB unique sets of J
features in decreasing quality. In addition, after completing Step 5, this process
contains the best NBB containing 2 through J features. The best feature sets can be
stored in each cycle and reported at the end.

The example above is used to maximize the quality of feature sets, but it could
just as easily minimize the cost of feature sets. One disadvantage of this method is
that finding the optimum set of J features is not guaranteed unless NBB is large
enough that this becomes an exhaustive search. In addition, the computational time
grows very rapidly with NBB. This is not only because many more combinations
have to be tried but also the search through QUNEW and the updating of FSNEW
and QUNEW becomes harder.

15.4.1.2 Stochastic Feature Selection Using a Single Solution

Three different stochastic search methods that modify a single solution are well
suited to the feature selection problem. They are

1. Tabu search
2. Simulated annealing
3. Gibbs sampling

Tabu search6,7 can be either a minimization (of the cost) or maximization (of
the quality) procedure. This method starts with a randomly generated array of J
features [FSOLD(J)]. The quality of this feature set is QUOLD.

Before the search starts, an array called the tabu list, TABU(J′) [J′ < J], is zeroed
out and FSOLD(J) and QUOLD are copied to FSBEST(J) and QUBEST, respec-
tively. In addition, the maximum number of search cycles, MAXCYC, is set. The
Tabu search proceeds as follows:

1. Set NCYC = 0
2. Increment NCYC by one
3. Randomly choose an integer I between 1 and J to represent the member

of the feature set to be changed
4. Look through TABU(J′) to see if I is listed. If it is, return to Step 3
5. Sequentially try all other features in position I to create (L − J) new feature

sets
6. Determine the classification quality of each set and save the best new

feature set and quality in FSNEW(J) and QUNEW
7. If QUNEW is better than QUBEST, copy FSNEW(J) and QUNEW to

FSBEST(J) and QUBEST, respectively
8. Copy FSNEW(J) and QUNEW to FSOLD(J) and QUOLD, whether or

not QUNEW is higher than QUOLD
9. Place I into TABU(1) by pushing each index in this list down one position

and dropping the last index off the Tabu list
10. If NCYC is less than MAXCYC, go to Step 2. Otherwise, stop.
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When the search is finished, FSBEST(J) contains the best set of features. This
method scales as MAXCYC × L, which is substantially less than the computational
load of the Branch and Bound method. In addition, the replacement in Step 8 allows
this method to accept a lower-quality solution in the hope of finding the best solution.

The Tabu list TABU(J′) ensures that the same region of search space is not sampled
too regularly. An alternative to Step 4 is known as the aspiration criterion. With this
method, a position in the feature space vector is searched whether or not it is on the
Tabu list. If it is on the list, Step 8 is only performed if Step 7 is true. In other words,
it only becomes the current feature set if the search produced the “best to date” set.
Whether or not this update occurs, index I is moved to the top of the Tabu list.

Simulated annealing8 is a well-known minimization procedure, but it can also be
used to maximize the quality of a feature set. Before this procedure is run, an initial
and final effective temperature (Ti and Tf, respectively) needs to be selected, as well
as MAXSTEP, which is the number of Monte Carlo steps to attempt at each temper-
ature. Given these parameters, the following procedure is employed:

1. Randomly generate a set of J features, FSOLD(J), and store the quality
of this feature set as QUOLD

2. Copy FSOLD(J) and QUOLD to FSBEST(J) and QUBEST
3. Set the effective temperature T to Ti
4. For MAXSTEP steps, do the following:

a. Copy FSOLD(J) to FSNEW(J)
b. Randomly change a feature (or a small number of features) in FSNEW(J)

to create a new feature set
c. Calculate the quality of this new feature set (QUNEW)
d. If QUNEW is greater than or equal to QUOLD, then

i. Replace FSOLD(J) and QUOLD with FSNEW(J) and QUNEW
ii. If QUNEW is greater than QUBEST, replace FSBEST(J) and

QUBEST
e. If QUNEW is less than QUOLD, then

i. Set ΔQ to (QUOLD-QUNEW) and calculate the Boltzmann prob-
ability BP = e−ΔQ/T

ii. If BP is greater than a random number between 0.0 and 1.0,
FSNEW(J) and QUNEW become FSOLD(J) and QUOLD; other-
wise FSOLD(J) and QUOLD stay the same (the Monte Carlo step
is rejected)

5. If T is greater than Tf it is decreased and the process returns to Step 4.

Because a change that decreases the quality can be probabilistically accepted,
the hope is that this method can move away from a local maximum to find the global
maximum. This also means that the search can find the global maximum and then
“walk” away from it. Therefore, the best to date solution needs to be stored and this
solution, not the last feature set, is the one that should be used.

Running a simulated annealing search is as much of an art as it is a science.
The initial effective temperature (Ti) should be high enough to accept many steps
that decrease the quality, while the final temperature (Tf) should be low enough to
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let the search settle on the (hopefully) global maximum. The path taken from Ti to
Tf is known as the cooling schedule and, in general, different results will be obtained
for linear vs. geometric decreases, or almost any other cooling schedule. In addition,
MAXSTEP should be large enough so that the search can explore the entire available
feature space at each temperature. In other words, the simulation should be ergodic
at each temperature. This is not feasible in practice, so a compromised choice of Ti,
Tf, the cooling schedule, and MAXSTEP needs to be made to get a good solution
in a reasonable amount of computer time.

Gibbs sampling9 can be thought of as a combination of a Tabu search and
simulated annealing. Each time a position is selected, the old feature set and each
of the new (L − J) feature sets are given an unnormalized acceptance probability of

UAPi = eQ(i)/T

where Q(i) is the quality associated with the ith feature set.
Once all feature sets are examined, dividing each by their sum normalizes the

acceptance probabilities:

NAPi = UAPi/ΣiUAPi

A random number between 0.0 and 1.0 is chosen and each NAPi is subtracted
from this number until it becomes zero or negative; and that feature set becomes
the base set [FSOLD(J)] for the next search.

As with simulated annealing, the sampling of the feature sets starts at a high
temperature so that there is a good chance that any feature set will be chosen. As the
temperature drops, only those sets that increase the classification quality or keep it
constant will have a good chance of being chosen. Once again, the values of Ti, Tf,
the cooling schedule, and MAXSTEP (the number of feature set positions scanned at
each temperature) need to be set and the results may vary with different values.

Gibbs sampling differs from a Tabu search in that the starting feature set has a
chance of being chosen for the next round (i.e., no change in FSOLD[J]). In addition,
a Tabu list can be used, but it is not required here.

15.4.1.3 Stochastic Feature Selection Using a Population
of Solutions

Instead of using a single set of features in the search, FSOLD(J), a population of
features can be used, FSOLDi(J) (i = 1, NPOP, where NPOP is the size of the
population). Four different stochastic search methods that use a population of solu-
tion can be applied to the feature selection problem. They are

1. Genetic algorithms
2. Evolutionary programming
3. Ant colony optimization
4. Particle swarm optimization

Genetic algorithms represent a large class of search heuristics about which
several books10,11 and reviews12 have been written. This discussion is limited to the
simple genetic algorithm (SGA).
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This and the other search methods in this section start with a randomly generated
population of feature sets FSOLDi(J). Each feature set has a corresponding quality
QUOLDi and are used as parents to generate new solutions, or offspring.

In an SGA, combining the feature sets of two parents using a mating operator
generates an offspring. These feature sets can be thought of as the parents’ chromo-
somes, which are combined through crossover to generate the chromosome of their
offspring. In general, this search runs for a fixed number of generations (MAXGEN),
which is user-supplied. A “survival of the fittest” strategy is used in parent selection
and to determine which feature sets become parents in the next generation.

One example of an SGA is outlined as follows:

1. Randomly generate NPOP feature sets, FSOLDi(J), and calculate their
qualities, QUOLDi. This becomes the parent population.

2. Set the generation counter IGEN to zero.
3. Increment IGEN by one.
4. Zero-out the arrays that will hold the feature sets, FSNEWi(J), and qual-

ities, QUNEWi, of their offspring.
5. Probabilistically choose two feature sets from the parent population such

that parents with a higher quality are more likely to be selected.
6. Use these parents to generate an offspring using a 1-point crossover.
7. Calculate the quality of this offspring and place this feature set and its

quality in FSNEWi(J) and QUNEWi, respectively.
8. If FSNEWi(J) is not filled, return to Step 5.
9. Combine the parent and offspring populations and probabilistically choose

NPOP feature sets to become parents in the next generation.
10. If IGEN is less than MAXGEN, return to Step 3.

The standard probabilistic selection procedure used in Steps 5 and 9 is a roulette
wheel procedure. In Step 5, the probability that a particular parent is chosen is given by

Pi = QUOLD/Σi=1,NPOP QUOLDi

A random number between 0.0 and 1.0 is chosen. The probability for each parent
is subtracted from this number and the parent that causes this number to become
zero or negative is the selected parent.

The 1-point crossover operator simply chooses a random integer Nr between 1
and (J − 1). Features 1 through Nr are taken from one parent and features (Nr + 1)
through J from the other. Since either parent can supply the first feature to the
offspring a complimentary pair of offspring can be created:

A B C D E Parent 1
| Crossover point

a b c d e Parent 2

A B C d e Offspring 1
a b c D E Offspring 2
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Both offspring can be examined and either the offspring with the highest quality
or both feature sets can be placed in FSNEWi(J).

Because the next generation’s parents are probabilistically chosen from the
combined populations, an elitist strategy is used. This means that the feature set
with the highest quality is automatically chosen and the rest are probabilistically
chosen.

Since good parents generally create good offspring, some of the same features
will become present in all members of the parent population. This is called schema
formation and it reduces the dimensionality of the search space. The search will
eventually converge onto a single set of J features for the entire population.

Again, this is only a simple example of a large number of algorithms available
with this heuristic.12 Other variations allow each parent to take part in a mating with
a second parent that is chosen based on its quality, using a multipoint or uniform
crossover procedure as the mating operator, allowing for mutations in the offspring,
and using different probabilistic selection procedures in parent selection (Step 5)
and forming a new parent population (Step 9). Each of these will affect the rate of
schema formation and the quality of the final result.

Although evolutionary programming (EP) was independently developed,13–15 it
shares many features in common with a genetic algorithm. The major differences
are that all parents are able to produce offspring and this offspring generation is
asexual reproduction using a mutation operator.

An EP algorithm that is found to be an effective feature selection process can
be outlined as follows:

1. Randomly generate NPOP feature sets, FSOLDi(J), and calculate their
qualities, QUOLDi. This becomes the parent population.

2. Set the generation counter IGEN to zero.
3. Increment IGEN by one.
4. Zero-out the arrays that will hold the feature sets, FSNEWi(J), and qual-

ities, QUNEWi, of their offspring.
5. Choose each parent to generate an offspring using the mutation operator.
6. Compare the offspring’s feature set with all parents and offspring gener-

ated so far. If it is not unique, return to Step 5 and generate a new offspring.
7. Calculate the quality of this offspring and place this feature set and its

quality in FSNEWi(J) and QUNEWi, respectively.
8. If all parents have not created an offspring, return to Step 5.
9. Combine the parent and offspring populations and deterministically or

probabilistically (with the elitist strategy) choose NPOP feature sets to
become parents in the next generation.

10. If IGEN is less than MAXGEN, return to Step 3.

To create an offspring, the parent’s feature set is copied to the offspring. One,
or a small number, of the features is randomly chosen and replaced by a randomly
selected feature.

The uniqueness criterion used in Step 6 is one of a broad class of operators called
maturation operators.12 Its basic effect is to stop the population from converging on
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a single solution. This can increase the computational time needed to complete the
search, but is generally found to produce better results.

Ant colony optimization (ACO) is modeled after the movement of ants to and
from a food source.16 As each ant travels a route it lays down a pheromone trail,
and the better routes will have a stronger trail and are more likely to be used again.
Therefore, each new ant uses the information deposited by every member of the
parent population and is not dependent upon the genetic information of a particular
parent. This social-only model can be used in the feature selection problem.

At the start of the search, each of the L possible features is assigned a probability
ρj of 1/L of being used. Each ant in the population is given a random set of features,
FSi(J), and they are used with the distance metric and classification method to
produce a classification model with a quality of Qi. Once all members of the
population are created and examined, the array that is used to update the feature
selection probabilities, Δρj, is set to zero. Each member of this array is updated
using the formula

Δρj = Σi=1,NPOP δij Qi

In this expression, the sum is over all NPOP members of the population and δij is
1.0 if feature j is used in set i, and 0.0 if it is not. β is a positive constant that is
less than 1.0 and modulates the extent to which Δρj increases as Qi increases. The
unnormalized probability of selecting the jth feature now becomes

ρj = (1 − �) j + εΔρj

In this expression, � represents the evaporation rate and causes the importance of a
suboptimal feature to decrease with time.

At the start of a new “generation” each ant is created from scratch. Each of its J
features is selected using a random number r and a threshold value ro. If r is less than
or equal to ro the unselected feature with the largest ρj is chosen, while if it is greater
than this value a probabilistic selection procedure covering all unselected features (i.e.,
a roulette wheel selection) is used. Once all J features of an ant are determined its
quality is measured. After NPOP feature sets are examined, ρj are recalculated and
the process continues. Eventually, only J features will have significant values of ρj,
and they represent the final set of features.

Particle swarm optimization (PSO)17,18 is similar to ACO, but in this search each
feature set is called a particle instead of an ant or parent/offspring. What differentiates
PSO and ACO is that a good feature set used by a given particle also contributes to
its search as well as the best feature set found by any particle. The J features that
describe a particular particle, FSi(J), are floating point numbers instead of integers.
To use a particular instance of FSi(J), they are first converted into an integer array
using

IFSi(J) = NINT(FSi(J))

where NINT is the “nearest integer to” function. The integer feature set is then used
to construct a classification model with a quality of Qi. Also associated with each
particle is a velocity vector Vi(J) that determines its next step in feature space, and
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BFSi(J) and BQi, which contains the (integer) best feature set found by this particle
to date and its quality, respectively. GFS(J) and GQ contain the best feature set and
quality found by any particle during the search, and RAN1i(J) and RAN2i(J) are
arrays of random numbers with each element between 0.0 and 1.0.

The PSO algorithm can be outlined as follows:

1. Randomly generate a set of numbers in FSi(J), i = 1,NPOP, such that each
number is between 0.5 and FLOAT(L)+0.5 and the numbers are in ascend-
ing order for each i. Also randomly load Vi(J) with random numbers.

2. For each particle load IFSi(J) use the expression above and use this integer
set of features to calculate the set’s quality Qi. Save IFSi(J) and Qi in
BFSi(J) and BQi, respectively.

3. Find the largest value of BQi and store FSi(J) and BQi in GFS(J) and GQ,
respectively.

4. Initialize ICYC to zero.
5. Increment ICYC by 1.
6. Load RAN1i(J) and RAN2i(J) with random numbers.
7. Load Vi(J) using the expression

Vi(J) = Vi (J) + C1 × RAN1i(J) × [BFSi(J) − FSi(J)]
+ C2 × RAN2i(J) × [GFS(J) − FSi(J)]

8. Update FSi(J) using the expression

FSi(J) = FSi(J) + Vi(J)

9. For each particle load IFSi(J), use this integer set of features to calculate
the set’s quality Qi. If Qi is greater than BQi, update BFSi(J) and BQi with
IFSi(J) and Qi. If Qi is greater than GQ, update GFS(J) and GQ with
IFSi(J) and Qi.

10. If ICYC is less than MAXCYC, return to Step 5.

The net effect of the PSO algorithm is to allow each particle (feature set) to
randomly move with a component of the motion directed toward the best solution
it has found and toward the best solution found by all particles.

The constants C1 and C2 are user supplied and represent the maximum influence
of these two controlling motions. If C2 = 0.0, this is a cognition-only model where
each particle is only influenced by the best solution it has found. Conversely, if C1 =
0.0, this is a social-only model where each particle is only influenced by the best
solution found by any particle. Literature results17,18 suggest that C1 = C2 = 2.0
produces good results. With non-zero values for C1 and C2, all particles will
eventually converge onto GFS(J), and this feature set is the one that produces the
best classification model.

Obviously an exhaustive search will give the best solution, but the size of the
search space makes this method impractical. Branch and Bound is semiexhaustive
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and can give good results as long as NBB is large enough. Unfortunately, as NBB
increases, the computational cost increases dramatically and a detailed enough search
may not be possible.

Besides these two methods, evolutionary programming is the only other search
heuristic discussed above that produces a collection (or population) of unique, good
feature sets since the uniqueness operator can force population diversity at every
step. The survival-of-the-fittest selection causes each feature set to be as good as
possible, as long as it is unique.

Greedy search, Tabu search, simulated annealing, and Gibbs sampling only use
a single solution and so only a single good solution is produced. Genetic algorithms,
ant colony optimization, and particle swarm optimization are all designed to have
the entire population converge on a single (hopefully) optimal set of features.

Obtaining a population of diverse, good solutions has a couple of advantages.
The first is that this population can be searched to see if any features are present in
a large number of the sets. If one or more features are used regularly, they are
probably present because they do a reasonably good job characterizing the subjects
and are the most likely candidates for biomarkers. The other features are added to
take care of any minor errors.

The second advantage is particular to EP because of the nature of this search
heuristic. As the experimental investigation proceeds, many new subjects could be
added to the study and a search for a new classification model using the enlarged
data set would be necessary. With all methods but EP the feature search would have
to start from scratch, while here the new search can start with these old results. If
adding new subjects causes a relatively small perturbation, the population of unique
feature sets should have one or more members that are reasonably close to the new
optimum set and can guide the search in that direction.

The same argument holds if it is found that one of the features is an artifact of
different runs, or different laboratories, and this feature should be removed. In the
EP search, any member of the population that has this feature can replace it with a
randomly chosen one (again checking for uniqueness) and the search can continue.
All other methods would have to start from scratch.

15.4.2 DISTANCE METRICS

At this point, the feature selection method has chosen a particular set of J features
that will be used to characterize the samples to the best possible extent. This
classification procedure will need to know how similar or different a pair of samples
is from each other. One way to do this is to calculate the distance between each pair
with respect to this set of J features.

The most common distance metrics are known as LN-norms. The LN-norm
between subjects i and k is defined by the expression

LN(i,k) = [Σj=1,J |xi,j − xk,j|N]1/N

A plot of all points that have an LN-norm that is less than or equal to a constant
from a given point produces the results shown in Figure 15.15  for different values of N.
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The L1-norm is known as the city-block, or Manhattan, distance and is the sum
of the absolute difference in each feature. The L2-norm is the standard Euclidean
distance and is the square root of the sum of the differences in each feature squared.
The L∞-norm is called the Chebyschev distance and is the maximum absolute
difference in any single feature.

Each of these metrics represents a different way of “thinking” about distances.
For example, if a building was four blocks down the street and then three blocks
down a perpendicular street, the distance to the building depends upon the metric.
If a Manhattan distance is used, the building would be seven blocks away (four
down and three over). Conversely, the Euclidean distance would be five blocks “as
the crow flies” and the Chebyschev distance would be no more than four blocks in
either direction.

Other values of N in the expression above yield different results. In addition,
several other distance metrics can be used. For example, the Canberra distance
between two samples is given by the expression

D(i,k) = Σj=1,J (|xi,j − xk,j|/|xi,j + xk,j|)

This distance can be considered a relative Manhattan distance since the difference
in each feature’s value is divided by their sum. The squared chord distance between
two samples is defined by

D(i,k) = Σj=1,J [(xi,j)1/2 − (xk,j)1/2]2

This metric obviously requires all feature values to be nonnegative and will have to
be accounted for in the scaling of the data set for each sample. Finally, the squared
chi-squared distance is given by

D(i,k) = Σj=1,J [(xi,j − xk,j)2/|xi,j + xk,j|]

This metric is basically a relative Euclidean-squared distance.
As mentioned in the section on data set scaling, distance metrics can also be

obtained from similarity measures. For J features, each sample represents a point
in J-dimensional sample space, or a vector that represents the line segment from the
origin to each point.

FIGURE 15.15 Plot of the points that have an LN-norm distance that is less than or equal to
a constant from a point for various values of N.

N = 1 N = 2 N = 3  N = 4 N = ∞
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Both the cosine similarity and Pearson’s correlation coefficient for a pair of
samples can be defined in terms of the dot-product of their vectors. This, in turn,
depends upon the angle between their (possibly scaled) vectors, a. A plot of this for
J = 2 is shown in Figure 15.16. Using the definition of the dot product, the cosine
similarity between two samples is given by

cos(a) = Σj = 1,J (xi,j xk,j)/(|xi| |xk|)

The denominator is the magnitude of the two vectors. By normalizing the vectors
for each sample relative to the J selected features, the denominator disappears. This
is why normalization of expression levels is an option in the CLUSTER program.
To obtain a distance metric from this similarity value one can use [1 − cos(a)] or
just the absolute value of a. In the first case the distance is bounded by [0.0, 2.0]
while in the second it is bounded by [0.0, π]. The Pearson’s correlation coefficient,
r, can be defined by the expression

r = Σj=1,J [zi,j zk,j]/J

Here the J feature values for each sample are standardized to a mean of zero
and a standard deviation of one (i.e., converted to their z scores). A distance metric
can be represented by (1 − r), and this distance is again bounded by [0.0, 2.0].

Figure 15.17 represents a plot of the relative distances between two samples as
the angle between them varies from 0.0 to π. The first sample has feature values of
(1.0, 0.0), and the second lies on a circle centered at the origin with a radius of 2.0.
The Canberra, squared chord, and squared Chi-squared distances are obtained by
adding 2.5 to the feature values in all cases so that all of the feature values are
positive.

FIGURE 15.16 Plot showing how two samples can be viewed as vectors in J-dimensional
space and the angle a between these vectors.

Sample-i

Sample-k

a
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As this figure shows, the effective distance between the two samples varies
significantly for different distance metrics. Of particular interest is the use of the
Pearson’s correlation coefficient r in a distance metric. The equation above shows
that this is the dot-product of the vectors defined by the z score of each feature value,
divided by the number of features. For J = 2, there are only two possible standard
vectors defined by the endpoints; (1,−1) and (−1,1). The first vector represents all
samples where xi1 > xi2 and the second is for all samples where xi1 < xi2. Therefore,
there are only two possible r values, 1 and −1, depending upon whether the two
samples have the same or different standard vectors. This means that all sample pairs
must have a distance of either 0.0 or 2.0, and the inequalities show a sharp division
between them. Samples with feature values of (2.01,1.99) and (−1.99,−2.01) will have
a distance of 0.0, while samples with feature values of (2.01,1.99) and (1.99,2.01)
will have a distance of 2.0.

FIGURE 15.17 Plot of the distance between two samples as a function of the angle between
their vectors for different metrics.
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To search for a more continuous change in distances, this examination is
extended to J = 3. Here two sample points are placed on the unit sphere centered
at the origin. The first sample is fixed with feature values of (0.0, 0.0, 1.0) and the
second sample is moved around the unit sphere using spherical coordinates:

xi1 = sin(a) cos(p)

xi2 = sin(a) sin(p)

xi3 = cos(a)

The distance between these samples is independent of the value of the angle p
if the Euclidean distance is used as well as [1 − cos(a)], based on the cosine similarity,
and a distance determined by the value of the angle a. Figure 15.18 is a plot of the
distance between the samples as a function of the angle a for different values of the
angle p for the [1 − cos(a)] distance, solid curve, as well as the (1 − r) distance,
isolated dots. This plot shows that for many values of a, the (1 − r) distance can
vary from 0.0 to 2.0 depending upon the value of p.

While the most logical metric for a classification problem depends upon the
nature of the quantities and the same metric may not apply in all classification
problems, these results suggest that the (1 − r) distance metric should be used with
great care since points that have the same Euclidean distance may have very different
values if the (1 − r) metric is used.

FIGURE 15.18 Plot if the [1 − cos(a)] distance (solid curve) and the (1 − r) distance (dots)
between two samples as a function of a for different values of t.
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15.4.3 CLASSIFICATION MODELS

At this point, the feature selection method has chosen a particular set of J features that
will be used to characterize the samples to the best possible extent and a metric has
been chosen that determines how close two samples, or a sample and a point in J-space,
are to each other. The next step is to construct a method that, given a set of samples
whose class is known, can accurately determine the class of an unknown sample.

In all of the methods described here, the basic assumption is that if the unknown
sample is close to a group of points, and all of the points are of the same class, the
unknown sample must also be of this class. The extent to which this is true depends
upon the set of features, the distance metric, and how a group of known points is
constructed.

The classification methods described here are

K-nearest neighbors
Clustering
Neural networks

Before various classification models are described, it is important to distinguish
the difference between a crisp and fuzzy classification. If the unknown sample is found
to lie in a group of ten known samples and seven of the samples are of Class 1 and
the other three of Class 2, these classification models yield different results. A crisp
classification states that the unknown is definitely Class 1 since this is the majority
class, while a fuzzy classification states that it is 70% Class 1 and 30% Class 2.

If a crisp classifier is used in a classification study, it is important to realize that
even if the prediction is correct 100% of the time, the uncertainty in the results can
approach 50% if there are two classes, 66.6% if there are three classes, and so on. A
maximum likelihood classification is a “winner takes all” procedure where the unknown
is assigned to the class that is present the most even if, as in the case of a multiclass
problem, it is represented by less than 50% of the group of known samples.

15.4.3.1 K-Nearest Neighbors

For a given set of J features, each of the known samples represents positions in this
J-dimensional space. The unknown sample also represents a point in J-space. As the
name implies, this method finds the K known samples that are closest to the unknown
sample (K is a user-supplied integer). By polling the classes of the known samples in
this neighbor list, a crisp or fuzzy classification of the unknown sample is made.

Although this method appears to make physical sense, it is important to realize
that in the standard K-nearest neighbors method the classification is independent of
the distance to these nearest neighbors. This means that a sample that is close to
some of its neighbors and relatively far from others will weigh them evenly in
determining its classification. Similarly, this method does not distinguish between
a sample that is close to all of its neighbors and one that is relatively far from them.
For example, in the three cases shown in Figure 15.19, K = 3 and the unknown
sample (shown as gray) needs to be fuzzy classified as fractionally black and white,
based on the identity of its three neighbors.
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Case 1: In this case, the unknown is equidistant from two black and one white
sample, and relatively close to all of them. Therefore, this unknown should
be classified as 66.7% black and 33.3% white.

Case 2: In this case, the unknown is much closer to the black samples than
it is to the white. Therefore, it should be considered more than 66.7% black
and less than 33.3% white.

Case 3: Here the unknown sample is relatively far away from any of its
neighbors. In this case, classifying the unknown as either black or white is
suspect.

To handle the situation in Case 2, the unnormalized probability that the unknown
sample is in the same class as its ith neighbor, P(Ci), is taken to be a decreasing

FIGURE 15.19. Different distributions of the three nearest neighbors of known samples
(black and white) about an unknown sample (gray).
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Case 1

Case 3
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function of the distance between the unknown sample and this neighbor, Du,i:

P(Ci) = ƒ(Du,i)

To take care of Case 3 a new class called undetermined is added to the calcu-
lation. The unnormalized probability that the unknown sample belongs to the unde-
termined class, P(und), is constant until P(Ci) is sufficiently large, at which point
P(und) monotonically decreases to 0.0. An example of these probability functions
is shown in Figure 15.20.

The probability of belonging to a particular class is then the sum of the unnor-
malized probabilities over all neighbors in that class divided by the sum of the
unnormalized probabilities of being in any class, including the undetermined class.
The undetermined class picks up a contribution from all of the neighbors, indepen-
dent of their class, unless the distance to a neighbor is sufficiently small.

With these unnormalized probability functions, and setting P(und) = 0.1 if the
distance to a neighbor is sufficiently large, the results now become (see Figure 15.19):

Case 1: Assuming that the neighbors are sufficiently close, the unnormalized
probabilities become P(black) ≈ 2.0, P(white) ≈ 1.0, and P(unk) ≈ 0.0. The
unknown sample would then approximately be 66.7% black, 33.3% white,
and 0.0% undetermined.

Case 2: In this case, the black neighbors are very close so P(black) ≈ 2.0;
the white neighbor is very far away so P(white) ≈ 0.0, and P(unk) ≈ 0.1.
Therefore, this sample is 95.2% black, 0.0% white, and 4.8% undetermined.

Case 3: Since the unknown sample is relatively far away from any of its
neighbors, P(black) ≈ P(white) ≈ 0.0 and P(unk) ≈ 0.3. This means that the
unknown sample is 100% in the undetermined class.

FIGURE 15.20 Probability distribution plots for belonging to the same class as neighbor i,
P(Ci), and belonging to the undetermined class as a function of the distance to the neighbor.
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This distance-dependent K-nearest neighbors (DD-KNN) method yields classifi-
cations that are much more indicative of the local environment of the unknown sample
and gives the researcher a better measure of the uncertainty of the classification.

15.4.3.2 Clustering

The classification of an unknown subject can also be determined by first clustering
the known samples. Once the known subjects have been placed into K clusters, the
unknown sample is added and placed in the appropriate cluster. From the known
members of this cluster, the class of the unknown can be determined by either a
crisp or fuzzy classification.

The goal is to find the feature set that, when used with the selected distance
metric and clustering method, produces clusters that are as homogeneous as possible.
This allows the prediction of the unknown to be as certain as possible.

Three different types of clustering algorithms are described here:

1. Agglomerative hierarchical clustering
2. Divisive hierarchical clustering
3. Nonhierarchical clustering

In agglomerative hierarchical clustering, each sample is initially placed in its
own cluster. A rule is then used to determine which two clusters should be merged,
reducing the number of clusters by one. This process continues until the desired
number of clusters is obtained.

The well-known types of agglomerative hierarchical clustering are

1. Single linkage clustering: Each pair of samples from different clusters
is examined and the pair with the smallest separation is located. The
clusters containing these samples are merged. This allows a cluster to
“snake” its way through the samples.

2. Average linkage clustering: Each pair of clusters is examined. For every
sample in each cluster, the average intercluster distance is calculated. The
cluster pair with the smallest average distance is merged. This keeps the
average “density” of the clusters relatively constant, which means that
regions with a higher density of points can have a larger cluster than those
with a lower density.

3. Complete linkage clustering: Each pair of clusters is examined and the
maximum intercluster distance is measured. The cluster pair with the small-
est maximum distance is merged. This causes all clusters to have approxi-
mately the same size.

4. Ward’s method: Each pair of clusters is temporarily merged and the
centroid of this merged cluster is determined. The merged cluster with
the smallest variance is the one that is kept. This also produces clusters
that can be of various sizes depending upon the density of samples.

5. Jarvis-Patrick clustering19: A neighbor list of a given length is calculated
for each sample. Each pair of samples from different clusters is examined
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and the pair with the most number of samples in common in their neighbor
list is selected and their clusters are merged. This is similar to single
linkage in that a cluster can snake through the sample space, but distance
to the neighbors or each other is not considered.

Divisive hierarchical clustering is the opposite of the agglomerative procedure
in that all samples originally start in the same cluster. In each cycle, each cluster is
examined and the sample pair that has the largest within-cluster distance is found.
The cluster containing this pair is split in two using these samples as seed points.
Each member of this pair is put into its own cluster and the other members of the
original cluster are placed in the new cluster with the closest seed point.

Other options are available. In the first cycle the two samples that are furthest
apart become the seed points for Cluster 1 and Cluster 2. After all samples are
assigned to the cluster with the closest seed points the two clusters are individually
examined to find the pair of samples with the largest within-cluster distance. If these
points are in Cluster 2, for example, they become the seed points for Cluster 2 and
Cluster 3. Instead of just dividing all samples that were in Cluster 2 among these
new clusters, the three seed points can be used to separate all samples into clusters.
This ensures that all samples are closer to their cluster’s seed point than another
cluster’s. This can also be done in a nonhierarchical fashion by simply finding the
set of K points that have the largest summed distance, or the largest minimum
distance. They become the seed points and all samples are assigned to one of the K
clusters.

The best known nonhierarchical clustering procedure is K-means clustering. It
is also referred to as C-means clustering. For N samples with J selected features,
the goal is to select K centroids in J-dimensional space such that when each sample
is assigned to the cluster with the closest centroid (average coordinates), the sum of
the distances squared to their centroid is a minimum. Finding the optimum locations
of the K centroids is not an easy problem, and again the real goal is to find the set
of J features that produce the most homogeneous clusters.

An outline of the K-means clustering algorithm20,21 is as follows:

1. Randomly assign each of the N samples to one of the K clusters
2. Determine the centroids of each cluster and the sum of the distances

squared from all samples to their centroid
3. For each sample,

a. Sequentially place the sample in each of the other clusters
b. Calculate the change in the centroid positions for the two affected

clusters
c. Calculate the new sum of distances squared. This only has to be done

for the two affected clusters as long as the sum-of-squares distance is
stored for each cluster.

4. Place this sample into the cluster that has the smallest sum of squares,
adjust the positions of the centroids, and update the stored, intracluster
sums

5. If any sample changes from one cluster to another, return to Step 3
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To speed up the final assignment of samples in clusters, different algorithms
have been proposed, which include H-means clustering,22 J-means clustering,23 and
variable neighborhood search.24–26

Although K-means and its variants will generate a good set of clusters, they will
not be the optimal set of K clusters for these J features. The reason is that in K-means
clustering a final set of clusters depends on

1. The initial distribution of samples to clusters (i.e., the seed to the random
number generator)

2. The ordering of the samples

Since there are KN ways to initially distribute the points among the clusters and
N! orderings of the points, finding the optimal set of clusters is computationally
impossible in most cases.

A modified H-means clustering algorithm has been found to yield good results
in many cases. This procedure can be outlined as follows:

1. Select a set of K samples to act as initial centroids
2. Assign all samples to the cluster with the closest centroid
3. Use the samples in each cluster to recalculate the position of its centroid
4. If the cluster number of any sample changes, return to Step 2

In the first pass of this algorithm the samples do not have an assigned cluster
so Step 4 automatically returns the process to Step 2. After a few iterations, no
samples change clusters and the process stops.

This procedure is independent of the order of the samples since all samples are
assigned to clusters at the same time. The problem is therefore reduced to finding
the best set of K samples to act as initial centroids. The total number of unique sets
of initial centroids is

N × (N − 1) × ⋅ ⋅ ⋅ × (N − K + 1)/K!

This can be a large number of initial sets, so an evolutionary programming
algorithm, or any of the other search heuristics described above, can be used to
search for the best set of initial centroids. Each set is then passed to this clustering
algorithm and the cost of these clusters (total distance squared and/or the number
of misclassified samples) is used to search for the best set of initial centroids.

If the number of samples is large, as would be the case of clustering the genes
in a microarray study of normal and diseased cells, each of the final centroids should
be close to a sample. If this is the case, the procedure outlined above can be stopped
at Step 2 without iterating.

When a centroid is located on a sample it is called a medoid, and this is the
basic idea behind PAM (partitioning around medoids).27 This algorithm still
searches through all unique sets of K samples and can be quite time consuming.
Two non-EP search heuristics are used in the algorithms CLARA (Clustering
LARge Applications)27 and CLARANS (Clustering Large Applications based on
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RANdomized Search)28 where the search for the best medoids occurs by a series
of reduced-dimensional searches.

15.4.3.2.1 Comparison of Clustering Methods
A given set of J features maps the samples onto points in J-dimensional sample
space. The distance metric then defines how close or far they are from each other
and from other points (centroids/medoids). The clustering methods described here
separate the samples into K clusters but no two clustering methods will partition the
sample space exactly the same way.

Single linkage and Jarvis-Patrick clustering are similar in that they can allow a
single cluster to snake its way through sample space. They differ in that single
linkage is based on distances, whereas Jarvis-Patrick is based on the similarity of
neighbor lists, independent of distance.

Conversely, all of the other clustering methods divide the sample space into
regions (which may seem more natural). Complete linkage and K-means clustering
will generally form clusters of the same size, although high-density regions in sample
space may actually have smaller K-means clusters since it is the sum of the distances
squared and not the average squared distance. Average linkage clustering and Ward’s
method allow the clusters to be different sizes, but because average linkage is based
on distances and Ward’s on distances squared, the effects will be different.

Finally, only single linkage and Jarvis-Patrick guarantee that two points that are
very close together will be placed in the same cluster. All of the other methods can
place them in different clusters.

15.4.3.3 Neural Networks

Neural networks are learning algorithms that need to be trained using a set of
samples, each with a given number (J) of known feature values. In general there
are two types of training and networks of either type can be used to classify unknown
samples. The types of training are called supervised and unsupervised learning.

In supervised learning each sample has a known response and the network is
trained to produce this response to the best possible extent using the known feature
values. The network of this type described here is called a feed-forward backpropa-
gation multilayer neural network.

In unsupervised learning there is no known response and the network learns a
pattern for each set of input values. The goal is to produce a comparable pattern for
an unknown sample that has similar values. An example of this is handwriting
analysis where a new person’s t is understood as this letter because it is similar to
other ts seen in the past. The network of this type described here is called a
self-organizing map (SOM) or a Kohonen map.

Figure 15.21 is an example of a feed-forward backpropagation multilayer neural
network. For each sample, three feature values (J = 3) are input, one to each of the
input nodes. These nodes simply take the values and distribute them to each node
in the hidden layer. Each connection, or wire, between nodes carries a weight wj,h,
where j is the index of the input node and h is the index of the node in the hidden
layer. Each node in the hidden layer receives a total signal that is the sum of each
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input value times the appropriate weight:

INh = Σj=1,3 wj,h × xn,j

The output from the hth node in the hidden layer is then a function (usually the
sigmoid function) of the input signal:

OUTh = ƒ(INh)

The node in the output layer then receives the weighted sum of the outputs from
hidden layer and produces a response for this nth sample using the same function:

INo = Σh=1,4 wh,o × OUTh

RESPONSEn = ƒ(INo)

This is obviously a multilayer network, but the counting of the layers has not been
standardized. Many consider this a three-layer network (input, hidden, and output).
Others only count processing layers, which means that the input (distribution) layer
does not count and this is a two-layer network.

It is a feed-forward network because the signals travel from the input nodes to
the hidden layer and then to the output layer.

The set of training samples are used to adjust the 16 weights in this network so
that the error squared of the response is minimized. The error for a sample first
adjusts the weights leading to the output layer, wh, and then the weights between
the input and hidden nodes, wj,h. Therefore, the corrections to the weights are
backpropagated through the network; hence its name.

To use this type of network in a classification problem, the class of each sample
is simply given a number. In a two-class problem, the first class has a response of 0.0
and the second class a response of 1.0. Once the network is trained to give the best
possible responses, an unknown sample is put into the network and its response can
be used to assign the class of this sample using either a crisp or fuzzy classification.

FIGURE 15.21 Example of a feed-forward backpropagation multilayer neural network.

Input Hidden Output
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For example, a response of 0.75 can either be the second class (crisp or maximum
likelihood) or 75% in the second class and 25% in the first (fuzzy).

A self-organizing map (SOM),29 shown in Figure 15.22, is simply a collection
of nodes arranged in a pattern (usually a rectangle). Each node is described by a
triply indexed array C(i,j,J). The first two elements represent the location of the
node, and the third contains the J values representing the feature set coordinates of
this node.

The J feature values of a given sample in the training set are compared with the
coordinates of each node, and the sample is assigned to the node with the smallest
distance squared.

At the start of the training, all nodes are adjusted so that their coordinates
are stepped toward the sample by a relatively large amount. As the training
proceeds the step-size decreases and not all nodes are adjusted. By the end of
the training, the step-size is small and only the selected node and its adjacent
neighbors have their coordinates moved.

The sum of the minimum distance squared should be recorded for each pass
through the training samples so that the stabilization of the network can be verified.
When the training is done, an unknown sample is checked and assigned to a node.
The training samples associated with that node are used to make a crisp or fuzzy
classification of the unknown.

An SOM is therefore very similar to a K-means clustering using this many
clusters. Since adjacent nodes are more similar than distant nodes, it is akin to a
K-means clustering followed by placing the centroids on a plot using a Sammon
map. This classification method also suffers from the same problems as K-means
clustering:

1. The final result depends upon the initial, random values assigned to the
coordinates of each node

2. The final result depends upon the order of the training samples
3. Two closely spaced samples are not guaranteed to end up on the same node

FIGURE 15.22 Example of a self-organizing map.
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15.5 EXAMINATION OF THE MODEL

Although the goal is to construct a classification model that correctly predicts the
class of the known and unknown samples, it is also necessary to obtain some
information about the model itself. This is particularly true when multiple models
are obtained having nearly equivalent classification abilities.

To this point a classification model is constructed for a single set of training
(and possibly testing) samples. It is important to determine the robustness of the
model by trying other combinations of training and testing samples. Two procedures
for doing this are a jackknife analysis and a bootstrap analysis. They will give you
measures of the mean quality of the model and its standard deviation.

For models that generate clusters, including the SOM, a measure of the coverage
and size of the clusters can be used to judge the relative merits of the models and
can be used to determine the optimum number of clusters. Calculating the average
silhouette width and running a Kelley analysis give useful information.

Finally, for models that give a fuzzy classification, finding a good threshold
value for prediction is necessary. A receiver operating characteristic (ROC) analysis
can be used to find the threshold value that maximizes the sensitivity and selectivity
of the model.

15.5.1 CLASSIFICATION UNCERTAINTY

In studies with a small number of samples (N) all samples will have to be used to
search for the best classification model. Although the ability of the model to correctly
predict these training samples is important, this result is generated for the set it was
optimized on. To obtain better estimates of the quality of this model (average quality
and its standard deviation), a jackknife or bootstrap analysis can be done.

A jackknife analysis is simply a leave-one-out cross-validation. Each sample is
sequentially removed from the set and the model is reoptimized on the (N − 1)
remaining samples. The excluded sample becomes the test set and it is classified.
The N classification uncertainties can then be used to generate a mean quality and
an estimate of its standard deviation.

To increase the number of tests, an nth-order bootstrap analysis is used. Here,
n samples are randomly selected and removed. The remaining (N − n) samples are
used to construct the model and the n excluded samples are tested. This process is
repeated a large number of times to give better estimates of the mean quality of the
model and its standard deviation.

15.5.2 CLUSTER STATISTICS

Given a set of K clusters for the N samples, the average silhouette width (ASW)30

gives an intercluster measure of how well the clusters cover the sample space, while
a Kelley analysis31 is an intracluster measure of their compactness.

For each sample n,

A(n) is the average distance between n and all other samples in its cluster.
C(n,k) is the average distance between n and all samples in each other cluster k.
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B(n) = MIN[C(n,k)] is the minimum average distance to samples in another
cluster, and this cluster is called the brotherhood of n.

The Silhouette Width of n, SW(n), is then given by

SW(n) = [B(n) − A(n)]/MAX[A(n),B(n)]

The ASW is then defined as

ASW = Σn=1,N A(n)/N

The best clustering method and number of clusters K is then defined as the
model that maximizes ASW. If SW(n) is near 1.0 the sample is well clustered; if it
is near 0.0 the sample is between two clusters, while if it is negative it is probably
in the wrong cluster.

A Kelley analysis31 uses the average spread (AS) of clusters containing more
than one sample. As the number of clusters decreases, their average spread increases,
and this method minimizes a function of the average spread and number of clusters
(including singletons).

The spread of non-singleton cluster k, SPk is just the average of all intersample
distances within this cluster. The average spread of K clusters with Kns non-singleton
clusters is just the sum of the spreads divided by Kns:

AS(K) = Σk=1,Kns SPk/Kns

The normalized average spread, ASnorm(K), is given by

ASnorm(K) = [(N−2)(AS(K)−ASmin)/(ASmax−ASmin)] + 1

where ASmin is the minimum distance between any two samples and ASmax is the
average separation between all samples.

The Kelley Penalty Function is then

P(K) = ASnorm(K) + K

and the optimum clustering method and number of clusters minimize P(K). At this
point the clusters are highly populated and compact.

15.5.3 DETERMINING A THRESHOLD IN FUZZY CLASSIFICATION

In a fuzzy classification, each sample has a Pi probability of being in Class i. From
a diagnostic point of view, if a particular Pi is greater than a threshold value T the
sample is diagnosed as being in this class. So if Pd is the probability of the subject
being diseased, one can use

If Pd ≥ T, the diagnosis is “diseased”
If Pd < T, the diagnosis is “nondiseased”
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The sensitivity of the diagnosis is the fraction of diseased subjects that are
correctly classified as such. This is also known as the true positive fraction (TPF).
The specificity is the fraction of nondiseased subjects that are correctly classified,
and this is also called the true negative fraction (TNF). The goal is to find the
threshold such that both the sensitivity and specificity are maximized.

A receiver operating characteristic (ROC) analysis32,33 can be used to graphically
display the quality of the diagnosis as a function of T. The vertical axis of a ROC
curve (Figure 15.23) is the sensitivity and the horizontal axis is (1-specificity).
(1-Specificity) is the fraction of nondiseased subjects that are diagnosed as diseased
and is therefore the false positive fraction (FPF).

For each value of T a point on the curve is determined and this can be used to
find the value (range) of T that maximizes the sensitivity and specificity, or maxi-
mizes (sensitivity + specificity). The area under the curve is a measure of the quality
of the model for all values of T, but due to the small sample size this curve is not
smooth (monotonic) and the area might not be of much use.

15.5.4 VERIFICATION OF THE MODEL

Although one or more models can be generated that can be verified using a jackknife
or bootstrap analysis and can have the quality of the clusters quantified, it is still
uncertain whether the model(s) can be trusted in a real clinical setting. In other

FIGURE 15.23 Example of a receiver operating characteristic plot.
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words, is each model valid, or is it simply a good numerical procedure that separates
one class of subjects from another?

Since the number of features greatly exceeds the number of subjects, the latter
is quite likely. The best verification of a model would be to have it yield a biological
basis for the separation. Unfortunately, for a metabonomic study this is probably
not possible and is definitely not possible from a mass spectral investigation.

Therefore, the only alternative is to produce a quantitatively good model and
then test the model on a large number of blind subjects. As the number of tests
increases, so does the confidence in the model.

15.6 CONCLUSIONS

Hopefully this discussion has stressed that there are a large number of classification
models that can be built. In addition, because of the overdetermined nature of the
data sets, most models will probably be nothing more than good numerical classi-
fications of the existing data.

Great care must be used in the construction and verification of the model and
it is up to both the experimentalist and the person constructing the model to ensure
that any choices in the model (i.e., distance metric or classification method) make
physical sense and that the verification/analysis of the model is sufficient.
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16.1 INTRODUCTION

The objective of many proteomics experiments is to identify and quantify the proteins
contained in complex samples such as body fluids, cell or tissue extracts, or fractions
thereof. Increasingly, large-scale protein identification is achieved by a combination
of (multidimensional) peptide chromatography, tandem mass spectrometry, and
sequence database searchings.1,2 To also quantify the proteins analyzed, they are
imprinted with a stable isotopic signature prior to mass spectrometric analysis.1,2 In
a typical experiment, the proteins in a sample mixture are digested into peptides
using a proteolytic enzyme. Such enzymes cleave the protein predictably at specific
residue(s). The peptides are then separated by multidimensional, high-performance
liquid chromatography (HPLC) and analyzed by a mass spectrometer. Sequence
information on each peptide is generated by the mass spectrometer via its ability to
select specific precursor ions out of a mixture of ions, to fragment the selected ions
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in a collision cell, and to record the precise masses of the thus generated fragment
ions. These fragment ion spectra, also referred to as MS/MS spectra, contain the
amino acid sequence of the selected precursor ion peptide. As it is challenging and
time consuming to explicitly read the amino acid sequence from MS/MS spectra,
computational analyses are employed to interpret spectra in order to derive a set of
validated protein identifications. This involves searching the MS/MS spectra against
sequence databases to identify the corresponding peptide sequences, validating the
resulting assigned peptides, and using them to infer the proteins present in the sample
mixture. In a typical liquid chromatography (LC) MS/MS–based proteomics exper-
iment, tens of thousands of MS/MS spectra are collected, leading to the identification
of thousands of peptides and hundreds to thousands of proteins.

The analysis and storage of these large data sets challenges the computer infra-
structure of many research labs and institutions. In addition, if the data in or the
conclusions of large proteomics data sets are to be published or entered into relational
databases, it is essential that the quality of the data and conclusions, i.e., the sensi-
tivity and error rate of the analyses carried out, are known and associated with the
data. In this chapter, we describe and discuss currently available computer tools that
support the data collection, analysis, and validation in a high-throughput
LC-MS/MS–based proteome research environment.

16.2 COMPUTATIONAL METHODS TO 
IDENTIFY PEPTIDES AND PROTEINS
USING MS/MS SPECTRA

Mass spectrometers have become the predominant tools for the identification of
proteins and the volume and complexity of data collected has required the develop-
ment of computer tools for the determination of protein sequences from mass spec-
trometric data. Initial mass spectrometry database search routines involved querying
mass spectra of digests of purified proteins against sequence databases in a process
termed “peptide mass fingerprinting” or “peptide mass mapping.”3–7 Each peak in
the spectrum, which is typically acquired by a MALDI-TOF instrument, represents
a peptide, and the whole of the spectrum represents the original protein. While each
peptide mass by itself does not contain enough information to uniquely identify the
target protein, the masses of the detected peptides collectively are usually sufficient
for an unambiguous assignment of the protein digest. The utility of this approach is
in the rapid identification of unknown, essentially pure proteins such as those excised
from a 2D PAGE gel. However, the peptide mass mapping approach is generally
unsuitable for analyzing proteins in mixtures and is therefore not compatible with
LC/LC-MS/MS strategies for proteome analysis. When working with digests of
mixtures of proteins, as simple as protein complexes or as complex as whole cell
lysates, mass spectrometry methods that determine the sequence of individual pep-
tides are necessary. Mass spectra that represent the peptide amino acid sequence via
peptide-specific fragmentation information are typically acquired in a two-stage or
tandem mass spectrometer. In tandem mass spectrometry data acquisition, the first
mass spectrometry stage involves reading all peptide ions that are introduced into
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the instrument. The second mass spectrometry stage reads the masses of the fragment
ion products of a peptide ion that has been isolated and fragmented in a collision
cell in a process termed “collision induced dissociation” (CID). The acquired tandem
mass spectrum, therefore, is a spectrum of the fragment ions from an isolated peptide
ion. In principle, the identity of the peptide sequence can be deduced directly from
the tandem mass spectrum either manually, with the potential aid of computational
tools,8 or via a sequence database search routine. Early computational methods for
MS/MS spectra analysis were used to assist in the de novo sequencing process; they
enhanced the ability of experts to read off peptide sequences from the complicated
MS/MS spectra. Combining partial de novo sequencing and ion constraints, in the
form of a peptide sequence tag,9 with database searching also proved to be a viable
method of peptide identification as long as the number of MS/MS spectra to be
analyzed remained relatively low. However, the development of instruments and
protocols that support the acquisition of thousands or tens of thousands of MS/MS
spectra per experiment required the development of automated methods of searching
uninterpreted MS/MS spectra against sequence databases and the development of
such tools has been an important step in the development of a general proteomics
technology.

Common MS/MS database search routines, such as SEQUEST,10 Mascot,11 and
MS-Tag,12 each take an uninterpreted MS/MS spectrum as input and identify a best-fit
peptide for the output. Specifically, candidate peptides near the same nominal mass
of the measured peptide mass are selected from the sequence database. Theoretical
fragment ions are calculated for each of these candidate peptides using common
dissociation rules. The calculated fragment ions, composed of both N-terminal ions
and C-terminal ions, are specific for the mass spectrometer acquiring the data. Under
the low-energy (a few keV) collision–induced dissociation conditions commonly
encountered in mass spectrometers such as ion traps, triple quadrupole, and quadrupole
TOF instruments, peptides primarily fragment at the amide bonds on the peptide
backbone generating what are termed B-ions and Y-ions.13 The high-energy CID
conditions encountered in other types of instruments, including magnetic sector and
TOF–TOF instruments, will also generate other ion types such as A, C, X, and Z ions
resulting from breaking other bonds along the peptide backbone. Ions specific to
residue side chain cleavages, such as D, V, and W ions, can also be generated at high-
energy collision conditions. The database search routines compare the theoretically
calculated fragment ions against the input spectrum using a score function. There are
a wide variety of score functions used in uninterpreted tandem mass spectrum database
search routines and they need to be adapted to the specific type of data (e.g., high- or
low-energy CID) that are being searched. One class of algorithms uses spectral cor-
relation functions10 to measure closeness of fit between the input spectrum and theo-
retical spectra derived from candidate sequences in the sequence database. A second
class of algorithms evaluates peptides using statistics based on fragment ion frequen-
cies.11 Yet a third class of routines uses a Bayesian statistics approach for comparing
spectra to candidate peptides.14,15 As this is a peptide identification method, unlike
peptide mass fingerprinting, which identifies proteins, all types of sequence databases
are suitable to be queried. These include genomic, expressed sequence tag, transcript,
and protein sequence databases.
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It should be noted that MS/MS search routines always return the best-fit peptide
sequences in the database for each input spectrum whether or not the correct peptide
sequence is present in the database. Therefore, irrespective of the class of score function
used and the database searched, the significance of the search scores at the individual
search result level needs to be further validated (see below). If the correct peptide
sequence is not present in the sequence database that is searched, it will not be
identified, and, potentially worse, a wrong assignment might be made. Thus, the
choice of which sequence database to search is an important consideration. The notion
of searching the largest sequence database available is attractive in terms of identifying
unknown peptides since having comprehensive sequence data maximizes the chance
of correctly matching peptide sequences. However, larger databases result in longer
search times, which may be an analysis impediment depending on the available search
options and computer hardware. Also, larger databases can result in a reduced number
of correct identifications, as lower-quality spectra will match many more false-positive
sequences. Whenever possible, smaller sequence databases, such as a species-specific
database, offer the best chance at identifying peptides in an MS/MS database search
as long as the peptides being identified are represented in the database.

Since the input sample of protein(s) is digested into peptides using a specific
proteolytic enzyme such as trypsin, which cleaves after arginine and lysine (but
usually not if either residue is followed by proline), it can be advantageous to only
search against a subset of the peptides from a sequence database that is generated
from the expected cleavage of the enzyme. By specifying the digestion enzyme as
a parameter of the database search, this constraint reduces the number of peptides
from the database that need to be analyzed, as opposed to considering any linear
stretch of amino acids possible, which in turn reduces chance false-positive hits and
greatly reduces search times compared to enzyme unconstrained searches. However,
performing enzyme unconstrained searches does have its benefits. These include
being able to identify peptides that exhibit unspecific cleavage, which can be sig-
nificant (as high as 20%) depending on the quality of the enzyme and digestion
protocol, that would otherwise be missed in an enzyme constrained search. Also, as
in the case of trypsin, since lysines and arginines are only 2 of the 20 possible amino
acid residues, tryptic peptides that are identified in an enzyme-unrestricted search
have a 1 in 10 chance of exhibiting a tryptic cleavage at the N- or C-terminus and
1 in 100 chance of having tryptic cleavage sites at both the N- and C-terminus
(assuming even distribution of the amino acid residues in the sequence database).
Thus, the knowledge of the digestion enzyme might better be used after an enzyme
unconstrained database search as an aide in the validation of the identifications.

16.3 VALIDATION OF IDENTIFICATIONS
AT THE PEPTIDE LEVEL

For the majority of acquired MS/MS spectra, unfortunately even some of the best
matching database peptides assigned to them by available database search tools are
incorrect. For example, in a typical LC-MS/MS run on an ion trap mass spectrometer,
less than 20% of all peptide assignments made by the database search tools are correct.
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This means that, in order to derive meaningful information from the acquired data,
the user has to evaluate each database search result and remove all or at least the
majority of the incorrect peptide assignments. However, manual verification of peptide
assignments can be achieved only in the case of small data sets. Manual validation is
a very time-consuming approach and is simply not feasible in high-throughput analysis
of large data sets containing tens of thousands of spectra. In addition, manual verifi-
cation of peptide assignments to MS/MS spectra requires expertise in mass spectro-
metry and peptide fragmentation chemistry, which is often not available. Furthermore,
even experienced researchers are not safeguarded from occasional spectrum interpre-
tation errors and it is not clear if the manual interpretation process can be performed
consistently and in an objective manner even by the same individual.

As an alternative to manual validation of the entire data set, researchers can attempt
to separate the correct from the incorrect peptide assignments by applying filtering
criteria based upon database search scores and properties of the assigned peptides;
see Han et al. and Washburn et al.16,17 However, the numbers of rejected correct
identifications and accepted false identifications that result from applying such filters
are not known.18 The problem is further complicated due to diversity of experimental
and computational methods (see Figure 16.1), which presents a challenge for inter-
pretation of the data and for comparison of results of different research groups:

1. Peptides can be assigned to MS/MS spectra using a variety of available
database search algorithms. Each database search tool scores candidate
peptides using its own scoring scheme and the relationship between the
different scoring schemes is not known.

FIGURE 16.1 PeptideProphet facilitates comparison of data generated from different instru-
ments and analyzed using different database search tools.
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2. MS/MS data can be acquired using different types of mass spectrometers.
Data sets of MS/MS spectra acquired on different mass spectrometers
vary in terms of what peptides are selected for sequencing, mass accuracy,
resolution, and signal-to-noise intrinsic to the acquired mass spectra,
distributions of fragment ion types and intensities, and other factors. All
these factors have influence on the search scores for correct results.

3. Overall data set quality, which can be defined as a fraction of the MS/MS
spectra in the data set that got assigned the correct peptide, often varies
significantly from experiment to experiment, even when the data is
acquired on the same mass spectrometer and searched using the same
database search tool.

4. The quality of the sample analyzed may be different from lab to lab and
from experiment to experiment. Clearly, because of the first two reasons
mentioned above, it would be impossible to define a set of filtering criteria
based on the search scores provided by the database search tool, which,
upon application to diverse data sets would result in uniform false-positive
error rates (a fraction of all identifications passing the filter that are
incorrect). Furthermore, even when the researcher uses the same type of
mass spectrometer and the same database search tools, application of the
same filtering criteria would likely result in different false-positive error
rates in each new experiment, reflecting the differences in the overall data
set quality. Thus, in order to be able to interpret the data consistently and
reliably and to allow comparison of results of different experimental
groups, peptide assignments to MS/MS spectra should be validated using
robust statistical software tools.

One such tool, PeptideProphetTM, has been recently described and made freely
available to the scientific community (see Figure 16.1).18 PeptideProphet is based
on the use of the expectation maximization (EM) algorithm to derive a mixture
model of correct and incorrect peptide identifications from the data, as illustrated
in Figure 16.2. By employing the observed information about each assigned peptide
in the data set, namely database search scores and peptide properties, the method
learns to distinguish correct from incorrect peptide identifications and, in doing so,
computes for each identification a probability of being correct. In a typical experi-
ment, peptide properties such as the number of termini consistent with enzymatic
cleavage, the number of missed enzymatic cleavages, and the difference between
the measured and theoretical peptide mass is useful for discriminating correct from
incorrect identifications and are employed by PeptideProphet. Any additional useful
information when available, such as the presence or absence of a specific amino
acid or sequence motif (e.g., cysteine in the case of quantitative isotope-coded affinity
tag, or ICAT™ reagent experiments), can be easily incorporated in the model. If
the database search tool outputs more than a single score useful for distinguishing
correct from incorrect peptide assignments, as is the case with SEQUEST, all such
scores are combined into one discriminant score that optimally discriminates
between correct and incorrect peptide assignments. The discriminant function coef-
ficients (weighting factors determining the relative contribution of each search score)
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are developed for each database search tool (SEQUEST, Mascot, etc.) and further
optimized for different types of mass spectrometers (ion traps, quadruple
time-of-flights, etc.) using training data with peptide assignments of known validity.
Because PeptideProphet learns to distinguish the correct from incorrect peptide
assignments from the data, it is robust toward variations in data quality, proteolytic
digest efficiency, and other factors.

Probabilities computed by PeptideProphet are accurate measures of confidence
that peptide identifications are correct. Probabilities can be considered accurate if,
upon selection of all peptides in the data set having any given computed probability,
the corresponding portion of them is correct. For example, if among all peptide
assignments in a particular data set, 100 peptides are assigned by PeptideProphet a
probability close to 0.9, then close to 90 of them should be correct. Extensive
evaluation of the statistical model implemented in PeptideProphet demonstrated a
very good agreement between the actual and computed probabilities in the entire
0.0 to 1.0 probability range.18

Computed probabilities are very efficient at separating the correct from incorrect
peptide identifications. As a result, filtering data sets of peptide identifications using
computed probabilities allows researchers to extract more correct identifications with
no increase in the number of false identifications than otherwise would be possible
using the database search scores. In addition, computed probabilities can be used to
estimate the total number of correct identifications and the false-positive error rates
resulting from filtering the data using a minimum computed probability as the
filtering criteria. These model estimated parameters can serve as objective criteria
for comparing data sets of peptide identifications obtained using different experi-
mental protocols or different database search tools; see Figure 16.1. Most often in
practice, however, no filtering is necessary at the peptide level. The entire list of
peptide identifications and computed probabilities can be taken as input into a second

FIGURE 16.2 PeptideProphet learns the most likely distributions (dashed lines) among cor-
rect and incorrect peptide assignments given the observed data (solid line) and computes for
each peptide assignment in the data set a probability of being correct.
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statistical analysis, ProteinProphet,19 to compute probabilities that their correspond-
ing proteins are present in the original sample, as described in the next section.

16.4 INFERRING PROTEINS IN THE SAMPLE

A tandem mass spectrometry database search generates a set of peptides assigned to
the MS/MS spectra in a data set. Most researchers, however, are interested in iden-
tifying proteins rather than peptides. This requires grouping the peptides assigned to
MS/MS spectra according to their corresponding protein. Various visualization tools
such as INTERACT,16 DTASelect,20 and CHOMPER,21 facilitate such grouping.
Ultimately, the total peptide evidence observed for each protein must be determined
and evaluated to infer a set of protein identifications for the original sample.

Inferring protein identifications from MS/MS data is made more difficult by the
large numbers of incorrect peptide assignments to MS/MS spectra made by database
search algorithms, as discussed above. Several analyses have been described that
seek to assess the likelihood of the presence of a protein based upon database search
results. For example, Mascot computes an overall score for each protein that corres-
ponds to identified peptides,11 while Qscore estimates the likelihood due to chance
of an observed number of distinct peptides assigned to spectra in a data set, all
corresponding to a particular protein.22 That score takes into account both the total
number of distinguishable peptides in the database used for a search and the number
possible for any particular protein. More recently it was described how probabilities
of peptides assigned to spectra that are correct can be combined together to compute
a probability that their corresponding proteins are present.23

The software ProteinProphet19 computes protein probabilities using probabilities
that peptides assigned to MS/MS spectra are correct, such as those determined by
PeptideProphet. The method has been shown to compute accurate protein probabil-
ities and hence enables the false-positive error rates (the fraction of results that are
incorrect) to be predicted for any data set. Importantly, it addresses two great
challenges to protein identification by MS/MS: nonrandom grouping of peptides
according to corresponding protein and the occurrence of peptides corresponding to
more than a single entry in the protein database.

Computing the probability that any particular protein is present requires grouping
together all peptides assigned to MS/MS spectra in the data set that corresponds with
that protein. Such grouping is not necessarily random, since correct peptides tend to
correspond to a small subset of correct proteins, whereas incorrect peptides tend to
correspond to “single hit” proteins, those to which no other peptide corresponds. This
effect becomes more pronounced as the number of spectra in a data set increases
relative to the number of proteins in the sample. This is illustrated in Figure 16.3,
where 10 peptides with computed probability of being correct equal to 0.5 are chosen
at random from the data set, 5 being correct and 5 being incorrect. When these peptides
are grouped according to their corresponding proteins, however, all 5 correct peptides
are found to correspond to only a single correct protein (Protein A), whereas each of
the 5 incorrect peptides corresponds to a different incorrect protein (Proteins B-F).
Therefore, a 50% false-positive rate at the peptide level (5/10 incorrect peptides)
translates into an 83% false-positive rate at the protein level (5/6 incorrect proteins).
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Protein grouping information can be used to adjust peptide probabilities in
advance so that accurate protein probabilities can be computed. In particular, peptides
corresponding to single hit proteins should be penalized, and those not should be
compensated. ProteinProphet learns from each data set by how much to penalize
peptides corresponding to single hit proteins, and compensate the remainder. In the
example in Figure 16.3, the probabilities that peptides 1, 3, 4, 7, and 10 are correct
would be increased toward 1.0, and those of the remainder, toward 0.0, so that all
5 incorrect proteins would be assigned a probability close to 0.0.

Another challenge for inferring protein identifications is the occurrence of “degen-
erate” peptides, those corresponding to more than a single entry in the protein database.
Such peptides are particularly prevalent in databases of large eukaryotes, such as
human, which contain many homologues, splice variants, and redundant entries. Figure
16.4 illustrates an example of a degenerate peptide (Peptide 1) corresponding to two
different proteins in the database, Proteins A and B, and a nondegenerate peptide
(Peptide 2) corresponding only to Protein B. It is unclear whether Peptide 1, when
assigned to an MS/MS spectrum in the data set, should be considered evidence for
the presence in the sample of Protein A, of Protein B, or of both. ProteinProphet
apportions each degenerate peptide among all its corresponding proteins in order to
derive the simplest list of protein identifications that explain the observed data. In the

FIGURE 16.3 Nonrandom grouping of peptides according to corresponding protein.

FIGURE 16.4 Peptide corresponding to two proteins in database is apportioned primarily to
protein B.
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case of the example in Figure 16.4, Peptide 1 would be apportioned primarily to Protein
B since that protein on its own could explain both observed peptides.

The software ProteinProphet is easy to use and freely available. For each protein,
it displays the computed probability of it being in the sample, along with annotation
information and all corresponding peptides assigned to MS/MS spectra in the data
set (Figure 16.5). Links allow users to access the original search results for each
peptide, including the MS/MS spectra, map observed peptides onto the sequence of
their corresponding proteins, and locate all other proteins that share any particular
degenerate peptide. In order to make the results easier to interpret, ProteinProphet
groups together all proteins that cannot be distinguished by the peptides assigned
to MS/MS spectra in the data set and presents them as single identifications. Data
can be exported to Excel format for further analysis.

Probabilities computed by ProteinProphet have been shown to be true reflections of
the confidence of protein identifications. For example, using data sets for which the true
protein contents of the sample are known, close to 50% of those proteins assigned
probabilities of 0.5, and 90% of those proteins assigned probabilities of 0.9, were shown
to be correct. These probabilities can serve as a standard for publishing protein identi-
fications. If investigators report computed probabilities along with protein identifications,

FIGURE 16.5 Screen capture of sample ProteinProphet™ output. Each protein entry is
accompanied by its assigned probability of being correct, and when available, quantification
information. In addition, annotation and peptide lists with links to the original MS/MS data
help the user interpret the results of analysis.
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they could give the research community access to the maximal amount of data, including
marginal identifications, while the accompanying probabilities serve as guides for inter-
pretation. In addition, accurate probabilities allow the false-positive error rate to be
predicted for any data set. That error rate can serve as an objective criterion for comparing
large protein data sets of different research groups, generated using different mass
spectrometer types, and even different database search algorithms.

16.5 QUANTITATIVE APPROACHES USING
TANDEM MS

Mass spectrometry per se is not a quantitative technology. Detected ion intensities
of individual peptides are determined not only by their abundance but also by their
ionization efficiency, sample complexity, and other poorly reproducible parameters.
To overcome these shortcomings, the technique of stable isotope dilution is applied
in combination with mass spectrometry for protein identification and quantifica-
tion.1,2 In this method, proteins from different samples are labeled with different
stable isotope tags of identical chemical structure but different mass. Labeled protein
samples are then combined, enzymatically digested, separated, and concentrated by
multidimensional HPLC systems and analyzed by tandem mass spectrometry. Pep-
tides derived from proteins are identified by searching MS/MS spectra against a
protein database, as described earlier. Since isotopically labeled peptides of the same
sequence but from different samples differ only by their mass, their ion intensities
are proportional to their relative abundance. Factors such as ionization efficiency
and sample complexity, previously barriers to MS being a quantitative method, are
addressed by this method of stable isotope dilution. The relative abundance of
peptides can then be determined by the corresponding peptide ion intensities. Protein
identification and quantification are deduced from the identification and quantifica-
tion of the corresponding peptides.

There are several methods of implementing stable isotope tags into proteins.24–30

Incorporation of stable isotope signatures by covalent chemical reactions as exem-
plified by the ICAT reagent method has some clear advantages over other methods.26

Unlike metabolic labeling, which incorporates heavy or light isotopes such as 15N
in place of 14N, 13C/12C, or 2H/1H, the ICAT reagent technology does not interfere
with cellular processes and does not require live samples. It can be used on human
samples from live cells as well as cell lysates and even samples such as serum in
which cells are deprived. The ICAT reagent method specifically labels the cysteine
residues of peptides with a reagent that incorporates an affinity tag with which
labeled peptides can be purified by an affinity HPLC system. After release from the
affinity column, only cysteine-containing peptides remain in the sample. This has
the advantage of reducing sample complexity at the peptide level by tenfold and
providing deep coverage of low-abundant proteins. One disadvantage of the ICAT
reagent technology is that only cysteine-containing peptides are quantified, so pro-
teins that do not contain a cysteine residue cannot be quantified by this method.

There are two complementary approaches to identify and quantify peptides in
tandem mass spectrometry. In the first approach, peptides are identified first and
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quantified later. In the second approach, the two processes are reversed. Under the
first approach, a reverse-phase HPLC system is coupled online with an electrospray
ionization (ESI) mass spectrometer. Peptide samples are separated by reverse-phase
HPLC and analyzed immediately by tandem mass spectrometry. Abundant peptide
ions are then selected for fragmentation and identified by sequence database search-
ing. Although most peptides are identified in only one of two isotopic forms, ions
of the complementary isotopic form, the one not identified, can be easily determined
from the expected mass shift between the two isotopic forms. Those ions can then
be extracted from the MS spectra, the full MS scan spectra as opposed to the MS/MS
spectra used for database searching, and used to reconstruct a single-ion chromato-
gram (SIC) for the two isotopic peptides. The relative abundance of the peptide in
the two original samples is then determined by the ratio of the two corresponding
SIC areas. A new software tool, ASAPRatioTM,31 has automated the analysis of
obtaining robust and reliable quantification results. Since raw SICs are generally
noisy, data smoothing and background subtraction are applied to improve the accu-
racy of quantification results and the dynamic range of detectable abundance changes.
During ESI, most peptides are ionized into more than one charge state. Peptide ions
of the different charge states can also be identified easily once the peptide sequence is
known. A peptide abundance ratio can be determined from each detectable charge
state and the ratios from all detectable charge states can then be used to calculate
the mean and standard deviation of the corresponding peptide abundance ratio (see
Figure 16.6).

Many peptides identified using this first approach belong to abundant proteins
that show little change in abundance and normally play no causal roles in disease.
To more selectively identify and quantify proteins of interest, a second approach was
developed recently to quantify peptides before their identification, enabling the tar-
geting of only peptides that exhibit a significant abundance change.32 In this approach,
peptide samples are separated by a reverse-phase HPLC system, collected in “wells”
of a matrix-assisted laser desorption ionization (MALDI) plate, and mixed and crys-
tallized with a matrix. Since samples are crystallized, they can be analyzed repeatedly
by a mass spectrometer until all samples are exhausted. Unlike liquid-phase ioniza-
tion, there is no real time constraint on the data acquisition of a MALDI sample,
which allows for more flexible interrogation of the information. Peptides are ionized
by a laser beam into singly charged ions and analyzed by a time-of-flight mass
spectrometer. MS spectra are collected from each well of peptide samples.

A software tool then identifies the mass values of all potential peptide peaks
within the spectra. Since peptides of the same sequence but in different isotopic
forms have distinct mass shifts, ions corresponding to isotopically paired peptides
can be identified. The relative abundance of the peptide pairs is determined by areas
of their corresponding peaks in the MS spectra. The unpaired peptides likely belong
to proteins existing in one sample but not in the other. The software tool then
generates a list of ions potentially interesting for MS/MS data acquisition based on
the calculated abundance ratios, including unpaired peaks, and user-defined thresh-
olds. This mass list is sent back to the mass spectrometer, which is then directed to
acquire MS/MS spectra on the ions in the list. These MS/MS spectra are searched
against a sequence database to determine the identities of the corresponding peptides. 
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Similar to the situation of deriving protein identification from peptide identifica-
tions, it is a nontrivial step to derive protein abundance ratio from peptide abundance
ratios. After the ProteinProphet program assigns all peptides to their corresponding
proteins, the ASAPRatio program determines protein abundance ratios from the abun-
dance ratios of their corresponding peptides. It is often the case that several peptides
belong to the same protein, the same peptide is identified multiple times, and the

FIGURE 16.6 Screen capture images from CGI interface for peptide abundance ratio calcu-
lation. (A) Result on peptide abundance ratio. (B) Abundance ratio from ions in the [M+H]+

charge state. On the left are single-ion chromatograms reconstructed from LC-ESI-MS data.
On the right are parameters used in abundance ratio calculations and ratio results from the
charge state. (C) Same as B but from ions in the [M+2H]2+ charge state.
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abundance ratios from all peptide identifications of the same protein may not be
consistent. The ASAPRatio program takes several steps to address these complexities.
Abundance ratios of the same peptide sequence are first grouped together to calculate
a unique peptide abundance ratio. All unique peptide abundance ratios of the same
protein are then weighted by their standard deviations and used to calculate the corre-
sponding protein abundance ratio. The standard deviation of the protein abundance
ratio is also calculated; this provides an assessment on the reliability of the protein
abundance calculation. Through each step, a statistical method is used to eliminate any
outlier data (abundance ratios that disagrees with other data) from the calculation.33

A major goal of quantitative proteomics is to identify proteins showing signi-
ficant abundance change. The ASAPRatio program adopts a statistical method to
address the question of what changes should be considered significant. The method
is valid when a large number of proteins do not change in abundance, which is the
case for most protein samples. In this method, the ratio distribution of proteins of
unchanging abundance is first estimated from the data set (see Figure 16.7) and then
used to evaluate a p value for each protein based on its abundance ratio and the
corresponding standard deviation. The p value provides a statistical measurement
on the significance level of each abundance change value. One can use a suitable p
value cutoff to easily distinguish proteins of significant abundance change from the
large number of proteins that exhibit no abundance change. Users may use p values
to identify proteins of interest very quickly.

FIGURE 16.7 Distribution of unique peptide abundance ratios. The solid line is for the
original data. The dotted line is for the corresponding normal distribution obtained by data
fitting. The p value of a protein is determined by the distance between the protein abundance
ratio and the center of the normal distribution.
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16.6 CONCLUSION

Tandem mass spectrometry coupled with high-performance peptide separation tools
enables high-throughput quantitative analysis of complex protein samples. Extracting
useful information from large data sets generated by this method requires several steps
of computational analysis. These include the assignment of peptides to MS/MS spectra,
the validation of peptide assignments, the inference of protein identifications based
upon the assigned peptides, and the quantification of peptides and proteins using stable
isotope dilution methods. Software is currently available that automates this entire
analysis pipeline and thus assists the researcher in identifying proteins that are of
interest in the context of a specific experiment.

The statistical analyses of MS/MS database search results, such as PeptidePro-
phet, ProteinProphet, and ASAPRatio, are particularly useful for lending some
objectivity to protein identification and quantification. Accurate probabilities pro-
vided by the first two applications enable the false-positive error rate to be predicted
for any data set. This can serve as an objective criterion by which any two data sets,
generated by different research groups using different types of mass spectrometers
and different database search algorithms, may be compared. Furthermore, if
researchers publish computed probabilities and quanitification ratio errors along with
their data, they can provide the research community with the greatest amount of
data, while the probabilities and errors serve as guides for interpretation.
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17.1 INTRODUCTION

The publication of our successes1–4 in using mass spectral patterns to identify patients
with ovarian and prostate cancers and animals with premalignant pancreatic cancer
has led to increased interest in using these methods to characterize a variety of
disease and biological states. Adoption of a pattern discovery and recognition
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approach to biomarker identification requires the acceptance of two basic premises—
that there is a need and that a pattern of features in a signal constitute a biomarker—
as well as choosing an adequate set of tools. This chapter will present a case for
acceptance of both premises, describe some of the methods available, and present
the pitfalls associated with the process.

17.2 WHAT IS THE NEED?

17.2.1 THE PROBLEM WITH SINGLE BIOMARKERS

The search for single tumor markers appears to be reaching a point of diminishing
returns. The number of new diagnostic tumor markers released for use has been in
steady decline for the last five years.4 While the underlying cause for this decline is
unclear, one can speculate on what factors may be involved.

The first point to consider is that useful specific tumor markers may only exist in
vanishingly small amounts. For real clinical utility, a tumor marker must be measurable
at the earliest stage of the disease. Markers that appear during late-stage cancer offer
little chance in triggering any effective treatment plan that alters the ultimate course
of the disease. Early stage cancers will have a small tumor mass with only a relatively
few cells. When only a small number of tumor cells exist, the amount of any specific
marker secreted into the extracellular media, or produced within the microenvironment
at the tumor–host interface is unlikely to be large enough to be found.

The second is that a single tumor biomarker depends on quantitative measurement
for success. For a quantitative relationship to exist, the tumor type would likely have
to be homogeneous. An example is PSA. Prostate cancer is a single-tissue type cancer
and thus as a prostate cancer progresses a predictable increase in PSA should ensue.
However, even under this circumstance, PSA is not as reliable as one would like it to
be. Indeed its usefulness has been called into question.5 An opposing example is CA125
and its use for ovarian cancer. Ovarian cancer has many different tissue types and a
strict quantitative relationship does not exist. CA125 is not acceptable as an indicator
of the onset of ovarian cancer, and is only FDA approved for monitoring indications.

Finally, for a single specific marker to be uniformly effective, its expression
would have to be independent of other genotypic and phenotypic factors in the host.
Of course there are markers that are specific to infectious agents that demonstrate
this quality. However, in these cases the marker expression is dependent on the
immune system for expression, the protein produced is a unique entity not found at
any time within the human population, and there is significant variation in expression.

17.2.2 THE PATTERN ADVANTAGE

Mathematically it should be obvious that a pattern of multiple biomarkers will contain
a higher level of discriminatory information compared to a single biomarker alone,
particularly for large heterogeneous patient populations. Patterns are not dependent on
any single biomolecule. Unlike single-marker approaches, pattern recognition spreads
its dependency on all the features in the pattern. This allows for increased robustness
compared to dependency on a single feature. Consider the effect of the degradation
of a single feature in a ten-feature pattern. In true pattern recognition, each feature
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contributes equally to the pattern. In our ten-feature pattern, each feature contributes
10% to the pattern. If a single feature were to degrade, say, 50%, 95% of the infor-
mation needed to recognize the pattern would remain.

A true pattern recognition model is able to recognize multiple patterns based on
a single-feature set. It is suspected that diagnostic serum proteomic patterns are the
result of tumor interaction with the host. Thus it is possible that given a specific
tumor type, two genetically different hosts may generate distinct patterns. Each of
those patterns signals the presence of the tumor.

This ability illustrates the underlying capacity of pattern recognition modeling
to capture nonlinear and chaotic effects. It is perhaps this ability that is the real
strength of pattern-based modeling. Biology is intrinsically nonlinear. While on a
macro level an organism’s behavior appears continuous, at the cellular level most
biological systems are nonlinear. For example, nerve transmission is an all or none
phenomenon as is muscle contraction. Furthermore, biological systems are chaotic.6

For any chaotic process, unless the beginning point is precisely known, the end
result is unpredictable. The consequence of chaos is that tumor markers cannot be
expected to be uniform from patient to patient. However, host response to a tumor
is dependent on a number of regulated mechanisms. Pattern recognition in sera can
be expected to detect changes resulting from perturbation of any or all of these
regulated systems, in effect capturing the chaos of tumor host system.

17.3 PATTERN RECOGNITION METHODS

17.3.1 NONLINEAR FEED-FORWARD NEURAL NETWORKS:
THE BASICS

Nonlinear feed-forward neural networks, most commonly known as back-propagation7

neural networks (ANN), were the premier pattern recognition algorithms used in a
variety of industrial settings. Generally, an ANN consists of three layers: an input layer,
a hidden layer, and an output layer (Figure 17.1). Each node in a layer is connected to
every node in each successive layer. There is also a single node — the bias node —
that is connected to every node in the hidden layer and the output layer. The input layer
is inactive in that all it does is receive input data. The hidden layer nodes each perform
two functions. The first is a summation of the products of each input value and its
corresponding connection weight. The sum is called the internal activation:

(17.1)

where A is the internal activation, w is a weight and I is an input associated with
the weight. The second is a nonlinear transformation of the internal activation, e.g.,
the Sigmoid function:

(17.2)

where O is the node output and A is the internal activation. A plot of the Sigmoid
function (Figure 17.2) demonstrates an S-shaped curve.
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FIGURE 17.1 A nonlinear feed-forward neural network comprised of a passive input layer,
an active hidden layer, and an active output layer. The network is said to be fully connected
in that each node in a layer is connected to every node in the layer immediately above it.
There is a bias node that is always equal to 1 and is connected to every active node in the
neural network.

FIGURE 17.2 A plot of the Sigmoid function. The plot is an S-shaped curve that approaches
0 and 1. The dynamic range of the curve falls in the range −2 ≤ x ≤ 2.
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The output layer nodes perform the same two functions. The output of an ANN
is a score between 0 and 1 when the transformation is through the Sigmoid function
as above or between −1 and +1 when a function such as the hyperbolic tangent or
sine is used. A training cycle consists of

1. Presenting a data record or exemplar to the input layer
2. Computing the internal activation sum for each node in the hidden layer
3. Computing the nonlinear transform of the internal activations in the hidden

layer nodes
4. Computing the internal activation sum for the output layer node(s)
5. Computing the nonlinear transform of the internal activations in the output

layer node(s) for output
6. Determining the error of the computed output as different from the known

outcome associated with the input data vector
7. Backpropagating the error through the first derivative of the transforma-

tion function
8. Adjusting the connection weights proportionately to the backpropagated error

This process is iterated over and over again until the training error over all
the exemplars ceases to decrease. Because the training process requires knowledge
of expected outcome and is essentially an error minimization process, ANNs are
an example of supervised learning.

17.3.2 INTERPRETATION OF RESULTS

ANN results are generally interpreted by ranking the input record’s score and desired
outcome. A successful ANN model is one where the scores of those records where
the desired outcome is 1 approximately 1. A cutoff or threshold score is chosen so
that the majority of the records with outcomes of 1 fall above it and, conversely, the
majority of records with outcomes of 0 fall below it. In general ANN use, two kinds
of errors are reported:

1. Type I, or false negatives
2. Type II, or false positives

The goal is to minimize both error types while maintaining model robustness.
For biological data the results are reported as sensitivity (1-Type I rate) and speci-
ficity (1-Type II rate). The general goal remains the same.

Reliable robust results must be ascertained through the use of at least two sets
of data, a training set and a testing set. Ideally, a third set of data, a validation set,
is employed. The training set is only used to adjust the connection weights to
minimize the overall error. The testing set is used to determine if the model has
been overtrained or overspecified and to set the threshold score. The validation set
is used to test for robustness and serves as the source of the final metrics of model
performance. For an ANN model to be robust, the overall error rate in the training,
testing, and validation data sets should be approximately the same. Overtraining and
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overspecification are indicated when the training error is lower than either the testing
or validation errors.

The makeup of the three data sets is crucial. The training set needs to be balanced;
that is to say, there needs to be an equal representation of records with each of the desired
outcomes. In the example of a diagnostic model, there should be an approximately equal
population of exemplars of diseased cases and case controls. The reason for this is that
an ANN will adjust the connection weights in direct response to errors it makes on the
data. If there are many more of one type of exemplar, the adjustments will be predom-
inantly in favor of that one exemplar type. However, since the testing and validation sets
are not used to adjust connection weights, they do not need to be balanced. There should
be a sufficient number of records of each type to ensure reliable metrics.

It is also imperative that input data to ANN be scaled appropriate to the nonlinear
transformation function employed. If the function used is the Sigmoid function, then
the input data should be scaled to fall in the range −2 ≤ I ≤ 2. If either the sine or
hyperbolic tangent is used, the range should be −0.8 ≤ I ≤ 0.8. The rationale behind
the scaling is that the dynamic range of the transformation function lies in this range.
The goal is to scale both the input data and the connection weights such that the
internal activations fall within the transformation functions range.

17.3.3 ANN PROS AND CONS

The major benefit of an ANN is that there is a proof8 that states that a nonlinear
feed-forward neural network with a single hidden layer can approximately solve any
measurable relationship. While one can argue at some length as to what constitutes
a measurable relationship, the practicality is that ANNs can be thought of as universal
approximators.

On the downside is the observation that ANN requires large amounts of data for
training, testing, and validation. The wholly interconnected nature of ANN provides
for increased risk of overfitting. There are only two ways to avoid this: one is to
limit network size, i.e., number of nodes and connections, or to have sufficient data
to overcome the problem. A rule of thumb is that seven training cases are needed
for each connection in the network. Thus it should be obvious that there needs to
be a balance between network size and data availability. This may limit the usability
of ANN in biological work. The strength of an ANN to unravel complex relationships
resides in the hidden layer. The more nodes there are in the hidden layer, the more
complex a function can be approximated, but more data are required. The bottom
line is laboratory and clinical studies where ANN use is anticipated require larger
numbers of subjects than usually anticipated.

17.4 SELF-ORGANIZING MAPS: THE BASICS

Self-organizing maps (SOM) were developed by Stephen Grossberg9 and Tuevo
Kohonen10,11 in the 1970s and have constantly improved since then. They have found
significant use in a variety of settings. A basic SOM consists of two layers as shown
in Figure 17.3. Similar to ANN, there is an input layer. The second layer is a two
dimensional grid, or map, of nodes. Each node in the input layer is connected to
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every node in the map layer. While the ANN connections are coefficients like one
finds in multivariant regression equations, the connections in SOMs are directly
related to the inputs. A map layer node’s connections represent a coordinate in
N-dimensional space where N is the number of connections coming into each node,
or the number of inputs to the map.

SOM training is competitive in nature. The competition is based on Euclidean
distance according to an expansion of the Pythagorean Theorem into N dimensions:

(17.3)

where D is the Euclidean distance, w is a weight, and I is the input associated with
the specific weight.

Each node’s vector of weights constitutes a coordinate in the space, as does the
vector of inputs. The distance between the input vector and every node in the map is
computed. The node whose weight vector is closest to the input vector wins and the
weight vector is adjusted to be closer to the input vector. The process does not stop
here. The winning node’s neighbor’s weight vectors are also adjusted to be closer to
the input vector. The shape and size of the neighborhood is one of the critical user-deter-
mined parameters. Typically, three types of neighborhoods are employed:

1. The diamond shaped neighborhood is smallest containing, at a minimum
four adjacent nodes, one each to the north, south, east, and west of the
winning node

FIGURE 17.3 A self-organizing map. The SOM is comprised of an input layer and a map
layer. The map layer is a two-dimensional grid of nodes. Each node in the input layer is
connected to each node in the map layer (most connections are not shown for clarity). No
map node is connected to another map node.

Map Layer

Input Layer
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2. The square neighborhood contains, at a minimum, eight adjacent nodes:
three across the top and bottom, and one on either side

3. The hexagonal neighborhood contains at least six adjacent nodes, one at
each apex

There are no rules of thumb to determine which of these neighborhoods to use
under which circumstance. However, the hexagonal neighborhood seems to have
come into vogue of late.11

SOM training also includes a conscience mechanism so that training tends to
spread out evenly over the entire map. The object is to bias the Euclidian distance
in such a way that the more a node wins, the more difficult it becomes for it to win.
This is accomplished by adding a fraction of the distance back to the distance where
the size of the fraction is proportional to the number of times the node has won:

(17.4)

where Dc is the current distance, w and I are defined as in Eq. (3), a is the conscience
factor and is given in Eq. (5) below, and Do is the original or last distance,

(17.5)

where cn is the count of the number of times node n has won and T is the total
number of iterations through the map.

The net effect of this is that data dense areas tend to spread out, whereas sparse
areas tend to concentrate. The effect can be visualized as a wadded-up piece of
gauze unfolding and ultimately spreading out evenly.

17.4.1 INTERPRETATION OF RESULTS

Interpretation of SOM results depends on their use. One of the primary attractions of
SOM is the ability to view the vector of weights for each node in the map as a prototype
of a pattern or putative pattern in the input data. This makes SOM useful as a front end
to a supervised technique such as ANN. The goal is to filter out some of the noise in
raw data by assigning a prototype vector and using the prototype as the input to the
ANN or other supervised techniques. If this technique is employed, the SOM must be
organized first and then the supervised technique follows after the SOM is fixed. The
SOM organization step is, of course, unsupervised.

The prototypical nature of node weights can also be used to determine the
features or components of the pattern that discriminate one pattern from another.
One of the major shortcomings of ANN is the inability to explain which features
in the pattern contribute to the outcome. With SOM, the weight vectors of two
nodes can be compared directly by subtracting one from the other and the key
differences will emerge.12 The utility of this property of SOM is illustrated in the
following example. Consider the transition of a normal cell to an abnormal cell.

D w I aDc i i o= − +∑( )2

a c Tn= /
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The investigator has the ability to measure a number of specific proteins known to
be involved in the transition but does not know how the transition actually involves
those proteins. He or she measures the proteins in a number of cases and controls
sufficient to support SOM development and organizes an SOM (Figure 17.4). Three
different kinds of nodes emerge.

1. Nodes that associate with cases
2. Nodes that associate with controls
3. Nodes that either have a weak or no association with either

Now he or she can compare the patterns in the case nodes against the patterns
in the control nodes and see which proteins actually discriminate between the two
states. However, what is interesting is three types of nodes that lie between the cases
and controls. Their weight vectors represent putative patterns in the transition from
normal to abnormal. An indication of these transitional states may be of great value
in the treatment and management of disease.

17.4.2 SOM PROS AND CONS

The primary advantage of SOM is its ability to organize data based on the data itself
and not its relationship with some known outcome; i.e., SOMs are unsupervised.
Furthermore, since an SOM node’s weight vectors reflect real-world input values,

FIGURE 17.4 Three SOM neighborhoods. The neighborhood defines which nodes adjacent to
the winning nodes will be adjusted along with the winning node. The box neighborhood has
eight adjacent nodes, the diamond neighborhood has four adjacent nodes, and the hexagonal
neighborhood has six adjacent nodes.
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they can be used as prototypical patterns of the clusters found in the data. An
organized node is said to be a centroid whose coordinates in N-dimensional space
are the weights. As suggested in the example above, these features make SOM very
useful in knowledge discovery, where there is a wealth of data but the information
is masked by that very wealth.

On the downside, SOM requires a moderate amount of trial and error to achieve
the desired results. There are a number of interacting critical parameters that must be
balanced for the desired result. These are number of nodes in the map, geometry of
the map, dimensions of the map, neighborhood configuration, learning parameter for
the winning node, learning parameter for the neighboring nodes, and sensitivity of the
conscience mechanism. For example, too few nodes will not distribute the data cor-
rectly, while too many nodes may separate clusters into inappropriate subclusters.

17.5 ADAPTIVE PATTERN RECOGNITION: THE BASICS

As noted above, SOMs require significant trial and error to find the correct number
and geometry of nodes in the map layer. Furthermore, ANN and SOM share a
common shortcoming: once they have been trained, they cannot recognize or adapt
to data that lie outside the envelope of that used during training. They will score
and/or classify novel data as though they had been represented in the training corpus.
Adaptive pattern recognition algorithms address this issue.

There are a variety of algorithms that are adaptive pattern recognition devices:
Fuzzy ARTMAP,13 the Adaptive Fuzzy Feature Map (AFFM),14 and the Lead Cluster
Map (LCM)15 are three examples. While they differ in the way that they learn and
adapt, they all basically do the same thing. That is, they try to match an incoming
pattern to a prototypical pattern they have already learned. If they find a match, they
update the prototype; if not, they create a new prototype from the incoming pattern.
Of the three listed, LCM is the simplest and it flows directly from SOM, so it will
be used to explain the process.

LCM begins with an empty N-dimensional space, where N is number of features
used in the desired pattern mapping. Values in vectors presented to an LCM must
be scaled to the range 0 ≤ x ≤ 1. The result of this is the bounding of the space by
zero and one in all dimensions. Under this circumstance, the maximum distance in
a single dimension is 1. Therefore, the maximum distance allowed in the space is
the square root of N.

The first vector presented to the space simply fixes a centroid at the coordinates
specified by the vector. A decision boundary is drawn around the centroid, the radius
of which is a fraction of the maximum distance allowed in the space. For example,
if the user wishes to achieve a pattern match of 90%, they would set the boundary
radius to be 0.1N1/2. The second vector is presented and its distance to the centroid
is computed.

If the distance between the points specified by the centroid and the incoming
vector is less than the distance from the centroid to the decision boundary, then the
incoming vector is said to match the pattern specified by the centroid. That being
the case, the centroid is moved fractionally closer to the vector. If the distance is
greater than the decision boundary radius, the vector is used to fix a new centroid
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at the coordinates specified by the elements in the vector. When the third vector is
presented, the process is repeated with two distance calculations and comparisons.
The process is repeated until every vector in the data set is processed. Each vector
in the data set is processed only once.

17.5.1 INTERPRETATION OF RESULTS

At the end of training an LCM will contain only the nodes/clusters specified by the
data. The population count of each cluster is a direct indication of the abundance
of records in a data set that conform to the pattern described by the cluster centroid.
For any given naturally generated training set, one may expect LCM nodes with a
broad range of population count. An LCM that generally describes a data set should
have relatively few nodes. Of those, some, perhaps two or three, should be highly
populated. Nodes containing population counts of only one or two should also be
expected. An LCM containing a large number of nodes with a small population
count has learned to differentiate between individual records and is not good for
general use.

The centroids developed during LCM training represent prototypical patterns
for the data belonging to that cluster. This permits direct comparison of the clusters
to determine which features in the patterns are driving the difference. For example,
one can simply subtract two centroid vectors and display the difference vector as a
histogram (Figure 17.5). Those distinctive features will show up as significantly
different from zero either in a positive or a negative direction. In proteomics this
kind of information can be used to guide protein/peptide sequencing efforts, for
example.

A cluster’s population is relatively homogenous with respect to the features
defining the pattern. If the clusters were organized in a truly unsupervised fashion,
examination of a cluster’s population could reveal whether the pattern features have
any relevance to a biologic state, such as a disease. Consider a data set containing
data collected from subjects with a particular cancer and subjects without the disease.
If a cluster is formed that contains only subjects with the cancer, then it would be
interesting to compare the centroid pattern of the cluster to centroids of clusters
without or thinly populated with diseased subjects. The resulting differences may
have bearing on the oncogenic process or identify potential therapeutic targets.

17.5.2 PROS AND CONS

The major advantage of the LCM, along with other adaptive pattern recognition
algorithms, is its ability to recognize and track novel and rare events in a data stream.
An LCM, after its initial training or organization, can be fielded in static or adaptive
mode. In static mode the centroids are fixed and the reported results would include
cluster membership and distance to the centroid. If a vector of data does not match
any known pattern in the space, the nearest cluster is reported but the distance is
reported as being outside the decision boundary of any known node/cluster. An ANN
or SOM, once trained, will report a classification but have no means of recognizing
novel data vectors. In a biomedical setting, this is an important advantage. An LCM
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classifying patients can identify patients whose patterns are novel. This may be
valuable to the public health in general. For example, if a novel pattern appeared
and then started to show up in a specific locale, then an epidemiologic investigation
may be warranted.

On the downside, LCMs require a great deal of trial and error to find the
optimum set of parameters that direct their learning. One has to balance the radius
of the decision boundary with the adjustment to a new member vector along with
specifying the correct number and selection of pattern features. Lead cluster map-
ping is prone to overfitting on two fronts, too many features in the pattern, and too
small a decision radius. The number of features is limited by the amount of data
in the training set. The number of features one can use in the pattern increases as
the amount of training data increases. However, this does not mean that one should
search for the largest number of features allowed by the data. Any problem probably
has a natural limit to the number of features required to create a signature pattern.
Therefore, it is possible that if the size of the feature set grows beyond a certain
point, unnecessary features will be included. More importantly, data sets common
to biologic investigation are usually limited in size. In this case the inclusion of
too many features in the pattern will result in overspecification to the point of being
able to specify each record in the data set. Overspecification can also result when
the decision radius is set too small; thus the need for rather extensive trial and error
using true training and testing data sets.

FIGURE 17.5 A comparison of two lead cluster map nodes. The differences in the features
shows as a change from zero. Those features that are similar in the two patterns do not differ
greatly from zero, whereas the features that separate the two patterns do.
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17.6 FEATURE SELECTION

Any modeling method, be it ANN, SOM, LCM, or other, requires that the correct set
of features be used. The search for an optimal feature set represents the real effort in
finding useful robust models. As the number of possible features grows, the combina-
torial numbers become astronomical very quickly. With mass spectrometric data, for
example, one can expect something on the order of 10,000 to 1 million data points.
Assuming a 10,000 data point string, if a five-feature pattern is expected, there are
10,0005, or 1 × 1020 possible combinations. An explicit search of a combination set of
this magnitude is virtually impossible, even using massively parallel computers. It is
clear that a systematic means of streamlining the search is required.

There are a number of ways available for feature selection. Classically, the
statistical methods of stepwise regression and correlation have been with reasonable
success. However, it is not clear that a statistical method is truly compatible with
the nonlinear methods described here. Therefore, it seems desirable to use a method
that uses these nonlinear techniques in an integral fashion.

One such method uses the genetic algorithm1–3,16 in conjunction with an LCM
to find an optimal set of features. The genetic algorithm is a computer simulation
of natural evolution. The natural processes of mating, reproduction, crossover
mutation, and population limitation are used to evolve a set of features that an
LCM can use to cluster data such that it can distinguish biological states. All the
processes are probabilistic, with the more fit members of the population having a
greater chance of mating and surviving than those less fit. The process guarantees
that each successive generation of candidate solutions will be, on average more
fit, i.e., better able to solve the problem, than the previous until a near optimal
solution is found.

REFERENCES

1. Petricoin, E.F., Ardekani, A.M., Hitt, B.A., Levine, P.J., Fusaro, V.A., Steinberg, S.M.,
Mills, G.B., Simone, C., Fishman, D.A., Kohn, E.C., and Liotta, L.A. Use of pro-
teomic patterns in serum to identify ovarian cancer. Lancet, 359, 572–577, 2002.

2. Petricoin, E.F., III, Ornstein, D.K., Paweletz, C.P., Ardekani, A., Hackett, P.S., Hitt,
B.A., Velassco, A., Trucco, C., Wiegand, L., Wood, K., Simone, C.B., Levine, P.J.,
Linehan, W.M., Emmert-Buck, M.R., Steilhberg, S.M., Kohn, E.C., Liotta, L.A.
Serum proteomic patterns for detection of prostate cancer. J. Natl. Canc. Inst., 94,
1576–1578, 2002.

3. Hingorani, S.R., Petricoin, E.F., Maitra, A. Rajapakse, V., King, C., Jecobetz, M.A.,
Ross, S., Conrads, T.P., Veenstra, T.D., Hitt, B.A., Kawaguchi, Y., Johann, D., Liotta,
L.A., Crawford, H.C., Putt, M.E., Jacks, T., Wright, C.V., Hruban, R.H., Lowy, A.M.,
and Tuveson, D.A. Preinvasive and invasive ductal pancreatic cancer and its early
detection in the mouse. Canc. Cell, 6–21, 2003.

4. Anderson, N.L. and Anderson, N.G. The human plasma proteome: History, character,
and diagnostic prospects. Mol. Cell. Proteomics, 1(11), 845–867, 2002.

5. Punglia, R.S., D’Amico, A.V., Catalona, W.J., Roehl, K.A., and Kuntz, K.M. Effect of
verification bias on screening for prostate cancer by measurement of prostate-specific
antigen. New England Journal of Medicine, 349, 335–342, 2003.



366 Informatics in Proteomics

6. Kauffman, S.A. The Origins of Order: Self-Organization and Selection in Evolution.
Oxford University Press, New York, 1993.

7. Rummelhart, D.E. and McClelland, J.L. Parallel Distributed Processing. MIT Press,
Cambridge, MA, 1986.

8. Hornik, K., Stinchcombe, M., and White, H. Multilayer feedforward networks are
universal approximators. Neural Network., 2, 359–366, 1986.

9. Grossberg, S. Adaptive pattern classification and universal recoding, I: Parallel devel-
opment and coding of neural feature detectors. Biol. Cyber., 23, 121–134, 1976.

10. Kohonen, T. Analysis of a simple self-organizing process. Biol. Cybern., 44, 135–140,
1982.

11. Kohonen, T. Self-organized formation of topologically correct feature maps. Biol.
Cybern., 43, 59–69, 1982.

12. Kohonen, T. Self-Organizing Maps. Springer-Verlag, New York, 2001.
13. Carpenter, G.A., Grossberg, S., Markuzon, N., Reynolds, J., and Rosen, D. Fuzzy

ARTMAP: A neural network architecture for incremental supervised learning of
analog multidimensional maps. IEEE Transactions on Neural Network., 3, 698–713,
1992.

14. Hitt, B.A. Adaptive Fuzzy Feature Mapping. U.S. Patent # 6,249,779, 2001.
15. Kohonen, T., Kaski, S., and Lappalainen, H. Self-organized formation of various

invariant-feature filters in the adaptive-subspace SOM. In Self-Organizing Map For-
mation, Foundations of Neural Computing. MIT Press, Cambridge MA, pp. 354–368,
2001.

16. Holland, J.H. Adaptation in Natural and Artificial Systems. MIT Press, Cambridge,
MA, 2001.



367

18 Statistical Design and 
Analytical Strategies 
for Discovery of 
Disease-Specific
Protein Patterns

Ziding Feng, Yutaka Yasui, Dale McLerran, 
Bao-Ling Adam, and John Semmes

CONTENTS

18.1 Introduction ................................................................................................368
18.2 Statistical Properties of Protein Expression Measurements......................369
18.3 Study Design..............................................................................................373

18.3.1 The Issue of Overfitting ...............................................................373
18.3.2 Use of Training and Test Data Sets

and Sample Size Considerations..................................................374
18.3.3 Controlling for Potential Confounders

by Frequency Matching................................................................376
18.3.4 Replicated Assays.........................................................................377
18.3.5 Balance between Comparison Groups and

Replicate over the Major Sources of 
Variance Components...................................................................377

18.4 Data Analysis .............................................................................................378
18.4.1 Identifying Poor-Quality Spectra .................................................378
18.4.2 Peak Identification and Alignment...............................................378
18.4.3 Reduction of Dimensionality .......................................................380
18.4.4 Classifier Construction .................................................................383

18.4.4.1 Logistic Regression ....................................................383
18.4.4.2 Boosting......................................................................385

18.4.5 Assessment of Prediction Error ...................................................387
18.5 Conclusion..................................................................................................388
References..............................................................................................................388



368 Informatics in Proteomics

18.1 INTRODUCTION

The rapid advances in proteome technology offer great opportunities for cancer
researchers to find protein biomarkers or protein patterns for early detection of
cancer.1 Since many types of cancer are curable if treated early and are incurable at
later stages, early detection is an effective way for fighting against cancer.

Bioinformatic and statistical methods for genomic data, in particular the data
from Affimatrix microarray or c-DNA spot array experiments, have matured over
the past five years and have made contributions to biology and medicine. To make
similar headway in proteomics, we need to understand two challenges in proteomic
data analyses. First, the number of proteins, due to posttranslational modifications,
is even larger than the number of genes. This high dimensionality leads to diffi-
culties in identifying protein biomarkers or protein patterns truly diagnostic for
cancer. Not only computational demand, but also the chance of false findings, is
high because the dimension of the data is usually much larger than the number
of samples under investigation. This is parallel to genomic data but at a larger
scale. Second, in the Affimatrix microarray or c-DNA spot array data, the com-
plementary double-helix structure of DNA greatly facilitates the fidelity and
reproducibility of the expression data. Such an advantage does not apply to
proteomics due to proteins’ three-dimensional structures. Measurement variation
occurs not only on protein expression intensity but also on the protein mass
quantification. Specifically, the same protein or peptide can appear at different
mass values on different proteomics platforms and, worse, in different runs on
the same instrument, due to the limitations of the instrument. This creates great
difficulties in protein identifications and measurements for using protein patterns
as a disease diagnostic tool.

Statistics has contributed greatly in agriculture, industry, technology, and bio-
medicine. Regardless of the settings, good statistical practice follows three ordered
principles. First, we need to understand the data-generating process, the sources of
variations, and systematic biases in the process. Second, based on these understand-
ings, we need to design experiments that eliminate or reduce the biases and variations
(noises), or at least enable their control and measurement so that rigorous analyses
and inference could be made. Third, analysis methods must take into account the
data-generating process and must be congruent to the experimental design. This
means a good analysis is impossible without correct execution of the first two
principles. It also emphasizes the importance of close interactions between labora-
tory/bench scientists and statisticians from the early experimental planning to the
final reporting of findings.

The objective of this chapter is to provide operational guidelines to meet these
three principles for biologists and biostatisticians in planning proteomics experi-
ments and analyzing and interpreting their data.

The remaining part of this chapter is organized into three sections corresponding
to the above three principles, plus a summary section. We use surface enhanced laser
desorption/ionization–time of flight (SELDI-TOF) data as an example, but the prin-
ciples apply to data from other proteomic platforms, such as matrix-assisted laser
desorption/ionization–time of flight (MALDI-TOF). Our discussions focus on using
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protein/peptide peaks to form disease classifiers without knowing protein identities.
SELDI technology does not directly provide protein identification. Therefore, quan-
titative methods for peptide/protein identification are not discussed here. We also
exclude the statistical design and analysis for formally validating a given disease
classifier (e.g., a protein marker or a panel of protein markers/peaks with an explicit
rule to combine them for diagnosis). The statistical experimental design and analysis
for formal validation of a given classifier are very different from that for classifier
construction and would require a whole chapter to discuss them. This chapter
answers two questions: (1) how to plan an experiment for studying protein/peptide
patterns for disease classification, and (2) after obtaining such data, how to construct
a classifier.

18.2 STATISTICAL PROPERTIES OF PROTEIN 
EXPRESSION MEASUREMENTS

SELDI-TOF utilizes the ProteinChip Technology developed by Ciphergen Biosys-
tems, Inc. Biological samples are first placed on the surface of wells on a protein
chip. Proteins bind to the surface with certain chemical (e.g., hydrophobic, hydro-
philic, ionic) or biochemical (e.g., antibody, enzyme, receptor) properties. Nonbind-
ing proteins, salts, etc., are then washed away. Matrix, or energy-absorbing molecule
(EAM), is then applied to the surface that will absorb the energy from a laser beam
and transfer the energy to ionize proteins. The protein mass and its intensity are
determined by the time-of-flight technology. Heavier proteins/peptides take a longer
time to reach the detector, while lighter ones require less time. These different times
to reach the detector are translated into different protein masses. The number of
protein particles hitting the detector at a given time point is translated into a protein
intensity measure.

There are 8 wells per protein chip, 96 chips per manufacture batch. Assays may
be run on different days and/or different machines. Therefore, the sources of variations
are well-to-well variation, chip-to-chip variation, batch-to-batch variation, day-to-day
variation, machine-to-machine variation, and sample-to-sample variation. Only the last
variation associated with a certain disease phenotype is the signal of scientific interest.
All the others are noise that we want to reduce so that the signal-to-noise ratio is
increased.

Figure 18.1 shows two spectra from the same serum sample. A visual inspection
suggests that the protein mass/charge points are very consistent across spectra.
However, the magnified segments reveal that the seemingly aligned peaks are not
actually aligned. Typically, the magnitude of SELDI mass accuracy error is about
1,000–2,000 ppm (0.1–0.2% of mass per charge values). This misalignment makes
assessment of protein intensity variation at a specified mass/charge point not very
meaningful. Therefore, for the materials discussed in this section, we have performed
peak identification and alignment of spectra. Baseline subtraction and normalization
have been applied on these data at the laboratory and are not discussed here. A
detailed discussion of our peak identification and alignment method is given in
Section 18.4.
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FIGURE 18.1 Two spectra produced from a pooled serum sample and the magnified segment
from 2950 to 2980 m/z.
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In an experiment investigating the sources of biases and variations, a pooled
serum sample was measured repeatedly using one SELDI machine. Six chips were
taken from each of two batches and assays were run on five different dates, 2 to 4
chips per day. This yields 96 spectra (12 chips × 8 wells per chip).

Figure 18.2 depicts, for each well’s expression intensity, the t-statistic for depar-
ture from the grand mean over all chips and wells. It indicates that there are some
systematic differences in intensity variability among wells, with wells 1 and 8 (the
top and bottom wells on a chip) having more deviations from the grand mean
intensity values. The systematic variation becomes smaller toward the middle wells.
This could occur for many potential reasons; for example, if chips are not in a perfect

FIGURE 18.2 t-Statistic for departure from grand mean.
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perpendicular position in the machine. In planning a new experiment, either this
systematic problem must be corrected technologically, or wells 1 and 8 should not
be used for analyzing samples. It also suggests that samples should be assigned to
wells at random to avoid systematic bias. Section 18.3.2 will discuss experimental
design in depths.

Figure 18.3  shows histograms of the ratio of day-to-day variance to well-to-well
variance, and the ratio of chip-to-chip variance to well-to-well variance, for all mass
per charge points. It indicates that the chip-to-chip variance and the day-to-day variance
are usually much smaller than the well-to-well variance. Note that “variance” refers
to the degree of random measurement errors and should be distinguished from “bias,”
the systematic measurement errors shown in Figure 18.2. This is a desirable property
because the well is the smallest measurement unit and it is relatively easy to reduce
the well-to-well variance by using multiple wells per sample and taking their mean.

FIGURE 18.3 Histogram of day-to-day to well-to-well variance ratio and chip-to-chip to
well-to-well variance ratio.
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18.3 STUDY DESIGN

18.3.1 THE ISSUE OF OVERFITTING

One central challenge in study design is the fact that the number of candidate protein
peaks under examination for their diagnostic potential is usually substantially larger
than the number of biological samples, even after peak identification and alignment
that reduce the number of candidate protein peaks dramatically. In a classic regression
problem, a model would fit the data extremely well if the degrees of freedom of the
model are large enough, or fit the data exactly if the model has the degrees of freedom
equal to the sample size; yet such a model does not approximate well the underlying
mechanism that generated the data (e.g., proteins and their interactions that specify
the observed disease status). This is because the large degrees of freedom tailor the
model too finely to the features of observed data; the fitted model describes not only
the systematic features of the underlying data-generating mechanism, but also the
random features that are unique to the observed set of data. When such an overfitted
model is used to predict a new observation, it fails. This phenomenon is called
“overfitting.” This issue is so critical for high-dimensional genomic and proteomic
data analyses and deserves more discussions below.

The degrees of freedom for a model is a statistical concept. It refers to the number
of independent pieces of information used by the model. The more complex a model
is, the more degrees of freedom it has. A set of n independent observations has n
pieces of independent information. Let’s assume that we have a total of n independent
samples, some are from disease cases and the rest are from normal controls, and the
biomarker measure is a continuous variable with distinct values for each sample. A
simple model using the mean for each of the case and control groups has two degrees
of freedom. A model that classifies a sample as “disease” if its value equals any of
the values of the case samples and “normal” if its value equals any of the values of
the control samples has n degrees of freedom. It classifies the n samples perfectly
but it is useless for future prediction. This is an extreme example of overfitting because
it does not uncover any underlying mechanism of biology and did not filter out any
noise from the data. A good model would approximate the underlying mechanism of
biology to a degree consistent to the amount of information in the data; that is, it is
not too simple or too complex relative to the amount of information at hand. An
overfitting occurs when a model is inappropriately too complex and flexible, relative
to the amount of information available. The result of fitting such a complex flexible
model to the finite data at hand is a model excellent for describing the data at hand
but poor for approximating the underlying mechanism of biology and, consequently,
poor for predicting disease classes of new observations.

The large number of protein peaks allows analysts to construct a complex model
with degrees of freedom possibly near or equal to the number of samples, leading
to overfitting. This overfitting and the resulting overly optimistic claim/interpretation
could occur implicitly and the analysts or readers may not realize them.

van’t Veer et al.2 examined microarray data with 23,881 genes measured over
78 breast cancer cases, clinically, 44 cases were in the good prognosis group and
34 were in the poor prognosis group. The goal of their analysis was to use gene
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expressions to predict prognosis. A microarray predictor was generated by the fol-
lowing process: approximately 5,000 genes were selected initially from 23,881 genes
using a fold-change and p value criterion, of which 231 genes were selected if they
had large absolute correlation with the disease class labels. Then, they used a
“leave-one-out” cross-validation method to select an optimal subset of 70 genes,
constructed a 70-dimensional centroid vector for the 44 good-prognosis cases, and
used the correlation of each case with this centroid to choose a cutoff value to form
a binary microarray predictor. This classifier was produced by the multistage modeling
process described above from a large number of genes. Therefore, overfitting is a
potential concern. Did it really overfit?

Tibshirani and Efron3 did an interesting analysis to address whether there is an
overfitting. If one naively uses the 70-gene predictor as a covariate in a logistic
regression model together with six other clinical covariates, the odds ratio (OR) of
the disease associated with the microarray predictor is 60, while the largest OR from
the six clinical predictors is 4.4. The OR of 60 indicates a remarkably strong
association between the disease and the predictor. In contrast, Tibshirani and Efron3

used a “prevalidation” procedure; that is, they set aside 6 cases at a time when
performing the above gene/cutoff point selection using the remaining 72 cases. A
binary microarray predictor from the 72 cases was used to predict the 6 cases, and
the predicted values for the 6 cases were saved as their binary microarray predictor.
They repeated this process 12 additional times and obtained a microarray predictor
for each of the 78 cases. When they used this predictor in the same logistic regression
model, the OR for the microarray predictor dropped from 60 to 4.7, less than the
largest clinical OR, 4.9. A more rigorous full cross-validation showed that adding
the microarray predictor to the six clinical predictors in logistic regression models
only decreased the prediction error from 29.5 to 28.2%. van’t Veer et al. also
performed some sort of cross-validation (but details were not provided in their paper)
and the OR for the microarray predictor was 18. The large difference in the ORs
for the microarray predictor suggests that an overfitting might have occurred.

The key message from this example is the importance of having an unbiased
assessment of true future prediction error of a predictor. Future prediction error is
defined as the prediction error of a predictor constructed from training samples on
(a large set of ) independent new samples from the same population. This can be
assessed unbiasedly by separating samples into a training set and a test set at the
design stage (Section 18.3.2), or by rigorously estimating it from all available data
(Section 14.4.5). The practice of not estimating the future prediction error by an
independent test set or a careful statistical approach should be avoided.

18.3.2 USE OF TRAINING AND TEST DATA SETS

AND SAMPLE SIZE CONSIDERATIONS

Section 18.3.1 illustrates the importance of having an independent test data set, not
involved in the construction of a predictor, to evaluate the true future prediction
error. We recommend this as the first choice for the estimation of future prediction
error when there are a large enough number of samples to split into training and
test data sets. This should be an essential part in the planning of experiments. When
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an independent test data set is not feasible, a careful and thorough cross-validation
is necessary to guide the construction of a predictor and assess its performance. The
cross-validation is the second choice because there are many ways of performing
cross-validation, as seen from the above example, and analysts could use the
approach that leads to seemingly “better” results, without realizing that an overfitting
has occurred. This section discusses the setting when we have enough samples to
split into training and test sets.

How large should each data set be? There is no formal simple rule to determine
the size of a training set. This is because the training sample size depends on
signal-to-noise ratios in the data and the complexity of a final predictor (the number
of protein peaks to be combined and how they are combined). These are unknown
before the analysis of data. Because of the high dimensionality and the potential
complexity of predictors that could arise, our suggestion is to get as many samples
as feasible, usually at least 100 samples for each disease class.

The prediction rule usually has its potential clinical application in mind. There-
fore, the test sample size can be determined using a joint confidence region for
sensitivity and specificity. Sensitivity is the true positive fraction, the proportion of
the disease cases that are classified correctly by the prediction rule. Specificity is
the true negative fraction, the proportion of the normal controls that are classified
correctly by the prediction rule. Sensitivity and specificity are binomial proportions
so the sample size calculation follows the standard one for binomial proportions
with additional considerations of the two jointly. The null hypothesis is that either
sensitivity or specificity of the rule is lower than a respective predefined unacceptable
value. The sample size should be large enough such that if the classification perfor-
mance is truly better than the specified unacceptable cutoffs, the joint confidence
region of sensitivity and specificity will not include the specified unacceptable
cutoffs. For example, if we hope a new test has sensitivity and specificity both at
92% and we want above 90% power to rule out the unacceptable sensitivity and
specificity of 84% using a 95% joint confidence region, we need 250 diseased and
250 nondiseased samples. Details of this procedure are described in Section 8.2 of
Pepe.4

The unacceptable sensitivity and specificity depend on the intended clinical
application. For example, for a general population screening for ovarian cancer, due
to the very low prevalence of the disease the specificity has to be very high, say
above 99%. Otherwise, a lot of false positives will be generated for unnecessary
work-up and worry. However, if it will be used for a high-risk population surveil-
lance, for example, a prostate cancer screening for men with moderately elevated
PSA levels, a test with a lower specificity can be applied to decide whether the
subjects should be evaluated further by biopsy. In the latter situation, high sensitivity
is more important than high specificity because the current practice sends all men
with moderately elevated PSA levels to biopsy.

The sample size consideration for a test set discussed above is for the situation
where we have a well-defined predictor for an intended clinical use and want to
assess the predictor’s performance for the intended use. Often we just want to use
the test set to check potential overfitting and overinterpretation. In this setting, the
majority of the sample, say 70 to 85%, should be used for the training set, especially
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when there is not a large number of samples to adequately split to the two sets. This
is because at the training stage the construction of a predictor is the main objective
and should use as many available samples as possible.

The test set should be kept by a person who is not involved in constructing the
classifier. Only the final predictor should be tested on the test set. If an analyst
modifies the predictor after seeing the test set performance, or chooses a predictor
from multiple predictors based on their test set performance, the final test set
performance is overestimated, sometimes extremely, because the test set is becoming
the training set when it is used for selecting predictors.

There is another situation where an estimate of future prediction error from even
a rigorous assessment differs from the prediction error in an independent test set.
This happens when the test samples and the training samples are not from the same
population. Differences in subject selection criteria, sample processing, and storage
conditions could lead to this situation. The definition of “population” must, therefore,
include subject selection, sample processing, and storage. Samples are from the
same population if the subject selection criteria, the sample processing, and storage
conditions are consistent.

When samples are collected from multiple laboratories, these conditions must
be consistent across all laboratories. If samples are processed under different con-
ditions in one of the labs, bias could occur and a predictor constructed from this
lab’s data will not be consistent with data from the other labs because the samples
are not from the same population. If samples are from multiple labs, one way to
perform a cross-validation is to leave one lab’s data out, using the remaining data
to construct a predictor that is then applied to the data from the lab left out to estimate
the prediction error. Perform this in turn for all labs and then combine the prediction
errors (“leave-one-lab-out cross-validation”). If all predictors are similar and per-
formed similarly well, that means the data were collected in a consistent way or at
least any inconsistency did not affect protein profiles. We could then combine all
data to construct one predictor. Otherwise, it is necessary to identify which lab’s
samples appear abnormal and potentially down-weight or discard their data. In a
prospective study requiring sample collection from multiple sites, it is absolutely
necessary to develop a formal protocol that details subject selection, sample pro-
cessing, storage, and assay procedures, and all sites must follow the protocol closely.
This is a general good practice for all multicenter studies, but it is particularly
important when the measurements of interest are high-dimensional because small
systematic bias could accumulate in multidimension and therefore has a big impact
on future prediction error.

18.3.3 CONTROLLING FOR POTENTIAL CONFOUNDERS

BY FREQUENCY MATCHING

In comparing control and cancer subjects with respect to protein profiles, it is
advantageous to select controls such that they have the same distributions as cancer
cases for all factors that might distort the associations of protein profiles with the
disease, such as smoking status, age, race, family history of cancer, etc. Such factors
are called potential confounders and they may be correlated with both disease status
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and diagnostic protein markers. Imbalance between cases and controls with respect
to confounders will introduce bias. Often an individual match is not necessary and
a frequency matching will be adequate; e.g., two groups have the same percent of
smokers, age distribution, racial mix, etc. If the individual matching is used, it would
be advantageous to account for it in the analysis procedure (e.g., by using conditional
logistic regression).

Potential confounders could also arise from sample collection, processing, storage,
and assay procedures. Even when samples are collected, processed, and stored in the
same way, if case and control samples are assayed at different times but are not
consistent, potential confounding could occur. As implied by Figure 18.2, even the
allocation of samples to the wells on ProteinChips could introduce bias. Because we
can never know all confounding factors, the safest way is to randomly assign cancer
and control samples to wells, chips, processors, and assay dates, balancing the number
of control and cancer samples in each chip. Assay technicians should be blinded on
disease status when performing the assays.

18.3.4 REPLICATED ASSAYS

Each sample should be assayed at least twice, preferably three or more times
repeatedly. As we will see in Section 18.4.1, poor spectra with extremely low
signal-to-noise ratios do occur. With three measurements, we have information to
judge whether an observed abnormal spectrum is a poor-quality spectrum due to
instrument/assay, or a correct spectrum from a poor-quality sample. In addition, an
average of three replicated intensity measurements would have a standard deviation
that is 1/√3 times (less than 58% of) the standard deviation of a single measurement.
This is a simple statistical scheme to reduce the noise level in the intensity mea-
surements. The exceptional setting where multiple measurements cannot be taken
is when the assay cost is far more than the cost of obtaining specimen. This is not
the case for SELDI and MALDI experiments.

18.3.5 BALANCE BETWEEN COMPARISON GROUPS AND REPLICATE 
OVER THE MAJOR SOURCES OF VARIANCE COMPONENTS

The variance components analysis in Figure 18.3 could help us in deciding how to
allocate control and cancer samples in the experimental design. The principle is to
balance the control and cancer sample allocation on the major source of variance
components. If the well-to-well variation is very small, not achieving balance
between cancer and control samples on well positions is not critical. Figure 18.3
indicates, however, that this variance component (well-to-well) is indeed large.
Therefore, balancing the well positions between two disease groups is important. In
particular, allocating a specific type of samples (e.g., QC samples, disease samples,
etc.) to a specific well position in each chip would be a bad idea.

Another use of variance component analysis is to guide where to place replicates.
We often observe laboratory scientists taking duplicates in the same assay run for
convenience, e.g., on the same chip. By doing it this way, however, they are likely
to get consistent measurements on the same sample; this is not a good practice in
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taking replicates. In fact, this approach leads to the largest variance of an average
intensity of the replicate measurements because the replicates are taken at the well
level and they could only reduce the well-to-well variance component. If the nesting
structure is in the order of well, chip, assay day, and chip batch, for example, the
average of replicate measurements would reach the smallest variance when replicates
are placed at the chip batch level. The reason is that when we replicate at the chip
batch level, we automatically replicate all factors nested within it, as long as we
have a random assignment. If we replicate wells within chip, only wells are replicated
but nothing above it is replicated. If, for practical reasons, we want to replicate at
a level lower than the top, say at the chip level, it is then important to make sure
that the levels with large variance components get replication. For example, from
Figure 18.3, the well-to-well variance is the largest one. Replication at the well level,
though not optimal, is not unreasonable if the logistic for a higher-level replication
is very difficult.

18.4 DATA ANALYSIS

18.4.1 IDENTIFYING POOR-QUALITY SPECTRA

Sometimes it is easy to determine a poor-quality spectrum by visual inspection but
often it is hard to decide (Figure 18.4). This is particularly true when they are at the
borderline. We developed a logistic regression model to quantify the probability that
a spectrum is of poor quality using three predictors:

1. Square root of mean square errors of intensity (poor quality spectra tend
to have higher noise)

2. Autocorrelation (poor quality spectra tend to have low correlation between
adjacent points)

3. Maximum intensity at a prechosen range of mass-per-charge values where
almost all spectra showed a strong peak (poor-quality spectra tend to lack
this strong peak)

The first two calculations are restricted to low molecular weight (2,000 to 3,170
Daltons) where high-intensity values are typically observed. Figure 18.5  shows the
classification of “good” vs. “bad” spectra by this model. This approach is more
objective and systematic than the subjective visual inspection and one can easily
change the cutoff point to be more or less conservative.

18.4.2 PEAK IDENTIFICATION AND ALIGNMENT

As Figure 18.1 indicated, the error in mass accuracy poses a challenge in data
analysis because the same protein or peptide could appear at slightly different
mass-per-charge values across samples. Although many analysts use SELDI-TOF
data without defining and aligning peaks for biomarker-profile identification, we
believe these are essential procedures before using the data for the marker identifi-
cation.
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To align peaks, we first need to define them. Peaks can be identified by using
the manufacturer’s internal algorithm. Our alternative simple definition calls a point
a “peak” if it is the maximum intensity in its nearest ±N mass per charge points.
By trial and error with visual inspection, we found N = 10–20 as reasonable.

After peaks are identified by the simple rule, we look at every mass per charge
point and a window around it: the window consists of all points with mass per charge
values within ±0.2% (or ±0.1%; this is equal to the mass accuracy of the instrument)
of the point under inspection. We count the number of peaks in the window across
all spectra, pick up the mass per charge point that has the largest number of peaks
in its window, and use this point as the first aligned mass per charge point with an

FIGURE 18.4 Triplicate spectra from same serum sample. The middle one indicates a bad
spectrum.

40

30

20

10

0

−10

40

30

20

10

0

−10

40

30

20

10

0

0 2500 5000 7500
−10

10000

M/Z



380 Informatics in Proteomics

aligned peak value of each spectrum set at its maximum intensity value within the
window. Note that a spectrum without any peak in the window still gets an aligned
peak value, but it would be relatively low. Now this first window is taken away from
the mass-per-charge axis and we repeat the process (i.e., pick a mass per charge
point that has the largest number of peaks in its window, use this point as the aligned
mass per charge point, and take out the window from the remaining mass per charge
axis) until no peak is left to be aligned in any spectrum. Figure 18.6 indicates four
spectra before and after the peak alignment. See Yasui et al.5 for details of this
procedure.

18.4.3 REDUCTION OF DIMENSIONALITY

Now we are ready to construct a classifier. Depending on the peak identification and
alignment methods, the number of potential predictors (aligned peaks) could still
be on the order of a few dozen to a few thousand. If the number is big, it is hard to
construct a classifier from the pool of potential predictors directly. One way to reduce
the dimensionality is to filter out most of the peaks and only use the peaks with
some promising features to be combined for a powerful classifier. In microarray
analyses, fold changes, t-statistics or correlations between two disease groups are
often used for filtering. However, as Pepe, et al.6 pointed out, it makes more sense

FIGURE 18.5 A three-dimensional plot indicated that the bad spectra were separated from
the good spectra by three predictors via a logistic regression model.

log (RootMSE)
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to use sensitivity and specificity to rank the candidate genes for further investigation
for disease diagnosis and early detection purposes. We have used a similar idea.
Sensitivity and specificity are two measures and they change with the cutoff point.
It would be easier to use a one-dimensional measure as a filtering criterion. Two
sensible one-dimensional measures are partial area under the receiver operating
characteristic (ROC) curve (PAUC) and Yuden distance (Figure 18.7). Yuden distance
is defined by the sum of sensitivity and specificity minus 1. The range of Yuden
distance is from 0 to 1, with 1 indicating zero classification error and 0 indicating
no diagnostic capacity at all. Thus, filtering peaks by Yuden distance would give an
equal weight to sensitivity and specificity.

An ROC curve is the functional curve of sensitivity against (1-specificity). It
summarizes the operating characteristics of a predictor with continuous values. Each
point on the curve corresponds to a cutoff point for a predictor (e.g., test positive for
cancer if the predictor value is above the cutoff point, otherwise test negative). PAUC
can be defined as the area under the ROC curve from specificity 1 to a predefined
specificity, say 0.9. Choosing protein peaks that have larger PAUC values will preselect
protein peaks that have high specificity. Similarly, we can define PAUC as the area
under the ROC curve from the specificity corresponding to a predefined high sensi-
tivity, say 0.9, to specificity 0 (i.e., sensitivity 1), and select protein peaks with large

FIGURE 18.6 Spectra before and after peak alignment.
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PAUC values. This preselects protein peaks that have high sensitivity. We could
predetermine the top percentiles for the two types of PAUC to be selected to control
the number of protein peaks filtered out. Note that the multiple criteria (i.e., Yuden
distance and the two types of PAUC) can be combined for filtering by taking the union
of the selected peak set by each criterion. This is advantageous since we wish to keep

(a)

(b)

FIGURE 18.7 The shaded area containing the bolded vertical bar represents the criteria for
filtering predictors. (a) PAUC based on high specificity. (b) PAUC based on high sensitivity.
(c) Yuden distance.
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the peaks that are not necessarily discriminatory globally, but either highly specific or
sensitive, to capture some smaller subgroups of cancer cases or controls.

18.4.4 CLASSIFIER CONSTRUCTION

There are many classifier construction algorithms: most of them are from either
statistical science or computer science/machine learning. A good discussion of this
topic can be found in a recent book by Hastie, et al.7 We describe here two algorithms
that we found to have good performance and interpretations. They are logistic
regression and boosting.

18.4.4.1 Logistic Regression

Logistic regression is a standard statistical regression algorithm to model a binary
outcome Y (e.g., Y = 1 for cancer vs. Y = 0 for noncancer) using an array of candidate
predictors (continuous, binary, categorical, or mixture of them). It is one of the most
popular analysis methods in the field of epidemiology. Logistic regression assumes
the following model:

Logit(E[Y]) = b0 + b1X1 + b2X2 + ⋅ ⋅ ⋅ + bMXM, Y ∼ Independent Bernoulli(E[Y])

where Logit(a) = ln(a/1 − a), Xi is ith predictor (i.e., ith peak in the spectra), and bi

is the regression coefficient associated with the ith predictor. The value of bi has an
interpretation as the increase in log odds of cancer associated with one unit increase
of Xi. For a binary predictor (i.e., having peak or not having peak at a specific mass
per charge point), it is the log odds ratio of cancer for a patient with a peak at this

(c)

FIGURE 18.7 (Continued).
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mass-per-charge point compared to a patient without a peak there, holding all other
factors constant. After the model is finalized, we can predict the probability of a
spectrum in question being a cancer rather than noncancer using the formula: prob-
ability of cancer = 1/[1 + exp{−(b0 + b1X1 + b2X2 + ⋅ ⋅ ⋅ + bMXM)}]. If the probability
is larger than 0.5, the prediction is more indicative for cancer. Otherwise, it is more
indicative for noncancer. Users could modify this cutoff point if sensitivity and
specificity have different importance under their particular setting. Note that the
intercept term b0 depends on the ratio of cancer vs. noncancer cases in the data set:
if the ratio changes from a training data set to a test data set, for example, caution
must be exercised in applying a cutoff because the intercept term from the training
set is not directly applicable to the test set. More discussions on logistic regression
models can be found in Harrell.8 All major commercial statistical software packages,
such as SAS, SPSS, STATA, BMPP, and S-Plus include logistic regression analysis
capability.

Even with peak alignment and filtering, there may still be a few hundred peaks
as potential predictors for logistic regression. We can use a forward variable-selection
procedure: we first identify, among all Xis, the peak that has the best prediction
power. That means that, among all logistic models with just one peak in the model,
the model with this peak has the minimum misclassification error. After selecting
the first peak for the model, we identify and add the best peak of all remaining
peaks, given the first peak in the model. We continue the selection by adding the
best peak, given the previously selected peaks in the model.

When shall we stop the selection? As we noted before, we could add more and
more predictors and eventually overfit the data. We could use a cross-validation
procedure to determine when to stop and minimize overfit. The idea of a tenfold
cross-validation, for example, is as follows. We divide the data into ten equal parts
randomly and only use nine parts to construct a classifier with the best p predictors.
We then use the classifier to predict the remaining 10% of the data not used in
classifier construction. This 10% data act like a validation data set. We continue this
process with a fixed p for all ten parts. By the end, there is precisely one classification
result for each sample that can gauge the performance of the classifier-building
procedure with the fixed p on new independent data. After trying a set of different
values for the number of predictors in the model, the optimal p could be determined
by the one that gives the smallest cross-validation error. Alternatively, we can fix
the significance level p of a newly added protein peak, instead of the number of
peaks in the model, to determine the optimal stopping rule.

There is an important implication: if we use cross-validation only once for a
prespecified number of predictors in the model, the cross-validation error is a good
estimate of future prediction error. However, if we use cross-validation for model
selection, such as described above, we still could overfit slightly. This is because,
although such cross-validation discourages analysts from choosing too complicated
models (too many predictors), the “optimal” number of predictors that minimizes
the cross-validation error depends on the particular data at hand. If we draw another
set of data from the same population, the “optimal” number may differ. Thus,
selecting an optimal number of predictors itself is also overfitting but at a smaller
order compared to that from a classifier with too many predictors.
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18.4.4.2 Boosting

Boosting is an ingenious method developed in computer science during the 1990s9–11

for combining multiple “weak” classifiers into a powerful committee. There are
variations of boosting algorithms. For a comprehensive discussion, see Hastie, et al.7

We will describe two popular boosting algorithms here: Discrete AdaBoost and Real
AdaBoost. The applications of boosting for SELDI data were described in Qu12 for
Discrete AdaBoost and Yasui13 for Real AdaBoost.

18.4.4.2.1 Discrete AdaBoost
Discrete AdaBoost uses a classifier fm(x) that has value 1 (to indicate disease) or −1
(to indicate nondisease) for a given protein peak indexed by m. Suppose we use a
simple “stump” classifier that classifies a sample as disease if the peak intensity is
at the mth protein peak above (or below) a certain level. This can be done by simply
dividing the peak intensity into a number, say 50, of equally spaced segments and
finding the cutoff point that best differentiates disease and nondisease samples. If
we are not comfortable about the quantitative measure of intensity, we can simply
use X = 1 (peak) or X = 0 (no peak). We examine all peaks this way and choose the
peak with a particular cutoff that gives the smallest misclassification error. This
forms our first classifier fm=1. In this first classifier, we use an equal weight (weight
=1/N) for all N observations.

This classifier is usually a weak classifier. Now we update the weights by
assigning larger weights for the observations that were misclassified by this classifier.
For observation Yi (Yi = 1 for disease, Yi = −1 for nondisease), the new weight is wi =
previous weight × exp{cm × I(yi fm(xi) = −1)}, where cm = log[(1 − errm)/errm)], where
errm is the proportion of all N samples that are misclassified by the current classifier
and I(.) is an indicator function and equals 1 if the statement in parenthesis is correct,
0 otherwise. Note that if the prediction is correct, then yi fm(xi) = 1 and exp{cm ×
I[yi f m(xi) = −1]} = 1. The new weight is then equal to the old weight. If the prediction
is incorrect, then exp{cm × I[yi fm(xi) = −1]} = exp(cm) is larger than 1 as long as cm

is positive: this always holds with a high probability if the weak classifier is better
than flipping a coin. This is the first important feature of boosting: assign larger
weights to those difficult to classify. Logistic regression uses the same weight for
each observation.

We apply our favorite classifier algorithm again, the same way as described
above, except now to the weighted data. We repeat this process M times and the
final classifier is

a weighted sum of all M classifiers: the classifier is f (x) = 1 if the sign of the sum
is positive and −1 otherwise.

We can think of this final classifier f (x) as a committee formed by M members
(classifiers). Each member gives a vote 1 or −1. A member that has better knowledge
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(a smaller errm and therefore a larger cm) carries larger weight in voting. This is the
second important feature of boosting: a committee voting. This is analogous to b’s
(regression coefficients) in logistic regression.

The third feature of boosting is that the same protein peak can be repeatedly
selected as a committee member, likely with different values of cm, while in logistic
regression each protein peak can appear in the final predictor at most once.

How shall we choose the number of iteration M? We can use the cross-validation
described above to determine M that gives the smallest cross-validation error. If we
let M be too big, we will eventually overfit the data.

18.4.4.2.2 Real AdaBoost
Real AdaBoost has the following differences from the Discrete AdaBoost:

1. Instead of using a discrete classifier fm(x), Real AdaBoost uses a contin-
uous classifier that produces a class-probability estimate pm, the predicted
probability of disease based on mth protein peak. A natural choice for
constructing class-probability estimates is via logistic regression with a
single covariate.

2. Calculates a quantitative classifier fm(x) = 0.5 log[pm(x)/(1 − pm(x)]
3. Updates the weight by new weight = previous weight × exp[−(yi fm(xi)], i

= 1, 2, … N, and renormalizes so that the sum of weights over N samples
equals to 1. The initial weight is 1/N.

4. Repeat this process M times and the final classifier is

Note that in Real AdaBoost, fm(x) will be positive if pm(x) > 1/2 and will increase
as pm(x) increases. Therefore, in each iteration it assigns weights to each observation
not only according to whether it is correctly classified but also to the confidence of
correct specification or the extent of misclassification. In each iteration, Discrete
AdaBoost assigns one weight for all correctly classified and one weight for all
incorrectly classified. Therefore, Real AdaBoost uses “confidence-rated” prediction
in weights and we expect it will “learn faster” and have better predicting power. See
Friedman et al.14 for discussion and a simulation experiment on this point.

18.4.4.2.3 Why Boosting?
Among many data mining algorithms, why do we prefer boosting? The key is the
observation that it appears to be resistant to overfitting, yet it still has good predicting
power. This consideration is important because any high-dimensional data provides
ample opportunities to overfit and therefore it is the main trap we need to avoid. It
is still not completely clear why boosting is resistant to overfitting. One possibility
is due to its “slowness” in learning. It adds one predictor at a time and when a new
predictor is added, boosting does not try to optimize all predictors in the model

f x sign f xm

m

M

( ) ( )=
⎡

⎣

⎢
⎢

⎤

⎦

⎥
⎥

=
∑

1



Statistical Design and Analytical Strategies for Discovery 387

simultaneously. This reduces the variance of the model. Another explanation is that
the impact of each weak classifier fm(x) reduces when iteration proceeds as the
correctly classified observations with high confidence have the sum of fm(x) far away
from zero and are less likely to change their signs by the new added weak classifier.
Therefore, the bulk of the data are not affected much. That increases the stability
of the model.

Another consideration is the ease of interpretability. Because each weak classifier
is a very simple model, their weighted voting is easy to interpret. This is the
advantage of boosting over other methods like neural network.

The logistic regression with cross-validation may be preferred in some instances
over the boosting if their performance difference is not appreciable and the former
uses considerably fewer number of peaks in the classifier. This is because further
scientific investigations following the SELDI/MALDI-based biomarker exploration
would study specific protein peaks in the classifier as potential biomarkers.

18.4.5 ASSESSMENT OF PREDICTION ERROR

Assessment of prediction error serves two main purposes: selecting a classifier with
the minimum future prediction error and estimating future prediction error of the
classifier.

The number of iterations in boosting and the number of predictors to be included
in logistic regression are called “tuning parameters.” They specify the complexity
of the classifier. We can select the value of these tuning parameters such that the
classifier has the smallest prediction error in cross-validation. The cross-validation
error mimics the future prediction error. Therefore, we can use the estimated future
prediction error to select our classifiers.

As described in Section 18.4.4.1, when the cross-validation procedure is used
more than once, as we have to in classifier selection, the minimum cross-validation
error among several classifiers will generally underestimate the future prediction
error of the classifier in an independent new data set. Therefore, we want to have
an assessment of the future prediction error after we finalized our classifier. This
can be achieved by using bootstrap.

Bootstrap is a powerful yet general statistical strategy for making inference on
quantities that is difficult otherwise. For good explanations of the bootstrap method,
see Efron and Tibshirani.15 In our situation, we want to estimate a future prediction
error for the final model. It goes like this:

We randomly draw, with replacement, N observations from original N observations
to form a bootstrap sample. We repeat this B times. We suggest B to be at least 100.

For each bootstrap sample, we repeat our whole model selection process. That
is where we start using disease status information, i.e., the reduction of dimensionality
in Section 18.4.3. That means that, for each bootstrap sample, we will select candidate
peaks, use cross-validation to determine the tuning parameters, and construct a clas-
sifier using a favorite algorithm. By the end, we will have B bootstrap classifiers, one
for each of B bootstrap samples.

Use each of B bootstrap classifiers to classify the observations in the original
sample that are not selected in this particular bootstrap sample and compute the
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prediction error (misclassification error, sensitivity, specificity, etc.). The average of
B prediction errors is our estimate of future prediction error. We call this “validation
prediction error.”

It is important to note that we have three types of prediction errors: training-set
prediction error (the observed prediction error for the final model on the original
training data), validation prediction error, and test-set prediction error, with increas-
ing generalizability. The validation prediction error is the most you can extract from
a training data set on future prediction error. It cannot completely replace the need
for a test data set, but it could be a good compromise when it is not feasible to have
a large enough test data set. At a minimum, analysts need to use cross-validation to
select a classifier. Letting a model become too complex, either explicitly or implicitly,
to achieve an apparent lowest training-set prediction error without cross-validation
easily leads to overfitting.

18.5 CONCLUSION

Proteomics offers great hope as well as great challenges in biomedical research.
There are, and will be, many statistical and bioinformatics algorithms to analyze
such data. However, the following general principles will apply:

1. Need to understand sources of bias and variation of the data
2. Design experiments that eliminate or reduce bias and/or variance, and

meet study objective
3. Make the analysis strategy consistent with the experimental design and

the study objectives and also resistant to overfitting; rigorously assess
future prediction errors
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19.1 INTRODUCTION*

Proteomics includes not only the identification and quantification of proteins but
also the determination of their localization, modifications, interactions, activities,
and, ultimately, their function. Initially encompassing just two-dimensional (2D) gel
electrophoresis for protein separation and identification, proteomics now refers to
any procedure that characterizes large sets of proteins.1

The mainstream analytical techniques used in proteomics involve extraction of
proteins from samples followed by determination of their abundance, interactions,
and modifications. These techniques have the advantage that large numbers of
proteins can be rapidly analyzed, but such measurements do not provide complete
information about the proteome of the sample for the following three key reasons:

1. Protein abundance normally varies from cell to cell in a sample; thus it
is necessary to analyze cells in the sample individually.

* Excetpted with permission from Science 291: 1221–1224, 2001. Copyright 2001 AAAS.
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2. In the molecularly and structurally complex environment of the cell, protein
concentrations, interactions, and modifications vary within the cells.

3. The cells of multicellular organisms are constantly interacting with their
neighbors and are heterogeneous in their structural, molecular, and
behavioral properties. Thus, to determine the proteome of a cell, tissue,
or organism, it is necessary to analyze multiple proteins in individual
cells, as well as in cells in the natural spatial and temporal context of
their neighbors. Integration of knowledge about cell proteomes will
enable us to understand the complex signaling networks that drive cell
behavior. 

2

This chapter describes how quantitative analysis of fluorescence microscope
images augments mainstream proteomics by providing information about the abun-
dance, localization, movement, and interactions of proteins inside cells. Emphasis
is given to methods that facilitate the analysis of several different proteins in the
same cell simultaneously.

The chapter is organized as follows: Sections 19.2, 19.3, and 19.4 present methods
for fluorescence labeling of proteins in cells, the acquisition of optical microscope
images of fluorescence-labeled cells, and quantitative analysis of images, respectively.
In Section 19.5 we present methods to analyze the dynamics and interactions of
proteins in live cells, and in Section 19.6 we outline emerging techniques in the field
of fluorescence microscopy.

19.2 FLUORESCENCE LABELING PROTEINS IN CELLS

19.2.1 USE OF FLUORESCENCE DYES

In optical microscopy, two types of labels may be used: colorimetric dyes that absorb
light, creating dark contrast in the image, and fluorescent dyes that absorb light and
then re-emit light at a longer wavelength, thus creating bright contrast in the image.
Fluorescent dyes have wider utility for the following five reasons:

1. Higher sensitivity enabling detection of lower concentrations
2. An emitted signal that is proportional to the concentration of dye, thus

facilitating quantification of protein concentrations
3. The ability to simultaneously detect multiple proteins, by labeling each

protein with dyes that have different excitation and emission spectra
4. The ability to collect true three-dimensional (3D) images of samples

(using a confocal microscope), because the sample remains transparent
5. Applicability in live cells

Consequently, in this chapter we will only describe techniques that use fluorescent
dyes. There are two principal techniques for fluorescence labeling proteins: antibodies
or green fluorescent protein (GFP). Generally, the labeling of specific proteins by these
methods is combined with additional fluorescent markers of cell structures.
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19.2.2 FLUORESCENCE LABELING OF PROTEINS WITH ANTIBODIES

The most common method for localizing proteins in cells is by indirect immunofluo-
rescence antibody labeling. Such labeling has the advantages that the protocol is usually
simple; antibodies specific for many different proteins are available, and the endoge-
neous protein is being detected. However, the major disadvantage of antibody labeling
is that the sample must be fixed. Antibody labeling involves the following steps:

1. Fixation of cells
2. Exposure to the primary antibody directed against the protein of interest
3. Removal of unbound antibody
4. Incubation with a fluorescently tagged secondary antibody directed

against the primary antibody.

Simultaneous double and triple labelings are possible, but care must be taken to use
primary antibodies generated from different species (e.g., mouse and rabbit) in order
to avoid cross-reaction. A wide variety of protocols for antibody labeling are
described in “Current Protocols”3 and Figure 19.1 shows an example of a fluores-
cence microscope image of an antibody-labeled sample.

19.2.3 FLUORESCENCE LABELING OF PROTEINS WITH GREEN 
FLUORESCENCE PROTEIN (GFP) AND DSRED

GFP and DsRed are proteins isolated from jellyfish Aequoria victoria and A. disco-
soma, respectively, which, upon excitation by the appropriate wavelength of light,
fluoresce brightly from inside cells in a species-independent fashion. Moreover, cloning

FIGURE 19.1 (Color insert follows page 204) Example of antibody labeling in fixed tissue.
The picture is a triple label confocal image of the cerebellum of the mouse mutant ataxia
(axJ). Granule cells and other nuclei are labeled with DAPI (blue), Purkinje cells are labeled
with antibody to calbindin (red), and synaptic contacts are identified by an antibody to syntaxin
(green). (Courtesy of Dr. Rivka Rachel, NCI-Frederick).
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of GFP into an expression construct with a gene of interest directly ligated to the GFP
gene followed by transfection into cells results in stable expression of the GFP (or
DsRed) fused to either the N- or C-terminal of the protein of interest. This critical
aspect of GFP-based reporter systems provides the ability to monitor the locations,
dynamics, and interactions of proteins of choice in real time in live cells.

A variety of GFP and DsRed variants are commercially available that not only
yield enhanced fluorescence compared to their natural counterparts but, more impor-
tantly, have different excitation and emission spectral properties (Figure 19.2). This
latter property enables multiple proteins to be followed simultaneously and inde-
pendently in live cells. In addition, destabilized GFPs are available that have a short
half-life in cells, enabling kinetic studies of regulated proteins, as well as photoac-
tivatable GFP that has applications in studies of protein dynamics.4

When using GFP chimeras, precautions should be taken to ensure that the chimeras
behave similarly to the natural protein, which can be checked by comparing the local-
ization pattern of the chimera with that of the antibody-labeled protein in the same cells.
The main reasons for differences in behavior between the GFP-tagged protein and the
endogeneous protein are often due to the high level of expression of the chimera relative
to endogeneous protein, or from an increase in mass due to attachment of the GFP.

Protocols for expression of GFP chimeras are available in “Current Protocols”3

and the Clontech Web site.5

19.2.4 OTHER FLUORESCENCE LABELS: CELL STRUCTURES AND 
ORGANELLES, AND INDICATORS OF CELL ACTIVITY

A wide variety of fluorescent labels are available for labeling cell structures and
organelles and specific nucleic acid sequences. It is very common practice to “coun-
terstain” cell nuclei in fixed samples with a DNA-specific dye, such as DAPI or
Hoechst, that fluoresce at wavelengths significantly shorter than most dyes used to
label proteins. In addition, fluorescent indicators are available for detecting a wide

FIGURE 19.2 Excitation (a) and emission (b) spectra of enhanced GFP (EGFP) and its
spectral variants. (©Copyright 2004 Becton, Dickinson and Company)
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variety of activities in cells (e.g., calcium release, mitochondrial membrane potential,
caspase activation). Further information is available from Fluorescence Probes.6

19.3 ACQUISITION OF OPTICAL IMAGES

19.3.1 CONVENTIONAL FLUORESCENCE MICROSCOPY

Images of fluorescence-labeled cell samples are acquired using an optical microscope
in the reflected (epi) configuration (Figure 19.3). The source of excitation light in the
microscope is a high-intensity arc discharge lamp emitting white light as well as
ultra-violet and infrared. The light is collimated by the condenser lens in order to fill
the back aperture of the objective lens, and en route it passes through an excitation filter
to select the wavelength range appropriate for exciting a particular fluorescent dye
followed by reflection into the objective by a dichroic (two-color) mirror. The objective
lens focuses the light through the immersion media and coverslip onto the sample.
Emitted light is collected by the objective lens, and being a longer wavelength than the
excitation light, passes through the dichroic mirror. Emitted light in the wavelength
range of the fluorescent dye is selected by an emission filter and is then refocused onto
a camera by the tube lens. The excitation filter, emission filter, and dichroic mirror are
a readily interchangeable unit (the “filter cube”), enabling rapid selection of the appro-
priate cube for different fluorescence labels in the same specimen.7 When imaging
fluorescence dyes, it is best to use a high numerical. aperture (NA) objective lens in
conjunction with a high refractive index immersion media (oil or water) between the

FIGURE 19.3 Basic configuration of an upright epifluorescence microscope.
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lens and coverslip over the sample in order to collect as large a solid angle of the emitted
light as possible, as well as to achieve high spatial resolution. 

The camera is usually a charge-coupled device (CCD), which provides low back-
ground noise, very high sensitivity, a linear response over three decades of intensity
(i.e., very high dynamic range), and direct coupling to a computer for digital image
storage.

Fluorescence microscopy, which conveys molecularly specific information, is often
combined with differential interference contrast (DIC or Nomarski) or phase contrast
microscopy, which provides structural information about the cells (Figure 19.4).

The configuration shown in Figure 19.3 is an upright microscope; however, generally
for live cell applications, an inverted microscope is preferred so that cells can be in an
open, coverslip-bottomed dish and imaged from below. Increasingly, microscopes are
available with an environmental chamber, motorized filter cubes, and focusing and stage
positioning. These enhancements facilitate imaging of live cells for extended time peri-
ods (hours) and automation of the image acquisition process in high-throughput screen-
ing applications. References 8, 9, and 10 provide further information about fluorescence
microscopy.

19.3.2 THREE-DIMENSIONAL FLUORESCENCE MICROSCOPY

For quantitative imaging of the spatial and temporal distribution of proteins in cells,
it is necessary to acquire three-dimensional (3D) images, since the cell/tissue samples
are themselves inherently 3D. This is achieved by acquiring a series of two-dimen-
sional (2D) slice images through the cell at increasing or decreasing focal depths of
fixed increments. However, this method suffers from a severe limitation when per-
formed with a conventional epifluorescence microscope, because the microscope is
in focus only for a narrow layer of the specimen (<0.5 μm for a high NA objective

FIGURE 19.4 (Color insert follows page 204) (a) A thin section of cat brain tissue infected
with cryptococcus and imaged using DIC optics and a full-wave retardation plate. Note the
pseudo three-dimensional appearance of the photomicrograph. (b) The same field of view, but
imaged with fluorescence illumination and an Olympus WIB filter cube. The cells were stained
with a combination of fluorescein-5-isothiocyanate (FITC) and Congo red (emission wavelength
maxima of 520 and 614 nanometers, respectively). (c) The two techniques are used in combi-
nation, illustrating the infected cat brain tissue in both fluorescence and DIC illumination.
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lens), whereas a cell is often at least 3 μm in thickness. The consequence is that a
conventional image of a cell always consists of the sum of an in-focus image of the
layer of the cell in focus plus an out-of-focus image of the majority of the cell above
and below the focal layer. This is the case regardless of where the microscope is
focused in the cell, and hence the image is always blurry (Figure 19.5A).

There are two methods for removing the out-of-focus contribution from a 3D
image while retaining the in-focus contribution. Deconvolution (see Section 19.4.3.3),
an offline computational method, may be applied,8,11,12 but confocal microscopy is
much more commonly used.

19.3.3 CONFOCAL MICROSCOPY

Confocal microscopy uses a combination of an excitation light source focused to one
point in the sample, and a pinhole in the emission path to collect emitted light only from
the same point (Figure 19.6). In order to obtain a 2D slice image over the focal plane,
the excitation light and the projection of the pinhole at the sample are simultaneously
scanned across the sample (Figure 19.7). A 3D image of the specimen is obtained by
mechanically moving the focal plane between the acquisition of each 2D slice. Figure
19.5B is an example of an image from a confocal microscope. Emission light is recorded
with a photomultiplier tube and stored digitally in a computer for subsequent visualiza-
tion and analysis. For further information, refer to references 8 and 13.

19.3.4 NEAR-FIELD MICROSCOPY

There are two near-field optical microscopy techniques for imaging fluorescence
labels specifically on the cell surface: total internal reflection microscopy (TIFM)
and scanning near-field optical microscopy (SNOM).

FIGURE 19.5 (Color insert follows page 204) Tissue section of mouse kidney 15 μm thick,
labeled with Alexa Fluor 488 wheat germ agglutinin (green) and Alexa Fluor 568 phalloidin
(red). Images were acquired with an LSM 410 confocal microscope (Carl Zeiss Inc., Thorn-
wood, NY). (A) Image acquired with the pinholes open to mimic conventional microscopy.
(B) Image acquired with a small pinhole for confocal microscopy.
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FIGURE 19.6 Emission path of a confocal microscope. Only light emitted from the light
source at the focal plane is efficiently passed through the pinhole and collected by the detector.
Emitted light originating from points in front of and behind does not focus at the pinhole and
is therefore not efficiently collected.

FIGURE 19.7 Schematic of a laser scanning confocal microscope. Generally a bright excitation
source, i.e., a laser, is employed. In practice, the rotating mirror is a pair of mirrors that together
scan the entire area of the field of view. Excitation and emission filters are not shown.
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TIFM8,14 images fluoresce only on the cell surface in contact with the glass
coverslip. This is achieved by directing the excitation light toward the cells and through
the coverslip at a high angle of incidence so that total internal reflection takes place
at the glass–cell interface. In this situation, only an evanescent wave, which exponen-
tially decays as a function of distance from the glass surface, enters the cell and results
in only excitation of fluorescence molecules less than 0.15 μm from the glass.

SNOM15,16 images fluoresce only on the exposed cell surface, by mechanically
scanning the surface with a fine-tipped, single-mode optical fiber. The tip is coated
with aluminum and has a subwavelength aperture of approximately 50 nm diameter.
Laser excitation light is directed through the fiber and, when it exits the tip, diffrac-
tion causes the light to spread out in all directions. This results in the excitation
intensity rapidly decreasing as a function of distance from the tip, and consequently
only fluorescence molecules that are very close (50 nm) to the tip are excited.

19.4 ANALYSIS OF FLUORESCENCE IMAGES

19.4.1 THE DIGITAL IMAGE

A 2D gray-level digital image is a rectangular array of elements (“pixels”), where each
pixel is assigned a value between 0 and 255 (or between 0 and 4095) (Figure 19.8A).
The value assigned to a pixel by digitization of the signal from the detector is

FIGURE 19.8 (A) Digital images of 5 × 5 pixels showing pixel intensity values. (B) The
image in A displayed as a grey-scale image such that 0 is black and 255 is white and
intermediate values are different shades of grey. (C) B after application of contrast enhance-
ment to the lower intensity pixels. The image has been rescaled so that 0 is still black, but
128 and above is white. (D) B after contrast enhancement to the higher intensities. 128 and
below is black and 255 is white. (E) 3D image of 3 × 5 × 4 voxels. A 3D image can be
considered as consisting of a stack of 2D images.
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approximately proportional to the intensity of light emitted from the corresponding
position in the sample. The range of intensities over which proportionality holds is
called the “dynamic range.” For visual interpretation, 0 is assigned to black and 255
to white (Figure 19.8B). Images typically consist of very large numbers of pixels (e.g.,
512 × 512 = 262,144), and thus the individual pixels are not discernable when viewing
the image. 3D digital images are stacks of 2D images (Figure 19.8E), and a typical
size for a 3D confocal image would be 512 × 512 × 30. For 3D images, pixels are
also called “voxels.” Each pixel in a 3D image represents a small volume of the sample;
for example, 0.2 × 0.2 × 0.5 μm, which would be typical for a high NA objective lens.
It should be noted that in this example the physical distance represented by the voxel
in the depth (z) dimension (0.5 μm) is greater than the physical dimension in the lateral
(x and y) dimensions (0.2 μm). This condition is known as anisotropy and must be
taken into account during image processing, analysis, and visualization.

Binary images are a type of image where each pixel can only have values 0 or 1.
They most commonly arise following the segmentation of gray-level images (see
below), where an intensity of 1 is used to represent pixels in objects and intensity
0 represents background. 

For specimens labeled with multiple fluorescent dyes, each dye is imaged sep-
arately using different filters and stored as separate gray-level images.

19.4.2 COMMON DISTORTIONS IN MICROSCOPE IMAGES

Images acquired by digital optical microscopy can suffer from a number of common
distortions.

19.4.2.1 Saturation

Saturation occurs when the light emitted from the specimen is either more intense
than the dynamic range of the detector, or so dim that it is below the detection
threshold. Saturation thus results in the image no longer being a quantitative repre-
sentation of the sample. Significant saturation in an image can be easily detected by
observing whether a significant but small fraction (>0.1 %) of pixels in the image
has an intensity of 0 or 255 (or 4095). It can usually be removed by adjusting the
detector’s gain and black level settings, and in the case of CCD cameras the inte-
gration time used to collect the image.

19.4.2.2 Linearity

A detector is said to be linear when the pixel values are proportional to the input light
intensity. CCD cameras are usually highly linear providing there is saturation, but lin-
earity is less accurate for other types of detectors, such as photomultiplier tubes (PMTs).

19.4.2.3 Spatial Resolution and Point Spread Function

Microscopes are limited in their precision for detecting the originating locations of
photons emitted by the specimen. This imprecision is largely unavoidable (however,
see Section 19.4.3.3) and is primarily determined by the numerical aperture of the
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objective lens and the wavelength of the light. The practical effect is a limited
ability to detect small details in the specimen. Spatial resolution is the term given
to this imprecision and it has several definitions. One of these definitions is the
closest distance separating two point sources (of fluorescence) while the sources
still appear as separate spots in the image (Figure 19.9A and Figure 19.9B). For
optical microscopy, spatial resolution is worse in the depth (z) dimension versus
the lateral (x and y) dimensions.

The point spread function (PSF) is the image obtained from a point source of
light, and an alternative definition of spatial resolution is the full width at half
maximum intensity (FWHM) of the point spread function. Mathematically, optical
images are a convolution (see Figure 19.10C) of the actual distribution of fluores-
cence molecules in the sample and the PSF, and often images are said to be “blurred”
by the PSF.

19.4.2.4 Background

Background is artifactious signal added to the true signal in the image, which leads
to a loss of quantitative accuracy of the image and loss of contrast. Its main causes
are nonspecific labeling by the fluorescence dye, autofluorescence from the sample,
extraneous light from the room, and extraneous signal generated by the detector.
In many cases, images can be easily corrected for background by subtracting a
background-only image from the image of the desired signal.

19.4.2.5 Noise

Noise is the random deviation between a pixel’s actual value and its ideal value had
the noise not been present (Figure 19.10B). It can arise from several sources: a low
level of fluorescence signal from the specimen resulting in only a small number of
photons recorded in the pixels; random variation in the response of the photomul-
tiplier tube; and random background signal added by the detector electronics. Noise
can be reduced, but not eliminated, by acquiring the signal at each pixel for a longer
exposure time and/or using more intense excitation light. However, these approaches
have drawbacks: because fluorescence molecules are gradually destroyed by the

FIGURE 19.9 (A) Two closely spaced spots. (B) Image of the two spots after blurring because
of the finite spatial resolution of the microscope.
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excitation light, live samples can be damaged by excessive excitation light and rapid
changes in the fluorescence signal can be missed when using long exposure times.

19.4.2.6 Signal-to-Noise Ratio

Signal-to-noise ratio (snr) is a useful parameter for characterizing the quality of the
signal in an image. Several definitions of snr exist, but a useful one for fluorescence

FIGURE 19.10 Neighborhood operations. (A) Image of a circle with a blurred edge. (B)
Image A with noise added. The enlargement shows pixel intensities in a 3 × 3 array of the
image and indicates the middle-ranked intensity (i.e., the 5th brightest intensity out of the 9).
(C) Details of the filtering/convolution (*) process applied to the 3 × 3 neighborhood sur-
rounding one of the pixels in image B using a “uniform” kernel, and the result after application
of the filtering process to all pixels in image B in order to “smooth” out the noise. (D) Edge
enhancement of image B and the kernel used. (E) Edge detection of image B and the kernel
used. (The image was contrast stretched so that all pixels with zero or negative intensities
are black.) (F) Image A after median filtering to reduce noise.
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microscope images that takes into account both noise and background17 is

, 

where i is the intensity of a pixel or the mean intensity over a region of pixels where
the sample fluorescence is believed to be uniform, b is the background intensity of
the same pixel/region or a different pixel/region believed to have the same back-
ground, σi is the standard deviation of the intensity and σb is the standard deviation
of the background. For a single pixel, σ must be measured from a series of mea-
surements at the pixel, but for a region σ can be measured from the spatial variation
of pixel intensities over the region.

19.4.3 IMAGE PROCESSING

Image processing is tasks implemented by computer algorithms that convert an input
image to a different output image. Image processing algorithms fall into three
categories: point operations that change pixel intensities in the image independent
of the other pixel intensities; neighborhood operations that change a pixel’s intensity
as a function of its own intensity as well as the intensities of the neighboring pixels;
and global operations that take into account the intensities of all pixels in the image
when changing the intensities of each pixel.

19.4.3.1 Point Operations

The most common use of point operations is to enhance the visibility of images by
reassigning the gray-level range (black to white) to a subset of the range of pixel
intensities; a process known as contrast enhancement or gray-level transformation
(Figure 19.8C and Figure 19.8D).

There are several other common uses for point operations:

1. Subtracting a background image from the acquired image.
2. Correcting an image for nonuniform illumination by division by an image

of a uniform sample.
3. Geometrical operations that include rotating or translating (shifting) an

image. Translating an image may be necessary following acquisition of
multiple images of a specimen labeled with different dyes, because slight
misalignment of the optical filters can result in the image of one of the
dyes being shifted relative to the other.

19.4.3.2 Neighborhood Operations

Neighborhood operations, also known as “filtering,” have several major applications,
which include edge enhancement and smoothing to reduce noise. They fall into two
categories: linear filtering and morphological filtering.

In linear filtering the intensity of each pixel is replaced with a weighted average
of its own intensity and the intensities of its neighbors. The weights are fixed and
collectively are known as a kernel, and the process of applying the weighted averaging
is known as “convolution.” Figure 19.10A, Figure 19.10B, and Figure 19.10C illustrate

snr
i b

i b

=
−

+σ σ2 2
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and explain the use of linear filtering for reducing noise, but it can be at the expense
of reduced visibility of small details. Figure 19.10D and Figure 19.10E illustrate the
use of linear filtering for edge enhancement and edge detection respectively.

There are two basic types of morphological filters: erosion and dilation. The
simplest version of erosion overlays a 3 × 3 kernel over each pixel in the image. At
each pixel, its intensity in the output image is set to the minimum intensity of all 9
pixels in the input image that are under the kernel. Dilation, which is the reverse of
erosion, sets the pixel intensity in the output image to the maximum intensity of the
9 pixels in the input image. These filters are often applied to binary images where
they affect pixels at the edges of objects, while not affecting pixels distal from edges.
Erosion shrinks objects, while dilation enlarges objects (Figure 19.11). (Larger
kernels may be used, and Figure 19.13c shows the result of applying dilation with
a circular kernel of 15 pixel diameter to the image in Figure 19.13b.) 

The “median” filter is a type of morphological filter, where each pixel intensity
in the output image is set to the middle-ranked intensity of the pixels in the input
image that are under the kernel. It is a useful alternative filter for reducing noise
while preserving small details (Figure 19.10F).

Only the most basic image processing tasks are described above, yet they form
the foundations of more advanced image processing and image analysis operations.
Thus far, only kernels of size 3 × 3, the smallest practical size, have been discussed.
Kernel sizes can be any size up to the size of the image. At this maximum size,
operations are called global operations. However, global operations are not widely
used in image analysis, because generally the intensities of pixels separated by large
distances are unrelated. On the other hand, global operations, such as Fourier trans-
forms,11 are frequently used to speed up the execution of linear filtering and other
image processing operations.

In most cases, two-dimensional (2D) image processing operations readily extend
to 3D operations for application to 3D images. For example, a 3 × 3 kernel extends
to a 3 × 3 × 3 kernel.

19.4.3.3 Deconvolution of Fluorescence Images

Deconvolution8,11,12 is an image-processing procedure used for restoring optical
microscope images by removal of the background haze from out-of-focus light, as

FIGURE 19.11 (A) Binary image of the circle shown in Figure 19.10A after thresholding
at intensity 100. (B) Image A after binary erosion. (C) Image A after binary dilation.

  

A B C
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well as improving the spatial resolution. Primarily, it is applied to 3D images
acquired using conventional microscopy where out-of-focus light is significant.
Deconvolution works by attempting to reverse the inherent convolution of the true
distribution of fluorescence molecules in the sample and the PSF of the microscope
that distorts the acquired image. However, also during acquisition there is inevi-
tably addition of unknown noise to the image, causing direct reversal of the
convolution to result in a highly erroneous image. This situation can be partially
mitigated by imposing constraints on the resulting image; for example, requiring
pixel intensities to be positive, or by limiting the intensity differences between
neighboring pixels. Figure 19.12 shows examples of applications of different
deconvolution algorithms.

FIGURE 19.12 The results of applying three different deconvolution algorithms to the same
data set. The original three-dimensional data are 192 optical sections of a fruit fly embryo
leg acquired in 0.4-μm z-axis steps with a wide-field fluorescence microscope (1.25 NA oil
objective). The images represent a single optical section selected from the three-dimensional
stack. (a) The original (raw) image. (b) The results of deblurring by a nearest neighbor
algorithm with processing parameters set for 95 % haze removal. (c) The same image slice
is illustrated after deconvolution by an inverse (Wiener) filter and (d) by iterative blind
deconvolution incorporating an adaptive point spread function method. (Blind deconvolution
does not require exact information about the shape of the PSF.)

(a) (b)

(c) (d)
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19.4.4 QUANTITATIVE IMAGE ANALYSIS

Image analysis is tasks implemented by computer algorithms that extract information
from images. The usual image analysis procedure for images of cells is first to
segment (identify) the individual structural components (objects) such as the cells
themselves, structures within cells (nuclei and other organelles), or extracellular
components (e.g., blood vessels, ducts). Following segmentation, several features of
the objects are measured; for example, the amount of a labeled protein in each object.
Features are often used to classify the objects into different types. There are many
books11, 18 online tutorials,19 and downloadable image analysis packages20, 21 to which
the reader should refer to for further information about image analysis.

19.4.4.1 Image Segmentation

Here, we will describe two basic image-segmentation procedures that are well suited
for images of fluorescence-labeled cells. The reader should refer to the cited literature
for information about more advanced methods. The images we will use for illustra-
tion are confocal images of cells where the nuclei have been labeled with fluores-
cence dyes. One dye is specific to DNA (Yoyo-16) (Figure 19.13a and Figure 19.14a)
and another is a fluorescence in situ hybridization (FISH) probe specific to a specific
DNA sequences (Figure 19.14c). Both procedures segment the cell nuclei using the
Yoyo label.

In the first procedure, nuclei are segmented using a matched detector filter to
identify the centers of nuclei, followed by the watershed algorithm to determine the
edges of nuclei. Figure 19.13a is an acquired image of fluorescence labeled cell nuclei.
A matched detector,11 which is linear filtering with a kernel that represents a model
object, is applied to the image. In this case, the kernel was a circular disk with a
diameter equal to the average size of the nuclei. The matched detector filter is optimal
for detecting known objects in the image and results in a smoothed image with a peak
at approximately the center of each nucleus (Figure 19.13b). The next step is detection
of the peaks, which serves as seeds for the watershed algorithm. Peaks are detected
in two steps. First, gray-scale dilation is applied to the smoothed image using a circular
kernel of the same diameter as the kernel used in the matched filter (Figure 19.13c).
Using this sized kernel results in the peaks being spaced at distances at least the size
the nuclei, thus reducing the chance of multiple peaks per nucleus. Pixel intensities in
the dilated image are greater than pixels in the smoothed image, except at the peaks
where they are equal. Therefore, subtraction of these two images results in zero
intensity at the peaks and in areas of uniform background, and negative values else-
where. Thus this image is thresholded at intensity level 0 to generate “seeds” for the
watershed algorithm. Seeds (red) are shown overlaid on the original image in Figure
19.13d. The next step is to find the “intensity valleys” that serve as borders between
nuclei, using the seeded watershed algorithm. The algorithm, which is illustrated in
1D in Figure 19.13e, is applied to the negative of the image, with seed pixels assigned
much lower intensities than other pixels. Therefore, the algorithm finds ridges between
nuclei. The algorithm treats each seed pixel as a source of water and as the water level
rises, surrounding pixels are flooded. When a pixel is flooded, it is assigned to the
same object as the seed supplying the water, hence the term “watershed.” Locations
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FIGURE 19.13 (Color insert follows page 204) Segmentation of cell nuclei using matched
filtering and the watershed algorithm. (a) Image of fluorescence-labeled cell nuclei. (b) The
image in A after application of a matched filter. (c) The image in B after application of the
dilation filter. (d) The seed image (red) generated by subtracting image C from image B and
thresholding at intensity 0, overlaid on the image in A. (e) One-dimensional schematic
illustration of the watershed algorithm. “Water” gradually fills up the valleys starting at the
seed points. All pixels in the same valley as the seed are assigned to the same object (green
and red). Locations of adjacent pixels from different objects form ridge lines, which water
cannot cross. (f ) Watershed ridges overlaid on the original image. (g) Original image after
automatic thresholding to determine object and background regions of the image. (h) Final
borders overlaid on the original image. “X” and “+” indicate errors. “X” marks undivided
clusters of nuclei and “+” marks incorrectly split nuclei.

(a) (b) (c)

Intensity
of Inverted

Image

Line of Pixels across Image

Seed Points

Ridge Line

H +

X

(d) (e)
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where two pixels from different watersheds meet serve as barriers and define the borders
of the objects. Figure 19.13f shows the watershed ridges overlaid on the original image.
However, the watershed ridges extend into background regions of the image. Therefore,
the original image is automatically thresholded using the “isodata threshold” algo-
rithm,19 to define object and background regions (Figure 19.13g). Isodata threshold can
provide multiple thresholds, enabling the segmentation of dim objects in the presence
of bright ones. (A variety of other automatic threshold algorithms exist.22) Figure 19.13h
shows the borders around the image from thresholding and the watershed algorithm
combined. This matched filter approach is appropriate for detecting approximately
circular nuclei of similar size, but it tends to incorrectly divide elongated nuclei (over-
segmentation, “+” in Figure 19.13h) and small nuclei may not get seeds leading to
undivided clusters of nuclei (undersegmentation, “X” in Figure 19.13h). Usually these
errors are corrected for by application of subsequent algorithms that merge overseg-
mented nuclei and split undersegmented nuclei.23 The seeded watershed algorithm may

FIGURE 19.14 (Color insert follows page 204) (a) Image of cell nuclei (green) and FISH
signals (blue). (b) Grey image of the nuclei. (c) Grey image of the FISH signals. (d) Image
B following setting of a threshold intensity to separate bright nuclei (red) with intensities >
threshold intensity from background (black) with intensities < threshold intensity. Arrows
indicate two touching nuclei, which the computer would consider as one object. (e) Image D
after erosion to shrink the nuclei so that touching nuclei separate. (f) “Skeletonization” of
the background in image E in order to determine the lines midway between the objects, which
serve as divisions between touching objects. (g) The individually detected nuclei. (h) The
detected FISH signals.

(a) (b) (c) (d)

(e) (f) (g) (h)



410 Informatics in Proteomics

also be used to segment whole cells where the cell cytoplasm has been labeled with
one fluorescent dye and the nuclei has been labeled with a different dye. In this
situation, the segmented nuclei serve as seeds for segmentation of the whole cells.24

An alternative segmentation method that has improved performance for less
regularly shaped nuclei is as follows. First, the original image of the nuclei (Fig-
ure 19.14b) is thresholded (Figure 19.14d), but after this step some nuclei remain
joined (arrows in Figure 19.14d). These nuclei are separated by successive binary
erosions, which shrink the nuclei and cause clusters of nuclei to split apart at “neck”
regions (Figure 19.14e). Next, the background was “skeletonized”11 to find lines
midway between the eroded objects (Figure 19.14f ), and these lines served as bound-
aries between touching nuclei (Figure 19.14g). The FISH signals in Figure 19.14a
were segmented using the “matched” filter method described above (Figure 19.14h).

19.4.4.2 Feature Measurement

Following segmentation, it is usual to classify the segmented objects into various
types based on measurements of multiple quantitative features for each object. A
large number of features can be measured for each object, and they fall into three
categories: morphological, which measure the shape of the object; textural, which
measure the variations in the pattern of the staining within the object; and contextual,
which measure the spatial relationships of objects to each other. For the images
shown in Figure 19.13 and Figure 19.14, relevant features would include the size
of the nuclei, the regularity of the shape of the nuclei (usually measured by the
shape factor = perimeter2/area), and for Figure 19.14 the number of FISH signals
per nucleus and the spatial organization of the FISH signals within their respective
nuclei (e.g., do FISH signals tend to be near the edge of the nucleus?)25

19.4.4.3 Object Classification

It is beyond the scope of this chapter to describe object classification in detail.
Instead, a simple example is given to illustrate the concepts and utility of classifi-
cation for analyzing images.

Object classification is straightforward when it can be successfully performed
using only one feature. For instance, classification of objects as “small” or “large”
only requires the “size” feature. However generally, the desired classification does
not directly correspond to one feature. For example, classification of cells as “nor-
mal” and “cancer” requires the combined use of multiple features to classify each
cell. One of the features commonly used is size because often cancer cell nuclei are
larger than normal nuclei. However, there exists inherent variation in the size of
nuclei causing some normal nuclei to be larger than some cancer cell nuclei, thus
leading to imperfect classification if size is the only feature used (Figure 19.15a).
To improve the classification, other features are incorporated into the classification
of the cells. Since cancer cell nuclei are more irregular in shape than normal nuclei,
a second feature to include is shape in combination with size. As an example,
Figure 19.15b shows 5 “normal” nuclei (+) and 5 “cancer” nuclei (*) that overlap
in terms of their size and shape distributions. However, when both size and shape
are combined using linear discriminant analysis26 the two categories are correctly
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separated (diagonal line). For further information about object classification, the
reader should refer to Fukunaga26 for statistical pattern recognition or Ripley27 and
Zheng, et al.28 for artificial neural networks.

19.4.5 VISUALIZATION OF 3D IMAGES

Visualization of images is a vital part of image analysis, since the human eye–brain
combination excels (and outperforms computer algorithms) at object recognition.
While the presentation of 2D images on a computer screen is straightforward,
display of 3D images of fluorescence-labeled specimens on a computer screen is
not straightforward. This is because these 3D images of fluorescence-labeled sam-
ples are uniquely different from 3D scenes normally experienced in everyday life.
In everyday life, the 3D objects we view are opaque, meaning we see only the
outer surface of the facing side of objects. Such scenes are essentially 2D and can
be readily displayed on a 2D screen. However, fluorescence-labeled specimens are
transparent, which enables the microscope to detect signals from every 3D position
in the specimen, resulting in images that are truly 3D. In this situation, not all
information in the 3D image can be simultaneously displayed on a 2D screen.
Therefore, it is necessary to select a subset of the information in a 3D image for
display. Also, it is necessary to correct images for any anisotropy; otherwise their
display will appear distorted. The display of higher-dimensional images, such as
4D images that have three spatial dimensions plus time, is more problematic.

There are four basic methods, which can be combined, for displaying 3D images:
a gallery, orthogonal views, volume rendering, and surface rendering. They are
described below.

19.4.5.1 Gallery and Orthogonal Views

The simplest way to display a 3D image is to display each 2D slice separately
(Figure 19.16a). Such displays have the advantage of showing the intensity infor-
mation at every voxel in the 3D image, but the spatial relationships between different
slices can be difficult to follow. This problem can be partially solved by displaying
each slice in rapid succession, a procedure known as “animation.”

Orthogonal views display three 2D slices with each slice perpendicular to the
other two (Figure 19.16b).

19.4.5.2 Volume Rendering

Volume rendering aims to project information at different depths in a 3D image into
a 2D projection view. For fluorescence images, the most common flavor of projection
is maximum intensity projection. Here, each pixel in the projection is traced back
through the 3D image, and the maximum intensity encountered along each trace
line is the intensity given to the pixel in the projection image (Figure 19.16c).
However, a limitation of this method is that all depth information is lost in a given
projection. In order to get around this problem, multiple projections are created by
incrementally rotating the 3D image about an axis orthogonal to the projection
direction (Figure 19.16d).
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19.4.5.3 Surface Rendering

Surface rendering shows only the outer surfaces of the objects recorded in the 3D
image, but produces the most visually pleasing displays (Figure 19.16e). However,
it has the drawback that the objects must first be correctly segmented in order to
define the surfaces. Direct display of the surfaces is disappointing (Figure 19.16e,
left); thus it is necessary to add texture. This is typically done by reflecting virtual
lights from the surfaces and displaying intensity of light that is reflected back to the
viewer based on the orientation of the surface (Figure 19.16e, middle). In order to
display (segmented) objects inside outer objects, the outer objects can be rendered
using a “wire-frame” (Figure 19.16e, right).

19.5 MICROSCOPE TECHNIQUES TO STUDY 
PROTEIN DYNAMICS AND INTERACTIONS

The previous sections describe techniques for fluorescence labeling proteins in cells
and image acquisition, visualization, and quantitative analysis of the cells. There are
several microscopy and image analysis techniques for analyzing the interactions of
proteins with each other and protein movements in cells. Such analysis provides
important information for understanding the complex protein chemistry that drives cell
behavior.

In this section we describe two techniques for studying protein movement within
cells: time-lapse imaging and fluorescence recovery after photobleaching (FRAP),
and two techniques for measuring the interactions of proteins with each other within
cells: spatial colocalization and fluorescence resonance energy transfer (FRET).

19.5.1 TIME-LAPSE IMAGING

Time-lapse imaging (TLI) is the acquisition of a set of 2D or 3D images of a live sample
over time. A major application of TLI is tracking the locomotion and shape changes of
motile cells,29 including analysis of motion in the presence of a chemoattractant30 and
measuring the traction forces exerted by cells on a substrate.31,32 Several commercial
vendors sell software for tracking cells and molecules within cells.33

19.5.2 FLUORESCENCE RECOVERY AFTER PHOTOBLEACHING

Fluorescence recovery after photobleach (FRAP) is one of a set of related techniques
for measuring protein mobility and binding constants while the cell is at equilibrium.
FRAP was originally described by Axelrod, et al.34 and has been recently reviewed
by Lippincott-Schwartz et al.35 FRAP hinges on the idea that the fluorescent moiety
(usually GFP or a variant) attached to the protein of interest can be destroyed
(bleached) by intense light while leaving the activity of the protein and other cell
functions unaltered. Generally, FRAP experiments are conducted by bleaching a
small user-defined region of the cell, followed by acquisition of a series of time-lapse
images of the entire cell using a low intensity of excitation light that does not cause
significant additional bleaching. If the protein of interest is moving, then bleached
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protein molecules in the bleached region will exchange with unbleached molecules
outside the region. The rate of this exchange is quantified by measuring the increase
of fluorescence intensity in the bleached subregion.

FRAP is used to measure a variety of types of protein movement, which include
free diffusion, directed motion of a protein through a cell, movement of a protein
that is confined to a small volume, and translocation rate of a protein from one cell
compartment to another (Figure 19.17). With further analysis of FRAP data, the

FIGURE 19.16 (Color insert follows page 204) (a) “Gallery” of 2D slices from a 3D image.
The red signal is from a fluorescent DNA dye that labels the entire volume of each nucleus.
The yellow dots are FISH signals at the centromere of chromosome 1 (arrows). (b) Orthogonal
views through a 3D image. (c) Generation of projection images in volume rendering. The
intensity at coordinate (x′,y′) in the projection image is a function of the set of intensities
along the line (x′,y′, z1) to (x′, y′, zn) in the 3D image, where n is the number of slices in the
3D image. (For maximum intensity projection, the function selects the maximum intensity.)
The same transformation is applied at all coordinates in the x-y plane. (d) Example of
maximum intensity projections after rotating the 3D image in 30° increments from 0 to 150°.
In these projections, all FISH signals are shown in each projection, except those FISH signals
that are directly behind another. (e) Three segmented nuclei displayed using surface rendering.
The display looks flat without using texture (left rendering versus middle rendering).
Wire-frame rendering (right rendering) enables the display of objects (segmented FISH
signals) internal to outer objects (nuclei). (Lockett, S.J. Three-dimensional image visualization
and analysis. Current Protocols in Cytometry. Copyright 2004 Wiley.)

(a)
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FIGURE 19.16 (Continued).
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association and dissociation binding constants of proteins bound to a cell structure
or another macromolecule can be calculated, because protein binding reduces the
recovery rate.36–38 Furthermore, FRAP measurements serve as a major source of
experimental data for modeling cell biological processes.39

Rotational diffusion coefficients of fluorescence-labeled molecules can also be
measured in cells by fluorescence polarization anisotropy measurement. In this
technique, the sample is excited with linearly polarized light and the intensity of the
emitted light is measured in the polarization directions parallel and perpendicular
to the excitation light. The rotational diffusion coefficient is derived from the ratio
of the intensities in the parallel and perpendicular directions.40,41

19.5.3 COLOCALIZATION ANALYSIS

Colocalization analysis is a method to detect and quantify the spatial association of
two different proteins in a cell by labeling the two protein species with green and red
fluorescent dyes and then visually observing yellow signal in the cell where the
different proteins are colocalized. Colocalization can be from either interaction of the
protein or from the two protein cohabiting subvisual compartments in the cell. Visual
interpretation, however, is not quantitative and can be very misleading (Figure 19.18);
thus, computational methods to quantify the colocalization of two proteins have been
developed. Manders, et al.42 developed a method to quantify the colocalization of two
proteins after segmentation of the protein-positive regions of the image. More recently,
Costes, et al.43,44 have developed methods to determine the probability that two proteins
are colocalized; and if this probability is considered high enough (e.g., >95%), then
the proportion of each protein colocalized with the other protein is quantified. The
method of Costes et al. has been recently commercialized by Bitplane.33 Advantages
of colocalization analysis over other methods to analyze protein interactions in the
cell are that fixed samples may be analyzed and proteins associated at distances greater
than those detected by FRET (see below) can be detected and quantified.

19.5.4 FLUORESCENCE RESONANCE ENERGY TRANSFER

Fluorescence resonance energy transfer (FRET) is direct, nonradiative transfer of
energy from a donor fluorescence molecule to an acceptor fluorescence molecule.
It occurs when the two molecules involved are closer than 10 nm and the emission
spectrum of the donor significantly overlaps the excitation spectrum of the acceptor
(Figure 19.19A). The major application of FRET is detection of two proteins directly
binding to each other.45,46 This is done by attaching a donor and acceptor to the
different proteins, and the existence of a FRET signal strongly indicates that the
proteins are directly bound to each other. FRET can be detected by several methods.
The traditional method is to excite the sample with light at the excitation wavelength
of the donor and detect light emission at the wavelength of the acceptor.47 However,
the detected light consists of extraneous signals that must be subtracted in order to
know the true FRET signal. These extraneous signals consist of emissions from
donor and acceptor following direct excitation and sample autofluorescence. Since
these extraneous signals can be much larger than the weak FRET signals, very
accurate corrections are necessary in order to obtain correct results.
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An alternative method, which does not require corrections to detect FRET, is
the acceptor photobleaching method.48 This method exploits the fact that FRET
reduces the direct emission from the donor; therefore, eliminating the acceptor
will eliminate FRET and thus increase emission from the donor. In this method,
the donor is first imaged using excitation light at the appropriate wavelength and
detecting light emitted at its emission wavelengths. Next, FRET is eliminated by
photobleaching the acceptor with light at its excitation wavelength. This is fol-
lowed by imaging the donor a second time. The difference between the donor’s
emission after photobleaching compared to before is attributed to FRET. This
method has the advantage that correction for extraneous signals is unnecessary;
however, it is essential to check that the donor was not photobleached as well as
the acceptor.

When FRET is used to detect protein binding, the donor and acceptor are
coupled to two proteins of interest, either via antibodies or directly tagging the

FIGURE 19.18 (Color insert follows page 204 Visual interpretation of colocalization is
very misleading. (a) and (b) Contrast enhancement leads to misleading conclusions. (a)
Simulation of red and green fluorescence signals, where the low amount of yellow (red
overlaid with green) implies very little colocalization of the two colors. (b) The same image
as A after contrast enhancement now shows a significant amount of yellow implying significant
colocalization. (c), (d), and (e) Apparent colocalization is not real. (c) and (d) Two 8 × 8 pixel
binary images where approximately half the pixels were randomly assigned signals. (e)
Overlay of images (c) and (d) shows approximately one quarter of the pixels contain both
red and green (yellow), which is as expected to occur by chance. Quantitative colocalization
analysis, Costes, et al.,44 however, report a probability of 25% that the colocalization is not
random; i.e., the presence of real colocalization is not significant. (f ), (g), (h), and (i) Real
colocalization is not visually apparent. (f) and (g) Two random images, where the probability
of the colocalization between the two images is not random is 22%. (h) Mask image showing
the regions of image (f) that replaced the same regions in image (g) in order to introduce real
(nonrandom) colocalization between the images. Image (i) is the result, which, when compared
to image (g), does not show any visual evidence of colocalization. However, quantitative
analysis reports a highly significant probability of over 99% that real colocalization exists
between the images.

(a) (b) (c) (d) (e)

(f) (g) (h) (i)
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proteins with GFP and its variants (e.g., donor/acceptor = BFP/GFP, or CFP/YFP).
(See Sekar and Periasamy49 for a review FRET of detecting protein interaction in
live cells.) A drawback of FRET for detecting protein binding is that the donor
and acceptor can easily be more than 10 nm apart while the proteins are bound,
which leads to a false-negative result. For the same reason, proteins that are part
of a complex but not directly binding to each other are detected as unbound.
Quantification of protein interactions from FRET signals is described by Hoppe
et al.50

Another important application of FRET is for molecular beacons. Molecular
beacons6 (Figure 19.19B) are molecules that have donor and acceptor moieties in
very close proximity so that when the donor is excited, the acceptor quenches light
emission from the donor. Beacons are designed to change conformation by specific
target molecules (e.g., enzymes, specific DNA sequences) and, upon activation, the
donor and acceptor separate, removing the quenching of the donor. In the case of
enzymes, the beacon is designed to be cleaved by the enzyme.51

19.6 EMERGING MICROSCOPE TECHNIQUES
FOR PROTEIN ANALYSIS IN CELLS

This section outlines several emerging microscope techniques for protein analysis
in cells.52

FIGURE 19.19 Fluorescence resonance energy transfer (FRET). (A) Schematic of FRET.
When D and A are less than 10 nm apart, D will transfer its excitation energy directly to A.
(B) Schematic representation of molecular beacons. In the hairpin loop structure, the quencher
(black circle) forms a nonfluorescent complex with the fluorophore. Upon hybridization of
the molecular beacon to a complementary sequence, the fluorophore and quencher are sepa-
rated, restoring the fluorescence.

D A
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A B

hν

hν

+
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19.6.1 EMERGING LABELING METHODS: NANOPARTICLES

Nanoparticles refer to a number of types of particles that are approximately  ≥5 nm
in diameter and in most cases fluoresce. Due to their small size they readily enter
live or fixed cells, and thus serve as useful labeling reagents.

Quantum dots,53,54 which contain a fluorescent semiconducting crystal at their core,
are a well-known type of nanoparticle, because their fluorescence properties have
advantages over conventional fluorescent dyes. These advantages are high quantum
yield, very low photobleaching, and a peak emission wavelength that is related to their
size. Furthermore, their emission band is relatively narrow (∼20 nm), enabling good
spectral separation of particles of different sizes; yet, conversely, they have wide
absorption spectrums that are independent of size, enabling the simultaneous excitation
of beads of different sizes. Quantum dots can be coated and used to label specific
proteins in cells by linking to immunoglobin or coating with strepavidin55 or incorpo-
rated into phospholipid micelles.56 Water-soluble quantum dots57 can be used in vivo,
and in a recent application they were shown to be readily endocytosed by motile cells
and thus could be used to track the cells. Their applications are expected to grow
rapidly as their surface chemistry becomes fully understood.

Another type of nanoparticles contain rare-earth doped yttria (Y2O3) coated in
silica to produce nanoparticles about 25 nm in diameter.58 Similar to quantum dots,
they do not photobleach, but have the additional advantage of excited state lifetimes
in the milliseconds. These very long lifetimes lead to increased sensitivity, because
their phosphorescence can be readily detected long after autofluorescence in the cell
has decayed. In addition, they exhibit step-wise multiphoton absorption at 974 nm,
enabling imaging deep in tissue (see Section 19.6.2.2 below).

19.6.2 EMERGING ACQUISITION METHODS

19.6.2.1 Spectral Imaging

Generally in microscopy, each field of view in the specimen is acquired into a
gray-level image, where the image intensities record the fluorescence signal from a
predefined wavelength range determined by interference filters. For samples labeled
with multiple fluorescent dyes, multiple gray-level images are taken of each field of
view using interference filters that select different wavelength ranges. However, if
the emission spectra overlap, and it is not possible to individually excite each dye,
then each gray-scale image contains signals from multiple dyes. The GFP dyes are
a good example of this phenomenon (Figure 19.2). Spectral imaging59 followed by
linear unmixing provides a solution to this problem by yielding a set of gray-level
images where each image corresponds to the signal from only one dye. In spectral
imaging, the emission spectrum at each pixel is acquired. A common method to
acquire the spectrum is to disperse the emitted light with a diffraction grating or prism
and to collect the dispersed light using a linear array of detectors. Usually the detected
spectrum ranges from 400 to 700 nm and the intensity is measured at 10 nm incre-
ments using 32 detectors. Thus each pixel is composed of (up to) 32 intensity values.
Linear unmixing is implemented by a mathematical algorithm, which is applied to
each pixel independently. For each pixel the algorithm calculates the proportion of
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each dye contributing to its measured spectrum. The predominant application of
spectral imaging is the quantification of dyes with overlapping emission spectra. Other
applications include separation of dye emission from autofluorescence and detection
of acceptor emission in the presence of donor emission in FRET experiments.

19.6.2.2 Multiphoton Microscopy

Multiphoton (MP) microscopy refers to a family of nonlinear optical acquisition
modes where multiple photons are used to generate each emitted photon from the
sample. The challenge with MP microscopy is in obtaining a high probability that
two or more photons will arrive at the same fluorochrome virtually at the same time
(<10−18 sec interval). This is achieved by temporally compressing the infrared pho-
tons into extremely short (100 to 200 femtosecond width), extremely high-intensity
pulses, and using a high numerical aperture objective lens to spatially compress the
pulses into a small volume. An inherent advantage of MP microscopy is that 3D
images are directly obtained, because the emitted photons can only arise from the
small volume where the excitation photons have sufficient concentration.

Here, we briefly describe three of these modes, all of which may be used on
live samples: two-photon fluorescence microscopy, second harmonic generation
(SHG) imaging, and coherent anti-Stokes Raman spectroscopy (CARS) microscopy.
Taken together, fluorescence, SHG, and CARS provide multiple channels of infor-
mation about the cell, enabling more complex cellular functions to be dissected.

Two-photon fluorescence (2P) microscopy60 is the most common form of MP
microscopy. In 2P microscopy, a fluorescent molecule is excited using two photons
arriving at the molecule at the same time. Generally, each photon has twice the wave-
length (half the energy) normally used for single photon excitation. For example, EGFP,
which is normally excited by blue light at a wavelength of 488 nm (Figure 19.2a) is
instead excited by two infrared (IR) photons at a wavelength of 976 nm. The advantages
of 2P microscopy are twofold: (1) IR photons are generally less damaging to live samples,
and (2) thicker (300 to 500 μm) samples can be imaged, because IR photons scatter less
in tissue. Furthermore, any scattering of the emitted photons is not a significant problem,
because at any given time point only one small volume in the sample is exposed to light
of sufficient intensity for 2P fluorescence to occur. Therefore, any photons emitted at
that time must have originated from the same volume regardless of the path taken by
the emitted photons out of the specimen. 2P microscopy is commonly used for imaging
of live samples, including direct imaging into live animals.61

Second harmonic generation (SHG)62 images ordered macromolecular struc-
tures. In SHG, an intense laser field induces a nonlinear polarization in a molecule
or assembly of molecules, resulting in the production of a coherent wave that is
emitted at exactly twice the incident frequency. Furthermore, the magnitude of the
SHG wave is resonance enhanced when the energy of the second harmonic signal
overlaps with an electronic absorption band. The major advantage of SHG is that
such structures are detected without labeling, and in addition the techniques works
in live cells. SHG has been used to detect noncentrosymmetric structures in cells
and tissues such as collagen in the extracellular matrix63,64 (Figure 19.20) and actin
fibers, thus providing 3D structural information about the sample without labeling.
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SHG has also been used to image lipid bilayers forming plasma membranes and
intracellular organelle membranes62; however, the symmetry of the bilayer must be
broken by labeling only one leaflet of the bilayer.

Coherent anti-Stokes Raman spectroscopy (CARS) microscopy is in its infancy,
but promises to be a highly sensitive method to detect chemical bonds (e.g., –CH,
–NH, and –SH bonds) via their vibrational (Raman) spectra with the spatial resolu-
tion of a confocal microscope.65 CARS can be used to detect specific molecules by
replacing hydrogen atoms in –CH bonds with deuterium atoms. This has the effect
of shifting the Raman spectra to a frequency where naturally occurring bonds do
not vibrate (Figure 19.21). This approach for detecting specific molecules, either
small or large, has the following advantages over fluorescence labeling:

1. Infrared light is used, which can be tolerated by live cells
2. Deuterating –CH bonds to –CD in a molecule has far less effect on the

molecules chemistry compared to attaching a fluorescent dye
3. –CD bonds do not suffer photodamage, which is an inherent problem

when using fluorescent labels

19.6.3 EMERGING IMAGE ANALYSIS METHODS

19.6.3.1 Advanced Methods to Detect Cell Nuclei and Whole 
Cells in Tissue

The basic image analysis (IA) techniques described above generally perform satis-
factorily when the cell nuclei or whole cells being detected are separated or slightly
touching, and when some interactive correction is acceptable. However, more
advanced methods are required when automation or analysis of large numbers of
cells is desirable. Here, we outline some of the approaches researchers are taking
to achieve improved segmentation of cells and nuclei.

FIGURE 19.20 Second harmonic generation (SHG) imaging at 880 nm excitation of a spher-
oid of MCF10 cells. (a) SHG signal around the edges of the spheroid corresponding to the
location of basement membrane proteins. Note the increased signal at the top and bottom edges
of the spheroids due to the polarization of the laser light. The image also shows autofluores-
cence. (b) Image of the autofluorescence alone. (c) Harmonic signal alone after subtracting
the autofluorescence using eigenanalysis.11 (d) Bright-field image. 

(a) (b) (c) (d)
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An advanced segmentation method adopts the strategy of exploiting multiple
sources of information available from the image, in conjunction with a priori infor-
mation about the objects, in order to achieve good segmentation. Either the method
applies several algorithms in succession to first achieve an approximate segmentation
followed by improvements by the subsequent algorithms. Alternatively, the method
uses one algorithm that is able to unify multiple sources of image and object
information to achieve segmentation.

The method of applying multiple algorithms in succession has been used with
considerable success by Wählby, et al.66 One of their approaches was to use a watershed
algorithm to achieve an initial segmentation, then merge incorrectly divided objects
and finally split clustered objects. In another approach,67 cell nuclei in tissue sections
were segmented by first identifying seeds inside nuclei, followed by an edge-based
watershed algorithm that more accurately delineated the nuclear borders than the
standard watershed algorithm. This method correctly segmented approximately 95%
of the nuclei. In a subsequent study, Wählby, et al.68 combined the above methods so
that intensity, edge, and shape information were utilized for nuclear segmentation in
tissue sections. This method was also implemented for 3D image segmentation.

Another approach to cell or nuclear segmentation is to segment the image several
times using different algorithms or different variants of the same algorithm69,70 and
then automatically select the best segmentation result for each object from the set
of segmentation results. Lockett, et al.71 achieved approximately 95% correct seg-
mentation for cell nuclei in tissue.

FIGURE 19.21 Images of living RAW cells that have been exposed to deuterium-labeled
lipids. (From Yoder, E.J. and Kleinfeld, D. Microsc. Res. Tech., 56, 304–305, 2002. With
permission.)
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Several segmentation algorithms that use multiple sources of information in unity
have been developed. A significant subset of these algorithms is based on the
image-processing technique of anisotropic diffusion,72 which is a method to reduce
noise in images without blurring edges by preferentially smoothing an image in
directions perpendicular to the steepest edges (Figure 19.22). Following smoothing, it
is much easier to delineate the edges of objects with standard algorithms. This approach
has been used in several optical microscopy applications that include segmentation
and dynamic tracking of nuclear processes in living cells73 and tracking cell motility74

and segmentation of whole cells in intact tissue where the cells have been labeled with
a fluorescent cell surface marker.75 The segmentation of whole cells in tissue is a
particularly difficult problem because inherently all the cells are touching other cells.

Other segmentation methods utilize edge direction information measured from
the image to detect object edges pointing toward the center of circular objects,76,77

and another algorithm has extended the watershed algorithm to find smooth edges
around objects.78

The combined development of automatic image analysis software together with
quantitative image acquisition methods and high-throughput image-based cell
screening is yielding large image databases. Consequently, bioinformatics tools for
storage, analysis, mining, and modeling of information in large image databases are
under development.79

On the hardware side, it will soon be possible to segment and analyze images
as rapidly as they are acquired using multiprocessor computers or reconfigurable
floating point gate array (FPGA) chips.80

19.6.3.2 Objective Analysis of the Subcellular Distribution
of Proteins

Proteins expressed in a cell have characteristic spatial distributions within the cell that
depend in part on their function and activity. Furthermore, changes in cell behavior
(e.g., proliferation, differentiation, response to the external environment) can lead to
both changes in the expression level and the subcellular distribution of some of the
proteins in the cell. Thus, understanding the proteome of the cell must include analysis
of the spatial distribution of proteins in cells. Recent work by Roques et al.81 is
achieving this goal through the combination of several technologies. The genetic

FIGURE 19.22 Noise reduction by anisotropic diffusion, which does not blur edges. (a) Input,
noisy image. (b) Smoothed image.

(b)(a)
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technology of central dogma (CD) tagging,82 which is a method to label an arbitrary
(including an unknown) protein in cells with GFP, is used for labeling. This is followed
by fluorescence microscopy, cell segmentation, quantitative measurement of features
that characterize spatial intensity distributions, and classification of the protein patterns
in each cell based on statistical classification of the features. This approach is high
throughput, reproducible, and can resolve image sets indistinguishable by visual
inspection.

19.6.4 EMERGING MICROSCOPE TECHNIQUES

Several new microscope techniques are becoming available for analyzing the
dynamics of proteins and their interactions in cells and for high-throughput screen-
ing of large numbers of cells.

19.6.4.1 Fluorescence Correlation Spectroscopy and 
Fluorescence Intensity Distribution Analysis

Fluorescence correlation spectroscopy (FCS)83,84 directly measures the fluctuating
signal from a small number of fluorescence molecules (ideally one) as they pass
through a confocal volume. By performing autocorrelation analysis on the measured
fluctuations, two important measurements can be determined about the molecules
in the confocal volume: their absolute concentration and their diffusion coefficient.
The latter parameter may indicate binding of the observed molecules to each other
or different, unlabeled molecules.85 FCS, however, has two drawbacks: First, only
very low concentrations of the molecules can be analyzed. Second, only one confocal
volume in a cell can be analyzed at a time. Wiseman, et al.86 have solved the latter
with the introduction of image correlation spectroscopy (ICS). In ICS, measurements
are made at every position in the image by rapid acquisition with a CCD camera,
but the method can only measure relatively slow fluctuations compared to FCS.

Fluorescence intensity distribution analysis (FIDA)87,88 uses the same experimen-
tal configuration as FCS, but it quantifies the intensity of each single molecule passing
through the confocal volume. Molecular interactions and changes in the environment
can be determined from analysis of the mean and shape of the intensity distribution.

19.6.4.2 Fluorescence Lifetime Imaging

Fluorescence lifetime imaging (FLIM)89–91 measures the length of time (typically a
few nanoseconds) that a fluorescence molecule is in its excited state. The methods
for measuring lifetimes are reviewed by Wang, et al.,92 but a common method is to
measure the time from excitation of single molecules with a short pulse (less than
a nanosecond) of laser light to the emission time. A drawback of this method is that
only one photon per pulse should be excited; on the other hand, the same instru-
mentation can be used for fluorescence correlation spectroscopy.93

The lifetime of an excited fluorescence molecule is affected by its immediate
chemical environment, and in particular FLIM is a sensitive method to detect FRET.
This is because the close proximity of an acceptor fluorophore provides an additional
nonradiative energy transfer pathway for the excited molecule to lose its energy,
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resulting in a reduced lifetime. In addition, FLIM can detect environmental factors
such as pH, oxygen, and CA2+ concentrations, discriminate against autofluorescence,
and detect fluorescence quenching.

19.6.4.3 Microscope-Based High-Throughput Screening (HTS) 
of Cells

Major advances in genomics, proteomics, and, particularly, the generation of large
numbers of candidate pharmaceuticals, have created the need for rapid target vali-
dation of compounds in live cells.94,95 This has become possible in recent years due
to the convergence of several technical developments that include live-cell fluores-
cence probes, which report on a wide variety of cellular actions, and automatic image
acquisition and analysis. Consequently, there are now several commercial instru-
ments for rapid cell analysis, which screen samples in three different kinds of format: 

1. Live cells of the same or different types are arrayed into 96 or 384
wells.96–100 This format is commonly used in the early stage of drug devel-
opment, when large numbers of compounds must be screened for response
in many cell lines. In these applications, each well is automatically imaged
over time following the addition of candidate drugs. Wells are analyzed
for various endpoints, such as growth, differentiation, metabolic activity,
or apoptosis that are indicated by fluorescence dyes.

2. Individual cells are dispersed over a standard microscope slide and a laser
scanning cytometer99–101 images each cell individually. This instrument is
analogous to a flow cytometer, although the scan rate is considerably
slower, but it has the advantage that cell morphology and the spatial
distribution of fluorescence signals can be analyzed. Furthermore, one can
later return to specific cells for re-examination.

3. Tissue arrays are a third format,102–104 which consist of a 1000 small,
cylindrical tissue biopsies (600 μm in diameter and over 1 mm in length)
regularly arranged in a paraffin block (see Kononen, et al.105 for further
details). Following preparation, the array can be replicated hundreds of
times by sectioning to standard 4 to 6 μm thickness. The key advantage
of tissue array sections is that all 1000 samples can be identically labeled
for a specific protein and all of them analyzed simultaneously, and hundreds
of proteins can be screened using the same sample set. However, such high
throughput is only achieved if images of the arrays are acquired and
analyzed automatically. The image analysis needs to compartmentalize
each sample into normal cells vs. tumor cells (in the case of tumor biopsies)
and then quantify the level of protein/gene per cell in each compartment.

19.7 CONCLUSION

Cells are highly complex molecular machines. At any one time, a cell is processing
many internal and external chemical and physical signals in a combined way in
order to determine its course of action. Actions include growth, differentiation,
metabolic activity, and apoptosis. In order to understand these extremely complex



Image Analysis in Proteomics 427

machines, proteomics needs to be taken inside the live cell. Using a wide variety
of imaging techniques based on fluorescence microscopy and quantitative image
analysis, it is possible to measure the interactions and dynamics of multiple proteins
in cells from which molecular pathways can be deduced.
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FIGURE 3.7 ERNE scalable system architecture.

FIGURE 6.10 Overlap of pI/MW experimental (●) and theoretical (■) values for spots
identified in a 2D PAGE map of human colorectal epithelial obtained from Swiss-2D PAGE.
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FIGURE 6.11 (a) Overlap of spots identified in 2D PAGE map of human colorectal epithelial
cell line (in green) and theoretically computed (in red). (b) Several pairs of corresponding
experimentally predicted spots are connected to reflect the translations. (c) A global warping
attempts to bring the computed value closer to the corresponding observed member of the
pair. While in some cases an almost exact local alignment is achieved, in many instances the
differences caused by posttranslation modifications are simply too large to successfully align.
This analysis was carried out using a demonstration version of the Delta-2D package.18



FIGURE 6.15 Snapshot of scatterplots from one sample in ProtPlot (top). It is also possible
to create (bottom) an (X vs. Y ) scatterplot or (mean X set vs. mean Y set) scatterplot when
the corresponding ratio display mode is set. The following window shows the (mean X set
vs. mean Y set) scatterplot.



FIGURE 6.20 The spots marked by boxes belong to the same cluster.

FIGURE  6.21 Tissue and histology specific pI/MVv maps surveyed to date. The color code
for the scatterplots is the same as in Figure 6.15 for the individual maps, but for ratios (X/Y)
it is as follows: 10.0, 5.0, 2.0, 1.5, 1.0, 0.666, 0.5, 0.2, 0.1.



FIGURE 9.1 KEGG/PATHWAY graph representation of the cell cycle pathway in Homo sapi-
ens. Nodes in the graph represent gene products; edges represent interactions between gene
products. Nodes highlighted in pink represent an example set of genes of interest as entered by
the user (Web site available at http://www.genome.ad.jp/ kegg-bin/ mk_point_ multi_html).

FIGURE 9.2 Visual representation of a molecular complex in protein interaction networks
found using the k-core method of analyzing yeast protein interaction data. The above network
is a six-core. In a six-core, each node has at least six edges connected to it. SAGA,
Spt-Ada-Gcn5-acetyltransferase transcriptional activator–histone acetyltransferase complex;
TRAPP, transport protein particle complex. Proteins are colored according to GO (Gene
Ontology) cellular component. (Reproduced from Bader, G.D. and Hogue, C.W. Nature
Biotechnol., 20, 991–997, 2002. With permission.)



FIGURE 9.3 Integrated physical-interaction networks from systematic perturbations of the
GAL pathway in yeast. Nodes represent genes, a yellow arrow directed from one node to
another signifies that the protein encoded by the first gene can influence the transcription of
the second by DNA binding (protein–DNA), and a blue line between two nodes signifies that
the corresponding proteins can physically interact (protein–protein). Highly interconnected
groups of genes tend to have common biological function and are labeled accordingly. (A)
Effects of the gal4 + gal perturbation are superimposed on the network, with gal4 colored
red and the gray-scale intensity of other nodes representing changes in mRNA as in Figure 9.2
(node diameter also scales with the magnitude of change). Regions corresponding to (B)
galactose utilization and (C) amino acid synthesis are detailed at right. (Reproduced from
Ideker, T., et al., Science, 292, 923–934, 2001. With permission.)

FIGURE 10.3 A PCA plot of proteins with different folds.



FIGURE 13.2 The average numbers of matching complete tryptic peptides from human, worm
(C. elegans), and yeast (S. cerevisiae) proteins as a function of peptide mass for different
accuracies of the mass measurements (left). The better the mass accuracy, the fewer tryptic
peptides match a single peptide mass; e.g., a mass of 2000 Da correspond on the average to
7.0, 4.1, and 2.0 complete tryptic peptides from human proteins for mass accuracies of 2, 1,
and 0.1 ppm, respectively. Below 0.1 ppm no further improvement is observed when improving
the mass accuracy because the elemental composition of the peptide is uniquely defined by the
mass. Organisms with fewer genes have fewer peptides that match a single tryptic peptide mass;
e.g., a mass of 2000 Da with a mass accuracy of 1 ppm correspond on the average to 4.1, 2.3,
and 1.6 complete tryptic peptides from human, worm, and yeast, respectively. The distributions
of the number of matching peptides are shown for a few cases (right); e.g., the average value
of 1.6 complete tryptic peptides from yeast matching a mass of 2000 Da with mass accuracy
1 ppm, correspond to matches to single peptides in 58.4% of the cases and to matches of 2, 3,
4, 5, and 6 peptides in 30.7, 8.4, 1.9, 0.4, and 0.2% of the cases, respectively.
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FIGURE 14.1 3D interactive display of two classes of samples projected in UMSA compo-
nent space.



FIGURE 14.2 UMSA-based analysis of SELDI peak intensity data from 183 samples in two
groups, each with 299 detected peaks. Group A: n = 92, 49 used for training (green) and 43
for test (olive); Group B: n = 91, 49 used for training (red) and 42 for test (blue). (a) UMSA
component analysis of the training data using all 299 peaks; the fixed component projection
was then applied to the test data. (b) Plot of significance scores of all 299 peaks in log-scale
and descending order. Arrow indicates cutoff on significance scores where the score descending
rates differ noticeably. With this cutoff, 20 top-scored peaks were selected. (c) UMSA com-
ponent analysis of the sample training data using the 20 selected peaks; the fixed component
projection was then again applied to the test data.
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FIGURE 19.1 Example of antibody labeling in fixed tissue. The picture is a triple label
confocal image of the cerebellum of the mouse mutant ataxia (axJ). Granule cells and other
nuclei are labeled with DAPI (blue), Purkinje cells are labeled with antibody to calbindin
(red), and synaptic contacts are identified by an antibody to syntaxin (green). (Courtesy of
Dr. Rivka Rachel, NCI-Frederick).

FIGURE 19.4 (a) A thin section of cat brain tissue infected with cryptococcus and imaged
using DIC optics and a full-wave retardation plate. Note the pseudo three-dimensional appear-
ance of the photomicrograph. (b) The same field of view, but imaged with fluorescence illumi-
nation and an Olympus WIB filter cube. The cells were stained with a combination of
fluorescein-5-isothiocyanate (FITC) and Congo red (emission wavelength maxima of 520 and
614 nanometers, respectively). (c) The two techniques are used in combination, illustrating the
infected cat brain tissue in both fluorescence and DIC illumination.

FIGURE 19.5 Tissue section of mouse kidney 15 μm thick, labeled with Alexa Fluor 488
wheat germ agglutinin (green) and Alexa Fluor 568 phalloidin (red). Images were acquired
with an LSM 410 confocal microscope (Carl Zeiss Inc., Thornwood, NY). (A) Image acquired
with the pinholes open to mimic conventional microscopy. (B) Image acquired with a small
pinhole for confocal microscopy.

A B



FIGURE 19.13 Segmentation of cell nuclei using matched filtering and the watershed algo-
rithm. (a) Image of fluorescence-labeled cell nuclei. (b) The image in A after application of a
matched filter. (c) The image in B after application of the dilation filter. (d) The seed image
(red) generated by subtracting image C from image B and thresholding at intensity 0, overlaid
on the image in A. (e) One-dimensional schematic illustration of the watershed algorithm.
“Water” gradually fills up the valleys starting at the seed points. All pixels in the same valley
as the seed are assigned to the same object (green and red). Locations of adjacent pixels from
different objects form ridge lines, which water cannot cross. (f ) Watershed ridges overlaid on
the original image. (g) Original image after automatic thresholding to determine object and
background regions of the image. (h) Final borders overlaid on the original image. “X” and “+”
indicate errors. “X” marks undivided clusters of nuclei and “+” marks incorrectly split nuclei.
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FIGURE 19.14 (a) Image of cell nuclei (green) and FISH signals (blue). (b) Grey image of
the nuclei. (c) Grey image of the FISH signals. (d) Image B following setting of a threshold
intensity to separate bright nuclei (red) with intensities > threshold intensity from background
(black) with intensities < threshold intensity. Arrows indicate two touching nuclei, which the
computer would consider as one object. (e) Image D after erosion to shrink the nuclei so that
touching nuclei separate. (f) “Skeletonization” of the background in image E in order to
determine the lines midway between the objects, which serve as divisions between touching
objects. (g) The individually detected nuclei. (h) The detected FISH signals.
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FIGURE 19.16 (a) “Gallery” of 2D slices from a 3D image. The red signal is from a
fluorescent DNA dye that labels the entire volume of each nucleus. The yellow dots are FISH
signals at the centromere of chromosome 1 (arrows). (b) Orthogonal views through a 3D
image. (c) Generation of projection images in volume rendering. The intensity at coordinate
(x′,y′) in the projection image is a function of the set of intensities along the line (x′,y′, z1)
to (x′, y′, zn) in the 3D image, where n is the number of slices in the 3D image. (For maximum
intensity projection, the function selects the maximum intensity.) The same transformation is
applied at all coordinates in the x-y plane. (d) Example of maximum intensity projections
after rotating the 3D image in 30° increments from 0 to 150°. In these projections, all FISH
signals are shown in each projection, except those FISH signals that are directly behind
another. (e) Three segmented nuclei displayed using surface rendering. The display looks flat
without using texture (left rendering versus middle rendering). Wire-frame rendering (right
rendering) enables the display of objects (segmented FISH signals) internal to outer objects
(nuclei). (Lockett, S.J. Three-dimensional image visualization and analysis. Current Protocols
in Cytometry. Copyright 2004 Wiley.)
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FIGURE 19.16 (Continued).
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FIGURE 19.18 Visual interpretation of colocalization is very misleading. (a) and (b) Contrast
enhancement leads to misleading conclusions. (a) Simulation of red and green fluorescence
signals, where the low amount of yellow (red overlaid with green) implies very little colo-
calization of the two colors. (b) The same image as A after contrast enhancement now shows
a significant amount of yellow implying significant colocalization. (c), (d), and (e) Apparent
colocalization is not real. (c) and (d) Two 8 × 8 pixel binary images where approximately
half the pixels were randomly assigned signals. (e) Overlay of images (c) and (d) shows
approximately one quarter of the pixels contain both red and green (yellow), which is as
expected to occur by chance. Quantitative colocalization analysis, Costes, et al.,44 however,
report a probability of 25% that the colocalization is not random; i.e., the presence of real
colocalization is not significant. (f ), (g), (h), and (i) Real colocalization is not visually
apparent. (f) and (g) Two random images, where the probability of the colocalization between
the two images is not random is 22%. (h) Mask image showing the regions of image (f) that
replaced the same regions in image (g) in order to introduce real (nonrandom) colocalization
between the images. Image (i) is the result, which, when compared to image (g), does not
show any visual evidence of colocalization. However, quantitative analysis reports a highly
significant probability of over 99% that real colocalization exists between the images.
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