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Silesian University of Technology
Faculty of Automatic Control
Electronics and Computer Science
ul. Akademicka 16
44-100 Gliwice
Poland
E-mail: epietka@polsl.pl

Prof. Jacek Kawa
Silesian University of Technology
Faculty of Automatic Control
Electronics and Computer Science
ul. Akademicka 16
44-100 Gliwice
Poland
E-mail: jkawa@polsl.pl

ISBN 978-3-642-13104-2 e-ISBN 978-3-642-13105-9

DOI 10.1007/978-3-642-13105-9

Advances in Intelligent and Soft Computing ISSN 1867-5662

Library of Congress Control Number: Applied for

c© 2010 Springer-Verlag Berlin Heidelberg

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting,
reproduction on microfilm or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9,
1965, in its current version, and permission for use must always be obtained from Springer. Violations
are liable for prosecution under the German Copyright Law.

The use of general descriptive names, registered names, trademarks, etc. in this publication does not
imply, even in the absence of a specific statement, that such names are exempt from the relevant protective
laws and regulations and therefore free for general use.

Typeset & Cover Design: Scientific Publishing Services Pvt. Ltd., Chennai, India.

Printed on acid-free paper

5 4 3 2 1 0

springer.com



Foreword

Significant development in medical diagnosis and therapy, observed in recent
years, is undoubtedly connected with the development of computer systems
of information processing on the basis of the improvement of technology
and construction of electronic devices, application of theory and appropri-
ate algorithms as well as development of tools used in the software devel-
opment process. Possible benefits obtained in all branches of medicine are
unquestionable.

The progress of civilization results in an increase of the disease rate in mus-
coskeletal and cardiovascular systems, tumours being predominant in medical
statistics. Furthermore, factors concerning aging of population, traffic acci-
dents, sports activity, in particular extreme sports, demand modern medical
techniques and technologies. The solution of complex problems concerning
diagnostics and medical therapy is possible thanks to the development of in-
terdisciplinary cooperation of experts from diverse branches of medical and
engineering fields. The engineering knowledge defined as biomedical engineer-
ing is covering biosystems, biomaterials, biomechanics and rehabilitation en-
gineering, biomedical imaging as well as computer and telemedicine systems,
neural networks and medical physics.

The development of biomedical engineering undoubtedly reflects the present
state of the art and knowledge of biological reality. Mainly, it depends on
the application of new cognitive and diagnostic methods that use the latest
achievements from the field of natural sciences and technology.

Issues concerning biomedical engineering are actively developed in many
scientific and clinical centres all over the world, which is manifested by a
stream of reports, publications and papers. Thus, their periodic analysis
and synthesis is required. In consequence, comprehensive studies enriching
the present state of the art are published. The studies will be useful in the
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arrangement of knowledge and its application, in the production of medical
devices and the elaboration of innovative diagnostic and therapeutic proce-
dures in clinical practice. The papers presented in this book are pursuing the
above denoted aims.

Gliwice, June 2010 Jan Marciniak



Preface

Information Technology in Biomedicine is an interdisciplinary research area,
that bridges the gap between methodological achievements in engineering
and clinical requirements in medical diagnosis and therapy. It is an emerging
field focusing on collaboration between physicians, scientists, and technicians
in order to define and meet patients needs. Many of these areas are recog-
nized as research and development frontiers in employing new technology in
clinical environment. These include image-guided diagnosis and treatment,
biotechnology, biomaterials, biometrics, telemedicine and home care. New
approaches to information technologies increase the efficiency of medical di-
agnostic and treatment and permit more information to be extracted from
the acquired data. In this book, members of the academic society of technical
and medical background present their research results and clinical implemen-
tation in order to satisfy the functional requirements of authorized physicians
for the benefit of the patients.

An extended area is covered by the articles. It includes biomedical signals,
medical image processing, computer-aided diagnosis and surgery, biometrics,
healthcare and telemedicine, biomechanics, biomaterials, bioinformatics. Sec-
tion on bronchoscopy presents the basis as well as new research studies per-
formed in this field. Papers present various theoretical approaches and new
methodologies based on fuzzy sets, mathematical statistics, mathematical
morphology, fractals, wavelets, syntactic methods, artificial neural networks,
graphs and many others.

We would like to express our gratitude to all paper reviewers as well as
the authors who have contributed their original research papers.

Gliwice, Ewa Pi ↪etka
June 2010 Jacek Kawa
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Magdalena Smoleń, Klaudia Czopek, Piotr Augustyniak

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 367
2 Measurement Modalities and Methods . . . . . . . . . . . . . . . . . . 368

2.1 Analysis of Heart Rate Variability . . . . . . . . . . . . . . . 369
2.2 Analysis of Subject’s Motion . . . . . . . . . . . . . . . . . . . 370
2.3 Analysis of Acoustic Effects . . . . . . . . . . . . . . . . . . . . 371

3 System Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373
4 Software Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 376
5 Conclusions and Future Works . . . . . . . . . . . . . . . . . . . . . . . . . 377
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 378

A Graph Representation of Subject’s Time-State Space . . . . . . 379
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Marek Krótkiewicz, Krystian Wojtkiewicz, Rados�law Kardas

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 439
2 Traditional Approach towards Rehabilitation . . . . . . . . . . . . 440
3 ACL Rehabilitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 441
4 The Use of 3D Modeling Application in ACL

Rehabilitation Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 442
5 Computer Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 445
6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 446
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 446

Numerical Analysis of Spine Stabilizers on Lumbar Part of
Spine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 447
Marta Kiel, Jan Marciniak, Marcin Basiaga, Janusz Szewczenko

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 447
2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 448
3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 451

3.1 Results of Analysis of Lumbar Spine -
Transpedicular Stabilizer System . . . . . . . . . . . . . . . . 451



XXII Contents

3.2 Results of Analysis of Lumbar Spine – Pate
Stabilizer System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 453

4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 455
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 456

Numerical Analysis of Low Contact Plate Made of
Alternative Metallic Biomaterials . . . . . . . . . . . . . . . . . . . . . . . . . . . . 457
Marcin Kaczmarek

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 457
2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 458

2.1 Geometrical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 458
2.2 Numerical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 459
2.3 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . 459

3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 460
3.1 Tibia - Stainless Steel LCP System . . . . . . . . . . . . . . 460
3.2 Tibia - Ti-6Al-4V LCP System . . . . . . . . . . . . . . . . . 461

4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 463
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 464

Metatarsal Osteotomy Using Double-Threaded
Screws - Biomechanical Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 465
Anna Ziebowicz, Anita Kajzer, Wojciech Kajzer, Jan Marciniak

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 465
2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 466
3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 468
4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 471
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 472

Biomechanical Behaviour of Surgical Drills in Simulated
Conditions of Drilling in a Bone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 473
Marcin Basiaga, Zbigniew Paszenda, Janusz Szewczenko

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 473
2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 474

2.1 Geometrical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 474
2.2 Numerical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 475
2.3 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . 475

3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 476
3.1 Strength Analysis Results - Variant I . . . . . . . . . . . . 476
3.2 Strength Analysis Results - Variant II . . . . . . . . . . . 477

4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 480
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 480

FEM Analysis of Instruments Used in Root Canal
Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 483
Witold Walke, Zbigniew Paszenda, Piotr Winiarski

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 483



Contents XXIII

2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 484
3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 486
4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 489
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 490

Specific Evaluation of Pelvic Radiograms and Hip BMD
in Structural Scoliosis Reflectorica and Reactive Pain
Conditions of the Backbone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 491
Andrzej Dyszkiewicz, Pawe�l Po�leć, Damian Chachulski,
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On a Hybrid Fuzzy Clustering Method

Tomasz Przybyła, Janusz Jeżewski, and Dawid Roj

Abstract. This paper presents a new hybrid fuzzy clustering method. In the pro-
posed method, cluster prototypes are values that minimize the introduced general-
ized cost function. The proposed method can be considered as a generalization of
fuzzy c–means (FCM) method as well as the fuzzy c–median (FCMed) clustering
method. The generalization of the cluster cost function is made by applying the Lp

norm. The values that minimize the proposed cost function have been chosen as the
cluster prototypes. The weighted myriad is a special case of the cluster prototype
when the Lp norm is the L2 norm. The cluster prototypes are the weighted merid-
ians for the L1 norm. Artificial data set is used to demonstrate the performance of
proposed method, and the obtained results are compared to the results from the FCM
method.

1 Introduction

Let us consider a set of objects O = {o1, . . . ,oN}. The object set consists of unla-
beled data, i.e. labels are not assigned to objects. The goal of clustering is to find
existing subsets in the O set. Objects from one group have a high degree of similar-
ity, while they have a high degree of dissimilarity with objects from other groups.
Subsets that are found among the objects of the O set are called clusters [1, 2].

In most cases, each oi object from the O object set is represented by an x vector
in the s-dimensional space i.e. x ∈ IRs. The set X = {x1, . . . ,xN} is called the object
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data representation of O. In such a case, the l-th component of the k-th feature vector
xk gives a measure of l-th feature (e.g. length of flower petal, age of car, weight) of
the k-th object ok.

One of the most popular clustering method is the fuzzy c–means (FCM) method.
In this method, cluster prototypes are computed as the fuzzy means [2]. However,
one of the most important inconvenience of the FCM method is its sensitivity to
outliers i.e. there are feature vectors which component (or components) have quite
different value compared to other feature vectors. There are many modifications
for the limitation of the outliers influence. In the first modification, the L2 norm
is replaced by the L1 norm and by the generalized Lp norm [3]. Another approach
has been proposed by Krishnapuram and Keller [4, 5]. This clustering approach is
based on possibilistic theory instead on fuzzy theory. One of the most interesting
modification has been proposed by Kersten. In this method the L2 norm is replaced
by the L1 norm, and the cluster prototypes are computed as fuzzy medians [6].

The use of heavy tailed distribution to model the impulsive noise gives better
results than the use of Gaussian distribution [7, 8, 9, 10]. One of the havy tailed dis-
tribution is the Cauchy distribution, where the location parameter is called (sample)
myriad [11]. The fuzzy myriads have been used as the cluster prototypes in the fuzzy
c–myriads (FCMyr) clustering method [12]. Another example of the heavy tailed
distribution is the Meridian distribution proposed by Aysal and Berner [13]. The
location parameter for the Meridian distribution is called (sample) meridian. In the
adaptative fuzzy c–meridians (AFCMer) clustering method, the cluster prototypes
were computed as fuzzy meridians [14]. The myriad is the maximum likelihood
estimator of the location parameter for the Cauchy distribution, so is the meridian
for the Meridian distribution. The form of cost function for sample meridian is very
similar to the sample meridian cost function. The L2 norm is used for the myriad cost
function, where for the meridian cost function, the L1 norm is used. In this paper, the
generalized cost function is presented. In the proposed cost function, the Lp norm is
used. Assuming p = 2 the generalized cost function becomes the myriad cost func-
tion, while for p = 1 the proposed cost function becomes the meridian cost function.
Such a generalized cost function is used to determine the cluster prototypes in pro-
posed clustering algorithm. The paper is organized as follows. Section II gives the
genaralized cost function. The proposed clustering algorithm is introduced in Sec-
tion III. Section IV contains numerical examples. The last section contains some
conclusions and ideas for future research.

2 Generalized Cost Function

2.1 Weighted Myriad

The probability density function (PDF) of the Cauchy distribution is described in
the following way
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f (x;Θ) =
(

K
π

)
1

K2 +(x−Θ)2 , (1)

where Θ is the location parameter, and K is the scaling factor (K > 0). The
Figure 1 shows the PDF of the Cauchy distribution for scale parameter K = 1 and
location Θ = 0 (solid line) and the PDF of the normal distribution N(0,1) (dashed
line). It can be noticed that the Cauchy distribution has heavier tails.
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Fig. 1 Cauchy (solid line) and Normal (dashed line) probability density functions

For the given set of N independent and identically distributed (i.i.d.) samples each
obeying the Cauchy distribution with the common scale parameter K, the sample
myriad Θ̂K is a value that minimizes the cost functionΨK defined as follows [15]

Θ̂K =arg min
Θ∈IR

N

∑
k=1

log
[
K2 +(xk−Θ )2

]

=arg min
Θ∈IR

ΨK(x;Θ)

=myriad
{

xk|Nk=1;K
}

. (2)

By assigning non–negative weights to the input samples, the weighted myriad Θ̂K

is derived as a generalization of the sample myriad. For the N i.i.d. observations
{xk}N

k=1 and the {uk}N
k=1, the weighted myriad can be computed from the following

expression

Θ̂K =arg min
Θ∈IR

N

∑
k=1

log
[
K2 +uk (xk−Θ)2

]

=arg min
Θ∈IR

ΨK (x,u;Θ)

=myriad
{

uk ∗ xk|Nk=1;K
}

. (3)
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The value of weighted myriad depends on the data set x, the assigned weights u
and the parameter K, called a linearity parameter. Two interesting cases may occur.
First, when the K value tends to infinity (i.e. K → ∞), then the value of weighted
myriad converges with the weighted mean, that is

lim
K→∞

Θ̂K =
∑N

k=1 ukxk

∑N
k=1 uk

, (4)

where Θ̂K = myriad
{

uk ∗ xk|Nk=1;K
}N

k=1. This property is called myriad linear prop-
erty [11, 15].

Second case, called modal property, occurs when the value of K parameter tends
to zero (i.e. K→ 0). In this case the value of the weighted myriad is always equal to
one of most frequent values in the input data set, i.e.:

Θ̂0 = arg min
x j∈Ξ

N

∏
k=1,xk �=xj

∣∣xk− x j
∣∣ , (5)

where
Θ̂0 = lim

K→0
Θ̂K ,

and Ξ is a set that contains the most frequent data in the input data set x. The value
Θ̂K is defined in the same way as in the linear property.

For the data set x = {0.13,0.16,0.27,0.39,0.86,0.90,0.95,0.97,0.99} and the
assigned weights u = {0.70,0.60,0.39,0.94,0.26,0.02,0.04,0.08,0.05}, the exam-
ple of possible shapes of the weighted myriad cost function (3) are presented in
Figure 2.

2.2 Weighted Meridian

The random variable formed as the ratio of two independent zero–mean Laplacian
distributed random variables is refered to as the Meridian distribution. The Meridian
distribution has been proposed by Aysal and Berner [13]. The form of the proposed
distribution is given by

f (x;δ ) =
(
δ
2

)
1

(δ + |x|)2 . (6)

The standard Cauchy and Meridian PDFs are plotted in Figure 3 , where K = δ = 1.
It can be seen that the Meridian distribution has heavier tails than the Cauchy dis-
tribution. For the given set of N i.i.d. samples {xk}N

k=1 each obeying the Meridian
distribution with the common scale parameter δ , the sample meridian β̂δ is given
by [13]
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Fig. 2 An illustration of the shape of weighted myriad cost function
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Fig. 3 The Meridian distribution (solid line) and the Cauchy (dashed line) distribution

β̂δ =arg min
β∈IR

N

∑
k=1

log [δ + |xk−β |]

=arg min
β∈IR

φδ (x;β )

=meridian
{

xk|Nk=1;δ
}

, (7)

where Φδ is the sample meridian cost function. Parameter δ is called the medianity
parameter.

The sample meridian β̂δ is the ML estimator of the location parameter for the
Meridian distribution. The sample meridian can be generalized to the weighted



8 T. Przybyła, J. Jeżewski, and D. Roj

meridian by assigning non–negative weights to the input samples. So, the weighted
meridian is given by

β̂δ =arg min
β∈IR

N

∑
k=1

log [δ +uk|xk−β |]

=arg min
β∈IR

φδ (x,u;β )

=meridian
{

uk ∗ xk|Nk=1;δ
}

. (8)

The behavior of the weighted meridian significantly depends on the value of its
medianity parameter δ . Two interesting cases may occur. The first case occurs when
the value of the medianity parameter tends to infinity (i.e. δ → ∞), the the weighted
meridian is equivalent to the weighted median [13]. For the given data set of N i.i.d.
samples x1, · · · ,xN and assigned weights u1, · · · ,uN , the following equation holds
true

lim
δ→∞

β̂δ = lim
δ→∞

meridian
{

uk ∗ xk|Nk=1;δ
}

= median
{

uk ∗ xk|Nk=1

}
. (9)

This property is called the median property. The second interesting case, called the
modal property, occurs when the medianity parameter δ tends to zero. In this case,
the weighted meridian β̂δ is equal to one of the most repeated values in the input
data set. Furthermore

lim
δ→0

β̂δ = arg min
xj∈Xi

[
1
ur

j

N

∏
k=1,xk �=x j

uk|xk− x j|
]

, (10)

where Xi is the set of the frequently repeated values, and r is the number of occur-
rences of a member of Xi in the sample set.

Like for the weighted myriad cost function example, the Figure 4 shows shapes
of the weighted meridian cost function for different values of δ parameter.

2.3 Generalized Cost Function

Comparing the properties of the weighted myriad cost function and weighted merid-
ian cost function common features can be found. One of them is the behavior of the
both cost function when the K parameter and the δ parameter tend to zero. Then,
for the same data set X, the value of weighted myriad is equal to the value of the
weighed meridian. Another common feature of both functions is their similar form,
but the weighted myriad cost function uses the L2 norm while the weighted meridian
cost function uses the L1 norm.

Let the Lp norm be defined as follows
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||z||p =

(
s

∑
l=1

|zl |p
) 1

p

, (11)

where z is an s–dimensional real vector (i.e. z ∈ IRs). Applying the Lp norm to
the weighted myriad cost function (3) or weighted meridian cost function (8), the
generalized cost function can be expressed in the following form

χ(p)
γ (ν) =

N

∑
k=1

log [γ + uk||xk−ν||p] , (12)

where || · ||p is the Lp norm to the p power, and parameter γ corresponds to medianity
parameter δ for p = 1 and corresponds to linearity parameter K for p = 2. It should
be mentioned, that for p = 1 the γ parameter is equal to medianity parameter δ , but
for p = 2 parameter γ is equal to the square root of the linearity parameter K (i.e.
γ =
√

K).
For the given data set {xk}N

k=1 and the assigned weights {uk}N
k=1, let the ν̂γ be the

value minimizing the cost function (12), i.e.

ν̂γ =arg min
ν∈IR

χ(p)
γ (ν)

=arg min
ν∈IR

N

∑
k=1

log [γ + uk||xk−ν||p]
. (13)
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Properties of the ν̂γ value are presented in Table 1.

Table 1 Properties of the ν̂γ estimator

γ p = 1 p = 2
γ → 0 most repeated values in the input data set
0 < γ <∞ ν̂γ = meridian(uk ∗xk|Nk=1;γ) ν̂γ = myriad(uk ∗xk|Nk=1;

√γ)
γ → ∞ ν̂γ = median(uk ∗xk|Nk=1) ν̂γ = mean(uk ∗xk|Nk=1) = ∑N

k=1 ukxk

∑N
k=1 uk

The function χ (p)
γ (ν) can be regarded as a generalized cost function. For p = 1

a weighted meridian is a special case of ν̂γ , and for p = 2 the weighted myriad is a
special case of ν̂γ .

Assuming without loss of generality that the weights are in the unit interval (i.e.
uk ∈ [0,1] where 1≤ k≤ N), the weights can be interpreted as membership degrees.
Then, a weighted myriad Θ̂K or a weighted meridian β̂δ can be interpreted as a fuzzy
myriad or fuzzy meridian, respectively. In the rest of this paper, the weights will be
treated as a membership degrees and the weighted myriad and weighted meridian
will be interpreted as fuzzy myriad and fuzzy meridian. Also, the ν̂γ value will be
interpreted as a fuzzy value.

3 Hybrid Clustering Method

Let us consider a clustering category in which partitions of data set are built on the
basis of some performance index, known also as an objective function [2, 16]. The
minimization of a certain objective function can be considered as an optimization
approach leading to suboptimal configuration of the clusters. The main design chal-
lenge is formulating an objective function that is capable of reflecting the nature of
the problem so that its minimization reveals a meaningful structure in the data set.

The partition of an input data set can be described by c×N matrix (where c is
the number of clusters, and N is the number of data samples), called the partition
matrix. For the fuzzy clustering methods, the fuzzy partition matrix is defined as
follows

MfCN =
{

U ∈ [0,1]c×N|
∑c

i=1 uik = 1, 1≤ k ≤ N; ∑N
k=1 uik > 0, 1≤ i≤ c

}
. (14)

The proposed method is an objective functional based on fuzzy c–partitions of the
finite data set [2, 16]. The suggested objective function can be an extension of the
classical functional of within–group sum of an absolute error.

The objective function of the chosen method can be described in the following
way
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J(p)
m (U,V) =

c

∑
i=1

N

∑
k=1

s

∑
l=1

log [γ +um
ik||xk(l)− vi(l)||p] , (15)

where c is the number of clusters, N is the number of the data samples, s is the
number of features describing the clustered objects. The γ parameter controls the
behavior of cluster prototypes, uik ∈U is the membership degree of the k–sample to
the i–th cluster, the U is the fuzzy partition matrix, xk(l) represents the l–th feature
of the k–th input data from the data set, and m is the fuzzyfing exponent called the
fuzzyfier.

The optimization objective function J(p)
m is completed with respect to the partition

matrix U and the prototypes of the clusters V. By minimizing (15) using Lagrangian
multipliers, the following new membership uik update equation

uik =

(
c

∑
j=1

( ||xk−vi||p
||xk−v j||p

)1/(m−1)
)

, (16)

can be derived. For the case, where ||xk− vi||p = 0, then uik = 1 and u jk = 0 for
j ∈ {1 · · ·c}−{i}.

For the fixed number of clusters c and the partition matrix U as well as for the ex-
ponent m, the prototype values minimizing (15) are the values described as follows

vi(l) = arg min
ν∈IR

N

∑
k=1

log [γ +um
ik||xk(l)−ν||p] , (17)

where i is the cluster number 1 ≤ i ≤ c and l is the component (feature) number
1≤ l ≤ s.

3.1 Data Clustering with the Hybrid Clustering Method

The proposed hybrid clustering method can be described as follows:

1. For the given data set X = {x1, · · · ,xN} where xi ∈ IRs, fix the number of clus-
ters c ∈ {2, · · · ,N}, the fuzzyfing exponent m ∈ [1,∞) and assume the tolerance
limit ε . Initialize randomly the partition matrix U and fix the value of parameter
γ , fix l = 0,

2. calculate the prototype values V for each feature of vi based on (17),
3. update the partition matrix U using (16),

4. if
∥∥∥U(l+1)−U(l)

∥∥∥ < ε then STOP the clustering algorithm, otherwise l = l + 1

and go to (2).
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4 Numerical Experiments

In the numerical experiments the fuzzfing exponent has been fixed to m = 2, and the
tolerance limit ε = 10−5. For a computed set of prototype vectors V the clustering
accuracy has been measured as the Frobenius norm distance between the true centers
μ and the prototype vectors. The matrix A is created as ||μ−V||F , where ||A||F :

||A||F =

(
∑
i,k

A2
i,k

)1/2

.

The familiar fuzzy c–means method (FCM) has been used as the reference clustering
method.

The purpose of this experiment is to investigate sensitivity to outliers of the pro-
posed method. The left column of the table 2 gives the number of outliers included
in the data set.

The Figure 5 shows the data of 42 samples, used in the numerical experiment. The
data set consists of well–separated two radial clusters centered at μ1 = [0.3 0.3]� and
μ2 = [0.8 0.3]�. Moreover, in the data set at o = [10.0 10.0]� the various number of
outliers have been placed. The purpose of this experiment is to investigate sensitivity
to outliers. The obtained results are presented in the Table 2.
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Fig. 5 “Two cluster data” scatterplot

For the number of 20 outliers, there was no deterioration in the quality of clus-
tering for small values of parameter γ (i.e. γ ≤ 0.1). The small value of parameter
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Table 2 The difference among computed cluster centers V and the true centers μ

p = 2 p = 1 FCM
outliers γ γ

100 10 1 0.1 0.01 100 10 1 0.1 0.01

0 0.0321 0.0321 0.0321 0.0297 0.0008 0 0 0 0 0 0.0018
1 13.1382 13.1382 0.0338 0.0297 0.0008 0 0 0 0 0 13.3712
2 13.2558 13.2558 0.0384 0.0297 0.0008 0 0 0 0 0 13.3713
3 13.2945 13.2945 0.0453 0.0297 0.0008 0 0 0 0 0 13.3713
4 13.3139 13.3139 0.0534 0.0297 0.0008 0 0 0 0 0 13.3713
5 13.3253 13.3253 0.0625 0.0297 0.0008 0 0 0 0 0 13.3713
6 13.3331 13.3331 0.0722 0.0297 0.0008 0 0 0 0 0 13.3713
7 13.3385 13.3385 0.0823 0.0297 0.0008 0 0 0 0 0 13.3713
8 13.3426 13.3426 0.0926 0.0298 0.0008 0 0 0 0 0 13.3713
9 13.3458 13.3458 0.1033 0.0297 0.0008 0 0 0 0 0 13.3713
10 13.3484 13.3484 0.1140 0.0298 0.0008 0 0 0 0 0 13.3713
12 13.3522 13.3522 0.1363 0.0298 0.0008 0 0 0 0 0 13.3713
14 13.3550 13.3550 0.1595 0.0298 0.0008 0 0 0 0 0 13.3713
16 13.3570 13.3570 0.1834 0.0298 0.0008 0.4031 0.4031 0 0 0 13.3713
18 13.3586 13.3586 0.2091 0.0299 0.0008 0.4031 0.4528 0 0 0 13.3713
20 13.3599 13.3599 0.2351 0.0300 0.0008 0.1658 0.4528 0 0 0 13.3713

γ affects the selectivity of the determination of the cluster prototypes. For the value
of parameter γ = 0.01, the assumed norm does not influence on the quality of clus-
tering. For the L2 norm and the values of parameter γ ≥ 10, the obtained clustering
results are almost identical with those obtained by the FCM method. It shows that
the proposed method can be regarded as a generalization of the FCM method. For
the L1 norm, the obtained results are generally better than the results obtained for
the L2 norm for the same values of parameter γ . This feature arises from the fact,
that the proposed method can also be regarded as the generalization of the fuzzy
c–median method, which is more robust than the fuzzy c–means method.

The fuzzy c–means method dramatically breaks down for one outlier.

5 Conclusions

In many cases, the real data are corrupted by noise and outliers. Hence, the clustering
methods should be robust for noise and outliers. In this paper the hybrid clustering
method has been presented. The word hybrid stands for different cluster estimation
which is dependent on two parameters. The proposed method can be treated as a
generalization of two clustering methods: the fuzzy c–means method and the fuzzy
c–medians method.

The presented generalization of the cost function allows the application of the Lp

norm, where 1 < p < 2 or p < 1. In such cases, it is difficult to interpret and identify
the value ν̂ .
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The current work solves the local minima problem and the performance of the
cluster centers estimation for large data sets.
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References

1. Kaufman, L., Rousseeuw, P.: Finding Groups in Data. Wiley–Interscience, Chichester
(1990)

2. Bezdek, J.C.: Pattern Recognition with Fuzzy Objective Function Algorithms. Plenum,
New York (1981)

3. Hathaway, R.J., Bezdek, J.C., Hu, Y.: Genalized Fuzzy c-Means Clustering Strategies
Using Lp Norm Distances. IEEE Trans. on Fuzzy Sys. 8, 576–582 (2000)

4. Krishnapuram, R., Keller, J.M.: A Possibilistic Approach to Clustering. IEEE Trans. on
Fuzzy Sys. 1, 98–110 (1993)

5. Krishnapuram, R., Keller, J.M.: The Possibilistic C–Means Algorithm: Insights and Re-
comendations. IEEE Trans. on Fuzzy Sys. 4, 385–396 (1996)

6. Kersten, P.R.: Fuzzy Order Statistics and Their Application to Fuzzy Clustering. IEEE
Trans. on Fuzzy Sys. 7, 708–712 (1999)

7. Huber, P.: Robust statistics. Wiley, New York (1981)
8. Dave, R.N., Krishnapuram, R.: Robust Clustering Methods: A Unified View. IEEE Trans.

on Fuzzy System 5, 270–293 (1997)
9. Chatzis, S., Varvarigou, T.: Robust Fuzzy Clustering Using Mixtures of Student’s–t Dis-

tributions. Pattern Recognition Letters 29, 1901–1905 (2008)
10. Frigui, H., Krishnapuram, R.: A Robust Competitive Clustering Algorithm With Appli-

cations in Computer Vision. IEEE Trans. Pattern Analysis and Machine Intelligence 21,
450–465 (1999)

11. Arce, G.R., Kalluri, S.: Fast Algorithm For Weighted Myriad Computation by Fixed
Point Search. IEEE Trans. on Signal Proc. 48, 159–171 (2000)

12. Przybyła, T.: Fuzzy c–Myriad Clustering Method, System Modeling Control, pp. 249–
254 (2005)

13. Aysal, T.C., Barner, K.E.: Meridian Filtering for Robust Signal Processing. IEEE Trans.
on Signal Proc. 55, 3949–3962 (2007)
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Complete Gradient Clustering Algorithm
for Features Analysis of X-Ray Images

Małgorzata Charytanowicz, Jerzy Niewczas, Piotr Kulczycki, Piotr A. Kowalski,
Szymon Łukasik, and Sławomir Żak

Abstract. Methods based on kernel density estimation have been successfully ap-
plied for various data mining tasks. Their natural interpretation together with suit-
able properties make them an attractive tool among others in clustering problems.
In this paper, the Complete Gradient Clustering Algorithm has been used to in-
vestigate a real data set of grains. The wheat varieties, Kama, Rosa and Canadian,
characterized by measurements of main grain geometric features obtained by X-ray
technique, have been analyzed. The proposed algorithm is expected to be an ef-
fective tool for recognizing wheat varieties. A comparison between the clustering
results obtained from this method and the classical k-means clustering algorithm
shows positive practical features of the Complete Gradient Clustering Algorithm.

1 Introduction

Clustering is a major technique for data mining, used mostly as an unsupervised
learning method. The main aim of cluster analysis is to partition a given popula-
tion into groups or clusters with common characteristics, since similar objects are
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grouped together, while dissimilar objects belong to different clusters [9, 12]. As
a result, a new set of categories of interest, characterizing the population, is dis-
covered. The clustering methods are generally divided into six groups: hierarchical,
partitioning, density-based, grid-based, and soft-computing methods. These numer-
ous concepts of clustering are implied by different techniques of determination of
the similarity and dissimilarity between objects. A classical partitioning k-means
algorithm is concentrated on measuring and comparing the distances among them.
It is computationally attractive and easy to interpret and implement in comparison
to other methods. On the other hand, the number of clusters is assumed here by user
in advance and therefore the nature of the obtained groups may be unreliable for the
nature of the data, usually unknown before processing.

The rigidity of arbitrary assumptions concerning the number or shape of clusters
among data can be overcome by density-based methods that let the data detect in-
herent data structures. In the paper [8], the Complete Gradient Clustering Algorithm
was introduced. The main idea of this algorithm assumes that each cluster is iden-
tified by local maxima of the kernel density estimator of the data distribution. The
procedure does not need any assumptions concerning the data and may be applied
to a wide range of topics and areas of cluster analysis [3, 8].

The main purpose of this work is to propose an effective technique for forming
proper categories of wheat. In the earliest attempts to classify wheat grains a geom-
etry and set of parameters were defined. The size, shape and colour of grain because
of their heritable characters, can be used for wheat variety recognition. Accom-
plished studies showed that digital image processing techniques commonly used in
multivariate analysis give reliable results in classification process [11, 14, 16]. In
this paper, the algorithm proposed in [8] will be used to identify wheat varieties,
using their main geometric features.

2 Complete Gradient Clustering Algorithm (CGCA)

In this section, the Complete Gradient Clustering Algorithm, for short the CGCA,
is shortly described. The principle of the proposed algorithm is based on the distri-
bution of the data; the implementation of the CGCA needs to estimate its density.
Each cluster is characterized by a local maximum of the kernel density estimator. As
a result, regions of high densities of objects are recognized as clusters, while areas
with sparse distributions of objects divide one group from another. Data points are
assigned to clusters by using an ascending gradient method, i.e. points moving to
the same local maximum are put into the same cluster. The algorithm works in an
iterative manner until a termination criterion has been satisfied.

2.1 Kernel Density Estimation

Suppose that x1, x2, . . . , xm is a random sample of m points in n-dimensional space
from an unknown distribution with density f . Its kernel estimator can be defined as
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f̂ (x) =
1

mhn

m

∑
i=1

K

(
x− xi

h

)
, (1)

where the positive coefficient h is called the smoothing parameter or bandwidth,
while the measurable function K : Rn→ [0,∞) of unit integral

∫
Rn K(x)dx = 1, uni-

modal and symmetrical with respect to zero, takes the name of a kernel [4, 13].
It is generally accepted, that the choice of the kernel K is not as important as

the choice of the coefficient h and thank to this, it is possible to take into account
the primarily properties of the estimator obtained. Most often the standard normal
kernel given by

K(x) =
1

2πn/2
e−

xTx
2 (2)

is used. It is differentiable up to any order and assumes positive values in the whole
domain.

The practical implementation of the kernel density estimators requires a proper
choice of the bandwidth h. The best value of h is mostly taken as the value that
minimizes the mean integrated square error. A frequently used bandwidth selection
method is based on the approach of least-squares cross validation [4, 13]. The value
of h is chosen to minimize the function M : (0,∞)→ R given by the rule:

M(h) =
1

m2hn

m

∑
i=1

m

∑
j=1

K̃

(
x j− xi

h

)
+

2
mhn K(0), (3)

where K̃(x) = K∗2(x)− 2K(x) and K∗2 is the convolution square of the function K;
for the standard normal kernel (2):

K∗2(x) =
1

(4π)n/2
e−

xTx
4 . (4)

In this case the influence of the smoothing parameter on particular kernels is the
same. The individualization of this effect may be achieved through the modifica-
tion of the smoothing parameter. This relies on introducing the positive modifying
parameters s1,s2, . . . ,sm mapped on particular kernels, described by the formula

si =
(

f̂∗(xi)
s̃

)−c

, (5)

where c ∈ [0,∞), f̂∗ is the kernel estimator in its basic form (1) and s̃ denotes the
geometrical mean of the numbers f̂∗(x1), f̂∗(x2), . . ., f̂∗(xm). The value of the pa-
rameter c implies the intensity of modification of the smoothing parameter. Based
on indications for the criterion of the mean integrated square error the value 0.5
as c is proposed. Finally, the kernel estimator with modification of the smoothing
parameter is defined as
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f̂ (x) =
1

mhn

m

∑
i=1

1
sn

i
K

(
x− xi

hsi

)
. (6)

Additional procedures improving the quality of the estimator obtained, such as a
linear transformation and support boundary, as well as the general aspects of the
theory of statistical kernel estimators are found in [4, 5, 13]. Exemplary practical
applications are presented in the publications [1, 3, 6, 7].

2.2 Procedures of the CGCA

Consider the data set containing m elements x1, x2, . . . , xm in n-dimensional space.
Using the methodology introduced in Subsect. 2.1, the kernel density estimator f̂
may be constructed. The idea of the CGCA is based on the approach proposed by
Fukunaga and Hostetler [2]. Thus given the start points:

x0
j = x j for j = 1,2, . . . ,m, (7)

each point is moved in an uphill gradient direction using the following iterative
formula:

xk+1
j = xk

j + b
∇ f̂ (xk

j)

f̂ (xk
j)

for j = 1,2, . . . ,m and k = 0,1, . . . , (8)

where ∇ f̂ denotes the gradient of kernel estimator f̂ , the value of the parameter b is
proposed as h2/(n +2) and the coefficient h is the bandwidth of f̂ .

The algorithm will be stopped when the following condition is fulfilled:

|Dk−Dk−1| ≤ αD0, (9)

where D0 and Dk−1, Dk denote sums of Euclidean distances between particular el-
ements of the set x1, x2, . . . , xm before starting the algorithm as well as after the
(k− 1)-th and k-th step, respectively. The positive parameter α is taken arbitrary
and the value 0.001 is primarily recommended. This k-th step is the last one and
will be denoted hereinafter by k∗.

Finally, after the k∗-th step of the algorithm (7)-(8) the set

xk∗
1 ,xk∗

2 , . . . ,xk∗
m , (10)

considered as the new representation of all points x1, x2, . . . , xm, is obtained. Fol-
lowing this, the set of mutual Euclidean distances of the above elements:

{
d(xk∗

i ,xk∗
j )
}

i=1,2,...,m−1
j=i+1,i+2,...,m

(11)
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is defined. Using the methodology presented in Subsect. 2.1, the auxiliary kernel es-
timator f̂d of the elements of the set (11), treated as a sample of a one-dimensional
random variable, is created under the assumption of nonnegative support. Next, the
first (i.e. obtained for the smallest value of an argument) local minimum of the func-
tion f̂d belonging to the interval (0,D), where D means the maximum value of the
set (11) is found. This local minimum will be denoted as xd , and it can be interpreted
as the half-distance between potential closest clusters. Finally, the clusters are cre-
ated. First, the element of the set (11) is taken; it initially creates a one-element
cluster containing it. An element of the set (11) is added to the cluster if the distance
between it and any element belonging to the cluster is less than xd . Every added
element is removed from the set (11). If there are no more elements belonging to the
cluster, the new cluster is created. The procedure of assigning elements to clusters
is repeated as long as the set (11) is not empty.

Procedures described above constitute the Complete Gradient Algorithm in its
basic form. The values of the parameters used are calculated automatically, using
optimization criteria. However, by an appropriate change in values of these parame-
ters it is possible to influence the size of number of clusters, and also the proportion
of their appearnce in dense areas in relation to sparse regions of elements in this
set. Namely, lowering (raising) the value of smoothing parameter h results in rais-
ing (lowering) the number of local maxima. A change in the value of that parameter
of between -25% and +50% is recommended. Next, raising the intensity c of the
smoothing parameter modification results in decreasing the number of clusters in
sparse areas of data and increasing their number in dense regions. Inverse effects
can be seen in the case of lowering this parameter value. The value of the parameter
c to be between 0 and 1.5 is recommended. Finally, an increase of both parameters
c and h can be proposed. Then the additional formula

h∗ =
(

3
2

)c−0.5

h (12)

is used for calculating the smoothing parameter h∗, where the value of the parameter
h is calculated on the criterion of the mean integrated square error. The joint action
of both these factors results in a twofold smoothing of the function f̂ in the regions
where the elements of the set x1, x2, . . . , xm are sparse. Meanwhile these factors
more or less compensate for each other in dense areas, thereby having small influ-
ence on the detection of clusters located there. Detailed information on the CGCA
procedures and their influences on the clustering results is described in [8].

3 Materials and Methods

The proposed algorithm has been applied for wheat variety recognition. Studies
were conducted using combine harvested wheat grain originating from experimen-
tal fields, explored at the Institute of Agrophysics of the Polish Academy of Sciences
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in Lublin. The examined group comprised kernels belonging to three different vari-
eties of wheat: Kama, Rosa and Canadian, 70 elements each, randomly selected for
the experiment. High quality visualization of the internal kernel structure was de-
tected using a soft X-ray technique. It is non-destructive and considerably cheaper
than other more sophisticated imaging techniques like scanning microscopy or
laser technology. The images were recorded on 13× 18 cm X-ray KODAK plates.
Figure 1 presents the X-ray images of these kernels.

Fig. 1 X-ray photogram
(13×18 cm) of kernels

The X-ray photograms were scanned using the Epson Perfection V700 table
photo-scanner with a built-in transparency adapter, 600 dpi resolution and 8 bit gray
scale levels. Analysis procedures of obtained bitmap graphics files were based on
the computer software package GRAINS, specially developed for X-ray diagnos-
tic of wheat kernels [10, 15]. To construct the data, seven geometric parameters
of wheat kernels: area A, perimeter P, compactness C = 4πA/P2, length of kernel,
width of kernel, asymmetry coefficient and length of kernel groove, were measured
from a total of 210 samples (see Fig. 2). All of these parameters were real-valued
continuous.

In our investigations, the data was reduced to be two-dimensional after applying
the Principal Component Analysis [12] to validate the results visually.

4 Results and Discussion

The data’s projection on the axes of the two greatest principal components, with
wheat varieties being distinguished symbolically, is presented in Fig. 3. Samples
were labeled by numbers: 1-70 for the Kama wheat variety, 71-140 for the Rosa
wheat variety, and 141-210 for the Canadian wheat variety. To discuss the clustering
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Fig. 2 Document window with geometric parameters of a kernel and statistical parameters
of its image (as a unit of measure millimeters were used)

results obtained by the CGCA, mistakenly classified samples are displayed with
their labels (see Fig. 3).

Using procedures described in Subsect. 2.2 allowing elimination of clusters in
sparse areas, the CGCA created three clusters corresponding to Rosa, Kama, and
Canadian varieties, containing 69, 65, and 76 elements respectively. Thus, the sam-
ples 9 and 38, which belong to the Kama wheat variety are incorrectly grouped into
the cluster associated with the Rosa wheat variety. What is more, the samples 125,
136, 139, which belong to the Rosa wheat variety, and the samples 166, 200, 202,
which belong to the Canadian wheat variety are mistakenly classified into the clus-
ter associated with the Kama wheat variety. In addition, the samples 20, 27, 28, 30,
40, 60, 61, 64, 70, which belong to the Kama wheat variety are mistakenly classified
into the cluster associated with the Canadian wheat variety. It is worth noticing how-
ever, that in the case of samples 9 and 38, misclassification can be justifiable – both
samples lie close to the area of a high density of the Rosa wheat variety samples. The
same problem is discerned with samples 125, 136, 139 and 166, 200, 202, which are
placed close to samples of the Kama wheat variety. Similarly, mistakenly classified
samples 20, 27, 28, 30, 40, 60, 61, 64, 70 lie very close to samples of the Canadian
wheat variety. Thus, taking into consideration characteristics of wheat varieties, the
CGCA seems to be an effective technique for wheat variety recognition.

Clustering results, containing numbers of samples classified properly and mis-
takenly into clusters associated with Rosa, Kama and Canadian varieties, are shown
in Table 1.

According to the results of the CGCA, out of 70 kernels of the Rosa wheat variety,
67 were classified properly. Only 2 of the Kama variety were classified mistakenly as
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Fig. 3 Wheat varieties data set on the axes of the two greatest principal components: (◦) the
Rosa wheat variety, (×) the Kama wheat variety, (��) the Canadian wheat variety

Table 1 Clustering results for the wheat varieties data set

Number of elements in clusters

Clusters Correctly classified Incorrectly classified Total

Rosa 67 2 69
Kama 59 6 65
Canadian 67 9 76

the Rosa variety. For the other two varieties, the CGCA created clusters containing
65 elements (the Kama variety) and 76 elements (the Canadian variety). In regard to
the Kama variety, 59 kernels were classified correctly, while 6 of the other varieties
were incorrectly identified as the Kama variety. For the Canadian variety, 67 kernels
were correctly identified and 9 kernels of the Kama variety were mistakenly iden-
tified as the Canadian variety. The results of Kama and Canadian varieties are not
so satisfactory as for Rosa, and this implies that these two varieties could not be so
clearly distinguished as the Rosa variety, when using main geometric parameters.

It is worth underlining that the proper number of clusters has also been obtained
when only two varieties are chosen to examine the CGCA. Thus, for Kama and
Canadian varieties two clusters were created, containing 64 (Kama - 61, Canadian -
3) and 76 (Canadian - 67, Kama - 9) elements respectively.
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Table 2 Correctness percentages for the wheat varieties data set

Wheat Varieties Correctness %

Rosa 96
Kama 84
Canadian 96

The percentages of correctness of classification for a total of 210 samples are
presented in Table 2. The proposed algorithm achieved an accuracy of about 96% for
the Rosa wheat variety, 84% for the Kama wheat variety, and 96% for the Canadian
wheat variety.

The comparable percentages of correctness of classification has been obtained
when the k-means algorithm with arbitrary taken cluster number of 3 was used. It is
worth stressing however, that this algorithm availed of the a priori assumed correct
number of clusters, which in many applications may not be known, or even such
a “correct” – from a theoretical point of view – number might not exist at all. The
CGCA instead does not require strict assumptions regarding the desired number of
cluster, which allows the number obtained to be better suited to a real data structure.
Moreover, in its basic form, values of parameters may be calculated automatically.
However, there exists the possibility of their optional change. A feature specific to
it is the possibility to influence the proportion between the number of clusters in
areas where data elements are dense as opposed to their sparse regions. In addition,
by the detection of one-element clusters the algorithm allows the identification of
outliers, which enables their elimination or designation to more numerous clusters,
thus increasing the homogeneity of the data set.

5 Conclusions

The proposed clustering algorithm, based on kernel estimator methodology, is ex-
pected to be an effective technique for wheat variety recognition. It performs compa-
rably with respect to the classical k-means algorithm, however it requires no a priori
information about the data. The data reduced after applying the Principal Compo-
nent Analysis, contained apparent clustering structures according to their classes.
The amount of 193 kernels, giving almost 92% of the total, was classified properly.
The wheat varieties used in the study showed differences in their main geometric
parameters. The Rosa variety is better recognized, whilst Kama variety and Cana-
dian variety are less successfully differentiated. Further research is needed on grain
geometric parameters and their ability to identify wheat kernels.
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10. Niewczas, J., Woźniak, W.: Application of “GRAINS” program for characterisation of
X-ray images of wheat grains at different moisture content. In: Xth Seminar, Properties
of Water in Foods, Department of Food Engineering. Warsaw Agricultural University
(1999)
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Dynamics of the Clusterization Process in an
Adaptative Method of Image Segmentation

Aleksander Lamża and Zygmunt Wróbel

Abstract. In this paper a new method of automatic image segmentation is presented.
In proposed approach a region merging method is applied, where pixels or pixel
groups are merged to bigger areas. In the proposed method of the region merg-
ing seed settings, segmentation parameter definition, and number of outcoming ar-
eas determining can be ommited. Homogeneous clusters (consisting of continuous
groups of pixels) are the part of the growth process. The clusters are merged when
the homogeneousness condition is fulfilled. The threshold value changes during seg-
mentation process, appropriate to the changeable conditions.

1 Introduction

Image segmentation is a long standing problem in computer vision. The image seg-
mentation process can be considered as method where specific parameter areas of a
given image are distinguished [1, 2, 4, 8, 10]. A region merging method is frequently
used and still modified by many researchers [2, 5, 6, 7, 8]. In the merging process
some image pixels are grouped to larger areas. In the first stage of such process,
so called initial pixels (seeds) are determined. After that step, the image is divided
into areas which are equal to the number of initial pixels. This solution allows to
decide, how many areas should be determined in the given image , and which pixels
are the most typical in a given image area [1, 3]. In this paper the new automatic,
adaptive method of the growth areas generating was described. Taking into account
proposed algorithms, many parameter determining can be ignored, for example ne-
cessity of setting the number of outcome areas, defining the seeds and segmentation
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parameters. Proposed algorithm allows to decrease of the homogeneous clusters
during neighbours merging procedure. Algorithm is automatically stopped, when
merging procedure can not be further applied.

2 Definitions and Fundamentals

In the first sequence generating, clusters merging and conception of a homogeneous
cluster should be explained and defined.

A homogeneous cluster is a continuous group of pixels, which fulfill the sim-
ilarity condition. A group of pixels building a homogeneous cluster is labeled as
Hm, where: m – the number of the following cluster. Each cluster is a set of pixels
Hm = {μ1,μ2, ...,μi}, where μi – the gray level of a given pixel in the cluster m, i –
the number of pixels in that cluster.

According to that notation, we shall denote the gray level of a pixel i in a cluster
m by μi (Hm).

As it was above mentioned, pixels form the cluster, and clusters should be con-
tinuous. In other words it means that each element of the cluster should have at least
one neighbour of the same cluster. These are the conditions for clusters:

• No cluster can be an empty set: Hm �= /0, where m is the cluster number, M – the
number of clusters.

• The sum of all clusters must cover the whole image:
⋃M

m=1 Hm = X , where m is
the area number, M – the number of clusters, X – the set of all elements (pixels)
of an image.

• The clusters can not have common elements: Hm ∩Hn = /0, where m and n are
area numbers, M – the number of areas.

3 Segmentation Algorithm

There are two phases in a proposed segmentation algorithm: initial processing –
generating the initial set of clusters and merging of the clusters – checking the ho-
mogeneousness condition and merging the clusters, which fulfilled that condition.
In the first phase, the initial number of homogeneous clusters is generated automat-
ically. It’s usually much bigger than expected, because some homogeneous clusters
have the same parameters in different parts of a given image. In the second step the
adaptive growth of the individual clusters is performed, what results from merging
of the clusters that fulfil the homogeneousness condition. The number of clusters
decreases when appropriate areas successive merge with their neighbours. The al-
gorithm stops when remained clusters can not be merged.
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3.1 Generating the Initial Set of Clusters

In the first step the initial set of clusters must be determined. For this reason, in the
analysed image continuous areas of pixels with similar gray levels are searched. The
image is successively scanned row by row, starting at the pixel (0, 0). The algorithm
for clusters building is based on recurrence. Such algorithm checking of the pixels’
neighbours and merging them to the appropriate clusters.

3.2 Merging the Clusters

The main part of the proposed algorithm is the adaptive merging of the clusters
that fulfil the homogeneousness condition. As the merging minimal number of the
clusters for the given image is produced. The algorithm has iterative form. Each
iteration consists of the following steps:

• random choosing of the cluster Hm from the clusters set H ,
• checking the similarity condition between the cluster Hm and all its neighbours

Hn,
• if clusters Hm and Hn fulfil the homogeneousness condition, all elements of the

neighbouring cluster are merged with the cluster Hm.

In the first step the algorithm randomly chooses the cluster, which will be later
checked for similarity condition. Each element of a cluster stores information about
its neighbourhood.

If the cluster Hm was randomly indicated, the neighborhood table for that cluster
is created. To check the homogeneousness condition for every cluster Hn neighbor-
ing the Hm, the variance of the sum of elements for both clusters is computed. Based
on the gray levels variance of all merged clusters elements, the homogeneousness
condition is estimated. The variance estimation of a single cluster by means of equa-
tion (1) can be calculated:

σ2(Hm) =
1
|Hm|

|Hm|
∑
i=1

[
μi(Hm)− μ(Hm)

]2
, (1)

where:
σ2 (Hm) – the variance of the elements in the cluster Hm,
|Hm| – the number of the elements in the cluster Hm,
μi (Hm) – the gray level of the element i from the cluster Hm,
μ (Hm) – the average gray level of the elements in the cluster Hm.
In the proposed algorithm the variance of the two clusters’ sum (the first cluster

randomly indicated, and the second one as its neighbour) is always determined.

σ2(Hm,Hn) = σ2(Hm ∪Hn) (2)

The variance is calculated from the equations (3, 4):
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σ2(Hm,Hn) =
1

|Hm|+ |Hn|
[|Hm|
∑
i=1

[
μi(Hm)− μ(Hm,Hn)

]2
+

+
|Hn|
∑
j=1

[
μ j(Hn)− μ(Hm,Hn)

]2
]
, (3)

μ(Hm,Hn) =
1

|Hm|+ |Hn|

[|Hm|
∑
i=1

μi(Hm)+
|Hn|
∑
j=1

μ j(Hn)

]
, (4)

where:
σ2(Hm,Hn) – the variance of the sum of the elements in Hm and Hn,
|Hm|, |Hn| – the number of the elements in the cluster Hm and Hn,
μi(Hm), μi(Hn) – the gray level of the element i ( j) from the Hm (Hn),
μ(Hm,Hn) – the average gray level of all elements in the clusters Hm and Hn.
When the variance of the cluster Hm and all its neighbors Hn is calculated, the

algorithm chooses a neighboring cluster for which the lowest value of the variance
was estimated, according to the equation (3). Then, it checks the global condition,
determining if the estimated variance is smaller than the threshold value σ2

max:

σ2(Hm,Hn) < σ2
max. (5)

If the condition is filled, the merging process begins. All elements of the cluster
Hn – μ (Hn)are transferred to the cluster Hm. Then the cluster Hn is removed from
the cluster set H . If the condition isn’t filled, the clusters aren’t merged and the
algorithms jumps to the first step – the random choosing of another cluster.

3.3 Adaptation of the Threshold Variance

In the presented algorithm the parameter responsible for determining if the clusters
will merge or not is the threshold variance σ2

max. Up to this point it’s been treated
as constant. In that case for every image, regardless of objects size and texture, the
segmentation would proceed in a fixed way and the results wouldn’t be satisfactory.
A possible solution would be to estimate the threshold variance based on the image
content, but the main purpose was to avoid any external parameters. To automatize
the process a model of the threshold variance adaptation based on the segmentation
process dynamics was developed.

As mentioned before, the value of the variance σ2
max has to change during the

segmentation process. In a case when, in a given iteration, a cluster can’t merge
with any of its neighbors, the threshold value should be adequately increased to
allow the merging. On the other hand, immediate increasing this value to the needed
level would result in merging all the clusters in a one cluster covering the whole
image. This can’t happen.
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Therefore, a model of variance adaptation should change the valueσ2
max smoothly,

not allowing it to increase excessively. Thus – when the merging doesn’t occur (the
homogeneousness condition isn’t fulfilled), the threshold variance increases accord-
ing to equation (6):

σ2
max(i) = σ2

max(i−1) ·
[

1− exp

(
− i
τ1

)]
, (6)

where:
i – the number of the current iteration,
τ1 – the time constant of the variance increase (expressed in iterations).
If the clusters merge in the current iteration, the value of threshold variance de-

creases until the next unsuccessful merging occurs.

σ2
max(i) = σ2

max(i
′) ·
[

1− exp

(
− i− i′

τ2

)]
, (7)

where:
i – the number of the current iteration,
i′ – the iteration, for which the last successful merging occurred,
τ2 – the time constant of the variance decrease (expressed in iterations).
The value of the variance σ2

max is calculated in every step of the algorithm. The
time constants τ1 (increase) and τ2 (decrease) have their values determined exper-
imentally. The variance σ2

max oscillates during the clusters’ merging. At the end of
the segmentation process a rapid fluctuation is visible. This sudden increase of the
threshold value results in merging the clusters which shouldn’t be merged. There-
fore, the large area of an image is „flooded” by a single cluster. This increase was
triggered by small number of clusters and a high value of variance. The unsuccess-
ful mergings occur often, resulting in a constant increase of the threshold variance
value. To avoid such situations, a parameter correcting the time constant of the vari-
ance increase (τ1) was introduced. During the segmentation process the number
of clusters decreases successively. Along with that decrease, the time constant τ1

should increase to induce a slower rate of the threshold variance growth.

τ1 = τ0 ·M0 · 1
Mi

(8)

where:
τ1 – the time constant of the variance increase,
τ0 – a parameter determined experimentally,
Mi – the number of the areas in the iteration i,
M0 – the initial number of the areas.
After introducing the correcting parameter much better results were achieved.
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3.4 Dynamics of the Merging Process

Regardless of the input image characteristics, three phases can be distinguished in
the course of the variance during successive iterations. Figures 1 – 3 ilustrates this
fact. Three values of the variance are marked on the graphs: σ2

p – the variance for
the merged areas, σ2

n – the variance for the unsuccessful merging and σ2
max – the

threshold variance.
The phase I – merging (Fig. 1) is characterized by a considerable frequency of

changes in the merged clusters variance σ2
p with rare fluctuations of the unmerged

clusters variance σ2
n . It should be mentioned, that when the growth of the vari-

ance occurs, the value of σ2
max equals the variance of unmerged clusters after a few

iterations.

Fig. 1 The values of vari-
ance in successive iterations
for phase I (merging)

In the phase II – stabilization (Fig. 2) – clusters merge sporadically. The variance
σ2

n fluctuations occur much more often, yet they are rather homogeneous. The value
of the variance σ2

max doesn’t reach the maximum because of the increase of the time
constant τ1.

Fig. 2 The values of vari-
ance in successive iterations
for phase II (stabilization)

The phase III – separation (Fig. 3) – is characterized by a visible distinction
between the variancesσ2

n and σ2
max. The value of the variance σ2

p is at its lowest level
and at some point it disappears, which means the process of the clusters merging is
done.

By the end of the second phase, the results of the segmentation are usually satis-
factory. The number of clusters varies from ten to several dozen (depending on the
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Fig. 3 The values of vari-
ance in successive iterations
for phase III (separation)

(a)

(b)

(c)

Fig. 4 The original image (left) and the image by the end of segmentation (right)

image complexity). The size of the merged clusters was also analysed. The Fig. 4a
shows the size of merged clusters in successive iterations, and their average value.
The factor k expresses the proportion between the smaller cluster and the bigger one:

k =
min(|Hn| , |Hm|)
max(|Hn| , |Hm|) (9)

As we can see, the average value of k is more or less constant and oscillates around
0.4.

The merging of big clusters is inadvisable, because in such cases inaccuracies
in defining segments may occur. It does not happen in the first and the second
phase, because the threshold variance value is then relatively low. Yet, in the third
phase the merging of big clusters may at some point happen, despite of the growth
of the variance increase time constant. Therefore, a modification of the clusters
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choosing algorithm in the third stage was proposed. The clusters are no more chosen
by chance: only the biggest ones are checked for their possibility to merge with the
smaller, neighbouring ones. This stopped big clusters from merging and precipitated
the end of the segmentation process.

4 Conclusions

Below some examples of segmentation for different classes of images are shown.
These include real images – obtained from a microscope, computer tomography
and magnetic resonance (Fig. 4).

An important problem when analyzing real images is the detail level of segmenta-
tion. In the proposed algorithm segmentation details level depends on the size of the
image. The presented segmentation method was tested by means of various classes
of images and obtained results were very satisfactory. The details level of the image
segmentation depends on the image size, hence, global segmentation can be com-
pleted with a detailed one, proceeded on chosen, earlier isolated parts of an image.
In the future the proposed algorithm for colour images using HSL will be adapted.
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Application of Adaptive Weighed Averaging to
Digital Filtering of 2D Images

Alina Momot

Abstract. In many biomedical fields there is a need of digital image analysis. The
images often contain some disturbances in addition to the useful data. These distur-
bances should be reduces (or even eliminated, if it is possible) in order to improve
the quality of the analysis. One of the possible methods of noise attenuation is low-
pass filtering such as arithmetic mean and its generalization, namely weighted mean
filtering where the weights are tuned by some adaptive algorithm.

This paper presents application of Bayesian weighted averaging to digital fil-
tering 2D images which is some modification of the existing empirical Bayesian
weighted averaging method created originally for noise reduction in electrocardio-
graphic signal. The description of the new filtering method and a few results of
its application are also presented with comparison to traditional arithmetic average
filtering and median filtering.

1 Introduction

Image enhancement approaches fall into two broad categories: spatial domain meth-
ods and frequency domain methods. The term spatial domain refers to the aggregate
of pixels composing an image. Spatial domain methods directly operate on these
pixels. Spatial domain processes could be denoted by g(x,y) = T [ f (x,y)] where
f (x,y) is the input image, g(x,y) is the output image and T is an operator on f , de-
fined over some neighborhood of (x,y) [4]. The process of spatial filtering consists
of moving the filter mask form point to point in an image.

For linear spatial filtering the response of the filter is given by a sum of products
of the filter coefficients and the corresponding image pixels in the area spanned by
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the filter mask. If all the coefficients are the same and sum up to one, this is called
arithmetic mean filtering.

Mean filtering is a simple, intuitive and easy to implement method of smoothing
images, i.e. reducing the amount of intensity variation between one pixel and the
next. It is often used to reduce noise in images. The idea of mean filtering is simply
to replace each pixel value in an image with the mean (‘average’) value of its neigh-
bors, including itself. This procedure reduces the influence of pixel values which are
unrepresentative of their surroundings.

Mean filtering is usually thought of as a convolution filter. Like other convolu-
tions it is based around a kernel, which represents the shape and size of the neigh-
borhood to be sampled when calculating the mean. Often a 3× 3 square kernel
is used, although larger kernels (e.g. 5× 5 squares) can be used for more severe
smoothing [6].

Sometimes the pixel at the center of the mask is multiplied by a higher value than
any other, thus giving this pixel more importance in the calculation of the average.
This is some way to reduce blurring in the smoothing process. Mask coefficients
could be a discrete approximation of the 2-dimensional Gaussian distribution func-
tion [1], such Gaussian filter is an example of the weighted average filter.

Like the mean filter, the median filter considers each pixel in the image in turn
and looks at its nearby neighbors to decide whether or not it is representative of its
surroundings. Instead of simply replacing the pixel value with the mean of neigh-
boring pixel values, it replaces it with the median of those values. The median is
calculated by first sorting all the pixel values from the surrounding neighborhood
into numerical order and then replacing the pixel being considered with the middle
pixel value. Median filtering could be also thought of as a convolution filter how-
ever in this case the mask coefficients are not always constant. There is only one
non-zero coefficient (equal one) and which coefficient is non-zero depends on result
of the sorting operation.

One of the major problems with the median filter is that it is relatively expensive
and complex to compute. To find the median it is necessary to sort all the values
in the neighborhood into numerical order and this is relatively slow, even with fast
sorting algorithms such as quicksort. The basic algorithm can, however, be enhanced
somewhat for speed. A common technique is to notice that when the neighborhood
window is slid across the image, many of the pixels in the window are the same
from one step to the next, and the relative ordering of these with each other will
obviously not have changed [2].

In the case of convolution filters where the mask coefficients are not always con-
stant there is a need of procedure how to compute the coefficients. In 2005 Xu et
al. [7] proposed adaptive fuzzy weighted average filter (AFWA) which regards the
pixels in the filter window as a fuzzy set and every pixel in the filter window can
be depicted by membership function, which is actually the weight of this pixel.
Here author proposes a new algorithm for computing values of the mask coefficient
based on the existing empirical Bayesian weighted averaging method created origi-
nally for noise reduction in electrocardiographic signal [5]. The performance of the
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new algorithm is experimentally compared with the traditional average filtering and
median filtering for both synthetic and real images.

2 Weighted Averaging Methods

Below there is presented the original empirical Bayesian weighted averaging method
(EBWA) created for noise reduction in electrocardiographic (ECG) signal and next
there is presented its modification to computing the mask coefficients for adaptive
linear spatial filtering. ECG signal is characterized by quasi-cyclical, repetitive pat-
tern that is why the needed noise attenuation may be obtained by means of averaging
signals cycle-wise.

2.1 EBWA Method

Let us assume that in each signal cycle fi( j) is the sum of a deterministic (useful)
signal s( j), which is the same in all cycles, and a random noise ni( j) with zero mean
and variance in the ith cycle equal to σ2

i . Thus,

fi( j) = s( j)+ ni( j), (1)

where i is the cycle index i ∈ {1,2, . . . ,M} , and j is the sample index in the single
cycle j ∈ {1,2, . . . ,N} (all cycles have the same length N). The weighted average is
given by

v( j) =
M

∑
i=1

wi fi( j), (2)

where wi is a weight for ith signal cycle and v = [v(1),v(2), . . . ,v(N)] is the averaged
signal.

The iterative weighted averaging algorithm for electrocardiographic signal can
be described as follows, where ε is a preset parameter [5]:

1. Initialize v(0). Set the iteration index k = 1.
2. Calculate the hyperparameter α(k)

i for i = 1,2, . . . ,M and β (k)

α(k)
i =

N

∑N
j=1

(
fi( j)− v(k−1)( j)

)2 , (3)

β (k) =
N

∑N
j=1

(
v(k−1)( j)

)2 . (4)

3. Update the averaged signal v(k) for kth iteration.
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v(k)( j) =
∑M

i=1α
(k)
i fi( j)

β (k) +∑M
i=1α

(k)
i

(5)

4. If ||v(k)− v(k−1)||> ε then k← k +1 and go to 2, else stop.

2.2 Adaptive Linear Spatial Filtering

Described above algorithm could be modified for application to adaptive linear spa-
tial filtering. In the case of 2-dimensional grayscale image the parameter N is set
to one and as result it is obtained gray level of one pixel. It is worth noting that for
color images the parameter N could be set to the dimension of the color space.

Let us assume that r is the radius of the square mask, i.e. r = (m− 1)/2 where
m is the size of mask, X and Y are dimensions of the input X ×Y image f . The
output image g size is (X − 2r)× (Y − 2r). For each pixel f (x,y), i.e. x ∈ {r +
1,r +2, . . . ,X − r} and y ∈ {r +1,r +2, . . . ,Y − r}, there is created D = (2r +1)2-
dimensional vector t = [ f (x−r,y−r), . . . , f (x+r,y+r)] based on the neighborhood
of the pixel. Each pixel g(x,y) of the output image is the sum

g(x,y) =
D

∑
i=1

witi, (6)

although the weights wi are not explicitly computed and the value g(x,y) is calcu-
lated by following iterative algorithm:

1. Initialize g(x,y)(0) as the arithmetic average of t. If the sample variance of t is
greater than zero set the iteration index k = 1 else stop.

2. Calculate the hyperparameter α(k)
i for i = 1,2, . . . ,D and β (k)

α(k)
i =

(
ti− g(x,y)(k−1)

)−2
, (7)

β (k) =
(

g(x,y)(k−1)
)−2

. (8)

3. Update the average g(x,y)(k) for kth iteration.

g(x,y)(k) =
∑D

i=1α
(k)
i ti

β (k) +∑D
i=1α

(k)
i

(9)

4. If
(

g(x,y)(k)−g(x,y)(k−1)
)2

> ε then k← k + 1 and go to 2, else stop.

Algorithm described above assumes that the values f (x,y) ∈ [0,1]. Thus parameter

β (k) is always positive, although for some i the parameter α(k)
i could be undefined

because ti− g(x,y)(k−1) could be equal zero. For such index i the parameter α(k)
i



Application of Adaptive Weighed Averaging to Digital Filtering of 2D Images 37

should be set to a value significantly greater than other parameters α(k)
i because the

pixel represented by i is equal the average g(x,y)(k−1) in kth iteration.

3 Numerical Experiments

In this section there is presented performance of the described method for synthetic
and real images in presence of salt-and-pepper and Gaussian noise. The noise at-
tenuation results are compared with mean filtering and median filtering. In all ex-
periments, using proposed averaging, the parameter ε is equal to 10−6 and for such
value the number of iterations required to obtain weights for single pixel did not
exceed 10 (typically equal 3 or 4). For computed output images the performance
of tested methods is evaluated by the root mean-square error (RMSE) between the
original image (without noise) and the output image. All experiments were run in
the R environment (www.r-project.org).

3.1 Experiments with Salt-and-Pepper Noise

First there are presented the noise attenuation results of the considered methods,
i.e. proposed adaptive weighted averaging and traditional filtering using mean and
median, for salt-and-pepper noise (appearing as white and black dots superimposed
on an image). Figure 1(a) presents the synthetic grayscale image of size 256×256
with only 3 gray levels appearing in the image. This image was disturbed by salt-
and-pepper noise where the probability of the black pixel is equal 0.05 and the
probability of the white pixel is also equal 0.05. The result of this procedure is
presented in figure 1(b).

(a) (b)

Fig. 1 (a) Original synthetic 3-gray level image of size 256×256, (b) the same image with
salt-and-pepper noise
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For the image from figure 1(b) there was performed filtration using all described
above methods. The radius of mask was equal 2, i.e. filter mask of size 5× 5. The
output images are presented in figure 2. On the left there is the result of application
square averaging filter mask, in the middle there is the result of application pro-
posed adaptive weighted averaging method and on the right there is the result of
application median filter mask.

(a) (b) (c)

Fig. 2 Results of noise reduction for image from figure 1(b) using:(a) mean filter, (b) adaptive
weighted averaging, (c) median filter

The table 1 presents the root mean-square error between the original image, i.e.
figure 1(a), and the output images 2(a), (b) or (c). It can be seen that the best result
was obtained for the median filter and the worst for the mean filter. Using the pro-
posed method results in a much better RMSE than the mean filter and slightly worse
than the median filter.

Table 1 Root mean-square error for noise reduction in image from figure 1(b)

method RMSE

mean filter 0.06085189

adaptive weighted averaging 0.02402858

median filter 0.02374963

Next there were performed experiments with another synthetic image with 256-
gray level and salt-and-pepper noise. The original and disturbed images are pre-
sented in figure 3. As in the previous noisy image, the probability of black or white
pixels was equal 0.05.

For the image from figure 3(b) there was also performed filtration with filter mask
of size 5×5. The output images are presented in figure 4 and the table 2 presents the
root mean-square error between the original image, i.e. figure 3(a), and the output
images 4(a), (b) or (c).

Next there were performed experiments with real biomedical image and salt-
and-pepper noise. The original and disturbed images are presented in figure 5. Like
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(a) (b)

Fig. 3 (a) Original synthetic 256-gray level image of size 256×256, (b) the same image with
salt-and-pepper noise

(a) (b) (c)

Fig. 4 Results of noise reduction for image from figure 3(b) using:(a) mean filter, (b) adaptive
weighted averaging, (c) median filter

Table 2 Root mean-square error for noise reduction in image from figure 3(b)

method RMSE

mean filter 0.039152

adaptive weighted averaging 0.007201034

median filter 0.0009701716

earlier, the probability of black or white pixels was equal 0.05. Square mask of
size 5× 5 filtration applied to the image from figure 5(b) gives the output images
presented in figure 6 and the table 3 presents the root mean-square error between
the original image, i.e. figure 3(a), and the output images 4(a), (b) or (c).

In all described above experiments the best result was obtained for the median
filter and the worst for the mean filter. Such results can be expected because in pres-
ence of impulse noise, such as salt-and-pepper noise, median filters are particularly
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(a) (b)

Fig. 5 (a) Original real biomedical image of size 400× 380, (b) the same image with salt-
and-pepper noise

(a) (b) (c)

Fig. 6 Results of noise reduction for image from figure 5(b) using:(a) mean filter, (b) adaptive
weighted averaging, (c) median filter

Table 3 Root mean-square error for noise reduction in image from figure 5(b)

method RMSE

mean filter 0.04771754

adaptive weighted averaging 0.03733040

median filter 0.02283560

effective [4]. Using the proposed method usually results in a much better RMSE
than the mean filter and slightly worse than the median filter.

3.2 Experiments with Gaussian Noise

Below there are presented the noise attenuation results of the considered methods,
i.e. proposed adaptive weighted averaging and traditional filtering using mean and
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median, for Gaussian noise. Figure 7 presents the 3-gray level synthetic grayscale
image of size 256×256 and the same image disturbed by zero-mean white Gaussian
noise with standard deviation equal 0.15.

(a) (b)

Fig. 7 (a) 3-gray level synthetic image, (b) the same image with Gaussian noise

For the image from figure 7(b) there was performed filtration with filter mask of
size 5×5. The output images are presented in figure 8 and the table 4 presents the
root mean-square error between the original image, i.e. figure 7(a), and the output
images 8(a), (b) or (c).

(a) (b) (c)

Fig. 8 Results of noise reduction for image from figure 7(b) using:(a) mean filter, (b) adaptive
weighted averaging, (c) median filter

In the case of Gaussian noise it can be expected that the best result should be
obtained by application the mean filter and however the results presented in table 4
shows that using the median filter has given the smallest root mean-square error, all
results are similar. Possible explanation of this fact is small number of different gray
levels in the original image which are concentrated in only three areas.
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Table 4 Root mean-square error for noise reduction in image from figure 7(b)

method RMSE

mean filter 0.04715002

adaptive weighted averaging 0.04546692

median filter 0.04463237

Next there were performed experiments with another synthetic image with 256-
gray level of size 256× 256 and the same as previously described Gaussian noise.
The original and disturbed images are presented in figure 9.

(a) (b)

Fig. 9 (a) 256-gray level synthetic image, (b) the same image with Gaussian noise

For the image from figure 9(b) there was performed filtration and the output
images are presented in figure 10. The table 5 presents the root mean-square error
between the original image, i.e. figure 9(a), and the output images 10(a), (b) or (c).

(a) (b) (c)

Fig. 10 Results of noise reduction for image from figure 9(b) using:(a) mean filter, (b) adap-
tive weighted averaging, (c) median filter
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Table 5 Root mean-square error for noise reduction in image from figure 9(b)

method RMSE

mean filter 0.02996932

adaptive weighted averaging 0.03124959

median filter 0.03728408

In this case it can be seen that the best result was obtained for the mean filter and
the worst for the median filter. Using the proposed method results in a much better
RMSE than the median filter and slightly worse than the mean filter. Such results
confirm the expectation for reducing of Gaussian noise.

Last there were performed experiments with a real biomedical image of size
400× 380 and the same as previously described Gaussian noise. The original and
disturbed images are presented in figure 11. For the image from figure 11(b) there
was performed filtration and the output images are presented in figure 12. The table 6
presents the root mean-square error between the original image, i.e. figure 11(a), and
the output images 12(a), (b) or (c). In this case again, as expected, the best result was
obtained for the mean filter, the worst for the median filter and using the proposed
method results in a much better RMSE than the median filter and slightly worse than
the mean filter.

(a) (b)

Fig. 11 (a) Original real biomedical image, (b) the same image with Gaussian noise

Table 6 Root mean-square error for noise reduction in image from figure 11(b)

method RMSE

mean filter 0.04090487

adaptive weighted averaging 0.0416553

median filter 0.04503859
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(a) (b) (c)

Fig. 12 Results of noise reduction for image from figure 11(b) using:(a) mean filter, (b)
adaptive weighted averaging, (c) median filter

4 Conclusions

Results of performed experiments show that proposed adaptive weighted averaging
filtering method is close to optimal for both salt-and-pepper and Gaussian noise.
In reality noise is usually characterized by mixture of these two types and author
expects that the new method could be useful in application to real images.

The main disadvantage of the proposed method is its computational complexity
significantly greater than the mean filtering and similar to the median filtering. How-
ever it is worth noting that the iterative procedures to obtain weights for each pixel
in image could be performed parallel. Lately NVIDIA has developed the CUDA
programming model and software environment to let programmers write scalable
parallel programs using a straightforward extension of the C language [3]. Thus
author intends to implement the proposed method in the CUDA environment.

References

1. Brandt, S.: Statistical and Computational Methods in Data Analysis. Springer, New York
(1997)

2. Davies, E.R.: Machine Vision: Theory, Algorithms and Practicalities. Academic Press,
San Diego (1990)

3. Garland, M., et al.: Parallel Computing Experiences with CUDA. IEEE Micro. 28(4),
13–27 (2008)

4. Gonzalez, R.C., Woods, R.E.: Digital Image Processing. Prentice Hall, Upper Saddle
River (2002)

5. Momot, A.: Fuzzy Weighted Averaging of Biomedical Signal Using Bayesian Inference.
In: Man-Machine Interactions. Advances in Intelligent and Soft Computing, vol. 59, pp.
133–140 (2009)

6. Vernon, D.: Machine Vision: Automated Visual Inspection and Robot Vision. Prentice-
Hall, New York (1991)

7. Xu, Q., et al.: Adaptive Fuzzy Weighted Average Filter for Synthesized Image. In: Gervasi,
O., Gavrilova, M.L., Kumar, V., Laganá, A., Lee, H.P., Mun, Y., Taniar, D., Tan, C.J.K.
(eds.) ICCSA 2005. LNCS, vol. 3482, pp. 292–298. Springer, Heidelberg (2005)



Photodynamic Image e-Atlas in Diagnostic and
Treatment Procedures

Ewa Pietka, Aleksander Sieron, Dominik Spinczyk, Przemyslaw Szabelak,
Sebastian Kwiatek, and Jakub Murawski

Abstract. There is a rapidly growing interest in electronic atlases including im-
ages with medical reports and quantitative description of pathological regions of
interest. The e-atlases are mostly used by students and residents for teaching and
training. However, an atlas my also be employed in everyday clinical practice. An
imaging system that integrates an e-atlas of photodynamic studies with computer
assisted diagnostic and therapeutic procedures is presented. Image processing re-
sults are stored in the database and may also be applied in the teaching and training
process. The e-atlas includes photodynamic studies with clinical reports, location
of the biopsy enter, selected points of the highest autofluorescence intensity to be
subjected to the therapeutic light exposure.

1 Introduction

Photodynamic diagnosis and therapy is a non-invasive procedure employed in an
early stage of neoplastic diseases. It improves the detection of neoplastic tissues
that may not be visible in traditional procedure with white endoscopy light. Photo-
dynamic diagnostics is based on natural phenomenon of light emission from tissues
after excitation with laser light of endogenous and exogenous substances selectively
absorbed in neoplastic tissues. Autofluorescence images show pathological tissues
as pseudo-color in red color scale and healthy tissue as green color scale. Clinical
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experiences indicate [1, 2, 3, 4] that red color intensity is highly correlated with
histological stage of neoplastic tissue.

The demand of an imaging system that manages a data repository and assists
the medical diagnosis and therapy has become stronger and stronger. Since human
observation is influenced by internal (coming form the observer) as well as external
(often independent from the observer) impacts, the system is required to increase the
objectivity and speed up the decision process. An access to clinical image data with
medical reports and image analysis findings is also descried for student education
and training attended by residents.

An imaging system requires two components which influence its effectiveness
[5]. The first one is associated with an image processing methodology, the other
deals with the data visualization or, in general, with a user friendly graphical in-
terface. An overall "intelligent" workstation design becomes an important chain in
modern medical diagnosis and therapy.

The photodynamic imaging e-atlas developed in this study supports the patient
and image data acquisition, storage and communication as well as assists the physi-
cians in selecting the point of the highest autofluorescence intensity for the biopsy
and directs the light to the area of the skin where the photosensitize drug has been
admitted. The system contains three modules, namely image acquisition, image
archive and presentation, computer aided diagnosis and therapy. The following sec-
tions present the structure and integration of the these modules.

2 Acquisition Module

The acquisition module has been developed in order integrate the archive and pre-
sentation module with the existing acquisition station (Fig. 1). The local acquisition
station registers the endoscopic images and stores them in a file system of a local
workstation. The system is lacking the access policy, hierarchy, concurrent access,
and data structure.

In this study a data structure has been built. The hierarchy reflects the dataflow.
Patient data is introduced and assigned to the patient visit. Then, the interface scans
the local directory (Fig. 2), indicates new data and (if required) transfers it to the
patient record in the database. Thus, the visit record is updated by adding a single
image or an image series. The management of the patient data, image data and
medical reports is supported by the image archive and presentation module.

3 Image Archive and Presentation Module

The image archive and presentation module is based on a three-layer structure. It
contains a data layer, an application layer, and a presentation layer.
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Fig. 1 System architecture

At the first layer a database management system (DBMS) is selected. It is respon-
sible for the data archive and distribution. There are certain features that the database
engine has to provide. They do not differ significantly from a general database sys-
tem, yet some of them are of particular importance.

Authorized access to the data, shared among various users and processes, has
to be granted remotely. Security constrains define rules to be checked whenever an
access is attempted to sensitive data. Different constrains need to be established for
each type of access (retrieve, insert, delete, etc.) to each piece of information in the
database.

Inconsistency need to be avoided particularly when a standard set of data is built.
All data updates have to be propagated. Integrity (i.e. ensuring that the data in the
database is correct) should be maintained. Centralized control of the database can
help in avoiding such problems by permitting the data administrator to define (and
the DBMS to implement) integrity constraints [6].

Discussing the database structure one has to keep in mind, that a medical database
contains various types of information. Since the data layer stores the images and
the corresponding data, a patient record contains alphanumerical data (patient data,
medical reports), images (a single image or an image series), regions of interest
selected from a diagnostic image, extracted features, user data etc.

The data repository can be entered for clinical as well as education purpose
(Fig. 3). The aim of the clinical unit is (1) to update the medical record and (2)
present the data during medical procedures. First, the database is searched by the
patient name or patient ID. Medical fields including reports, the histopathological



48 E. Pietka et al.

Fig. 2 Image acqusition management window

record, image processing findings are updated. Image processing tools, required for
the quantitative image description are incorporated into the computer aided diagno-
sis and therapy module and described in Sec. 4.

Patient data already stored in the data repository is then available for clinical
performance. A monitoring of the patient therapy by comparing follow-ups is also
granted.

For education, a Teaching and Training Unit has been developed. The database
is searched by diseases. All studies collected in the database are accessible from the
Teaching and Training Unit level. Two access modes are available. One refers to the
teaching activity, the other one (the training mode) permits also a user to train the
preparation of complete medical report.

For teaching purpose the entire anonymous patient record is displayed. Thus,
image data with the corresponding medical record describing the case is presented
to the user. A student can enter all available cases of a particular disease.

In the Training Unit only the image data is shown and the user may try to report
it. Thus, the user selects a particular disease. Then, a randomly selected image data
of one patient is displayed without a report. The student/resident reports the case
and then compares it with the medical record of this patient that has been prepared
by an expert.

The system allows also the computerized image analysis to be trained. A delin-
eation of the region of interest has been implemented as an interactive process of
locating elements using vector graphics elements in an application working on the
client side (in a web browser). Circles, polygons consisting of segments or Bezier
curves may be applied to outline a region (Fig. 4). A region delineated by a student
working in the training mode is then compared with an region selected by an expert.
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Fig. 3 Flow chart of the e-atlas integrated with CAD and CAT procedures

The ROI selection and analysis procedures are included in the computer assisted
diagnosis and treatment module (as described in the following section).

The content of database is available to the authorized user through the graphical
user interface (GUI) referred to as the presentation layer. The GUI offers an access
to the data through navigation panels in a web browser window. A main bar on the
top of the GUI window contains links to the Teaching and Training Units, help and
the data acquisition module. In order to provide an access at various levels, four
types of a user account have been created: read and write all, read and write new
examination, read only, read only anonymous data. The read and write as well as
read only modes are assigned to clinicians, whereas the later is given to students
and residences for teaching and training.

4 Computer Aided Diagnosis and Therapy

The e-atlas incorporates image analysis procedures able to assist the diagnosis and
treatment procedure. The analysis includes the quantification analysis, region of
interest segmentation, location of the biopsy enter, location of the target tissue sub-
jected to the therapeutic light exposure.

The analysis starts with a background removal that features a high red to green
colour components ratio that serves as a feature in further image processing. The
analysis is performed on a grayscale representation of the image, which allows the
threshold used for the background removal to be adjusted. The gray scale represen-
tation image is generated with a commonly used formula
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Fig. 4 Selecting regions of interest

Y = 0.3 ·R + 0.59 ·G+0.11 ·B (1)

where: R, G, B are red, green and blue colour components of the saturated image.
The threshold value is selected at the very periphery of the image close to the im-

age edge. The segmentation result is presented on the separate tab in the application
window. The background pixels are removed form the colour image as well.

The next step of the image analysis is the quantification of the colour values. A
Numerical Colour Value (NCV) is defined as the ratio of a red colour components to
green colour components in each pixel [1]. A histogram of the NCV matrix is found
and employed for the ROI selection (Fig. 5). Displayed to the clinician it permits the
threshold value to be adjusted. Since the threshold value is case-dependant (depends
on the type of tissue and type of disease), it is selected by the clinician. Then, a
region of interest is selected. In a separate image a set of points corresponding to
the selected regions is superimposed over the original image. Within the ROI the
greatest value of the NCV is found and marked in the image. It shows the point to
be confirmed by the histological procedure.

When using the programme a user can observe all four stages on the tab control
placed in the main window of the application. The original photodynamic image
with the NCV value and the pixel position can be tracked when moving the camera.
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Fig. 5 Sample NCV mask

The procedure permits also follow-ups to be compared. The entire analysis is
performed after a treatment therapy has been applied to the patient. The images are
subjected to the thresholding procedure, following by the NCV analysis.

During the therapy, the light activates oxygen molecules that destroy certain types
of cancer cells. The light source needs to be directly applied to the target tissue for
a specific period of time [7].

A navigation system for the surface skin therapy has been built. It navigates the
light source in order to direct the light to the area of the skin where the photosensitize
drug has been admitted. The system contains a smart robotic arm used to fix the light
source and direct the light to the target. The position of the arm is controlled by a
navigation system which sets the required angle and distance above the tumor tissue
and changes it during the procedure.

The navigation is also supported by the image analysis. Once the red to green
colour component map is also found, the region of interest is selected as described
above. It shows the cancer and precancer area to be subjected to the light exposure.

5 Results

The e-altas includes a set of 150 clinical cases, including images of Barrett’s esoph-
agus, esophageal cancer, gastric ulcers, gastric cancer, colitis ulcerosa, many types
of polyps in colon, solitary rectal ulcers, colonic cancer, rectal cancer and also skin
lesions like Morbus Bowen, Basal Cell Carcinoma, Squamous Cell Carcinoma, and
actinic keratosis, oral lesions like oral leukoplakia and oral cancer, images captured
during AFL bronchoscopy with many types of epithelial lesions to be displayed by
GUI. A user can interactively indicate abnormalities. The NCV (red to green colour
components ratio of pixel) analysis has been implemented. The comparison of
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normal and pathological cases is also available. All studies with medical reports
have been collected at the Clinical Department of Internal Diseases, Angiology and
Physical Medicine in Bytom. Before being archived in the database, all cases have
been histopathologically confirmed.

6 Summary

Autofluorescence and photodynamic diagnostics allows the detection of small focal
neoplastic tissues even not visible in traditional white light endoscopy. An imaging
system that acquires the image data from a local workstation and archives it in a
data repository has been built. Then, using the computer aided diagnosis module,
processing functions are applied and assist physicians during the region of inter-
est analysis. The data repository is used for both clinical and educational purpose.
An access to photodynamic studies increases the knowledge in the area of photo-
dynamic diagnosis and treatment and shows its importance in the early stage of
neoplastic diseases.
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Multiseries MR Data in Brain Tumours
Segmentation

Jacek Kawa, Paweł Szwarc, Barbara Bobek-Billewicz, and Ewa Piętka

Abstract. The paper deals with the segmentation of brain tumours in magnetic res-
onance (MR) images. The segmentation method developed is based on the analysis
of two MR series, and namely contrast enhanced T1W images and perfusion maps.
The contrast enhanced T1W images are segmented with the use of the Kernelised
Weighted C-Means (KWCM) method, yielding a binary mask of the suspected tu-
mour. Next, the mask is superimposed over the perfusion maps. The perfusion inten-
sities of corresponding areas in both brain hemispheres are compared. The results
obtained for three subjects with glioblastoma multiforme (GBM) and anaplastic as-
trocytoma (AA) are discussed.

1 Introduction

Brain tumours remain one of the most difficult tumours to be treated as they often
affect areas where the treatment of choice, namely the total tumour resection,
is virtually impossible. Correct decisions concerning surgery, radiotherapy and
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chemotherapy planning strictly depend on the accurateness of tumour segmentation
performed by a radiologist. This work done manually by a radiologist is a tedious
and time-consuming task.

The aim of this research is to create an automatic algorithm that may be a most
valuable tool for radiologists, assisting them in brain tumours segmentation in MR
images.

1.1 Brain Tumours

Intracranial brain tumours are divided into two groups depending on the origin of
cells building them: intraaxial and extraaxial tumours. Most of the intraaxial tu-
mours consist of glial cells. These tumours called gliomas constitute some 50% of
all brain tumours. Mostly, gliomas are built of astrocytal cells. These tumours com-
prising about 35% of all brain tumours are called astrocytomas. The glioblastoma
multiforme (GBM) is an astrocytoma tumour, classified by the World Health Organ-
isation as having the highest IVth grade of malignancy (WHO IV) and thus being one
of the most aggressive tumours. The GBM’s constitute one fifth of all brain tumours
[1]. The anaplastic astrocytoma is a WHO III astrocytoma, accounting for about 4%
of all brain tumours [1].

These tumours are histologically very weakly delimited from healthy tissue.
Necrosis, haemorrhage into the lesion and tumour angiogenesis are often to be
encountered. Extended oedema is also frequently diagnosed. These characteristics
make the proper delineation of high-grade astrocytomas boundaries a laborious and
difficult task [1].

The relapse tendency of GBM’s, even after radical resection and intensive radio-
and chemotherapy treatment, results in very poor survival rates, with median sur-
vival rate with and without treatment of ca. 3 and 8 months respectively, the 3-year
survival rate after GBM diagnosis being as small as 2% [1, 2]. The median survival
rate for subjects with anaplastic astrocytomas ranges from 2 to 5 years [3].

Nevertheless, new treatment methods are tested and introduced, their efficiency
being dependent on the correct tumour segmentation and quantification of its vol-
ume. Thus, the assistance to radiologists in the process of the GBM segmentation
in MR images proves to be extremely vital.

1.2 Nature of MR Imaging Data

The segmentation method developed is based on the analysis of two MR series of
subjects with diagnosed GBM or anaplastic astrocytoma, namely T1W images after
the injection of Gadovist contrast agent and perfusion maps obtained on the basis
of Perfusion-Weighted Imaging (PWI) series by means of manufacturer’s software.
The images were acquired with a 3.0T Phillips MR and a 1.5T Siemens MR. Both
imaging series are transverse-type and made with the same angle positioning in
coronal and sagittal planes. The use of a contrast agent allows the regions of broken
brain blood barrier to be separated. The enhancement of signal intensity, resulting
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from the shortening of the T1 time and caused by the accumulation of gadolinium
compounds, is best to be noticed in T1W images. The irregular, ring-shaped signal
intensity enhancement, specific for GBM’s [4], is well to be seen in most of the
images.

PWI plays an important role in treating primary brain tumours, as it makes it
possible to find the most malignant part of the tumour. It seems that the enhance-
ment of the relative cerebral blood volume (RCBV), whose amount is represented
by the image intensity level of the perfusion maps in the lesion area, is caused by
tumour angiogenesis, which may indicate the grade of malignancy of the tumour
[1]. The RCBV coefficient is also helpful in telling the actual tumour areas from the
radionecrosis areas and postoperative granulation tissue, all of them being hyperin-
tensive in T1W images after contrast agent administration.

The midline structures are often displaced due to an expansive lesion, which
makes it difficult to correctly establish the brain symmetry line in MR images. The
brain symmetry itself may also often be disturbed by the tumour due to the mass
effect [1].

1.3 Brain Tumour Segmentation Approaches

Most of the approaches to brain tumour segmentation are studies on automatic seg-
mentation algorithms, although semi-automatic methods are also common. How-
ever, none of them has yet succeeded in creating universal software able to facilitate
the segmentation of all kinds of brain tumours. The difficulty of the problem lies
mainly in the variety of shapes and locations of lesions.

As far as semi-automatic brain tumours segmentation methods are concerned, the
most widespread algorithms are defined respectively as seeded region growing and
active contours and are dealt with for T1W contrast images [5]. In the active con-
tours algorithm the geodesic deformable model provided by [6] and the geometric
active contours method based on the theory of curve evolution were implemented
[5].

Various approaches to the automatic brain tumour segmentation have been
applied. One-class Support Vector Machine (SVM) was developed to separate tu-
mour and non-tumour regions in [7]. Structural analysis-based tumour segmenta-
tion scheme was presented in [8]. The authors of [9] presented Gaussian Mixture
Model (GMM) and SVM-based methods for brain segmentation.

2 Segmentation Algorithm

The segmentation algorithm developed in this study consists of two phases. The seg-
mentation of contrast enhanced T1W series is followed by the analysis of perfusion
maps.
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2.1 Segmentation of Contrast Enhanced T1W Series

The basic algorithm, permitting the segmentation of brain matter, cerebrospinal fluid
and contrast enhanced areas in the contrast enhanced T1W series, is the Kernelised
Weighted C-Means (KWCM). This method emerged directly from the standard
Fuzzy C-Means (FCM) method [10, 11].

FCM is a clustering method based on the minimisation of an objective function.
It divides a finite set of elements into c clusters with respect to some given crite-
rion [11, 12]. The data clustering methods using kernel functions allow a nonlinear
transposal of the data into a high-dimensional space. The KWCM method fully
transposes the clustering process into that high-dimensional space [13, 14]. The Ra-
dial Basic Function (RBF) is used as kernel function for the KWCM algorithm in the
software. The feature incorporated in the clustering process is the signal intensity.

The FCM objective function for partitioning a dataset

X = {x1,x2, . . . ,xi, . . . ,xN} (1)

into c clusters can be defined as [11]

J(U) =
c

∑
k=1

N

∑
i=1

uβkidki, (2)

β being the fuzzyfication parameter, dki the distance measure selected between the
ith object and the kth cluster centre and uki the elements of U - the fuzzy partition
matrix.

In each t th iteration of the FCM algorithm, for each cluster k, the fuzzy clus-
ter centre [12]

v(t)
k =

∑N
i=1 uβkixi

∑N
i=1 uβki

(3)

is calculated using fuzzy membership values in the partition matrix U(t). In the first
iteration U(1) as well as the cluster centres are set to random values. In the next steps
U(t+1) values are recomputed following the equation [12]

u(t+1)
ki =

1

∑c
j=1

(
dki
d ji

) 1
β−1

, (4)

where d denotes the distance metric selected. When the selected norm ‖U(t+1)−
U(t)‖ ≤ ε, the computations stop and the defuzzyfication makes the analysed data
xi belong to the class k, if the uki fuzzy membership value is the highest of all
u ji ( j = 1, . . . ,c) values.

The Kernelised Fuzzy C-Means (KFCM) algorithm adopts a kernel-induced dis-
tance metric, the objective function being [15]
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J(U,φ) =
c

∑
k=1

N

∑
i=1

uβki‖φ(xi)−φ(vk)‖2, (5)

with φ denoting a nonlinear mapping function into a higher dimensional feature
space.

Substituting the Gaussian RBF

φG(x,y) = exp

(−‖x− y‖2

σ2

)
(6)

as the kernel function and bearing in mind that φG(x,x) = 1, equation (5) can be
simplified to

J(U,φ) = 2
c

∑
k=1

N

∑
i=1

uβki (1−φG(xi,vk)) . (7)

Taking the first derivative of J(U,φ) with respect to uki and comparing it to zero
yields the following equation for the fuzzy partition matrix values [15]

u(t+1)
ki =

(1−φG(xi,vk))
−1
β−1

∑c
j=1 (1−φG(xi,v j))

−1
β−1

. (8)

The KWCM algorithm is a generalised version of the KFCM method, if the
condition

v(t)
k =

∑N
i=1 uβkiφ(xi)

∑N
i=1 uβki

(9)

is imposed [16].
On the basis of the analysis of clusters and the fuzzy membership values brain

matter, background, cerebrospinal fluid and suspected tumour or fat areas are seg-
mented. The masks achieved in that way are processed with mathematical morphol-
ogy operations, yielding the white and grey matter areas and thus narrowing down
the region of interest. At this stage the location of lateral ventricles and eyeballs
is also detected. After further automatic corrections, including the Quickhull [17]
algorithm, the final suspected tumour areas mask is computed [16] (Fig. 1 and 2).

In the case of high-grade astrocytomas the discontinuousness of tumour areas
caused by the necrotic tissue inside the tumour is often to be encountered (Fig. 2).
The necrotic tissue seems to be correctly qualified by the KWCM algorithm as non-
tumourous.

2.2 Perfusion Maps Analysis

As already mentioned, both imaging series have the same length, angle positioning
in coronal and sagittal planes and identical location of the brain in the field of view
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Fig. 1 Original contrast enhanced T1W image selected from study no. 1 of subject no. 1.
(left) and the same image with the suspected tumour areas mask superimposed (right)

Fig. 2 Original contrast enhanced T1W image selected from a follow-up study of subject
no. 1 (left) and the same image with the suspected tumour areas mask superimposed (right)
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of the images. The perfusion maps, originally having a 128×128 pixel resolution,
are first pre-processed with the bicubic interpolation algorithm [18] to achieve the
same pixel dimensions as the contrast enhanced T1W images, thus making it possi-
ble to match corresponding slices coming from two analysed series.

The brain mask on the perfusion maps is found after interpolation by means of
simple image thresholding and hole filling. The number of pixels common with the
brain mask from the contrast enhanced T1W series, obtained during its segmenta-
tion process, is calculated. Then, the brain mask from the perfusion maps is shifted
a given number of pixels in different directions. The number of pixels common
with the brain mask from the contrast enhanced T1W series is calculated for each
shifting. The shifting, for which the number of common pixels is the highest, is
considered as the best alignment matching the two series.

Next the perfusion maps are examined on the basis of their signal intensity. For
each lth lesion, belonging to the final suspected tumour areas mask, the mean pixel
intensity value ml is computed. The mean pixel intensity sl is also computed for the
area lying symmetrically to the lth lesion in the opposite hemisphere.

This requires the brain symmetry line to be located, since the head during an
examination may not be centred within the field of view of an image. The sym-
metry line is searched in a set of candidate lines created by shifting to the left
and to the right and rotating the image symmetry line. The line which has the least
common pixels with the mask of brain hemispheres is considered to match best the
real brain midline and is thus defined as the symmetry line. In most cases the defined
symmetry line is slightly shifted and rotated in respect to the image symmetry line.

If the mean pixel intensities ratio ml
sl

< T1, where T1 denotes the user-selected
threshold for the whole analysis of perfusion maps, the analysed lesion is classified
as non-tumourous and discarded from further analysis. The user may additionally
discard lesions that are less than a given number of pixels in size.

For pixels belonging to the yet not discarded lesions a similar analysis is applied,
i.e. pixels whose symmetry-based signal intensity ratio is less than the user-defined
T2 threshold value, are rejected. This is performed in order to eliminate artefacts.
The tumour areas mask is thus finally obtained (Fig. 3, 4, 5 and 6).

In the tumour areas the number of pixels is calculated and multiplied by the unit
voxel volume based on the DICOM data (slice thickness plus the interslice gap,
which are 5mm and 1.5mm respectively for the imaging data acquired with the 1.5T
MR and 4.0mm and 0.0mm respectively for the imaging data acquired with the 3.0T
MR), yielding the final tumour volume.

3 Results

The tests have been performed on MR data of three subjects with diagnosed high-
grade astrocytomas, namely one subject with GBM (subject no. 1) and two subjects
with anaplastic astrocytoma (subjects no. 2 and no. 3). For one subject three consec-
utive MR studies were available. For each of the other subjects there was one MR
study available. Four studies performed on the 1.5T MR consisted of 19 slices and
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Fig. 3 Original contrast enhanced T1W image selected from study no. 1 of subject no. 1.
(left) and the same image with the final tumour areas mask superimposed (right). An arrow
indicates the postoperative granulation tissue area.

Fig. 4 Original perfusion map corresponding to the T1W contrast image in Fig. 1 (left) and
the same map with the final tumour areas mask superimposed (right)
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Fig. 5 Original contrast enhanced T1W image selected from a follow-up study of subject no.
1 (left) and the same image with the final tumour areas mask superimposed (right). An arrow
indicates the radionecrotic tissue area.

Fig. 6 Original perfusion map corresponding to the T1W contrast image in Fig. 2 (left) and
the same image with the final tumour areas mask superimposed (right)
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one study performed on the 3.0T MR consisted of 36 slices, yielding the total of 112
slices analysed.

The detailed results obtained at the subsequent steps of the segmentation algo-
rithm are presented in Fig. 1-6. The selected images, shown in Fig. 1, 3 and 4, come
from the study performed after partial resection of the tumour, before radiotherapy
treatment. The exclusion of the postoperative granulation tissue, indicated by an ar-
row in Fig. 3 from the final tumour areas mask due to the analysis of the perfusion
map is well to be noted.

Radiotherapy resulted in a decrease in the tumour volume, although a hyperinten-
sive area of radionecrotic tissue appears instead in the T1W contrast image (Fig. 2)
coming from a follow-up study of the same subject. The analysis of the correspond-
ing perfusion map resulted in the exclusion of the radionecrotic tissue area (arrow
in Fig. 5), from the final tumour areas mask. All the obtained segmentation results
were compared with manual segmentation verified by a radiologist. Three similarity
measures were used, namely sensitivity

S =
TP

TP +FN
·100%, (10)

specificity

P =
TN

TN +FP
·100% (11)

and the Dice Similarity Coefficient

DSC =
2 ·TP

2 ·TP+ FP+ FN
·100%, (12)

where T P denotes the number of true positives, T N the number of true negatives, FP
the number of false positives and FN the number of false negatives. The similarity
coefficients for all the analysed studies are gathered in Tab. 1. In case of subjects
no. 2 and no. 3 all the hyperintensive lesions in the contrast enhanced T1W series
are radionecrotic tissue areas, so only specificity is calculated for these studies.

Table 1 Automatic Segmentation Results

Subject no. Study no. S(%) P(%) DSC(%)

1 1 80.965 99.924 74.381
1 2 78.892 99.944 75.630
1 3 67.736 99.963 67.218
2 4 - 99.928 -
3 5 - 99.971 -
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4 Conclusions

The brain tumours segmentation results achieved by using the segmentation algo-
rithm described above seem to be very promising. Future work will include fur-
ther improving the segmentation method and performing tests on a larger amount
of imaging data of subjects with diagnosed high-grade gliomas as well as on MR
images of subjects with other types of brain tumours.

Acknowledgements. The MR data was made available by courtesy of the Radiodiagnostics
Department of the Maria Skłodowska-Curie Memorial Cancer Centre and Institute of Oncol-
ogy, Gliwice Branch.
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Symmetry Plane of the Brain on Perfusion MR
Images

Rafał Henryk Kartaszyński and Paweł Mikołajczak

Abstract. In this paper we present algorithm which purpose is to estimate real sym-
metry plane of the brain on the MRI perfusion studies. Because perfusion slices are
acquired in low resolution and larger distances, than standard MR studies, symmetry
plane of the brain must be evaluated on the slice-by-slice basis. Presented algorithm
therefore searches for symmetry line taking into consideration only anatomical in-
formation on each slice, ignoring adjacent slices. After presenting the method and
sample results, we present results of tests.

1 Introduction

Perfusion MRI study [1, 2] is based on the use of injected contrast agent that changes
the magnetic susceptibility of blood and thereby the MR signal which is repeatedly
measured during bolus passage. Because images must be acquired very quickly and
often, quality must be reduced and distance between slices increased. As the result
of one study we get about 400 - 500 images (about 10 images per 40 passes). Fig. 1
shows example set of images acquired by a single pass.

As is known brain consists of two symmetrical cerebral hemispheres. Often to
check for abnormalities, differences, two adjacent hemispheres on the same image
are compared. To automatize this process, there is a need to find the symmetry plane
of the brain. In this article we are using the term symmetry line/plane to describe a
symmetry plane of the brain itself, not symmetry line of the data on image. Because
image acquisition plane is not perpendicular to the brain symmetry plane, acquired
slices rarely show symmetrical image (Fig. 1). Therefore only chance to find a sym-
metry plane is to find anatomical structures that appoint it.
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Fig. 1 Example MRI perfusion study (first pass) - part 1

Because this algorithm is to be used as a part of semi-automatic methods for
comparing images of both cerebral hemispheres, we do not require it to be very
correct. 1-2 degree deviation is acceptable.

2 Method

Due to the distance between slices, we are evaluating symmetry lines for each slice
separately - we are not treating set of slices as a complete volume. Method itself can
be divided into following steps:

1. Data preprocessing
2. Finding of the Characteristic Points (CP)
3. Linear regression

One of the main assumption of this algorithm is that brain symmetry line is not
deviated more than about 10-15 degrees from the AP axis.
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Fig. 2 Example MRI perfusion study (first pass) - part 2

3 Data Preprocessing

First step of presented algorithm is to remove background noise and other tissues
surrounding brain. This can be achieved by simple thresholding to the certain value.
By analyzing looks of the general histogram of the MRI perfusion slice (Fig. 3) we
can find two main peaks on in. First on the left, represents numerous low frequency
background pixels. With increasing intensity of pixels (to the right of the diagram)
this peak / number of pixels decreases reaching local minimum (I0) and increasing
again to reach another local maximum (IB). In general case of MRI study segmen-
tation at the level I0 would be sufficient, but in the case of the perfusion images
and for needs of this algorithm (see another step of the algorithm) we need a deeper
segmentation. Therefore we have set the threshold value at

IP = I0 +
(IB− I0)

4
(1)
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Fig. 3 General histogram for the MRI perfusion slice

4 Finding Characteristic Points

To have some starting point for estimation of symmetry line algorithm is finding
notches between hemispheres in the front and the back of the brain (Fig. 4). To
find them image is scanned from beginning and from end line-by-line. According
to assumption of brain not being too much rotated, we are narrowing the search to
the 25% middle of the image (vertical trench). In the case of an average slice having
120x120 pixels, this trench would be 30px wide. Generally we are looking for the
deepest (closest to the middle of the brain) notch in the front and back tissue of the
brain. If there are several notches found, on the similar deepness and the difference
(in deepness) is not greater than 2% (of the whole image size) then problem is not
resolved and no CP is found. The same situation is when the notch is to wide (more
than 4%) - de facto there is no notch (Fig.4.).

Fig. 4 First two CP (on the right). Case when one of the CP cannot be found (on the left).

From obvious reasons finding of these points is not always possible - on some
slices there are no notches detectable. Also sometimes these points can be badly
found, so they cannot be the only CP used to fit symmetry line into. Therefore



Symmetry Plane of the Brain on Perfusion MR Images 69

we have also incorporated method for finding other anatomical structures that can
describe symmetry plane of the brain.

To do this we are continuing to scan-line the trench between first two CP or
places where previous step have ended. The algorithm is searching for local minima
or maxima on these scan lines that have local maxima or minima, respectively, on
both its sides (see Fig. 5). On this figure one can see ideal cases that do not leave
place for misinterpretation. And only such cases are used later. We do not need a lot
of points in later step of the algorithm - linear regression. Most important is quality
and accuracy of these points.

Of course in many cases good points will be found on adjacent scan lines. For
each set of six points that are adjacent (occupy six neighbouring horizontal lines)
middle one is selected as CP to represent all six points. Thanks to this step, only
reasonable number of CP will be used in regression.

Fig. 5 Horizontal scan lines of the trench for two different slices

5 Perpendicular Regression

Given a set of Characteristic Points it is possible to fit a straight line into this set
by using linear regression [3, 4, 5]. When we perform a regression fit of a straight
line to a set of (x, y) data points we typically minimize the sum of squares of the
vertical distance between the data points and the line. However in this case we have
to optimize the perpendicular distances to the line.

One way of approaching this is to find the principle directions of the data points.
Let’s say we have the (x, y) coordinates of n data points. To make it simple, let’s first
compute the average of the x values, and the average of the y values, calling them X
and Y respectively. The point (X,Y) is the centroid of the set of points. Then we can
subtract X from each of the x values, and Y from each of the y values, so now we
have a list of n data points whose centroid is (0, 0). To find the principle directions,
imagine rotating the entire set of points about the origin through an angle q. This
sends the point (x, y) to the point (x’, y’) where
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x′ = x∗ cos(q)+ y∗ sin(q) (2)

y′ =−x∗ sin(q)+ y∗ cos(q) (3)

Now, for any fixed angle q, the sum of the squares of the vertical heights of the n
transformed data points is S = ∑ [y′]2, and we want to find the angle q that mini-
mizes this. (We can look at this as rotating the regression line so the perpendicular
corresponds to the vertical). To do this, we take the derivative with respect to q and
set it equal to zero. The derivative of [y′]2 is 2y′( dy′

dq ), so we have

dS
dq

= 2∑ [−x∗ sin(q)+ y∗ cos(q)][−x∗ cos(q)− y∗ sin(q)] (4)

We set this to zero, so we can immediately divide out the factor of 2. Then, expand-
ing out the product and collecting terms into separate summations gives

[∑x∗ y]∗ sin2(q)+ [∑(x2− y2)]∗ sin(q)∗ cos(q)− [∑x∗ y]∗ cos2(q) = 0 (5)

Dividing through by cos2(q), we get a quadratic equation in tan(q):

x∗ y∗ tan2(q)+ x2− y2 ∗ tan(q)− x∗ y = 0 (6)

where the curly braces indicate that we take the sum of the contents over all n data
points (x, y). Dividing through by the sum x∗ y gives

tan2(q)+ A ∗ tan(q)− 1= 0 (7)

where A = x2−y2

x∗y . Solving this quadratic for tan(q) gives two solutions, which corre-
spond to the principle directions, i.e., the directions in which the scatter is maximum
and minimum. We want the minimum. Having the angle q we can find symmetry
line, which is passing through the centroid of the data.

6 Results and Tests

Following are the sample results, obtained by presented method.
We have tested this method on ten data sets from two sources - Clinical Hospitals.

In 92% cases (failed on 8 images out of 100 - 10 first pass images from 10 studies)
method have managed to find more than four CP and perform regression. We must
note that images, on which the method has failed were difficult cases located in
the lower parts of the brain. Generally all abnormalities that must be located by the
perfusion study are located in higher parts of the brain. Therefore, for tested data
sets, method proved to find CP in all diagnostic meaningful cases.

To evaluate quality of symmetry lines, found by the algorithm, we have com-
pared it’s results with ones provided by the experts. We have asked three physicians
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Fig. 6 Example results of symmetry line finding for the whole set

Fig. 7 Example result for the one slice (different data set)

to mark symmetry lines on first pass images from each study. Each expert received
six data sets. Studies were divided in the manner that three data sets were common
for each expert. This was our control set to estimate average error between expert.
Because expert skills are subjective - each one will mark symmetry line little differ-
ently - we wanted to check what difference is not significant for them.

As indicators for comparing two symmetry line we have compared angles (from
vertical axis in means of percents of 45 degrees) and distance between these lines
[6].
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First of all we have compared results for control sets. Maximal difference in
distance, between experts, was about 5% (of image width in pixels). Difference in
case of the angles was about 2,5% (2% of 45 degrees = 0,9 degree). Mean difference
for the distance was 4% and angle about 2%.

Next we have compared expert results with that acquired by presented method.
Comparison showed mean difference in distance of 5,5% and 3,5% in angle. On
image this differences mean about 6-7 pixels, and 1,50.

We had also asked our experts to rate results obtained with our method. In their
opinion algorithm produces satisfying result (only in few cases they noted that it
could done better).

As mentioned on the beginning of this article, algorithm will be used as a part of
other methods that will statistically compare images of both cerebral hemispheres,
therefore quality of found symmetry lines, even in worst cases, is very satisfying.

7 Conclusions

Algorithm presented in this article may be used for finding symmetry lines on low
resolution, sparse images of MRI brain perfusion studies. Because these images are
acquired in specific manner, only way to locate line between cerebral hemispheres is
to analyze brain anatomy. Therefore method is trying to find characteristic anatom-
ical places that describe middle point of the brain. Using linear regression, line is
then fitted into found set of characteristic points. Of course some presumptions are
made for these method. First of all deviation of symmetry line from the vertical axis
cannot be greater than 10-15% (which may occur only in special cases). We also
do not require found symmetry lines to be perfect, small deviation from ideal are
possible.

After comparing acquired results with results given by experts, we have came
to the conclusion that method produces satisfying results for diagnostic meaningful
cases.
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A Two-Step Method for Detection of
Architectural Distortions in Mammograms

Magdalena Jasionowska, Artur Przelaskowski,
Aleksandra Rutczynska, and Anna Wroblewska

Abstract. Early detection of breast cancer is very important. It increases breast can-
cer treatment and reduces mortality rates by 30 - 70%. Architectural distortion (AD)
is one of the commonly missed signs of breast cancer. It is estimated that 12 - 45%
of missed breast cancer in mammography are ADs. Our ultimate goal is to develop
a CAD module through creating of ADs detection method (ArDist method).
We rely on fact that AD is a group of line structures of different orientation. The
ArDist method consists of two stages: detection of ROI with potential ADs
based on analysis with Gabor filters (GF method) and recognition of ADs using
2D Fourier transform in polar coordinates (DD method). The method was tested
with 33 mammograms containing ADs, from the database DDSM. Experimental re-
sults are promising in comparison with the results of the model method and the effi-
ciency of commercial CAD systems. The sensitivity of ArDist method amounts
to 68% with 0.86 false positives per image.

1 Introduction

Screening mammography is the most effective tool for early detection of breast can-
cer. There are three typical types of abnormal findings: microcalcifications, masses
and architectural distortions [7]. Early detection of them increases breast cancer
treatment and the survival rate. However, the sensitivity of screening mammogra-
phy which is affected by many elements (e.g. image quality, the radiologist’s level
of expertise) is not perfect. In screening mammography only 3% of detected by
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radiologists lesion are architectural distortions, whereas 61% of detected findings
are mass, microcalcifications - 90% [4]. Therefore, we develop one of CAD mod-
ules in order to aid radiologists in ADs detection.

1.1 Architectural Distortion

Architectural distortion (AD) is a subtle sign of abnormality in mammography
(Fig.1a). This finding is a breast lesion in which the normal structure of the breast
parenchyma is distorted as if being pulled into a central point, without a visible cen-
tral density [2]. AD is a single sign or an early sign of breast cancer [7]. During

Fig. 1 (a) ROI containing architectural distortion with spiculations radiating and (b) ROI
with radial scar - a benign lesion of the breast [6, 7]

description of mammograms radiologists can make mistakes - the views of scarring
from previous surgery, radial scar1 (Fig.1b) and crossing breast structures can be
diagnosed as architectural distortions. Architectural distortions have indefinite char-
acteristic features, e.g. number of spicules, width and length of spicules, density. It
makes difficulties in detection process.

2 Materials

Several automated methods for ADs detection have been reported. All of them rely
on fact that AD is a group of line structures of different orientation. The particulars
about detecting process are described in [8, 9, 15, 17]. The six following stages can
be distinguished:

1 Radial scar - a complex sclerosing lesion; it has a black star appearance with long, thin
spicules radiating from a radiolucent central area.
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1. breast segmentation - mammogram segmentation into breast region and back-
ground, usually using region growing methods;

2. preprocessing of mammogram - preliminary filtering in order to sharpen the
spicules of ADs and reduce the noise;

3. enhancement of spicules - extracting of texture orientation (line structures of
different orientation):

• filtering in the Radon domain; basic idea is to design matched filters for the
ADs features [17];

• extraction of the surface direction by the sign of the mean curvature and cal-
culation of the concentration index (ADs correspond to the high concentration
regions) [9];

• filtering with a bank of Gabor filters of different texture orientation angles
[1, 14, 15];

4. selection of ROI containing potential ADs - analysis of extracted texture
orientation:

• phase portrait modelling - the oriented texture is analyzed to produce three
maps, whereas only one of them (a node map) is further analyzed to detect the
sites of ADs [1, 14, 15];

5. estimation of characteristic features for ADs in order to reduce the false positives:

• the fractal dimension (e.g. using Hausdorff dimension or by 2D Fourier power
spectrum) [8, 15];

• the following features: the size of the suspected region, the mean pixel value
of the suspected region, the mean concentration index of the suspected region,
the isotropic index, the contrast between the suspected region and surrounding
region, two features of power spectra which are obtained from 2D Fourier
transform [9];

• the Haralick’s texture measures (using the joint occurrence or co-occurrence
of gray levels, known as the gray-level co-occurrence matrix) [15, 19];

6. features classification:

• using support vector machine (SVM); the SVM bases on maximization of
the separating margin between the two classes: normal breast tissue and ADs
[8, 10];

• using radial basis function neutral networks (RBF) [8].

The efficiencies of quoted solutions are unsatisfactorily. There is either the low sen-
sitivity or the high number of false positives per image (FPI). Ichikawa et al. [9]
received the sensitivity for detection of ADs - only 56% at FPI = 0.96. The sensi-
tivity of ADs detection method created by Sampat et al. [17] was 80% at the un-
acceptable number of FPI = 14. The results of Guo et al. [8] showed that the best
classification of ADs is SVM (72% correct answers). The sensitivity of 84% at a
high false-positive rate of 7.4 per image was received by Rangayyan et al. [14].
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Generally, the sensitivity of interpreting radiologists and CAD systems for ADs de-
tection is low in comparison with the other findings. The commercial CAD systems
[5, 13] correctly marked 90% cases of masses and microcalcifications (it is average
sensitivity of masses and microcalcifications), whereas the sensitivity of ADs de-
tection has been reported to be only ca. 40% [16]. The R2 Image Checker system
[13] successfully identified 49% cases containing ADs with 0.7 false positives per
image. The CADx Second Look system [5] successfully detected 33% cases of ADs
with 1.27 false positives per image [16]. Additionally, only 48 - 60% of ADs that
are biopsied are found to be cancer [11, 16].

3 ArDist Method

In image processing, ADs are modeled as the group of line structures of different ori-
entation. Therefore, orientation transformations (that enhance texture orientation of
image) are used in order to detect the ADs. We propose ArDist method (Fig.2)
which consists of two steps: detection of ROIs with potential ADs, based on Gabor
filtering (GF method) and ADs recognition in selected ROIs, using 2D Fourier
transform in polar coordinates (DD method).

Fig. 2 Schema of ArDist method. The first stage - detection of ROIs with potential ADs,
using Gabor filtering (GF method) and the second stage - ADs recognition in selected ROIs
(DD method).



A Two-Step Method for Detection of Architectural Distortions in Mammograms 77

3.1 GF Method

We propose GF method based on analysis of ADs spicules (line structures of dif-
ferent orientation) using Gabor filters with selected impulse response. GF method
consists of four steps: i) preprocessing, ii) Gabor filtering, iii) Gabor maps histogram
analysis and iv) “probability map”analysis (Fig.2). It is necessary to reduce the noise
and the influence of the low-frequency components of the mammogram in estimat-
ing the texture orientation. Therefore, the mammogram is low-pass and then high-
pass filtered. Next, we filter the mammogram with the bank of 180 Gabor filters of
different orientation. The Gabor filter is a sinusoidally modulated Gaussian func-
tions, defined as follows:

gk(x,y) = exp([−1
2
[(

x′

S′x
)2 +(

y′

S′y
)2]])∗ cos(2π f x′) (1)

where x′ = xcosθk + ysinθk, y′ = ycosθk− xsinθk, the angle of texture orientation
θk ∈ [−π/2,π/2], the frequency of sinusoidal function f = 0.075, parameters that
determine width of Gabor filter and elongation in the y direction: Sx = 4, Sy = 4
(Fig.3). All parameters were chosen experimentally.

Fig. 3 Gabor filter mask
of size 9x9 with applied
parameters: Sx = 4, Sy = 4,
f = 0.075, θk = π/2

The texture orientation at a pixel is estimated as the highest magnitude of am-
plitude at the pixel among 180 values (for 180 corresponding filter responses). As
the result of Gabor filtering we receive two Gabor maps. The map with the max-
imum values of amplitude M(x,y) (Fig.4b) is estimated as the highest magnitude
of amplitude among 180 values of different orientation (for 180 corresponding fil-
ter responses). The second map Q(x,y) contains the dominant texture orientation
angles (Fig.4c), i.e. angles for which the magnitude of amplitudes is maximum).

In order to select ROIs with potential ADs, histogram analysis of Gabor maps
is employed by blocks K ×K pixels and as the result a “probability map”is cre-
ated. ADs spicules are characterized by high magnitude of amplitudes. Therefore,
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(a) (b) (c)

Fig. 4 The result of Gabor filtering: (a) ROI from original mammogram, (b) the map with the
maximum values of amplitude M(x,y) and (c) the map with the dominant angles of texture
orientation Q(x,y)

the map M(x,y) is thresholded with T1 = 0.75 ∗AMAX , where AMAX - the maximum
value of amplitude in mammogram. We expect that in the blocks (K×K) the cal-
culated histogram of map Q(x,y) (Fig. 5) for ADs should show several dominant
peaks (correlating with the dominant texture orientation angles). For normal tissue

Fig. 5 The exemplary histograms of map Q(x,y) for blocks 100× 100 pixels with normal
breast tissue and with architectural distortion
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one dominant peak is expected. Performing histogram analysis of Q(x,y) we utilize
threshold T2 to eliminate texture orientation angles with low recurrence number.
Additionally, any dominant direction in mammogram texture can be visible on his-
togram of blocks (K×K) as several near-lying peaks which values are averaged
when form sequence is longer than threshold value T3. Finally, the “probability map
”(Fig.6b) is created by assignment the highest probability of ADs appearance (re-
flected as a maximum gray scale value MAX) to blocks, in which after the histogram
analysis the number n peaks (n dominant angles) is equal or higher than the char-
acteristic number N (established experimentally). For the other blocks the scale is
extended as follows: (n ∗MAX)/N. Next, the blocks with the highest probability of
ADs appearance are marked with stars (Fig.7).

Fig. 6 The result of Gabor maps histogram analysis: (a) original mammogram with AD
and (b) the “probability map”. The marked circle indicates the sites of AD, detected by
radiologist

3.2 DD Method

Our DD method (differential directions method) of ADs recognition in selected
ROIs consists of three steps: i) directional transform, using 2D Fourier transform
in polar coordinates, ii) extraction (with reduction) of features and iii) features clas-
sification (Fig. 2). Gabor filtering assigns the local texture orientation. We apply the
other texture orientation extractor (including whole region of interest) to acquire the
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Fig. 7 The finally results of GF method: (a) thresholded “probability map”and (b) the output
image with marked by stars sites of potential ADs. AD is correctly detected (in the marked
circle). The high number of false positives is re reduced in the second stage - DD method.

high directional resolution. We use the directional transform in order to enhance
only strong ADs spicules (Fig. 8). To this effect, the 2D Fourier transform in polar

Fig. 8 Schema of directional transform, using 2D Fourier transform in polar coordinates

coordinates is computed using first Radon transform of selected by GF method
ROI f (x,y):

pφ (x′) = ∑
(x,y)∈φ

f (x,y) =∑
y′

f (x′ cosφ − y′ sinφ ,x′ sinφ + y′ cosφ) (2)
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where x′ = xcosφ + ysinφ and y′ = −xsinφ + ycosφ . We receive the projections
pφ (x′) as the sum of f (x,y) values along definite direction (the line at the angle φ ).
However, in order to define frequency characteristic of analyzed object (potential
AD) along definite direction, 1D Fourier transform pφ (x′) has to be computed for
each projection:

F{pφ (x′)} ≡ Pφ (ω) =∑
x′

pφ (x′)exp(−iωx′) (3)

substituting equation (2):

Pφ(ω) =∑
x′
∑
y′

f (x′ cosφ − y′ sinφ ,x′ sinφ + y′ cosφ)exp(−iωx′) (4)

1D Fourier transform of projection pφ (x′) is equivalent to transformation of f (x,y)
in angular and frequency domain:

Pφ (ω) =∑
x
∑
y

f (x,y)exp(−iω(xcosφ + y sinφ)) (5)

Therefore,
Pφ(ω) = F{ f (x,y)|φ} = F(ωx,ωy)|φ = F(ω ,φ) (6)

where F(ω ,φ) - the expected 2D Fourier transform in polar co-ordinates. To receive
complete directional characteristic of analyzed ROI (for all 180 angles φ ), the mean
of |F(ω ,φ)| by ω = 1, ...,M has to be calculated in two manners:

• the mean of |F(ω ,φ)| (Fig. 9):

|S1(φ)| = 1
M ∑

ω
|F(ω,φ)| (7)

• the mean of |Fr(ω,φ)| with soft thresholding of |F(ω ,φ)|, defined as follows:

|Fr(ω ,φ)| = 0 < r(φ) (8)

|Fr(ω ,φ)| = |F(ω ,φ)|− r(φ) > r(φ) (9)

where r(φ) = 1
M ∑ω |Ft(ω ,φ)| is calculated for each projection. The angular

spectrum |S2(φ)| seems to be more effective for mammograms:

|S2(φ)|= 1
M ∑

ω
|Ft(ω,φ)| (10)

For assigned angular spectrum |S(φ)| 13 directional features are extracted,
including:

• the features based on gray-level co-occurrence matrix (GCM) for α = 0◦ [19]:
contrast, correlation, energy, entropy, homogeneity;
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Fig. 9 Two created phantoms: (a) phantom of normal breast tissue - with one lines direction
and (b) phantom of AD - with chosen four lines directions. (c) The angular spectrum |S1(φ)|
of two phantoms.

• the statistic features: variance, standard deviation, kurtosis, skewness, energy,
entropy

• two features computed using approximation of angular spectrum (slope and point
of intersection with y-axis).

Additionally, to better ADs recognition image features of selected ROI are extracted:
i)the features based on GCM for α = 0◦,45◦,90◦,135◦ and ii) the statistic features
including also central moments. As the criterion of image features reduction (to
assess the significance of every feature for separating two labeled groups: AD or
normal tissue) we set area between the empirical receiver operating characteristic
curve and the random classifier slope. We normalize the features values and uti-
lize the correlation between features values. The support vector classifier with lin-
ear kernel and regularization (from MATLAB toolbox - PRTools4 [12]) is used to
classification.

3.3 Results of ArDist Method

Our database of mammograms containing ADs consists of 33 images from digital
database DDSM (image resolution 43.5 - 50um) [6]. We achieved the sensitivity
of GF method equal 79% (26 cases of ADs are detected) at the number of false
positives per image FPI = 7.8 (Table 1). The sensitivity of GF method is worse
than the model method [14] at the same number of FPI, but it is worth underling fact
that the computational complexity of GF method is much lower than the model
method. However, the number of false positives was unacceptable. We achieved
292 ROIs (including 34 ROIs with ADs - in one case AD has been marked by two
stars). In order to recognize ROIs with ADs DD method is used. To reduce an
influence of training and classifying data on classification results was necessary a
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cross validation. The acceptable result of classification was gained for selected 10
image features of low-pass and then high-pass filtered ROIs and all 13 direction
features of angular spectrum. As the finally result, we achieved the sensitivity of
86% and the specificity of 89% (Table 1).

Table 1 Efficiency of GF, DD and ArDist method

Method Sensitivity FP/image or Specificity ∗

GF Method 79% 0.78
DD Method 86% 89%
ArDist Method 68% 0.86

∗ FP/image (the number of false positives per image) - in GF and ArDist method;
specificity - DD method.

Table 2 Comparison between ArDist method and commercial CAD systems

Detection Method Number of images Sensitivity FP/image∗

ArDist 33 68% 0.86
Image Chacker R2 45 49% 0.7
CADx Second Look 45 33% 1.27

∗ FP/image (the number of false positives per image)

Final result of our ArDist method is promising. The sensitivity of ArDist method
amounts to 68% at FPI = 0.86. In comparison with the commercial CAD systems we
achieved the higher sensitivity at the comparable number of FPI (Table 2). However,
it is necessary to underline databases variety.

4 Conclusion

Our ArDist method gives promising results and seems to have high capability to
aid radiologists in their work, but method parameters were fitted experimentally
to optimize algorithm for concrete data set. More general, adaptive procedures are
necessary to conclude the results more reliably. Moreover, in the future research we
should improve our ArDist method by adjusting the parameters of Gabor filter to
expected features of ADs. Next, the better directional features for improved differ-
entiating ADs from normal tissue of breast are searched. Scalable, two dimensional
transforms with nonseparable, flexible kernels are planned to be considered. Fam-
ilies of countourlets, curvelets, beamlets etc. are potentially useful for further ADs
detection enhancement.
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An Instrument for Monitoring Inflow and
Washout of an Optical Contrast Agent into the
Brain

Daniel Milej, Michał Kacprzak, Norbert Żołek, Piotr Sawosz,
Roman Maniewski, and Adam Liebert

Abstract. A time resolved method based on near infrared spectroscopy for mon-
itoring of changes in tissue absorption and concentration of the exogenoeus chro-
mophore concentration is presented. We constructed a setup which can be used to
measure changes in oxygenation of the brain tissue by monitoring of diffuse re-
flectance at two wavelengths. Currently, the instrument has been modified in such a
way that simultaneous measurements of diffuse reflectance and fluorescence can be
carried out. We present results of measurement of diffuse reflectance and fluores-
cence during injection of an optical contrast agent in healthy volunteer.

1 Introduction

Methods used routinely in clinical evaluation of structure and function of human
brain like computed tomography (CT), magnetic resonance imaging (MRI), and
positron emission tomography (PET) are sophisticated and expensive. Moreover,
their use require the transport of the patient to the brain imaging facility. Optimally,
the method used in brain monitoring should allow to perform measurements at the
bedside of the patient. It should be possible to use the method intraoperatively as
well. Near infrared spectroscopy (NIRS) [1, 2] is an optical non-invasive method
which may fulfil these requirements. This technique is based on assessment of
changes in oxy- and deoxyhemoglobin by analysis of changes in attenuation of light
measured at several wavelengths and utilization of differences in spectral properties
of hemoglobins in near infrared wavelength region. The method can be also applied
for assessment of perfusion of human brain by combined application of NIRS tech-
nique and the injection of optical contrast agent. Indocyanine green (ICG) is a dye
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which have high absorption in near infrared spectral region, is relative non-toxic [3]
and it can be safely injected intravenously in patients. The dye found application in
several fields of medicine [4, 5, 6, 7, 8, 9]. In experiments carried out on animals it
was shown that ICG allows for evaluation of cerebral blood volume [10].

For monitoring of the inflow and washout of the dye different optical techniques
can be applied: (i) continuous wave spectroscopy [11, 12], (ii) frequency domain
technique [13] and (iii) evaluation of broadening of picosecond laser pulse during
its penetration through the tissue [14, 15]. In recent publications, it was reported that
fluorescence light from ICG can be excited with the use of near infrared light during
circulation of the dye in the human brain. This light can be detected on the surface
of the head using the time-resolved optical setup [16, 17]. Theoretical analysis of
light propagation show that changes of moments of distributions of times of arrival
of fluorescence photons can be explained considering faster inflow of the ICG to
the intracerebral brain tissue and delayed inflow to extracerebral overlaying tissue
layers (skin, skull) [18, 19].

2 Methods

The constructed setup allows for simultaneous measurement of distributions of
times of flight of diffusely reflected photons and times of arrival of fluorescence
photons. Single channel of that setup is schematically presented in Fig. 1. Technical
details of the setup were presented in more detail elsewhere [20].

The setup is equipping with a semiconductor laser heads operating at a wave-
length of 760 nm which allowed to excite fluorescence of the dye. The laser light

Fig. 1 Diagram of the measurement system during the in-vivo experiments
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is delivered to the surface of the tissue with the use of four optical fibers. The light
remitted from the medium is transmitted to the photodetectors with the use of four
bifurcated fiber bundles. The acquisition of distributions of times of flight of photons
is carried out with the use of photomultiplier tubes and eight time correlated single
photon counting (TCSPC) PCI cards divided into four reflectance and four fluores-
cence channels. Appropriate filters applied in each channel allow to easily configure
the system for measurement of distributions of times of flight (DTOF) of diffusely
reflected photons and distributions of times of arrival (DTA) of fluorescence pho-
tons. Additionally, in all channels rotating film filters were applied which allow to
adjust intensity of light transmitted to the photodetectors. The TCSPC cards were
mounted in an industrial PC. During data analysis, statistical moments, i.e., num-
ber of photons, mean time of flight and variance of the DTAs and DTOFs were
calculated.

For fixation of the source fibers and detecting boundless a flexible pad made of
thermoplastic material and plastic foam was used (see Fig. 2). The distance between
source fiber position and detection bundle was fixed at 3 cm for all source-detector
pairs. For this source-detector separation the laser light may penetrate for the depth
of 1.5 cm, i.e. it reaches the cortex of the brain.

Fig. 2 Optode fixation on both sides of the head
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3 Results

Example of signals measured in-vivo in a healthy volunteer in diffuse reflectance
and fluorescence channels is presented in Fig. 3. Changes in number of photons
N/N0 and mean time of flight < t > are presented. In both signals change is clearly
visible at the moment of appearance of the dye in the volume between source and
detector. Larger amplitudes of changes can be noted in fluorescence channel. Spe-
cific changes of the mean time of flight of DTA of florescence photons were noted.
This pattern, consisting of early increase of < t > was reported previously and ex-
plained by theoretical analysis of the fluorescence light excitation and propagation
in layered optically turbid medium.

4 Discussion and Conclusions

In this paper we present construction of an optical setup for simultaneous measure-
ment of time-resolved diffuse reflectance and fluorescence. The instrument allows
to measure optical signals at 4 spots on every hemisphere of the brain. The aim of
further development is to construct an instrument which will be mobile and simple
in operation. Laboratory tests on physical phantoms of the tissue [21] and prelimi-
nary in-vivo tests confirmed potential effectiveness of the technique in clinical brain
assessment. The setup can be potentially easily re-configured for double-wavelength
operation, monitoring of diffuse reflectance or fluorescence or combination of these
quantities. Development of optimal procedure for fixation of the optodes on the head

Fig. 3 Changes in number of photons N/N0 and mean time of flight < t > of diffusely re-
flected photons and times of arrival of fluorescence photons obtained during in-vivo experi-
ment. Injection of the ICG at t = 0.
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still remains a serious challenge. The distribution of the fibers and bundles on the
surface of the patient’s head must be well defined and size of the optode holder
must fit to different shapes of the skulls. Additionally, it should be possible to fix
and adjust the optodes on the head in very fast way.
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4D Segmentation of Ewing’s Sarcoma in MR
Images

Joanna Czajkowska, Pawel Badura, and Ewa Pietka

Abstract. This paper presents the first stage of a semi-automatic method for the
segmentation of nodules of the skeleto-muscular system from magnetic resonance
(MR) imaging. The method suggested is efficient irrespective of the tumour location
in human body. It is based on Fuzzy C-Means clustering (FCM), Gaussian Mixture
Models (GMM) and Fuzzy Connectedness analysis applied to the dataset consisting
of T1W and T2W series. In this study a method of transforming the results between
planes is also presented. The suggested algorithm has been evaluated on the exami-
nations of different parts of the body, where Ewing’s sarcomas have been indicated
by a radiologist.

1 Ewing’s Sarcoma Segmentation Problem

Ewing’s sarcoma is a highly malignant tumour usually found in children and young
adults [1]. It occurs in bone tissue and it may also spread to muscles and soft tissues
surrounding the bone. In this study an application is created, that assists the radiolo-
gists with comparative analysis of consecutive follow-up MR studies and evaluation
of tumour size changes. The detection and staging of bone and soft tissue tumours
is usually based on T2W images and contrast enhanced T1W images in different
planes, both with fat saturation applied. Merging and transposing the results from
one plane to another is of great diagnostic value for the radiologists. Fig. 1 shows
the examples of the T2W as well as contrast enhanced T1W, fat saturated images.
The Ewing’s sarcoma is visible on the pinky in the coronal plane and on the right
leg in the axial and coronal planes. It is the high-density area in both imaging series
around the shinbone, on the shinbone and on the kneecap. However, the tumour area
has different density on the slices, which is the main difficulty in this task.
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Fig. 1 An example of T2W (top) and T1W (bottom) MR images with Ewing’s sarcoma
visible on the pinky (coronal plane) and the right leg (axial and coronal planes). The arrows
indicate the lesion.

Before the image analysis starts, one pixel belonging to the tumour area has to be
indicated by the radiologist on any chosen slice and plane. For further stages of the
algorithm, it does not matter on which series or slice the pixel will be indicated. It
entirely depends on the radiologist’s decision and preferences. The pixel indicated
is transformed into all the series and planes. The further analysis is performed si-
multaneously on both T1W and T2W series in the same plane. Afterwards, on the
basis of the kernelised version of the Fuzzy C-Means (FCM) clustering, the region
of interest (ROI) is found. It is then divided into three classes using a Gaussian
Mixture Model and the class with the highest mean value creates the seed points
area for Fuzzy Connectedness (FC) analysis. The fuzzy membership level, which
restricts the segmented area, is also calculated on the basis of the FCM clustering.
The independent series analysis is followed by multiseries processing. The results
previously obtained are transformed from one plane to another. On this basis the
new seed points area on the target series is calculated and FC analysis as well as
FCM clustering are repeated, yielding the final segmentation results.
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2 ROI Detection, Fuzzy C-Means Clustering

FCM is a clustering method based on the minimisation of an objective func-
tion [4] [2]. It divides a finite set of elements into k clusters with respect to some
given criterion. The number of clusters k is usually predefined. The standard FCM
objective function for partitioning a dataset {xi}N

i=1 into k clusters can be written as

Jβ =
c

∑
k=1

N

∑
i=1

uβki‖xi− vk‖2, (1)

β being a weighted exponent on each fuzzy membership. In each iteration of the
FCM algorithm, for each cluster k, the fuzzy cluster centre

vt
k =

∑N
i=1 uβkixi

∑N
i=1 uβki

(2)

is calculated using a membership function U(t). In the first iteration U(1) is set to
random values. In the next steps

u(t+1)
ki =

1

∑c
j=1(dki/d ji)

2
(β−1)

. (3)

If ‖U(t+1)−U(t)‖ ≤ ε, the algorithm is finished and the analysed data xi belongs to
the class k with the maximum uki value.

However, the algorithm presented above is sensitive to artefacts and noise. The
authors of [2] and [3] suggested some modifications, which deal with this prob-
lem. One of them - the Kernel based Fuzzy C-Means (KFCM) is used in this work.
The algorithm proposed in [3] uses a kernel-induced distance metric to replace the
square one applied in FCM. In this modification, the objective function is given
as [3]

Jβ =
c

∑
k=1

N

∑
i=1

uβki‖φ(xi)−φ(vk)‖2, (4)

where φ is a nonlinear transformation into a higher dimensional feature space F and

‖φ(xi)−φ(vk)‖= K(xi,xi)K(vk,vk)−2K(xi,vk). (5)

In the software presented, on the basis of the pixel indicated and after the application
of the 2D KFCM algorithm, the ROI is found. The pixel intensities in the T1W and
T2W series are subjected to the 2D KFCM clustering. Two regions of interest are
found. The first one is the 3D bounding box ROI circumscribing the object that
includes the selected pixel with its 6-neighbourhood. The second one, denoted as
ROIC, includes the object itself (Fig. 2).
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T2W T1W

ROI

ROIc

Fig. 2 ROI detection using the KFCM algorithm. A slice selected from the T2W series (left),
the corresponding slice from the T1W series (right) and the clustering result with the ROI
found (middle).

3 Gaussian Mixture Model

In the following step a clustering method based on the histogram of the ROIC in
two whole series, using a 2D Gaussian Mixture Model (GMM) with three Gaussian
components, is applied. As a result, the seed points are obtained inside the tumour
area for a 4D FC analysis described in section 4.

The mixture model assumes that each group of the data is generated by a normal
probability distribution [4]. The probability density of the mth component is given
as

p(x/θm) =
1√

2πn|Cm| 12
exp(−1

2
(x− μm)T C−1

m (x− μm)), (6)

μm denoting the mean values vector and Cm the covariance matrix.
For the mixture model with M components in the feature space Rn for n ≥ 1
dimensions

p(x) =
M

∑
m=1

αm p(x/m), (7)

where αm ∈ [0,1](
∨

m = 1,2, ...,M) and

M

∑
m=1

αm = 1. (8)

αm denotes the mixing proportion coefficient.
Then, to get θ = (α1, ...,αM ,θ1, ...,θM), where θm = (μm,Cm), equation (7) can

be written as follows

p(x/θ) =
M

∑
m=1

αm p(x/θm). (9)

The model parameters are estimated by the expectation maximisation (EM)
algorithm [4].
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As a result the ROIC is divided into three subregions (Fig. 3). The subregion with
the highest values in the mean values vector makes up the seed points for the next
processing step. The mixture parameters calculated for this subregion, namely the
covariance matrix C and the mean values vector M = {μ1,μ2}, are also used in the
following step.

KFCM GMM seed points area

Fig. 3 Seed points selection. KFCM clustering results (left). Subregions obtained with GMM
clustering (middle). Seed points area selected (right).

4 Fuzzy Connectedness

The Fuzzy Connectedness (FC) analysis focuses on fuzzy relations between two
image points1. Specifically, a mutual and symmetric relation called fuzzy affinity
μκ(c,d) ∈ 〈0,1〉 connects two neighbouring points, ie. is nonzero only if c and d are
spatially adjacent (here, the hard 3D 6-adjacency relation is used). Several forms of
the fuzzy affinity function have been discussed [5, 7], most of them taking the inten-
sities f (c) and f (d) of c and d as arguments. The value of μκ may depend on either
the mean intensity or the absolute difference between f (c) and f (d), according to

μκ(c,d) = μα(c,d) ·g(μφ (c,d),μψ(c,d)), (10)

where μα stands for a spatial adjacency relation, and g(·) is a function of the mean
intensity based (μφ ) and intensity gradient based (μψ) affinity components.

In this study a multifeature approach has been proposed. As mentioned above,
two corresponding series, namely T1W and T2W, are taken into consideration. Each
point c under FC investigation is then described by two features: f1(c) and f2(c),
being its intensities in both series. Fuzzy affinity function takes advantage of four
intensities, two of them describing each of the points c and d. In this study only the
mean intensity component is considered, which leads to

1 More details can be found in [5, 6].
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μκ(c,d) = μα(c,d) · e− 1
2 (f−M)T C(f−M), (11)

where each value of the vector f and of the mean intensity vector M relates to a single
series

f =

⎡
⎢⎣

f1(c)+ f1(d)
2

f2(c)+ f2(d)
2

⎤
⎥⎦ , M =

⎡
⎣ μ1

μ2

⎤
⎦ .

The μ1,μ2 and C parameters are obtained from the GMM step.
At the preprocessing step the images are prepared for the FC analysis. The pixel

intensities f1 and f2 above the mean values μ1 and μ2, respectively, are replaced
with the corresponding mean value.

The body of the FC algorithm remains unchanged [8]: the FC scene is computed
in a 3D space over the GMM-selected seed points. The Dijkstra’s algorithm is used
after setting the affinity values to 1 for all the seed points. A slice chosen from
the fuzzy affinity scene is shown in Fig. 4 (left).

The fuzzy affinity value restricting the finally segmented area is calculated on the
basis of FCM clustering with two clusters (Fig. 4).

Fig. 4 Results of the fuzzy connectedness analysis for a chosen slice (left). Thresholding on
the basis of the FCM algorithm (middle). Final segmentation results (right).

5 Transformation

During a single MR examination, several series are typically acquired (e.g. T1W,
T2W, contrast enhanced T1W, etc.) in three basic planes: axial, sagittal and coronal.
In radiological assessment all these series may be relevant for the final diagnosis.
For the analysis of the whole examination the indirect transformation T is employed.
First, all the already segmented points are transformed into the target series, using
DICOM positioning information [9]
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Transformation

Erosion AND

Fig. 5 An example of transformation and new seed points selection

P. - the coordinates of the voxel (i,j) in the frame’s image plane in units of [mm]. S. -
the three values of the Image Position (Patient) (0020,0032) attributes. It is the location
in mm from the origin of the RCS.
X . - the values from the row (X) direction cosine of the Image Orientation (Patient)
(0020,0037) attribute.
Y. - the values from the column (Y) direction cosine of the Image Orientation (Patient)
(0020,0037) attribute.
i, j - column and row index to the image plane.
Δ i, j - column or row pixel resolution of the Pixel Spacing (0028,0030) attribute in
units of [mm].2

2 More details about the DICOM coordinate system can be found in [9].
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Fig. 6 Results of a single plane multiseries analysis in the axial plane (upper left). Results of
a single plane multiseries analysis in the coronal plane (upper right). Results of a multiplane
multiseries analysis in the coronal plane (bottom). The arrows indicate the false positives.

The transformation is defined in such a way that it maps the 3D row-column-slice
(RCS) space into a 3D xyz space

Pxyz = PRCS ·T. (12)

Multiple series can be transformed into the same xyz coordinate system. With the
inverse transformation T−1 the mapping from one series into another may be per-
formed by using this xyz coordinate system.

The steps described in sections 2, 3 and 4 are independently performed for all the
planes. The results of applying the FC step are transformed to the desired plane from
the other planes. Next, the transformed masks are subjected to morphological ero-
sion and the common area of the resulting masks and the mask originally obtained
in the desired plane is found (Fig. 5). The new seed points area is thus obtained for
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Fig. 7 Final results - a 3D view

a renewed FC analysis (as described in section 4), yielding the final tumour areas
mask.

A comparison of results obtained for single plane and multiplane processing is
shown in Fig. 5.

6 Results

Studies of two patients have been used for the initial evaluation of the suggested
algorithm. The analysed Ewing’s sarcomas arose in two different parts of the body.
Each of the studies consists of T1W and T2W series, in two planes, the series con-
taining between 10 and 30 slices. The series also differ in the size of images. In total
134 images have been analysed. Each study was earlier described by a radiologist.
The achieved segmentation results (Fig. 5) are comparable to those obtained by a
doctor. All the tumour areas are included in the segmented regions. However, in
some cases false positive areas appeared. They constitute at most 5% of the whole
volume of the segmented structure. It should be underlined that the testing results
are repeatable. Moreover, from medical point of view, an over 20% change in the
volume of tumour tissue between subsequent examinations is relevant. The obtained
5% accuracy will thus not hinder the diagnosis. Furthermore, the CAD workstation
will enable the user to remove semi-automatically these regions from the segmented
areas.
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7 Conclusions

An effective method for semi-automated 4D segmentation of Ewing’s sarcoma tu-
mours has been presented. FCM clustering, its kernelised version, GMM analy-
sis and FC algorithm have been used. The two different planes coming from one
examination are combined on the basis of DICOM header information. The seg-
mentation method has been tested on medical examinations and consulted with a ra-
diologist. The results obtained are satisfactory, which encourages to further develop
this method. As a result, the efficiency of the suggested algorithm should enhance.
It is also planned to use this methodology in the segmentation of other types of can-
cer and anatomical structures. The CAD workstation will assist radiologists in the
diagnosis and could also be useful for education and training.
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Segmentation of Stained Lymphoma Tissue
Section Images

Urszula Neuman, Anna Korzynska, Carlos Lopez, and Marylene Lejeune

Abstract. In order to obtain supporting tool for the pathologists who are inves-
tigating prognostic factors in folicular lymphoma a new method of color images
segmentation is proposed. The method works on images acquired from immuno-
histochemically stained thin tissue sections of lymph nodes coming from patients
with folicular lymphoma diagnosis. The proposed method of segmentation consists
of: pre-processing, adaptive threshold, watershed segmentation and post-processing.
The method is tested on a set of 50 images. Its results are compared with results of
manual counting. It has been found that difference between the traditional method
results and the proposed method is small for images with up to 100 nuclei while in
more complicated images with more then 100 nuclei and with nuclei clusters this
difference increases.

1 Introduction

Lymphoma is a cancer caused by an abnormally fast proliferation of lymphoid cells.
There are more than 20 different types of lymphoma cancer, more or less aggres-
sive [1]. In the current practice of pathology, the identification of specific clinical
markers and particular molecular alterations represents an indispensable routine for
diagnostic, predictive and therapeutic purposes. Follicular lymphoma (FL) is the
prototype of indolent lymphoma characterized by long median survival, even with-
out therapy, and rare spontaneous remissions. The inconsistency of the disease
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course makes it difficult to gain a clear consensus about the usefulness of the differ-
ent treatment options proposed for these patients. In the search of new prognostic
and predictive factors, different studies have demonstrated that an exclusively ge-
netic model may not be sufficient to explain the pathogenesis of FL. Therefore,
other growth and progression supports, like the inflammatory/immune microenvi-
ronment response to the tumor, have been proposed. Recent studies have defined
follicular regulatory T cells as independent predictors of overall survival in these
patients [2, 3, 4]. The T cells seems to be able to reduce tumor-driven immune sup-
pression with clinical benefit for patients. The presence of this specific subset of im-
mune cells with immunosuppressive activities can be detected by the fact that they
express a high level of the forkhead transcription factor box protein P3 (FOXP3).

Immunohistochemistry (IHC) is a technique for identifying cellular or tissue con-
stituents (antigens) by means of antigen-antibody interactions, the site of antibody
binding being identified either by direct labelling of the antibody, or by use of a
secondary labelling method. IHC has found numerous applications in medicine, es-
pecially in cancer diagnosis and prognosis. Lymphomas are among the cancers that
most dependent on IHC for treatment decisions. In the evaluation and quantifica-
tion of positively immunostained cells, the most prevalent method is the manual
counting performed by the pathologist using a conventional microscope. To avoid
subjectivity, a number of automated image analysis programs suitable for use in
histopathology are recently under investigation of various research groups.

Several successful applications of supporting diagnosis,prognosis therapy evalu-
ation processes based on immunohistochomically stained samples using image pro-
cessing and analysis are reported in prostate [5], glands [6] or cervical [7], breast
cancers [8], lymphomas [9] and others neoplasms [10, 11, 12]. Previous results ob-
tained with automated or semi-automated segmentation of immunohistochemically
stained digital images have used available commercial programs such as Photoshop
[13], Image-Pro Plus [14], Visilog [15] or ACIS [16]. Moreover, due to increase of
physicians’ need of evaluating their diagnosis and calculations an internet platform
software EAMUS has been arranged. The software is dedicated for general mea-
surement of various features from immunohistochemistry and deals with various
stains and colors in images [17].

Many studies, regardless of the type of cancer and affected organs, are related
to color space changes and try to find the best space in which a color image seg-
mentation can be performed [18, 19, 20]. Some of them even propose self gener-
ated spaces which are constructed as an optimized space to contrast specific col-
ors [21, 22]. The studies give contradictory conclusions about usefulness of various
color spaces [23, 24, 25]. Typically a conventional color segmentation is applied to
each component of a color space and results are combined in some way to obtain
the final result. Study presented in this paper is based on modified B channel from
the RGB color space [26].

Some of the methods are based on color-based thresholds or on clustering with
fixed number of classes [27, 28]. However, if there is inhomogenity in color and in
light distribution across an image one global threshold is not a good solution. In our
study an adaptive threshold [29, 30] is used because of big tone variation observed
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in each image and from one image to another. Typically as a result of image segmen-
tation the image maps are constructed. In many studies those maps are processed by
morphological operation to obtain final results for example quantification of specific
area or objects in the image [21, 17, 31]. Presented in the paper study also uses mor-
phological operations, morphological filtering and watershed [32] to process results
and prepare maps to count number of nuclei. Investigation presented in the paper
uses Gaussian pyramid [33, 30], which is commonly used in image processing, to
reduce size of image. Advantages coming from this method are described further in
the text.

Digital images of immunohistochemically indirectly stained histological samples
prepared to show location and a number of T regulatory cells are used in this paper.
Nuclei with positive immunoreactivity against the protein FOXP3 became brown
during the staining process due to 3,3’-Diaminobenzidine (DAB). Other nuclei with
negative immunoreactivity become blue because of a hematoxilin counterstaining.
Details of staining process are described further. The method proposed in this pa-
per localises and counts T regulatory cells (the brown nuclei) inside the neoplastic
follicles (in the image).

2 Materials

Images of lymphoma immunohistochemically stained tissue differ in tones, number
and dispersion of objects. There are two basic sources which amplify the variation in
the images: a staining process and the image capturing process. In the staining pro-
cess the variation is connected with variation of tissue features and humane action
variability in processing [34, 35]. While in the image capturing process the varia-
tion depends on visual system of a person who acquires the images and properties
of microscope and camera used during image capturing. Moreover, even one person
can choose various settings depending on his/her mood and trim.

(a) A part of an original image (b) After color filtering

Fig. 1 Smudges in background: an original image and the image after color filtering
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Each image consists of background, blue stained nuclei and brown stained nu-
clei. The bright background fills space between nuclei usually with light blue color.
In some specimens smudges, which are fragments of positive nuclei destroyed dur-
ing tissue cutting, can be locally observed in the background (see Fig. 1). These
fragments depend of the position of the nuclei in the section and the level of the
cut. Color of the smudges is non-uniform, it is bright brown up to yellow mixed
sometimes with blue.

Blue stained nuclei distribution is very dense and the blue nuclei fill majority of
each image area. Size and shape of those nuclei vary in each image. The variation
of size comes from fact that spherical and ellipsoidal nuclei are cut into thin slices
in various positions. Also the shapes of the blue nuclei in image are changing due to
cutting process from round to elongated. Intensity of the blue color is significantly
different for the various images, there are both pale (see Fig. 2(a)) and intensively
blue images (see Fig. 2(c)). Inside brighter blue nuclei a texture (brighter and darker
nucleus fragments) can be observed.

(a) A weak stain (b) A normal stain (c) An intensive stain

Fig. 2 Variation of intensity of blue in images of stained specimens

The brown stained nuclei are usually surrounded by the blue nuclei. Distribution
of the brown nuclei is usually homogeneous but sometimes in specimens with high
density of the brown nuclei, clusters created by several neighbouring cells can be ob-
served. Objects in the clusters are very difficult to segment because they are touching
or overlapping. Shapes of the brown nuclei are usually round, sometimes elliptical.
A brown nuclei color variation is bigger than blue nuclei color variation observed in
one image (see Fig. 2(b)). The brown color can change from bright brown (yellow-
ish or grayish) to near black brown. In the bright brown nuclei a small texture can
be observed (see Fig. 2(a)).

3 Methods

Task of the proposed algorithm is counting brown color stained nuclei in described
above images.
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3.1 Algorithm Description

The algorithm consists of: (1) pre-processing, (2) two-level segmentation and (3)
post-processing.

Pre-processing: Before applying the main segmentation process each image is pre-
processed by two consecutive steps: color separation and rescaling.

(a) An original image (b) Color separation (c) Adaptive threshold

(d) Morphological filtering (e) Watershed (f) Original plus result bor-
ders

Fig. 3 The algorithm’s steps

Firstly brown color in an image is separated by replacing with white pixels all
the pixels which are out of defined range of brown color (see Fig. 3(b)). The brown
color definition has been adjusted experimentally by establishing proper range for
each of three color channels from the RGB color space. Unfortunately a dark blue
color is included in the defined range of brown color. Shrinking the range in order to
eliminate the dark blue color excludes some nuclei with positive colors. Hopefully
the blue color nuclei are textured structures and the dark blue structures preserved
in an image after color separation are shaped as small spots. Those small spots are
removed later using morphological operations.

Secondly the image is rescaled with Gaussian pyramid [33, 30]. Size and reso-
lution of the image become 16 times smaller (see Fig. 3(b), upper left, black box).
Objects after such rescaling are smooth and compact what is visible in Fig. 3(c).
Moreover the time of algorithm proceeding visibly decreases.

Two-level Segmentation: In the main segmentation process two steps of image pro-
cessing are performed. The first step is an adaptive threshold [29, 30] and the second
step is a watershed segmentation [36, 37].
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Adaptive Threshold: As it has been earlier described a big tone variation in image
and from image to image is observed. The adaptive threshold is flexible and quite
resistant to this type of variation so it is introduced in the algorithm. It has been
observed that the blue channel of the pre-processed image has the most contrasting
boundaries of separate nuclei so the threshold is calculated for this channel. The
adaptive threshold uses window - a square (30x30 px) which is moved through the
image. For each position of the window the algorithm calculates mean value of
pixels (T) and difference between maximal and minimal value (D) in the window.
Having D it is possible to decide if the window contains edges. It is assumed that
for the value of D smaller than 6% of the maximal possible value of the image
(here 255) there are no edges inside the window. If there are no edges the middle
point of the window is compared with mean value T and classified as background or
foreground. If there are edges inside it is necessary to recognise if the middle point
of the window is an object or not. This part of image processing produces a binary
map containing white objects on black background (see Fig. 3(c)). Noise, which
comes from dark blue spots is removed from the map by morphological opening
filter (see Fig. 3(d)). The filter uses disc-shaped strel element with radius 3.

Watershed Segmentation: As the white objects in the adaptive threshold map are
sometimes related to more then one nuclei the second step of segmentation - wa-
tershed [32, 38] is introduced to separate the nuclei. In order to use the watershed
as a shape based segmentation a distance transform of the map is calculated [39].
Additionally a morphological reconstruction on the distance transform image is in-
troduced to simplify it and to eliminate small shape disturbances. The morphological
reconstruction is made using as markers image which is result of constant value (in
our case it is 0.3) subtraction from the distance transform image. So the brightest
parts of the distance transform are used as markers [40, 41, 36, 39]. After the re-
construction the distance transform is less complicated and results of its watershed
are more proper. The result of the watershed are boundaries of single nuclei (see
Fig. 3(e)). The watershed segmentation works very well by separation two round
objects connected with "bottle neck" but it has problems with detection of other
types of nuclei connections (e.g. tree cells creating flower-shaped object).

Post-processing: The last step of the algorithm is increase of the image to the origi-
nal size using invert Gaussian pyramid. In the Fig. 3(f) rescaled boundaries imposed
on an original image are shown.

In the Fig. 4 part of other original image with results of the proposed method is
shown in a context of the results of traditional counting (Fig. 4(b)). It can be ob-
served that most of the found by the method objects are marked also by an operator,
expect of two objects by the border of the image and two shown by the white boxes.
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(a) An original image with results of the pro-
posed method shown as black spots

(b) Marks on original image made by pathol-
ogist

Fig. 4 An original image with results of the proposed method and results of the traditional
method

3.2 Algorithm Implementation

The algorithm is implemented in MATLAB and C. The most time consuming op-
erations (adaptive threshold) are written in C. The implementation of the algorithm
does not have any graphical user interface jet.

3.3 Evaluation of the Proposed Method

To evaluate quality and an average time of performance of the proposed algorithm
a comparison with a traditional method of counting of nuclei in immunohistochem-
ically stained specimens is made. The traditional quantification of specimens made
by pathologists is always subjective but we have no other method at ours command
to compare. The traditional method bases on manual counting of visually selected
objects. In this paper the manual counting is made interactively with software Im-
agePro Plus 5.0 which allows operators to mark counted objects with circles. This
interactive procedure counts objects marked by operator. To reduce inter observer
variability one operator (pathologist) has made the manual calculation three times
to obtain an average number of objects for each image and to prepare a counting
maps (see Fig. 4(b)). An error of the automatic method for one image is defined as:

ERR = (
|AUTO−MAN|

MAN
) ·100% (1)

where:
ERR - an error of the automatic method,
AUTO - a number of nuclei detected by the automatic method,
MAN - a reference number from the averaged traditional counting.
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A mean error of the automatic method is mean value of error obtained for the set of
all investigated images.

In order to show structure of the error done by the automatic method a correspon-
dence between results of the proposed method and results of the manual counting
is examined for 5 chosen images. During this examination not only an absolute dif-
ference between the results (ABS) but also elements which creates the error are
calculated. To these elements belong:

1. NOV - number of nuclei counted by the pathologist as one object and by the
proposed method as more than one,

2. NM - a number of objects found by the method as one object and by the pathol-
ogist as more than one nuclei,

3. NEX - a number of objects found by the proposed method but rejected by the
pathologist,

4. NUM - a number of nuclei not found by the proposed method but found by the
pathologist.

The mean time of one image processing is precisely measured by computer while
the time of the traditional counting is estimated from notes.

3.4 Sample and Image Acquisition

During the method evaluation process a biological material from Hospital ”Verge de
la Cinta” in Tortosa prepared by several technicians according a standard procedure
is used. They cut a formalin-fixed paraffin- embedded tissue parts into 3μm thin sec-
tions. The section are dried, deparaffinized in xylene, rehydrated in graded ethanol
and washed in water and PBS. Antigen retrieval is achieved by heat treatment in
pressure cooker or pronase digestion. Samples ware incubated with the appropriate
dilution of the primary antibody FOXP3-236A/E7 (monoclonal antibody, Mono-
clonal Antibodies Unit, CNIO, Madrid, Spain). The immunohistochemical indirect
staining is made using a Horizon TechMate (Dako) devise. During the staining pro-
cess nuclei that have positive immunoreactivity against FOXP3 become brown while
all other become blue because of counterstaining with hematoxylin. Staining inten-
sity can change a little bit every day depending of different external factors. Positive
and negative controls are introduced every day in the series.

One person makes the image acquisition, so there is no error connected with
changing of a personal visual system. As the images are taken during several ses-
sions the settings of the camera can change according to external factors like sun
or artificial light conditions. Obviously the settings depend on density of tissue and
number of brown nuclei in field of the image.

A Leica DM LB2 upright light microscope (Leica Microsystems Wetzlar GmbH,
Wetzlar, Germany) with a 40x plane apochromatic objective with a numerical
aperture of 0.63 and a digital camera Leica DFC320 (Leica Microsystems Dig-
ital Imaging, Cambridge, UK) controlled by Leica DFC Twain software 6.3.0
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(Leica Microsystems Digital Imaging) are used during the acquisition process. Size
of acquired images is 2088x1550 pixels. Each single pixel corresponds to about
0.5μm. That means that each image shows 3.8mm x 2.8mm rectangle part of a
specimen. According to information from The Hospital in Tortosa up to 293 of
nuclei can be expected in one image and the mean value of the number of nuclei is
about 65.5± 57.3 [2].

The proposed method has been tested on a randomly chosen set of 55 images
coming from The Hospital in Tortosa. 5 of them have been excluded from investi-
gation due to different color ton.

4 Results

Results presented in following section had been obtained based on set of 50 images
acquired according to the above description.

Results of evaluation of the proposed method are shown in two tables. Table 1
compares mean result of the method and mean result of the traditional counting. The
table shows also the mean time of one image proceeding. The time of processing of
one image is significantly shorter than the time needed for the traditional counting.
Table 2 presents correspondence an differences between the results of the proposed
method and the results of the traditional counting for 5 chosen images.

Table 1 Mean result of the proposed method versus the mean manual counting

Kind of counting Mean amount
of nuclei per
image

Mean
error
[%]

Mean time of
one image pro-
ceeding

The manual count 94 - few minutes
The proposed method 88 11 18 sec

Table 2 shows how many objects are classified similarly in bought methods (from
83% to 100%) and how many of them are missclassified. An analyse of those errors
is presented in the following section.

5 Discussion

Mean error of the proposed method which equals 11% has several sources. In order
to investigate a structure of the error the Table 2 is introduced. Images from the
Table 2 can be divided into two main groups: ’dense images’ with a number of
nuclei more then 100 (last two rows of the Table 2) and ’slack images’ with a smaller
number of nuclei (three first rows in the Table 2).
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Table 2 Detailed results obtained for 5 chosen images: IM - an image number, NEQ - a
number of nuclei similarly classified by proposed method and by pathologist (given also
in percents as reference to the traditional count), other designations in the table columns
according to section 3

IM MAN AUTO ABS NEQ NOV NM NEX NUM

1 43 42 1 39 (91%) 2 1 0 2
2 42 37 5 37 (88%) 0 0 0 5
3 31 32 1 31 (100%) 0 0 0 1
4 103 119 16 85 (83%) 20 5 9 0
5 119 114 5 102 (86%) 2 4 6 5

In the ’slack images’ the main source of error are the nuclei undetected by auto-
mated method. It is caused by the variation of image color tone. The results obtained
from the image 1 (first row of the Table 2) show that sometimes absolute difference
gives lower error then it really is. In this case the number of over-segmented nuclei
is compensate with the number of under-segmented objects containing more than
one nucleus.

The ’dense images’ are hard to segment. The number of objects with extra seg-
ments and the number of objects which consist of more then one nucleus are signifi-
cant. As mentioned in section Images Characteristic in ’dense images’ brown nuclei
touch and overlap forming clusters which are difficult to divide into single nuclei.
The watershed segmentation works well for groups of nuclei forming long ribbons
but for other shapes of clusters it produces incorrect segmentation but overall error
is still in acceptable range.

The traditional counting is especially hard in case of ’dense images’ so the man-
ual counting results are less reliable then for images with small number of nuclei.

6 Conclusions

The results show that the proposed method can be useful in supporting of a patholo-
gist, because the difference between the traditional method results and the proposed
method results is small for ’slack images’ while in more complicated ’dense images’
with nuclei clusters this difference increases. Automated image analyses save time
consumed by boring counting of nuclei and decrease intra and inter operator vari-
ability in nuclei counting. Using proposed method physicians would concentrate on
an examination of the other features needed to take decision about patient treatment.

In further work precision and accuracy of the method should be increased. It
will be obtained by adding to the method unification of range of image tone and by
preparing a special procedure for the most difficult nuclei clusters to divide it into
single nuclei. It is supposed that the information about the tissue structure which is
available from the histological thin section can be helpful in solution of the cluster
problem.
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Anterior and Posterior Cruciate Ligament –
Extraction and 3D Visualization

Piotr Zarychta and Anna Zarychta-Bargieła

Abstract. This paper shows successive steps in extraction and 3D visualization pro-
cess of both anterior and posterior cruciate ligaments. In the first stage a region of
interest including cruciate ligaments (CL) is outlined. The automatic method of lo-
cation of the CL on the T1W MR knee images is based on fuzzy C-means (FCM)
algorithm with median modification. The next step of that process is an extraction
of the cruciate ligament structure using the fuzzy connectedness approach. In the
last stage a 3D structures of the anterior cruciate ligament and posterior cruciate
ligament are built. These spatial structure is created through layer composition of
the base images by using a linear interpolation.

1 Introduction

Anterior and posterior cruciate ligaments (ACL and PCL) are main stabilizers of the
knee joint in the sagittal plane. Likewise, they contribute to the stabilisation in two
remaining plans: coronal and transverse. Cruciate ligaments (CL) together with the
shape of articular surface, muscles and contact forces ensure proper arthrokinemat-
ics. They play an important role in both active and passive motion. During active
motion CL resist translations and reduce shear forces, whereas during passive mo-
tion CL help to change rolling into sliding movements [1]. The amount of forces
loading the ligaments depends of actual knee position, knee moment and tibio-
femoral joint compression forces. During open kinetic chain extension ACL strain
increases while flexion angle decreases (from 40◦ of flexion). The bigger knee ex-
tension moment, the higher is ACL strain. During open kinetic chain flexion PCL
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Fig. 1 T1W MR series - signal from data base clinical hospital

strain increases rapidly above 30◦ and reaches the maximum above 90◦ of flexion. In
closed kinetic chain motion (like sqatting), tibio-femoral joint compression forces
and contraction of muscles stabilising the joint, reduce shear forces and decrease
ligament strain. Cruciate ligaments control rotational movements in the flexed knee
and together with collateral ligaments ensure rotational stability of the extended
knee [4].

For that reason cruciate ligaments belong to the group of anatomical structures,
which are frequently susceptible to injuries, especially in the athletes. Ligamentous
injuries of the knee are a very important and complex medical problem. The manual
examination and after that the MR methods remain the basic approach to the injured
knee. Appositely performed clinical evaluation plus additional MR slices of the knee
joint determine the proper clinical way and gives information about therapy should
be ordered. The MR series of the knee joint have two elementary advantages: the
first precise level of knee insufficiency and the second make possible extracting and
next show a three-dimensional cruciate ligament model. In this study a segmentation
methodology has been developed, that extracts the anterior and posterior cruciate
ligaments from T1W MR series (Fig. 1). The result is displayed in 3D.
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Fig. 2 Stages in the location (a)-(d) and extraction (e)-(i) process of the anterior cruciate
ligament

2 Location of the Cruciate Ligament Structure on the T1W MR
Series

The T1W MR knee images, which were analysed, have size 256×256 pixels. The
average length of the side of a rectangle enclosing the CL structure is equal about
80 pixels. In order to increase efficiency of computational procedures, it is very im-
portant to reduce the size to the region of interest (ROI 2D) including cruciate liga-
ment structure. The proposed automatic method of location of the CL on the T1W
MR knee images is based on fuzzy C-means (FCM) algorithm with median mod-
ification. Standard FCM algorithm is widely used in many clustering approaches.
Its advantages include a conceptual and computational simplicity and the ability to
model uncertainty within the data. FCM has also several weaknesses. It does not
incorporate spatial context information which makes it sensitive to noise and image
artifacts.

In this paper a modified method of FCM is used for the clustering. The FCM
objective function is modified by adding a second term, which formulates a spatial
constraint based on the median estimator. Then, the final formula for FCM median
modified can be expressed as

J(U,V) =
K

∑
k=1

N

∑
n=1

u
rf
kn

(‖xn−vk‖2 +α‖MedF(xn,Z)−vk‖2). (1)

where MedF(xn,Z) = median(S), S = neighbourhood(xn,Z) and Z determines the
size of the mask. The processed clinical T1W MR knee by the FCM median modi-
fied is shown in the Fig. 2b.
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On the basis of the analysis of each profile in every slice of the T1W MR knee
after fuzzy clustering, a main axis (no.1 in the Fig. 2c) running along the thighbone
and tibia is determined. The main axis is determined according to following formula

th = max
k

[
Lpr(k)

]
, f or each Lpr(k) �= 0, (2)

where Lpr(k) denotes number of nonzero values of the pixel intensity in the k profile.
When several profiles meet condition (2), the profile of the lowest nonzero pixel
value is chosen. In the next step edges of a ROI 2D containing the anterior and
posterior cruciate ligaments are found according to following rules:

• Upper edge (axis 4 in the Fig. 2c)

max
u

[
du
]

(3)

where du - distance between main axis (no.1) and right edge of thighbone for
u-profile,

• Lower edge (axis 5 in the Fig. 2c)

max
p

[
dp
]

(4)

where dp - distance between main axis (no.1) and right edge of tibia for p-profile,
• Right edge (axis 2 in the Fig. 2c) has been determined on the basis of the axis 1

shifted by (4).
• Left edge (axis 3 in the Fig. 2c) has been determined on the basis of the axis 1

shifted by following formula:

max
p

[
dple f t

]
, (5)

where dple f t - distance between main axis (no.1) and left edge of tibia for p-
profile.

The region of interest ROI 2D including both ACL and PCL structures determined
according to above rules is shown in the Fig. 2d.

3 Extraction of the Cruciate Ligament Structure from the T1W
MR Series

In order to increase the efficiency of computational procedures, ROI 2D including
CL structure has been outlined. The next step of that process is an extraction of the
cruciate ligament structure using the fuzzy connectedness approach.

A generalized definition of fuzzy connectedness [5] is based on the fuzzy affinity
relation and introduces an iterative method, that permits the fuzzy connectedness
to be determined with respect to the chosen image pixel - seed point (the green
point in Fig. 2e). This paper bases on a simplified graph-based view for Z2 [2],
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that uses a digital topology approach. Let zi = (zi1,zi2) denote an image pixel, and
f (zi) its signal intensity. Let all the image pixels zi constitute nodes of a graph. In
the practical approach, within the graph, each pixel is interconnected with all its
spatially adjacent pixels. The adjacency may be defined in terms of a fuzzy 2-ary
relation, but usually an intuitive [2] hard relation of 9-, or 25-connectedness is used.
Every direct zi-z j link in the graph has a strength assigned to it, that is equal to
the value of a reflexive and symmetric fuzzy affinity relation for the two connected
nodes μκν (zi,z j). The fuzzy affinity relation models the similarity of adjacent pixels.
Within the graph, for each two pixels zk, zl , a path consisting of zero or more links
can be found. A set of all existing path from zk to zl is denoted as Pzkzl . To each path
p from Pzkzl , the strength μN(p) is assigned as the strength of its weakest link, i.e. the
lowest value of affinity for two constituting nodes ([0,1]). The fuzzy connectedness
can be then defined as a fuzzy relation:

∀zkzl : μκ(zk,zl) = max
p∈Pzkzl

[μN(p)]. (6)

The object segmentation is possible by thresholding the fuzzy connectedness rela-
tion (FC-based labeling and object extraction) or by comparing the fuzzy connect-
edness determined with respect to the given segmentation seed points belonging to
the object and background (relative FC approach) [3].

In both direct, and relative FC-based segmentation tasks, the fuzzy affinity μκν is
used to model the notion of similarity of adjacent pixel within the extracted object.
Usually [5] the membership function is employed, that depends on the signal level
of compared pixels, the local signal gradient, and the properties of the extracted
object (defined in terms of mean and standard deviation parameters):

μκ(zk,zl) =

⎧⎨
⎩

1 if zk = zl

ω ·G1(zk,zl)+ (1−ω) ·G2(zk,zl) if zk �= zl and adjacent
0 otherwise

(7)

where ω ∈ [0,1], and G1, G2 are selected from (8), (9), (10) or (11).

g1(zk,zl) = exp

(
(−1) · 1

2s2
1

(
f (zk)+ f (zl)

2
−m1

)2)
, (8)

g2(zk,zl) = exp
(
(−1) · 1

2s2
2

(| f (zk)− f (zl)|−m2)2
)
, (9)

g3(zk,zl) = 1−g1(zk,zl), (10)

g4(zk,zl) = 1−g2(zk,zl), (11)

where function f (zk) and f (zl) denoting signal level of zk and zl [3].
In the first step of the fuzzy connectedness approach is requisited to choose im-

age pixel - seed point. That point has to be included in the extracted anatomical



120 P. Zarychta and A. Zarychta-Bargieła

(a)

(b)

Fig. 3 Extracted (a) ACL and (b) PCL structures superimposed over the original T1W MR
series (Fig. 1)

structure - anterior or posterior cruciate ligament (Fig. 2e). In the next step the
above described calculates are executed. The result of the fuzzy connectedness ap-
proach is shown in Fig. 2f, where we obtained unwanted structures besides the ACL
structures. In order to remove unwanted structures the morphological operations:
erosions, dilation and opening have been implemented. It breaks narrow links of
ligament and unwanted structures. The latter are then removed (Fig. 2g). The result
is superimposed over the original image (Fig. 2h,i). The extracted ACL structures
are shown in Fig. 3a. The same methodology is applied to extract the posterior cru-
ciate ligament (Fig. 3b) and bones of the knee joint (Fig. 5). These images allowed
a 3D model of both PCL (Fig. 4) and knee bones (Fig. 6) to be built. This spatial
structure is created through layer composition of the base images by using a linear
interpolation.

4 Numerical Results and Conclusion

The algorithm has been tested using MRI slices of the knee joint with both injured
and normal anterior cruciate ligament. For all cases the segmentation process based
on fuzzy connectedness has been repeated for each MR slice including the anterior
and posterior cruciate ligament separately. The methodology has been tested on 24
(11 injured and 13 normal anterior cruciate ligament) clinical T1W MR knee stud-
ies. In 21 cases the proposed method location of the cruciate ligament on the T1W
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Fig. 4 3D visualization of the PCL structures obtained for T1W MR series (Fig. 1)

Fig. 5 Extracted bones of the knee joint from the original T1W MR series (Fig. 1)

MR knee images has been executed correctly. Errors connected with localization
process have been caused by the following factors: a ligament is broken together
with the thighbone, a lack of the location of thighbone and tibia along the same
axis, and a location of the knee joint in the extreme part of the slice. In 19 cases the
anterior cruciate ligament structure has been extracted correctly whereas posterior
cruciate ligament has been extracted correctly in all cases. In two cases of serious
injuries anterior cruciate ligament a modification of the methodology is required.
The fuzzy connectedness procedure is completed by the fuzzy c-means function.

On the basis of the described methodology a software application has been built.
This application is dedicated for the knee joint diagnosis and it makes possible
the registration process of the T1W and T2W MR series ([6], [7], [8]) and the
three-dimensional visualization process of following structures: ACL, PCL (Fig. 4)
and bones (Fig. 6) of the knee joint.
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Fig. 6 Bones’ 3D visualization obtained for T1W MR series (Fig. 1)

Application of the fuzzy connectedness and fuzzy c-means in the anterior and
posterior cruciate ligament segmentation, and obtained results seem to be a very
promising method in the three-dimensional visualization of that structures. Seg-
mentation and three-dimensional visualization of the cruciate ligament is the ini-
tial stage in building a computer aided diagnosis of the knee joint, including the
three-dimensional visualization and quantitative analysis.
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284–293 (2001)

5. Udupa, J.K., Samarasekera, S.: Fuzzy connectedness and object definition: Theory, al-
gorithms, and applications in image segmentation. Graph. Models Image Processing 58,
246–261 (1996)

6. Zarychta, P.: Automatic Registration of the Medical Images - T1- and T2-weighted MR
Knee Images. In: International Conference Mixed Design of Integrated Circuits and Sys-
tems, MIXDES 2006, pp. 741–745 (2006)

7. Zarychta, P.: Location and 3D visualization of the cruciate ligament in the MR knee im-
ages on the basis of fuzzy logic. PhD Thesis, Silesian University of Technology, Gliwice
(2006)

8. Zarychta, P.: Posterior Cruciate Ligament - 3D Visualization. In: V International Confer-
ence on Computer Recognition Systems, CORES 2007, pp. 695–702 (2007)



Computerized Evaluation of Abnormal Hand
Bone Patterns in Skeletal Dysplasias

Arkadiusz Gertych, Morgan Clond, Ralph Lachman, and David Rimoin

Abstract. Assessment of bone disproportion is one of the routine radiological pro-
cedures frequently performed at a skeletal dysplasia diagnosis center. The existing
knowledge on skeletal dysplasia patterns is more qualitative than quantitative, and
the commonly applied diagnostic procedure is the manual, atlas-based evaluation of
radiographs (including the hand) by an expert. A computer-aided diagnosis pack-
age (CAD) for bone age assessment was improved to analyze hand radiographs of
skeletal dysplasia subjects with manifested hand bone abnormalities. The CAD soft-
ware can automatically measure the lengths of phalangeal bones, compare them with
those obtained from normal subjects collected in the Digital Hand Atlas (DHA),
and recognize selected abnormality patterns. We have tested our method based on
brachydactyly type A cases from the skeletal dysplasia diagnosis center that were
matched with subjects from DHA in the age range of 2-12 years. New quantitative
results obtained from this study have the potential to enrich the qualitative criteria
currently utilized in the manual evaluation of abnormal bones, and thereby improve
the performance of the diagnostic procedure.
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1 Introduction

Skeletal dysplasias (SDs) are uncommon diseases classified into more than 300 dis-
orders of bone and cartilage growth resulting in abnormal shape and development
of the skeletal system. In most cases, SDs are caused by a genetic mutation and
are often detected in the newborn period or during infancy, however some disorders
may not manifest until later in childhood.

Conventional radiographic examination remains the most useful mean of study-
ing the dysplastic skeleton. The diagnostic procedure is in general time consuming,
complicated and requires an expert (a pediatric radiologist or medical geneticist)
with long term experience who evaluates a series of radiographs of different parts
of the skeleton, including the hand. To properly classify a case, the reading is often
supported by dysplasia atlases and as part of the routine, the subject’s bone age is
also assessed. Since the availability of experts capable of reading such radiographs
is very limited, the examinations are often sent to referral centers to obtain the best
possible diagnostic opinion (Fig.1). It is important to give the specific diagnosis in
each case, so that an accurate prognosis can be given and proper genetic counseling
provided [1].

The brachydactylies are a group of skeletal dysplasia disorders (classified into
several patterns: A1, A2, A3, A4, B, C, D, and E) in which the affected individuals
may have short stature and short or stubby fingers and toes [2, 3, 4, 5]. The type
A brachydactylies have the shortening restricted mainly to the middle phalanges.
Another anomaly is the development of a cone shape epiphysis with the apex pro-
truding into the adjacent metaphysis. These epiphyses close prematurely, leading to
short tubular bones. Such radiological findings result in abnormal bone age assess-
ment during the diagnostic procedure.

Although the radiological description of brachydactyly patterns and other SDs
have been documented based on individually classified and published cases, the
present scientific knowledge in this field is rather qualitative. There is still no suf-
ficient quantitative evidence about the range of abnormalities affecting individual
bones within the scope of a particular disorder or pattern, especially if compared
with standards (normal hand bone patterns). Availability of such data will not only
increase the knowledge in the relevant domains but can also constitute a valuable
component in the current diagnostic workup of SDs. The capabilities of computer-
ized evaluation of abnormal hand radiographs can be enriched by automatic clas-
sification of phalangeal bones which is suitable for the recognition of SD cases
throughout the methodology we propose (Fig.1).

2 Materials

The International Skeletal Dysplasia Registry (ISDR) at our institution has the
largest collection in the world of cases and specimens dedicated for research, di-
agnosis, management and studies of etiology of the SDs [6]. From the collection of
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Fig. 1 A typical workflow in the diagnosis of a skeletal dysplasia case with a newly proposed
component (dashed lines). Multiple radiographs of a subject’s skeleton and other supporting
documentation are sent to the International Skeletal Dysplasia Registry for diagnosis and
counseling. The diagnostic report is sent back to the ordering institution. The Digital Hand
Atlas together with CAD can augment current qualitative knowledge by incorporating quan-
titatively described standard bone patterns.

125 cases of brachydactylies at ISDR, several hand X-rays of subjects with brachy-
dactyly type A, including patient demographic data, were initially selected and digi-
tized on a DICOM compliant scanner with 16bit/pixel gray scale resolution. Private
patient information was anonymized. A group of reference hand radiographs of nor-
mally developed Caucasian subjects between 2-12 years of age was selected from
the DHA [7, 8] to closely match and compare with the abnormal cases. An exam-
ple of a hand image of a brachydactyly A subject with an age and sex matching
radiograph of a normal subject is shown in Fig. 2.

3 Methods

A CAD for bone age assessment has already been developed [9, 8]. The package
includes: unsupervised procedures for localization, segmentation and feature ex-
traction of ossification centers in distal and middle phalanges of IInd-IVth finger
[10, 11, 12], radius and ulna bones [13], and an engine for automated bone age eval-
uation utilizing quantitative features extracted from ossification centers [14, 8]. In
order to test the usefulness of this CAD in quantitative characterization of selected
types of brachydactylies, some new capabilities including: a) localization and trac-
ing of axes through Ist (thumb) and Vth finger, b) length measurement of the middle
phalangeal bones in II-Vth finger, and c) length measurement of the proximal bone
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(a) (b)

Fig. 2 Example hand radiographs of 12 year old female Caucasian subjects: a) brachydactyly
type A4 from ISDR, and b) normal matching subject from DHA

of the Ist finger were supplemented to our CAD package. Although several other
papers have been dedicated to hand radiograph analysis [15, 16, 17] the parameters
measured through b) and c) have not been reported so far.

For the localization and tracing of the Vth finger axis we extended the approach
described in [11] which has been successfully applied to the detection of II, III and
IVth finger. Middle phalanges of IInd-Vth finger can be directly measured utilizing
points of interest found during routine analysis of distal and middle phalanx growth
plate regions [10, 14] that are mapped back onto the original image Fig. 3a In order
to locate the proximal bone of the thumb a new procedure is proposed. The binary
hand image is first scanned row-wise from the right side Fig. 3b A minimal dis-
tance between right border of the image and the hand object marks the thumb’s tip
pthb. Row-wise scanning continues from the tip downward along the left and right
sides of the thumb’s contour. The scanning procedure is interrupted if two points
are reached: pra - the upper border of the radius and ulna region on the right side,
and pII - the contour of the IInd finger on the left side, respectively. Next, the thumb
thickness tthb is approximated as a horizontal distance between points of its contour
at the level of pII . Then a profile is traced, starting from pthb until the level of pra

is reached. The position of the profile is controlled by two factors: the contour of
thumb recorded during scanning and its distance from the right side border of the
image, slightly varying along the profile according to tthb value. Finally, the profile
is analyzed using the method presented in [11] to isolate and measure the proximal
bone of thumb. In the last step, lengths of middle phalanges of IInd-Vth finger and
Ist finger proximal bone are automatically collected in this way.
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Hand radiographs of brachdactyly A1-A4 subjects selected from ISDR and ra-
diographs of normal subjects from DHA were analyzed by our modified CAD. Next
individual measurements were normalized (expressed as ratios) and compared to
respective ratios from group of age and sex matched normal subjects. Furthermore
to prove feasibility of the study we implemented a rule-based strategy utilizing nor-
malized measurements (ratios) of IInd-Vth middle phalanges and length of proximal
bone of thumb to detect brachydactyly type A1-A4 abnormality. The evaluation is
based on a logical decision tree implemented in the CAD software (Fig. 4).

(a) (b)

Fig. 3 New processing steps implemented into the CAD: a) measurements of middle
phlanageal bones, and b) a strategy of tracing a profile through the Ist finger

4 Results

A new module offering automated and quantitative analysis of middle phalanges
in hand radiographs was implemented into our CAD software (Fig.5). Bone mea-
surements from the reference DHA data (Caucasian subjects) were performed first.
Mean values and standard deviations were calculated to define ranges of normal
bone deviation within all age groups for males and females. Next, measurements
from abnormal radiographs were extracted, and mapped onto the data from normal
subjects to validate the rule-based evaluation of brachydactyly type A patterns (Fig.6
and Fig.7) . The results are included in Tables 1 and 2, respectively. In the case of
a 12 year old female with brachydactyly type A4, the ratio of IIndmiddle/IIIrdmiddle

is located 6.25 standard deviations outside of the range of matching normals. The
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Fig. 4 Rule-based strategy in the automated evaluation of barachydactyly type A (A1, A2,
A3 and A4) patterns implemented on the CAD platform

2 year old male case is solved in the first level of the decision tree (Fig. 4) due to
the missing middle phalanx of the Vth finger. Furthermore, the length ratio between
IIndmiddle/IIIrdmiddle deviates from the mean value in the normal group of subjects
by 5.63 standard deviations. The third case (4 year old male) is less straightfor-
ward because the formation of the skeleton is delayed compared to normal radio-
graphs in the 4 year old age group. Moreover, the ratios of IIndmiddle/IIIrdmiddle and
Vthmiddle/IVthmiddle are within the distance of 9 and 4 standard deviations from the
mean values in the respective categories of normal ratios. The last two cases repre-
sent the brachydactyly A1 pattern.

The software’s graphical user interface displays the image being analyzed with
superimposed radiological findings and the regions of interest that are automatically
extracted. Numerical results CAD automated assessments are exported to a file.

5 Conclusions

This study is the first of its kind to combine quantitative statistical information, use
of automated hand feature detection software, and real world radiographs for the
quantitative diagnosis of skeletal dysplasias. For the purpose of proving the con-
cept of computerized evaluation of bone abnormalities, we implemented automated
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Fig. 5 CAD window with superimposed phalangeal regions and Ist-Vth finger axes and ra-
dius and ulna region

Fig. 6 Examples of normal phalange growth in male Caucasian subjects
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Fig. 7 Examples of finger length ratios maintained throughout development of male Cau-
casian subjects

Table 1 Ranges of proximal and middle bone measurements (mean± std) obtained in three
age groups of normal subjects matched to our case study subjects

Age, sex Istproximal IIndmiddle IIIrdmiddle IVthmiddle Vthmiddle

- mm mm mm mm mm

12y Female 23.9±2.0 18.5±2.2 23.0±2.4 21.8±2.2 14.9±2.1
2y Male 13.5±1.0 10.0±1.0 12.6±0.8 12.2±1.0 8.47±1.0
4y Female 15.5±1.0 11.5±0.4 14.8±0.9 14.3±1.0 9.22±1.1

Table 2 Comparison of measurement ratios of abnormal bones (type of brachydactyly pat-
tern) vs. ranges in matching groups of normal subjects from Table 1

Ratio IIndmiddle/IIIrdmiddle Vthmiddle/IVthmiddle

Age, sex abnormal (pattern) normal abnormal (pattern) normal

12y Female 0.55 (A4) 0.8±0.04 0.48 (A4) 0.68±0.05
2y Male 0.35 (A1) 0.8±0.08 0.00 (A1) 0.69±0.03
4y Female 1.04 (A1) 0.77±0.03 0.80 (A1) 0.64±0.04

quantification of brachydactyly type A and its four major subtypes. Our CAD can
automatically perform hand radiograph evaluation in selected SD cases via extrac-
tion of new quantitative features that can be considered in the diagnosis making
process. We also established a framework to further enhance the diagnostic capabil-
ities of CAD to work with a larger data collection from the ISDR center.
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Our study elucidates some key points and potentials for the future of CAD in
assessing skeletal pathologies. The measurements extracted from phalanges may be
used in the detection of certain SDs, but first of all they provide a quantitative refer-
ence which can augment and improve the current clinical standard in the diagnostic
workup at a skeletal dysplasia registry center. Besides the large variety of SDs, the
possible combinations of their manifesting features is on a level of complexity that
makes them extremely time consuming to diagnose using the standard approach,
which is using the reference books and atlases. On the other hand these tasks can
be facilitated by software-based solutions automatically performing measurements,
utilizing databases and classifiers to arrive at quantitated hand radiograph analysis.
In addition, improved speed and objectivity can also be achieved through CAD.

Although our approach was successfully applied to the analysis of a small set of
cases, we also conclude that the automated analysis of the image data from patients
with manifested skeletal abnormalities is very challenging. The difficulties lie in the
large tolerance of the radiograph acquisition parameters among institutions. This
mainly includes acquisition techniques (film-based or computed radiography), dif-
ferent exposure settings resulting in significant contrast discrepancy in the analyzed
images. A nonstandard hand placement on the image poses additional difficulties.
To this end, the implementation of digital radiography will become essential in the
radiograph standardization process.

It is clear that continued input and support from radiologists and medical geneti-
cists will be essential to improving accuracy of this CAD software and the range of
computer detectable dysplasias. The widespread use of CAD could ultimately con-
tribute to identification and more specific quantitative classification of skeletal ab-
normalities, and the automated accrual of epidemiological information to ultimately
increase the knowledge in relevant fields.
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Method of Brain Structure Extraction for
CT-Based Stroke Detection

Aleksandra Rutczyńska, Artur Przelaskowski, Magdalena Jasionowska, and
Grzegorz Ostrek

Abstract. A fully automated method for extracting brain structures from com-
puted tomography images by employing adaptive filtering and finite Gaussian Mix-
ture Modeling (GMM) with context-based enhancement is proposed. Generally, the
method is composed of two phases. First, adaptive partial mean filter for noise re-
moval and edge sharpening is used. The second phase is the multistage segmenta-
tion. Initial segmentation step concerning brain extraction from skull and non-brain
tissue defines a region of interest (ROI) for further processing. Each pixel in ROI is
assigned to one of three semantically fundamental classes - white matter (WM), gray
matter (GM) and cerebrospinal fluid (CBF) and two extended classes of specific tis-
sue. GMM with expectation-maximization algorithm (EM) is employed to assign
initial class labels to image pixels and followed by context information modeling
through Contextual Bayesian Relaxation Labeling (CBRL). The CBRL algorithm
incorporates local neighborhood information and iteratively refines the outcome of
GMM classification. The results of proposed approach have been verified by ex-
tracting susceptible-to-stroke regions (SSR) processed for hypodensity distribution
estimation. The extracted structures are more smooth and reliable in comparison to
region growing segmentation results.

1 Introduction

Stroke is the third leading cause of death and leading cause of disability in devel-
oping countries [1]. However, ischemic stroke imaging with instant visualization
of acute symptoms is still a challenging problem. Computed tomography (CT) is
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a method of choice in stroke imaging. Some advantages of CT over magnetic res-
onance imaging (MRI) can be pointed. Amongst them, the following facts opt for
CT: widespread availability (CT devices outnumber MRI equipment), short imag-
ing times (vital with unconscious patients) and fewer limitations, e.g. CT is irre-
placeable in case of patients with implanted biomedical devices (such as cardiac
pacemakers) or ferromagnetic materials. CT helps to distinguish ischemic from
hemorrhagic stroke or other brain diseases. Unfortunately, early signs of ischemic
stroke in acute phase (up to 6 hours from onset), which are extremely useful for
successful thrombolytic treatment, are hardly visible on CT scans. This was a mo-
tivation for the development of computed-aided diagnostics in the field of stroke
imaging [2, 3, 4, 5].

An important role of susceptible-to-stoke region (SSR) extraction was proven
in earlier research on stroke imaging. A tool for computer assisted support of acute
stroke diagnostics was developed. The software used data hypodensity mapping and
would be referred to as Stroke Monitor (SM) [6]. Proper segmentation of brain struc-
tures, especially delimitation of CBF structures (brain ventricles and cerebral sulci),
played crucial role in reducing false indications of SM method. SSR extraction was
based on region growing segmentation with adaptively selected thresholds. In some
cases, segmented CBF structures were rough, ill-defined, spread out or too compact.
Optimization of SSR segmentation was the general purpose of our research.

First of all, SSR segmentation as a first step of hypodensity map estimation has
to be more accurate, flexible and reliable for all test cases. Unlike research on brain
segmentation from MRI data, CT literature is very scarce. In [7] comparison of man-
ual and semiautomatic methods with thresholding was performed. Region-based
methods in [8] were used to brain structures segmentation in MRI. Fuzzy C-means
(FCM) algorithm was used in [9] and [10] for brain hemorrhagic analysis. In [11]
modified FCM was proposed, it incorporates context information. Segmentation us-
ing Bayesian classifier in CT is proposed in [12].

In this paper we proposed the method for white/gray matter and CBF struc-
ture segmentation. In the preprocessing stage adaptive filtration is used to denoise
the image and enhance structures. Motivation to use implementation of Adaptive
Partial Averaging Filter (APAF) [5, 13] was generally low signal to noise ratio
(SNR) of CT scans, possible presence of artifacts and unclear structure delimita-
tion in source data. Next, deskulling the brain tissue based on adaptive algorithm of
3D region growing was determined. Fundamental stage of SSR segmentation was
based on stochastic image modeling. Incorporating context information revealed
high potential of designed method. Input image is subject to tissue-of-interests ex-
traction method based on sequence of selected concepts implemented and adjusted
to perform efficient stroke detection. Experimental verification of the method were
concluded.
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2 Method

Stochastic image modeling is defined as a partitioning of the image into distinctive
meaningful regions based on the statistical properties of global and local gray-level
pixel dependencies. Suitable model selection depends on the pixel value distribu-
tion and characteristics of pixel contexts, i.e.: a) regional data distributions related
to image data distribution, b) statistical characteristics of the nearest pixel neigh-
borhood associated with different regions. Such components of image model are
possibly justified in terms of imaging physics, acquisition limitations, visualized
object properties, etc. Context data dependencies correctly redefine the membership
of the pixel to each of the regions present in the image [14].

We assumed that each pixel belongs to one of three fundamental classes: cere-
brospinal fluid (CBF), white matter (WM) and gray matter (GM) and two additional
classes of deep hypodensity and bone artifacts. Pixel image refers to gray level dis-
tribution associated with finite Gaussian Mixture Model (GMM) used for image
analysis. Moreover, contextual Bayesian relaxation model incorporates statistical
properties of pixel neighborhood. Fig.1 shows flow chart of the proposed method.

Fig. 1 Flow chart of
proposed method of
susceptible-to-stoke region
extraction for CT-based
stroke detection

Firstly, noise1 removal operation was performed on a original CT data. Imple-
mented APAF method outlined structure contours and enhanced subtle regional dis-
tinctions, additionally. Then brain region was determined – bones and non-brain
tissue were excluded from the images. Key stage of the method, i.d. initial SSR
extraction, was based on GMM region segmentation with the parameters selected

1 Approximately of 4 Hounsfield Units [HU].
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according to a priori analysis of stroke detection requirements and optimized with
maximum likelihood estimation by expectation-maximization (EM) algorithm. To
simplify the calculations initial regions were estimated based on the assumption that
all pixels are independent. In further steps, in order to make the segmentation more
reliable and accurate, segmentation refinement was performed based on CBRL al-
gorithm [15], which incorporates local neighborhood information.

The assumptions and fundamental rules implemented in the key stage of pre-
sented SSR extraction method were shortly discussed in the following subsections.

2.1 Stochastic Image Modeling

Relationships between neighboring pixels are well described by Bayesian condi-
tional probabilities of m-order Markov model with memory (i.e. conditional source
model). However, classification rules based on conditional data dependencies of
higher order models are overly complicated, number of probabilities increases expo-
nentially for enlarged context resulting in a problem of limited statistical reliability
of the model (i.e. context dilution).

To simplify image model and make it computationally acceptable, finite mixture
model of regions was used with assumption that the whole image can be approxi-
mated by an independent and identically distributed random field. Local data depen-
dencies were complied as follows: GMM was initialized by grouping-classification
procedure of k-means and k-nearest neighbor classifier and followed by comple-
mentary context image modeling taking into consideration labels assigned to the
pixels in the nearest neighborhood.

More precisely, we assume that image contains K regions (classes) and pixel la-
bels are random variables. Thus, a whole image of N pixels can be modeled by
independent and identically distributed (iid) random field X, given the joint proba-
bility density function:

P(x) =
N

∏
i=1

K

∑
k=1

πkPk(xi) (1)

where x = [x1, . . . ,xN ] and x ∈ X, πk is a weighting factor and Pk(xi) is conditional
region probability density function (pdf) of k class (region), i.e. Pk(xi) = P(xi/Rk).
Given image is a concrete realization of X.

Considering statistical image properties, generalized Gaussian pdf was used:

Pk(xi) =
αβk

2Γ (1/α)
exp[− | βk(xi− μk) |α ],α > 0,βk =

1
σk

[
Γ (3/α)
Γ (1/α)

]1/2

(2)

where μk is the mean, σk is the standard deviation, Γ (·) is the gamma function and
α defines distribution shape.
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Because of physical conditions and statistical estimates of CT scan data, we as-
sumed α = 2, i.e. Gaussian pdf with two parameters μk and σk, for all regions.
Therefore, we have

Pk(xi | μk,σ2
k ) =

1√
2πσk

exp

(
− (xi− μk)2

2σ2
k

)
(3)

Moreover, other global parameter K was set to 5 based on stroke detection require-
ments and experimental verification. Because of precise CBF structure segmenta-
tion, we decided to define two classes of hypodensity: weak and deep. Subsequently,
two classes of white and grey matter were extended by additional class of marginal
tissue distorted by bone artifacts.

Next, image model was optimized by effective estimation of regional parameters
of distributions, i.e. πk, μk and σk. Finally, pixels were labeled and image regions
were determined according to Bayesian classification rule based on fixed local pa-
rameters and regional memberships of the image pixels.

2.1.1 Expectation – Maximization Algorithm

The objective of model identification (parameter estimation) is maximizing like-
lihood function or minimizing relative entropy between image histogram PF( f )
and estimated pdf PX( f ) of the image model P(x), where f is a gray level of
source alphabet. To perform maximum likelihood estimation we used the most pop-
ular approach - expectation-maximization algorithm (EM). The EM first calculates
Bayesian posterior probabilities and obtains parameter estimates (E step), then up-
dates these estimates using mean ergodic theorem (M step). The successive itera-
tions of the E and M steps increase the likelihood of the model parameters. Used cri-
terion is minimization of relative entropy expressed by Kullback-Leibler distance:

H(PF ||PX) =∑
f

PF( f ) log
PF( f )
PX ( f )

(4)

The EM algorithm proceeds as follows

1. assumed global parameters are K = 5, α = 2

2. m = 0 iteration with parameter set g(0) = {π(0)
k ,μ (0)

k ,σ (0)
k ,k = 1, . . . ,K}, accord-

ing to initial k-nearest neighbor classification
3. E step: for i = 1, . . . ,N, k = 1, . . . ,K count probabilistic membership

z(m)
ik =

π(m)
k Pk(xi)

∑K
k=1π

(m)
k Pk(xi)

(5)

4. M step: for k = 1, . . . ,K update parameter estimates
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⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

π (m+1)
k = 1

N ∑N
i=1 z(m)

ik

μ (m+1)
k = 1

Nπ(m+1)
k

∑N
i=1 z(m)

ik xi

σ2(m+1)
k = 1

Nπ(m+1)
k

∑N
i=1 z(m)

ik (xi− μ (m+1)
k )2

(6)

5. When condition |H(m)(PF ||PX)−H(m+1)(PF ||PX )|> ε is satisfied increment m =
m+ 1 and go to E step; otherwise save optimal g.

We used GMM-EM implementation from PRTools 4 [16] with slight modification
to make it more flexible.

2.1.2 Bayesian Classifier

Classification problem consists of prediction of the pixel label k ∈ K (i.e. to predict
its membership to one of the image classes) based on feature vector x. The classifier
d : x→K with accurate prediction needs to be found. Bayes theorem is a conditional
probability of event A given event B. Bayes classifier is based on a Bayes rule

P(A | B) =
P(B | A)P(A)

P(B)
(7)

Bayes rule is used to determine posterior probabilities for pixel to be a member of
each of the classes present in the image. The rule for each pixel indexed i, i = 1, . . .N
classified to class k, k = 1, . . .K is given by

P(k | xi) =
πkPk(xi)

∑K
j=1π jPj(xi)

(8)

where P(k | xi) is a posteriori probability (also referred to as regression function)
that pixel belongs to class k given xi; πk – a priori probability that pixel belongs to
class k (class frequency) with assumption ∑K

i=1πi = 1; Pk(xi) – pdf of the feature
vector x in k-th class. Bayesian classifier form of pixel labeling is as follows

dB(xi) = argmax
k

P(k | xi) = argmax
k

πkPk(xi) (9)

where P(k | xi) is given in equation 8.

2.1.3 Context Modeling

In GMM we assumed that pixels in the image are independent to simplify calcula-
tions. To refine estimated regions and to make them more accurate, context informa-
tion should be included in the model. Modified CBRL method incorporating local
neighborhood information was used as compliment of GMM model.
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Let ςi be a neighborhood of the i-th pixel while m×m defines size of this neigh-
borhood. Factor πk is estimated locally for each pixel as

π i
k = p(li | lςi) =

1
m2−1 ∑

j∈ςi, j �=i

I(k, l j) (10)

where li denotes label of pixel i and lςi is labels set of its neighbors, I stands for
indicator function

I(k, l j) =
{

1 if l j = k
0 otherwise

Algorithm CBRL can be summarized as follows

1. Iteration m = 0 with GMM-EM based pixel classification l(0)

2. Update pixel labels

• Randomly order all image pixels for i = 1, . . . ,N
• Visit successive pixel according to random selection and update its label as

follows
l(m)

j = arg{max
k

π i(m)
k Pk(xi)} (11)

complied with π i(m)
k modification according to equation 10.

3. If less than 1% pixels changed its label algorithm stops; otherwise increment
m = m+ 1 and go to step 2.

Final SSR extraction is binarization of region map with two hypodensity classes
included into non-SSR class and the rest segmented regions classified as SSR.

3 Results

Presented method of brain structure extraction was optimized and verified on a set of
21 scans of selected test CT examinations. Chosen set consisted of difficult to seg-
ment cases indicated and analyzed by radiologist. Marked regions, especially CBF
structures, were gold standard for efficiency assessment. Test set contained 265 CBF
structures to be segmented correctly for stroke detection application. Two statisti-
cal measures - sensitivity and number of false positives per scan were calculated to
assess the reliability and accuracy of the segmentation. We reached the sensitivity
of 97% with 0.3 false positives per scan. Lower sensitivity was a result of omitting
small, subtle sulci close to bone order which were misclassified as a white matter.
False positives occurred in brain top scans for middle brain line.

The detailed results of segmentation procedures were presented in the following
figures. Results of APAF filtering in a context of less sophisticated methods were
shown in Fig. 2. APAF performs better comparing to other filtration methods in
terms of high noise reduction rate with simultaneous edge preserving as well as
structures extraction.
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Fig. 2 CT scan filtering
effects: source image (top
left) is confronted with
average filtering (top right),
median filtering (all of
which use kernel size 5x5)
and APAF filtering

In the next figure (Fig. 3) the positive role of APAF filtration in CT image
segmentation is presented. Segmentation performed on the non-enhanced CT data
(without any filtration) depicts regions disturbed by the noise and significantly de-
viates from our expectations. Incorporating APAF-based processing results in seg-
mentation that is coherent with the anatomy of imaged brain.

Fig. 3 The segmentation results influenced by APAF: source CT scan, effects of segmen-
tation without APAF and the segmentation based on APAF-based image enhancement,
respectively



Method of Brain Structure Extraction for CT-Based Stroke Detection 141

Results of segmentation of the regions non susceptible to stroke (i.e. CBF class)
are compared with reference image (Fig. 4). Gold standard image was prepared by a
radiologist who selected brain structures, which should be excluded from image as
they can produce false positives indications in stroke detection procedure. Binarized
image is the final result of SSR extraction for that case.

Fig. 4 Segmentation results for exemplar CT scan: reference image with marked regions,
effects of 5 class segmentation and binarization for SSR extraction, respectively

An example of comprehensive 5 class segmentation output was presented in
Fig. 5 and in Fig. 6. Selected scans of CT examination reflects diversity of achieved
results for analyzed data set.

On the last figure (Fig. 7) follow-up CT with visible stroke is confronted with
classified image. Segmentation of the stroke area from the follow-ups could be ben-
eficial in stroke size assessment for estimated pathology progression and therapy
planning.

4 Conclusions

Our method exhibits satisfactory results. Main advantage of the proposed algorithm
is the fact that it has flexible parameter of the class numbers which could be ad-
justed to application requirements. Moreover, binarization procedure is susceptible
to semantic image characteristics and a priori knowledge models (ontology). Gen-
eral method scheme was not fitted only to a specific CT data. It gives good results
by employing statistical nature of the images. In future research we would further
explore the efficiency level which is now degraded mainly by the artifacts (beam
hardening artifacts). Better brain segmentation (ROI defining) method should be re-
searched to remove the fifth class, which is now reserved for the artifacts from the
bones. Context information in the third dimension should also be included.
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Fig. 5 Exemplar test CT data of successive source scans

Fig. 6 The effect of segmentation of CT scans presented in Fig. 5
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Fig. 7 Stroke area assessment for follow-up CT scan: source image and effects of proposed
segmentation procedure, respectively
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Combined DICOM and HL7 Viewer in Support
of a Bridge from Content-Based Image Retrieval
to Computer-Aided Diagnosis

Petra Welter, Fatih Topal, Sebastian Jansen, Thomas M. Deserno,
Jörg Riesmeier, Christoph Grouls, and Rolf W. Günther

Abstract. Content-Based Image Retrieval (CBIR) is a field of rising interest for the
application in Computer-Aided Diagnosis (CADx). Exploiting the visual informa-
tion hidden in the images for retrieval, it facilitates the identification of similar past
examinations, thereby providing a second opinion. Still, CBIR is not an integral part
of a radiologist’s daily work. A comprehensive representation of CBIR results in a
standard format utilizing established clinical infrastructure together with all refer-
enced comparable examinations will support a bridge from CBIR to CADx. In this
paper, we introduce the general IRMACON viewer, a system that represents results
from CBIR systems encoded as a DICOM Structured Reporting document in a lay-
out adjusted for CADx. IRMACON also allows the insight into identified similar
examinations for convenient comparison by accessing patient’s information and di-
agnostic findings from the Hospital Information System (HIS) using HL7 messages.
Our system is embedded into the clinical setting and the radiologist’s workflow.
We applied the IRMACON viewer to the Image Retrieval in Medical Applications
(IRMA) framework.

1 Introduction

Content-Based Image Retrieval (CBIR) [1] relates to the identification of im-
ages from a database using the visual information hidden in the images instead
of attached textual annotations. Computer-Aided Diagnosis (CADx) can gener-
ally be defined as “a diagnosis made by a radiologist who uses the output of a
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computerized scheme for automated image analysis as a diagnostic aid” [2]. Physi-
cians usually refer in their decision making of a diagnose to already closed cases
with verified diagnostic results. In the context of CADx, the typical application of
CBIR supports differential diagnosis, i.e. the distinguishing between two or more
diseases by systematical comparison. The aim of CBIR is to provide the radiologist
with a diagnostic aid by automatically identifying relevant past cases along with
their diagnosis and other suitable information. This provides the radiologist with a
second opinion, thereby enhancing the diagnostic assessment.

CBIR has a high potential of improving the quality and efficiency of clinical
care processes [3] and entails proved high benefits for CADx [4, 5, 6]. There are
promising CBIR based CADx systems, the majority concentrating on a particular
application area, e.g., lung cancer [7], mammography [8], computed tomographic
images of the chest [9]. However, CBIR is not established yet in clinical routine.
CAD schemes using CBIR approaches face a number of challenges and this tech-
nology needs more research work [10].

One essential factor is the seamless and robust integration into Picture Archiving
and Communication Systems (PACS) and the radiologist’s workflow. This includes
a comprehensive and integrative representation of the CBIR results along with all
corresponding evidences adapted to the physicians needs. The appropriate and con-
textualized preparation of necessary data required for differential diagnosis delivers
an indispensable brick in the bridge from CBIR to real CADx.

A substantial requirement is the use of open standards and the integration with
a hospital-wide communication structure [4]. Digital Imaging and Communications
in Medicine (DICOM) Structured Reporting (SR) [11, 12] is an approved standard
format for exchanging CADx results in clinical environments, e.g., for mammog-
raphy [13, 14], which can be stored to and retrieved from PACS. Because of the
many advantages [15, 12], the Integrating the Healthcare Enterprise (IHE) employs
DICOM SR in several integration profiles [16]. There are several proposals for the
general integration of CAD or CBIR systems into clinical environments, also based
on DICOM SR documents, e.g., [17, 18]. That motivated us to apply DICOM SR
encoded CBIR results in our concept presented in this paper.

There are viewers capable of interpreting SR documents and producing a generic
layout, but they are not adjusted to the special needs of CBIR for CADx. Diag-
nostic findings from different clinical departments, e.g. pathology, laboratory or en-
doscopy, are usually archived centrally by the Hospital Information System (HIS),
utilizing the Health Level Seven (HL7) [19] protocol. Clinical viewers for diagnos-
tic findings are usually not capable of integrating CBIR results or even CADx results
in general. We close this gap and present in this paper the novel IRMACON viewer,
a combined viewer for CBIR SR documents together with referenced diagnostic
findings from HIS.
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2 Materials and Methods

We first analyzed the general CBIR-based CAD scheme, in which we embedded our
IRMACON viewer. Our proposed IRMACON viewer system makes use of DICOM
SR and HL7. Relevant information on both is explained in the following. Thereafter,
we analyzed requirements concerning a successful data capturing.

2.1 CBIR-Based CADx Scheme

CADx systems with CBIR approaches incorporate the following workflow in princi-
ple: The physician examines medical images to make a diagnosis. Either, the CADx
request is done automatically, e.g., by configuring an internal mechanism inside of
the PACS, or the physician manually demands the CADx request. Data from the
current patient’s context is then transferred to the CBIR system. The CBIR sys-
tem processes the query input and generates a SR document from the CBIR results
which is stored in PACS. The DICOM archive holds all SR documents and deliv-
ers requested CBIR results to the physician at his diagnostic workstation, who is
awaiting the CBIR support for his diagnosis. The CBIR SR document lists identi-
fied images with a certain minimum similarity to the current examination image.
Normally, the physician then requests diagnostic details of selected similar images
from HIS manually to collect all relevant information for his decision making.

2.2 DICOM SR Encoded CBIR Results

DICOM provides by means of the SR format a standard encoding of structured
data. Templates define valid contents and value types to restrain different encoding
of the same content in order to simplify the processing of SR documents. They
facilitate an automated processing and interpretation of SR documents [20]. DICOM
standard templates do not cover the CBIR application for CADx. We proposed a
template adapted to the special requirements of CBIR [21]. It comprises the query
image, identified similar images along with their similarity score, and a description
of the applied CBIR system. Our template is applicable by any CBIR system and
the resulting SR document may be stored to PACS.

2.3 Query of HL7 Diagnostic Findings

HIS generally archives diagnostic findings from radiology, laboratories and other af-
filiated departments in a clinical repository. Reports may be plain text or encoded as,
e.g., Portable Document Format (PDF), Microsoft Word. Communication regarding
documents exchange is accomplished by HL7 messages. Message type QRYˆR02,
“Query For Results Of Observation”, requests diagnostic findings, which are re-
turned by message type ORFˆR04. A HL7 query message is composed by a mes-
sage header (“MSH”), followed by a query definition (“QRD”) and a query filter
(“QRF”).

In clinical environments, HIS are usually configured to manage communication
by a dedicated communication server. This implies that all HL7 messages are sent



148 P. Welter et al.

to this central point, specified by an IP address and a port. The header of the HL7
message contains the final destination, given in the field named “Receiving Appli-
cation”. The communication server forwards the message to its addressee.

The following small fragment of an examplary ORFˆR04 message is taken from
a response to a QRYˆR02 message and contains requested diagnostic findings. Parts
denoted by “...” have been ommitted to simplify the example. HL7 messages are di-
vided into mandatory and optional segments and fields, depending on the particular
message type. Each message begins with a header segment, introduced by the key-
word “MSH”. The header of this example names “EKG” as “Sending Application”
and our viewer “IRMACON” as “Receiving Application” of the message. Date of
this message is 2010-02-18 and message type is “ORFˆR04”. The segment starting
with “OBX” contains the actual diagnostic information and is of value type “TX”,
which stands for text, followed by the “Observation Identifier” and the textual diag-
nostic information.

MSH|^~\&|EKG||IRMACON||201002180944||ORF^R04|...
...
OBX|1|TX|79000&ADT^EKG COMM||<diag info>|...

The actual diagnostic information has to be extracted from the message and to be
displayed to the radiologist.

2.4 Mapping of DICOM and HL7 Identifiers

The IRMACON viewer queries diagnostic findings by HL7 protocol that relate to
patients and examinations whose medical images have been retrieved by the CBIR
system. This requires a mapping of identifiers between the DICOM and the HL7 do-
main. Relevant keys are patient and order which are used in the HL7 query message
to query particular diagnostic findings. There is no official standard that defines a
mapping. But based on generally applied principles, e.g., by [16, 22], we decided to
use the following mapping:

• PACS Order Number

– DICOM: (0008,0050) Accession Number
– HL7: OBR-3 Filler Order Number

• Patient Identifier

– DICOM: (0010,0020) Patient ID
– HL7: PID-3 Patient ID

2.5 Analysis of Data Capture Process

We investigated the appropriate design of a viewer of similar medical cases and their
corresponding diagnostic findings used in CADx. The following requirements have
to be fulfilled in order for the radiologist to benefit from the viewer [23]:
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Fig. 1 Overview of the
IRMACON system

• (R1) Presentation and arrangement of information must promote an easy and quick
comprehension. This includes an appropriate structuring according to semantics
and interrelations of data. Furthermore, the limitation on only relevant data and
the provision of details only on demand helps to accelerate data capturing.

• (R2) Handling of the viewer must be intuitive and simple. This allows a quick
inital training and instant functionality recognition by the radiologist.

• (R3) Presentation of data must be adapted to the particular application. For ex-
ample, the identified similar images retrieved by the CBIR system are captured
easily when presented pictorially. The corresponding DICOM identifiers are of
little use in the context of CADx.

• (R4) Data retrieval must not slow down the radiologist’s work. Otherwise, the
physician will hardly be willing to use a CADx system.

3 Results

3.1 System Design

Our proposed architecture is illustrated in Figure 1:

1. The radiologist at his diagnostic workstation starts the webpage of the IRMA-
CON viewer, which is integrated into the PACS client as a plug-in by utilizing
PACS’ application programming interface (API). The current patient’s context is
passed to IRMACON.

2. The IRMACON viewer retrieves the SR document and all referenced images
from PACS by DICOM C-MOVE messages. The images along with basic infor-
mation are presented to the physician.

3. The physician may choose reports of diagnostic findings that are requested from
the HIS by the IRMACON viewer.

4. The IRMACON viewer starts an appropriate application associated with the re-
trieved report to facilitate the display of the report’s content.

Our system design is based on using the already established infrastructure by PACS
and HIS. Data is transferred by DICOM and HL7 protocol. DICOM SR documents
containing CBIR results are managed by PACS. Assuming that PACS and HIS are
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balanced systems configured for high performance and reliability, our design meets
the requirement (R4).

3.2 Implementation of IRMACON Viewer

The IRMACON viewer is a web-based application implemented in Hypertext Pre-
processor (PHP) that dynamically generates output in Hypertext Markup Language
(HTML) format. OFFIS DCMTK [24] is used for realizing DICOM commands from
within IRMACON. HL7 messages are implemented using HAPI (HL7 Application
Programming Interface) [25]. SR documents are converted to Extensible Markup
Language (XML) by DCMTK and then parsed by the XML extension of PHP. The
retrieved DICOM images are converted to Portable Network Graphics (PNG) in
order to have an image format suitable for the representation in web browser.

We created a testbed for our viewer limiting PACS and HIS to their relevant func-
tionalities needed in our scenario. It includes a DICOM database accomplished by
DCMTK configured with an DICOM Application Entity Title (AET) for accessing
DICOM images and SR documents. Further, the HIS is simulated by a simple HL7
application. Our CBIR system of choice is the Image Retrieval in Medical Appli-
cations (IRMA) framework [26]. It has a Simple Object Access Protocol (SOAP)
interface for transferring input data and results. CBIR output is created according to
our SR template.

3.3 Layout of IRMACON Viewer

The layout is illustrated in Figure 2:

Fig. 2 Exemplary output of
CBIR results in the IRMA-
CON browser

1. At the top border, the query or examination image for diagnosis is shown. The
identified similar images by the CBIR system are listed below in descending
order of their similarity for easy comparison. This structures the information ac-
cording to their semantics and interrelation, as postulated in (R1). Presenting
on the main page images instead of textual data simplifies the capturing of the
information (R3).
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2. Selecting an image opens a new window giving details on this image, namely
examined body part, date of birth and sex. Furthermore, a button for retrieval of
reports from the HIS is supplied. Providing further details only on demand meets
(R1).

3. The navigation through the viewer is enabled by arrows pointing to the left for
switching to images more similar or to the right to images less similar. Details
are shown on pressing the field named “Select” on the bottom of the thumbnail.
This enables an intuitive and easy handling as postulated by (R2).

4 Conclusions

The introduced IRMACON viewer provides a comprehensive and consistent repre-
sentation of CBIR results integrated into the clinical setting of a radiologist’s every
day work. It assembles evidences sourced from CBIR, PACS and HIS necessary for
diagnostic analyses. Hence, it follows the principal goal in health systems, “the right
information, in the right place, at the right time” [27]. IRMACON establishes an es-
sential link between CBIR systems and applied CADx. We hope that our proposal
will contribute to the widespread use of CBIR for CADx in daily radiological routine.
Our ongoing work comprises (i) the extension of our testbed and (ii) the processing
of specified regions of interest for restricting the CBIR to a certain phenomenon.
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3D Diagnostic System for Anatomical Structures
Detection Based on a Parameterized Method of
Body Surface Analysis
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Abstract. Features of trunk and postural deformations are clinically observed to
detect related musculoskeletal disorders, namely scoliosis, kyphosis or other tho-
racic deformities. High variability and controversial reliability of results of postural
screening require new solutions to be employed. Standardized criteria for correct
body posture are needed for further studies. The aim of this work was to present
the current status of development of the 3D diagnostic system for anatomical struc-
tures detection. The designed system is based on a parameterized method of body
surface analysis for automated measurement of the three-dimensional shape of pa-
tient’s trunk. This system uses structured light to measure patient’s body in 3D space
by projection of a set of raster images on its surface. A unique feature of the pre-
sented system is the ability to operate on remote sites and carry out measurement
interpretation by telemedicine utilizing a data warehouse. The system comprises of
three independent modules which deal with measurement, data archiving and its
analysis. Communication between modules is performed over the TCP/IP protocol,
incorporating two different channels for each client, dedicated to two kinds of data
- text channel, for transmission of XML documents used for delivering commands
and information and binary channel for the transfer of large binary data, such as
clouds of points or photographs. Presented modules altogether allow to measure the
full shape of subject’s 3D surface along with measurement data storage and analysis
for support of screening and diagnosis.
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E. Piętka and J. Kawa (Eds.): Information Technologies in Biomedicine, AISC 69, pp. 153–164.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010



154 W. Glinkowski et al.

1 Introduction

Features of trunk and postural deformations are clinically observed to detect related
musculoskeletal disorders, namely scoliosis, kyphosis or other thoracic deformities.
Adolescent idiopathic scoliosis (AIS) is characterized by a complex lateral shift of
the spinal curve in the frontal plane, associated with a complex 3D deformity of the
trunk [28, 14]. Czech study by Kratenova et al. [15] performed on the group of chil-
dren aged 7, 11, and 15 years has shown poor posture was diagnosed in 38.3% of
children, more frequently in boys. Scapular protrusion (50%), hyperlordosis of lum-
bar spine (32%) and round back (31%) were found most frequently among cohort
of children . A study performed on a group of students [4] has shown common pres-
ence of lumbar hypolordosis (71.0%, 48.1%F and 97.8%M), thoracic hyperkyphosis
(round back) (58.0%, 53.7%F and 63.0%M) and very high prevalence of scoliosis
(54.0%, 50%F and 58.7%M). These results require focusing on that problem having
in mind high probability of postural deterioration in elderly. Among older adults
and elderly aged 55-80 years, who had a Debrunner kyphometer measurement of
kyphosis and supine lateral spine radiographs, the manual and digitized Cobb angle
was 45 degrees (range 18 degrees-83 degrees), and the mean Debrunner kyphometer
reading was 48 degrees (range 17 degrees-83 degrees) [12]. Saggital angles should
be seriously considered because in older women with previous vertebral fractures
hyperkyphosis is associated with an increased risk of mortality. The measurements
of children and teenagers [30] have shown only 0.60% children aged 12 to 15 with
correct body posture that requires consideration of standardized criteria required
for further studies interpretation. Recent methods turning toward Evidence Based
Medicine require meeting validity, reliability and quantitativity criteria. Previously
described methods simplified measurements. Simple measurement of a number of
1.7 cm blocks required to place under patient’s head while lying flat to reduce hy-
per extension of cervical spine was practical allowing to define hyperkyphosis as
requiring the use of one or more blocks [12, 13]. Other methods like inclinometry
by simple reading may create no particular image to store for further monitoring.
Considering both accurate measurement and data storage a combined method was
developed to meet all the requirements.

The aim of this work was to develop a 3D diagnostic system for anatomical struc-
tures detection based on a parameterized method of body surface analysis for auto-
mated measurement of the three-dimensional shape of the trunk in patients with
deformations related to scoliosis, kyphosis and others.

There are existing 3D measurement techniques with accompanying diagnostic
algorithms. Moire photo-topography [24] was found in early 1980’s as the method
suitable for 3D chest assessment. Fortin et al. used a structured light projection
system to reconstruct a 3D surface of patient’s trunk to design a customized spinal
brace [5]. Single-directional assessment of back curvatures screening has been elab-
orated in previous studies [25]. Poncet at al. reported that thoracic outline cross-
sections can be measured based on 3D data representing patient’s body surface
captured with an optical measurement system [23]. However, the analysis method
presented by them requires operator’s interaction and may imply human factor
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errors that depend on experience in 3D measurement data analysis or in clini-
cal knowledge about pectus excavatum assessment. The clinicians are usually less
familiar with new topographic surface shape measurements [15, 22]. In the last
decades the equipment and software for surface measurements has evolved and
turned into reliable 3 dimensions and high precision. The technology is approach-
ing to meet clinical teams for further combined elaboration of a good consensus
for surface measurements, a supplement for clinical studies. New multimodal eval-
uation with surface and radiological imaging shall bring new diagnostic dimension
for future studies. Currently, direct comparison of radiological two-dimensional an-
gular measurements (i.e. Cobb angle) and three-dimensional surface measurements
may not show high correlation. Unequal back deformations may follow the Cobb
angle [8, 10, 28] because surface measurements and x-rays do not measure the same
aspect of the deformity. Gold standard parameters for surface topography require
elaboration based on cooperation between engineers and clinicians to unify the pa-
rameters. Based on this principle the developed system uses structured light to mea-
sure 3D surface shape of patient’s body by projection of a set of raster images on its
surface. Back shape only can also be subtracted from the exam to achieve compara-
ble data to previous systems. Accurate 3D surface topography can help the clinician
to measure spinal deformity at baseline and monitor changes over time. It can help
to turn the patients and their families’ awareness to the deformity problem.

2 Telescreening Diagnostic System

Remote screening was described for a few disorders in otology, ophthalmology,
and endoscopy but rarely for musculoskeletal problems [3, 5, 7, 11, 14, 19, 27].
The firstly reported screening for scoliosis begun in 1963 in Aitken, Minnesota,
USA [18]. Screening of postural deformations is discussed in the literature fre-
quently. Review of screening methods and policies was published recently [9].
School screening to identify children at risk for scoliosis is mandated in many
countries. However, there exists some controversy on the effectiveness of routine
scoliosis screening [9]. Orthopaedic societies (AAOS, SRS, POSNA, and AAP) in
2007 recognized that support for scoliosis screening has limitations, but the poten-
tial benefits that patients with idiopathic scoliosis receive from early treatment of
their deformities can be substantial. Scoliosis screening, whether in the physician’s
office, nurses’ clinics, or school environment, provides the opportunity to diagnose
the condition and make referral for appropriate medical care. Females should be
screened for scoliosis twice, at the age of 10 and 12, and boys once, at the age of 13
or 14. School screening personnel should be educated in the detection of spinal de-
formity. No single test is completely reliable for screening scoliosis but the forward
bending test should be always included. Considerable screening judgment should
avoid unnecessary referrals. Deformities screening among elderly may achieve a
stronger feedback due to rise of mortality rate among hyperkyphotic fallers with
osteoporotic fractures. In United States the total costs of medical care of scoliosis
rise from one monetary unit per child screened, to 122,05 per identified case, 439,39
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per child treated. Optical methods used for clinical screening attract investigators in
concern of radiation exposure that the children may have undergone following clin-
ical screening. Approaching toward the general trend of reliable screening the 3D
diagnostic system is developed. Proposed solution consists of three main modules:
four one-directional measurement systems, a database and a set of numerical tools
for medical diagnosis support. The measurement system is designed to measure full
patient body shape in a specialized laboratory by four measurement heads but also
it can work in screening mode where two measurement heads can be easily trans-
ported and calibrated in any location. Authors plan to measure 20 000 children in
Polish schools in screening mode and selected cases will be re-measured using the
laboratory system.

The system consists of three independent modules (Fig. 1). Each of the modules
has a certain type of input and output and together they form a complete data pro-
cessing path. The measurement module returns a generalized measurement in the
form of cloud of points, the archiving module can be customized arbitrarily to store
information characteristic for specific application and the analysis module can be
programmed to get all the necessary features from the data. The modules communi-
cate with each other using a TCP/IP network.

Fig. 1 Modular structure of the system

The system allows working in on-line and off-line mode. Off-line mode is used
when there is no Internet connection available in remote location. In this case the
measurement data and patient information are stored locally and synchronized auto-
matically just after establishing connection with the database. Parameters supporting
medical diagnosis are calculated from measurement data representing surface shape
of patient’s body. First the curvature maps are calculated and on the base of their
values distribution required anatomical structures are localized. Finally, from the
positions of the anatomical structures final parameters are extracted [1, 2, 20, 21].

2.1 Measurement System

The measurement system consists of four modules which simultaneously measure
patient’s skin surface from four directions. Each directional module is an optical
full-field 3D scanner based on structured light projection method. The main com-
ponents of each module are: projection unit, which is a Digital Light Processing
(DLP) projector, detection unit which is a Charge Coupled Device (CCD) or a
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Complementary Metal-Oxide-Semiconductor (CMOS) camera and a PC-class com-
puter (Fig. 2(a), 2(b)). During the measurement process the patient is placed inside
a calibrated measurement volume while a series of patterns is projected onto his
or her body surface. These patterns include sinusoidal fringes and modified binary
Gray codes. The shape of body surface is calculated based on the raster deformation
according to the Temporal Phase Shifting (TPS) method [27]. Dataset produced by
the measurement system is in the form of a set of (x, y, z) points that represent the
sampled surface of patient’s body.

(a) (b)

Fig. 2 A visualization of the measurement system (a) and the measurement volume (b)

The electro-optical hardware setup utilizes TDP-MT700 projectors by Toshiba
Corp. and Flea B&W cameras by Point Grey Research Inc. (Fig. 3(a)). In order
to avoid interferences caused by the overlapping of raster images originating from
adjacent projectors spectral filters are mounted on projector and detector lenses.
This allows to project raster images simultaneously (Fig. 3(b), 3(c)) and conduct
measurements using all modules at the same time.

The metrological values of the measurement system are as follows:

• measurement volume size: scalable from 1.0m x 1.0m x 1.0m to 1.5m x 1.5m x
2.0m,

• accuracy: 0.2mm to 0.4mm (depending on the measurement volume size),
• data acquisition time: 0.7s (all modules simultaneously),
• maximum number of points: 4 million.

Depending on the size and position of the calibrated measurement volume the re-
sulting point cloud may represent patient’s thoraco-abdominal region or the whole
body surface (Fig. 4).

Measurement data acquired with use of the measurement system along with pa-
tient’s textual data are stored in a dedicated database.
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(a) (b) (c)

Fig. 3 The measurement setup built: (a) a directional measurement module fixed to a stand,
(b) a healthy individual illuminated with fringe patterns, (c) magnified fringes projected by
two adjacent measurement modules

Fig. 4 A three-dimensional
point cloud representing
body surface measured
with the four-directional
measurement system

2.2 Database

The database is the heart of the system and serves two main purposes - archiving of
data and guarding it from unauthorized access. All operations on the database are
performed using a specially designed XML interface, which makes the system inde-
pendent of the underlying database implementation. The interface fulfills different
functions, including user authentication, data import and user queries. Moreover,
the structure within the database can be in full defined using XML without any nec-
essary knowledge about the system itself and can be extended on the fly in case any
additional information or data is required.

Data can be assigned to three main groups - objects, which are the core entities
keeping data universal during system’s lifetime, data elements, which are supposed
to be assigned to each object, keeping information variable in time, and additional
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elements which are all kinds of data derived from the original data elements. The
elements can further be linked with each other in an arbitrary way, thus creating a
hierarchical structure. The structure (division into groups and linkage of elements)
used in this case is shown in Fig. 5.

Fig. 5 Structure of elements within the database

The XML standard also provides a very robust yet easily-definable way for the
construction of user queries for the data, including different types of value and link-
age constraints and requests for any part of each element.

Communication between modules is performed over the TCP/IP protocol, incor-
porating two different channels for each client, dedicated to two kinds of data - text
channel, for transmission of the XML documents and binary channel for the trans-
fer of large binary data, such as clouds of points or photographs (Fig. 6). Such a
structure is asynchronous and allows performing traffic inexpensive operations such
as user logon or querying for text data independently of binary transmission, very
costly in terms of network transfer. To further decrease this cost data compression
was implemented and was also incorporated in data storage.

Fig. 6 Communication between modules
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A user account system was also created, providing not only authentication, but
also authorization of users, which allows to limit some of them to a read-only mode,
even on a per element or per field basis.

These features altogether form a complete system which can be securely used
over any network, be it a local area network (LAN) or the Internet.

2.3 Calculation and Diagnosis Support

The data gathering and analysis module provides a complete interface for the
database, allowing the user to manage the information and perform certain oper-
ations on the archived measurements. It supports automatic analysis - so called pat-
tern calculation - a series of operations that can be automatically performed on a
subset of data according to a predefined scheme.

The module is constructed in a way which assures that no data becomes over-
written - any number of derived information can be saved in the database and linked
to the parent measurement, thus keeping it consistent and easy to browse. It also
makes it possible to compare different measurements, allowing the estimation of
patient’s improvement in time. This requires good repeatability of measurement and
a method to correlate two measurements of the same patient in space. System’s ver-
tical, additionally measured every time an examination is carried out and assigned
to measurement, and two points within the measurement are sufficient for absolute
alignment. Since fine alignment uses two landmarks (dimples of pelvis) for accurate
positioning, it is preceded by a coarse operation which detects the general position
of the body.

Analysis can be carried out in two ways - discrete, based on a set of landmarks
on the surface of the body or on a more global shape analysis. The discrete analysis
itself can be performed either using manual indication of points or an algorithm of
automatic landmark detection.

Such algorithms are currently under development, at the moment the landmarks
are acquired from a team of trained physicians, which will help in the develop-
ment process and provide the assessment of algorithms’ reliability. Additionally,
the points provide interesting information about the interobserver and intraobserver
reliability for evaluated measurements.

A preliminary algorithm for automatic landmark extraction is built upon a modi-
fied back diagram for a number of predefined landmarks, of which starting positions
are precalculated using an averaged set of manually selected points, scaled for each
measurement with respect to a simple bounding box generated around it (Fig. 7).
Such a processing path is easily extendable to an arbitrary number of characteristic
points, thus providing a versatile detection method.

The method assigns an area to each landmark, within which the exact position of
the landmark is searched for. The 3D shape contained in each cell is analyzed based
on maps of parameters C1 and C2, which give general information about surface
shape.
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Fig. 7 A visualization of
a modified back diagram
generated for 12 back land-
marks

These parameters were developed in order to describe surface shape of full 3D
point clouds [31]. The C1 parameter describes how much the surface in the neigh-
borhood of the considered point deviates from a plane, its values are positive for
convex areas, negative for concave areas and zero for planes (Fig. 8(a)). The C2
parameter describes the distribution of normal vectors in the neighborhood of the
considered point in a way allowing distinguishing areas of unidirectional curvature,
such as cylindrical areas, and omnidirectional curvature, such as spherical areas and
takes values equal to zero for planes and cylindrical surfaces and positive for other
surface types. The highest values of C2 are obtained for sphere and for saddle shapes
(Fig. 8(b)).

(a) (b)

Fig. 8 A distribution map of (a) C1 (b) C2 parameter over body surface (real measurement
data)

The analysis of distribution of C1 and C2 parameter values allows discrimination
of various surface types in a way similar to used with mean and Gaussian curvatures,
yet the former are faster to calculate and more resistant to noise in the analyzed
dataset.
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Division of the back into subregions makes it possible to avoid global analysis of
the back surface. Moreover, the landmarks are not exactly points, but are regarded
as certain regions on the surface of various scales and as such require computation
of the C1 and C2 maps with different input parameters.

Each landmark also exhibits specific properties depending on the type of posture
which implies the use of different detection paths and an algorithm which would
provide some general, coarse information about the posture of the patient, or possi-
bly an adaptive path of detection which would modify its parameters based on some
overall properties of the shape of the back.

An additional potentially interesting feature is the possibility of comparison of
the 3D shape with volumetric data, such as a CT scan.

3 Conclusions

In this paper a complex solution for diagnostic and screening of three-dimensional
assessment of human body, mostly trunk and its postural deformities has been de-
scribed. It allows to measure full shape of subject’s body 3D surface along with
measurement data storage and analysis for support of screening and diagnosis.
Described system is still in the development stage, especially in the areas of final
automated data analysis and clinical validation. However, for selected cases some
clinical validation has proved that author’s concept is correct.

Future works will be focused on the following tasks:

• Further optimization of anatomical landmarks localization and its verification for
different subject types in whole population (males, females, children, elderly),

• Comparison of existing anatomical parameters versus specialist votes,
• Continuous extending of diagnosis scenarios along with its clinical validation.
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the Ministry of Science and Higher Education.
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Reconstruction of the Pelvic Region Based on
the Statistical Shape Modeling

Pawel Skadlubowicz, Zdzislaw Krol, Zygmunt Wrobel,
Fritz Hefti, and Andreas Krieg

Abstract. Up until now the reconstruction of the pelvis defects after bone tu-
mor resection has typically been by autologous or allogenous grafts. These ap-
proaches were highly unsatisfied because of large shape differences between the
harvested transplant and the site to be reconstructed. There exists a huge demand for
patient-specific and anatomically shaped implants. In this paper we propose a new
pelvis reconstruction planning approach based on the statistical shape modeling.
For generation of the statistical pelvis shape model a large data pool of CT datasets
has been collected. Afterwards, the CT data segmentation and surface processing
methods delivered the required pelvis geometries. Via Procrustes analysis of the
collected pelvis surfaces the parameterized pelvis shape mean model has been cal-
culated and the principal component analysis (PCA) [4] applied for estimating the
anatomically optimal graft or implant geometry. In this work we demonstrate on a
clinical pelvis reconstruction case that the using of statistical shape models in the
oncologic surgery planning is a robust and very promising method. A quantitative
evaluation of the matching quality and the convergence process is given.

1 Introduction

The pelvis oncologic surgery is beside the radiotherapy the most common treat-
ment of malignant bone tumors. Pelvis is one of the principal components of the
human locomotor system therefore its reconstruction after resection of malignant
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pelvic tumors presents a highly complex and challenging problem. One of the main
problems is the shape definition of artificial implants or autologous transplants for
anatomically optimal reconstruction of the resected osseous part. The analysis of the
anatomical shape and statistical shape modeling is a wide area of investigation. In
the past many authors have developed statistical shape models for different anatom-
ical structures (see for instance [5, 6, 11] and [13]). The objective of this paper is
to investigate the use of statistical shape models in the preoperative surgery plan-
ning for pelvis reconstruction. In the following a new reconstruction methodology
based on the deformable pelvis statistical shape model including a novel optimiza-
tion approach based on the genetic algorithms [8] will be described and explained.
A quantitative analysis of a clinical planning case will be given.

2 Methods

Among many planning approaches for reconstruction of the resected part of the
pelvis the mirroring method is the most widely used computer-aided surgery plan-
ning procedure in the reconstructive surgery. It is based on the preoperatively ac-
quired computed tomography (CT) dataset of the patient. After segmentation of the
unaffected side a mirrored surface is aligned with the defected region. It enables fast
generation of an anatomically similar model of the target region. The disadvantage
of this method is the natural asymmetry in human anatomy and the fact that the
existing osseous structures on the unaffected side are often malformed due to in-
crease of load on the healthy side. The additional limitation is that this method can
be applied to unilateral defects only. The bilateral defects still remain a challenging
problem in the reconstructive pelvic surgery planning.

Fig. 1 The data processing pipeline for generation of our statistical pelvis shape model
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The proposed new planning approach is based not only on the patient single
CT dataset for the fitting the designed implant shape to the existing osseous struc-
tures but uses the statistical pelvis shape model for the optimal reconstruction of the
morphological region of interest (ROI). For generating the statistical pelvis shape
model one need a large data pool of pelvis CT datasets. The required pelvis geome-
tries (called training set [2]) are obtained via segmentation and surface processing
methods. Different stages of the data processing pipeline for generation of the sta-
tistical pelvis shape model are presented in Fig. 1. In the following section a brief
overview of the statistical shape model generation process will be presented. We
will explain the main stages of the method: segmentation, surface mesh processing,
data alignment and the principal component analysis.

Our training set for the pelvis statistical shape model has been generated using a
CT data pool (n = 20) collected at our hospitals. In our approach the pelvis shapes
are described by triangular mesh surfaces. The generation of the training set is done
via segmentation of all the CT data. Various segmentation methods implemented in
our self developed segmentation, visualization and modeling system SeVisMo [10]
has been used for generation of the training set. Various region growing segmenta-
tion methods like for example: connected threshold, neighborhood connected, con-
fidence connected and isolated connected one; flood fill methods, mask operations
as well as the manual segmentation tools were required to identify and separate the
all required osseous structures in the pelvis region (left pelvis, right pelvis, sacrum,
right femur and left femur) from all acquired CT datasets (see Fig. 2). In Fig. 3
are presented five different left pelvis bones segmented using the mentioned above
methods and belonging to our pelvis shape training set. Notice the noticeable shape
variability in the ilium and acetabulum regions.

Fig. 2 Segmentation stage of the patient CT data with a tumorous lesion at the left ischiopu-
bic ramus (red circle): (a) oseous structures (green) segmented using the connected threshold
method, (b) manually separated bones, (c) masks with filled internal structure of bones, fi-
nal stage of the segmentation process, (d) color coded surface mesh representation of the
segmented bones, generated using the marching cubes algorithm [7]

Upon the segmentation stage and still before the incorporation into the training
set the triangular mesh surfaces are undergone special processing and optimiza-
tion. The surface mesh representation of the segmented bones is generated by the
marching cubes algorithm [7]. Because the CT data sets are noisy and could con-
tain different imaging artifacts the following surface mesh processing methods are
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Fig. 3 Five triangular mesh surfaces of the left part of pelvis bone segmented from our pelvis
CT datasets and belonging to our training set. One can observe for instance different shapes
and sizes of the acetabulum.

required for improving the surface mesh quality: cleaning, smoothing, remeshing
and decimating.

The next stage in our data processing pipeline is the establishing of correspon-
dence betwen different pelvis shapes for statistical analysis. First and foremost, the
same number of nodes in all anatomically corresponding meshes of the training set
must be achieved. In our approach it will be assured by using the thin plate spline
transformation [1]. We choose from the training set the surface mesh which is the
best anatomical representation of the pelvis. This base surface mesh is then elasti-
cally matched with each of the pelvis surfaces from the training set. In this way we
obtain approximated copies of the original pelvis surfaces but they all have now the
same number of nodes. In Fig. 4 below are presented the effects of the thin plate
spline transformation applied to one of the surfaces from our training set. After

Fig. 4 Two instances of the left pelvis bone from the training set before alignment. The grey
bone surface is the target surface and the green one is the source surface (a), the correspond-
ing landmarks for both surfaces (pre-match status) are colored red and green (b), the aligned
surfaces after applying the thin plate spline transformation (the green surface has been de-
formed) (c).
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establishing the correspondence between different shapes from the training set, a
Procrustes analysis and the PCA [3, 4] method are performed, resulting in a mean
pelvis shape model and in the most dominant modes of variation. Our pelvis statis-
tical shape model P is defined in the following way:

P = P0 +
n

∑
k=1

λkDk (1)

where P0 is the mean pelvis shape model representation and λk is the eigenvector
matrix characterizing the prior information. Changing the deformation parameters
Dk, allows us to get a model instance, which is a deformed version of the mean
model P0. Our statistical hemi-pelvis shape model has been built from the twenty
training pelvis mesh surfaces. In Fig. 5 the shape changes corresponding to the first
three principal modes of variation are presented. In the following we will demon-
strate on a clinical case how the generated pelvis statistical shape model allows es-
timating the optimal morphological target geometry for arbitrary region of interest
to be reconstructed.

The implementation of the described approach in the SeVisMo [10] is based in
part on the Vtk library [12]. For the establishing of the correspondence between dif-
ferent instances of the pelvis in the training set two Vtk classes has been used: vtkIt-
erativeClosestPointTransform and vtkThinPlateSplineTransform. Vtk also includes
classes dedicated for generation of the statistical shape model. vtkProcrustesAlign-
mentFilter and vtkPCAAnalysisFilter are filters making possible the application of
PCA to 3D surface meshes. These two methods have been implemented in our ap-
plication too. The described above surface matching method (using the thin plate
spline transformation) plays also a crucial role in the reconstruction of the resected
pelvis defect. An automatic optimization method delivering the anatomically best
shape for the pelvis reconstruction uses the genetic algorithms as the optimization
engine [9]. This powerfull aproach has been choosen because of limitations of the
classical optimization methods. The limitations are mostly connected with target
function. Particularly an analytic form is required and in many cases first and even
second derivative as well.

3 Results and Discussion

The explained above surgery planning approach based on the statistical shape model
has been applied to find the anatomically optimal bone shape for reconstruction of
the pelvis after tumor resection (see Fig. 6). The estimation of the optimal matching
transformation parameters has been done by applying the non-deterministic opti-
mization method: genetic algorithms.

The demonstrated application of the surgery planning method based on the sta-
tistical shape model shows that the reconstruction of the resected pelvis bone is
successful and strongly correlates with the anatomical shape of the region of inter-
est. The presented in Fig. 5 pelvis models also demonstrate the robustness of the
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Fig. 5 Demonstration of the shape changes corresponding to the first three principal modes of
variation The left pelvis bone generated using our pelvis statistical shape model for different
values of variation modes: 0.0, 0.0, 0.0 (a), -1.0, -1.0, 0.0 (b), -2.0, 0.0, 0.0 (c), 0.0, -1.0, 0.0
(d), 0.0, 0.0, 2.0 (e), 1.0, 1.0, 1.0 (f), 0.0, 1.0, -2.0 (g), 0.0, 0.0, -2.0 (h).

Fig. 6 Application of the planning approach for the clinical data (tumorous lesion at the left
ischiopubic ramus). Virtual resection of the bone tumor (left and center). Statistical shape
model matched with the patient pelvis model (right).
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Fig. 7 Color coded deviation [mm] of the matched surface from the target surface

Fig. 8 Convergence of the aligning in the mean model surface and target surface matching
process. Objective function value (deviation) as function of the generation number in the
genetic algorithms optimization approach.

statistical shape model approach in generation of huge spectrum of pelvis shapes,
which can be in an easy way aligned with an arbitrary clinical pelvis data. It is a
valuable tool for the reconstructive surgery planning. It has been shown that even
few datasets in the training set can be enough to create a clinically applicable statisti-
cal shape model and give satisfactory results. In Fig. 7 has been shown the excellent
sub-millimeter matching quality in this case (color coded mean distance deviation
between the two surfaces is 0.024 mm). Fig. 8 illustrates the convergence behavior
of the genetic algorithms during the optimization phase.
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4 Conclusions and Future Work

In this work a novel framework for pelvis reconstruction planning approach based
on the statistical shape model has been presented. For generation of the statistical
pelvis shape model a CT data pool consisting of twenty pelvis CT datasets has
been collected. The data segmentation and surface processing methods delivered the
required pelvis geometries. Via Procrustes analysis of the collected pelvis surfaces
the parameterized pelvis shape mean model has been calculated and the principal
component analysis method applied for estimating the anatomically optimal graft
or implant geometry. As demonstrated the generated pelvis statistical shape model
allows estimating the optimal morphological target geometry for a given clinical
region of interest in the pelvis reconstructive surgery. In the future we are planning
to extend the training set to 50 different pelvis geometries.
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Automatic Measuring of the Iridocorneal Angle
in the Optical Coherence Tomographic Image of
the Anterior Segment of the Eye

Robert Koprowski, Zygmunt Wrobel, Anna Nowinska, and Edward Wylegala

Abstract. The article proposes a new automatic method of the iridocorneal angle
analysis in the anterior segment of the eye, using an original algorithm proposed
by the authors. Results of analysis of a several tens of thousands images are shown
in the later part of the article. There is also a proposal of a new method of mea-
suring the iridocorneal angle, based directly on the image analysis and image pro-
cessing methods. The algorithms have been implemented in the Matlab computing
environment.

1 Introduction

Optical coherence tomography (OCT) is a modern, noninvasive method of imaging
cross-sections of tissue, in this case: iris of the eye, which uses light scattered on
several distinct layers of the examined tissue. The spectral domain OCT, compared
to previous solutions such as time-encoded domain OCT, offers a much higher res-
olution. The elimination of the moving mirror, needed for scanning the depth of the
object, also allows for reduction of the scanning time roughly one hundred times.
The shorter scanning time, sequentiality of the scanning and the constant offset al-
lows to obtain three-dimensional images [3, 4, 5].
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The iridocorneal angle (Fig. 1, 2) is a structure responsible for the drainage of
aqueous humour from the eye’s anterior chamber. The correct production of aque-
ous humour by the ciliary body, as well as correct speed of drainage through the
iridocorneal angle are the conditions of healthy intraocular pressure. Any anatomi-
cal anomalies like narrowing or closure of the angle cause difficulties in the drainage
and heightening of the pressure. Gonioscopy is an examination which allows us to
check the width of the iridocorneal angle. Based on the width of the angle, glaucoma
can be categorized as open angle or closed angle.

Fig. 1 Cross-section of the anterior cham-
ber of the eye, with locations of character-
istic areas

Fig. 2 Sample view of the anterior seg-
ment of the eye

Practical methods of measuring the iridocorneal angle, shown on Fig.3 have
many inaccuracies and faults, letting the physician choose the method individu-
ally. As a consequence, the results are not dependable and hard to verify and com-
pare with other physicians’ results and patterns. Relatively: the AOD method (Fig.
3) measures the distance; TIA method (Fig. 3) measures the angle, and the TISA
method (Fig. 3) measures the surface [1, 2, 6, 7]. All of these measures are per-
formed manually, by finding specific characteristic points. In cases of pathology
or individual variability, the methods have various accuracy and reproducibility,

Fig. 3 Methods of measuring the iridocorneal angle: AOD (Angel Opening Distance), TIA
(Trabecular-Iris Angle), TISA (Trabecular-Iris Space Area)
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resulting from their character and differences in measured values. Fig. 4 shows the
anterior chamber with various levels of pathology, with distances in various points
measured by the AOD method. As can be seen (Fig. 4), the AOD method is not very

Fig. 4 Anterior chamber of the eye with various levels of pathology, showing distances mea-
sured by the AOD method

efficient in pathological cases, and the obtained results are not diagnostically reli-
able. What’s worse, the physician using this method consciously makes a potentially
large (depending on the level of pathology) error in choice of method. Therefore, we
propose an automatic method of measuring the iridocorneal angle and an original
method of measuring (based on above-mentioned AOD, TISA and TIA methods)
free of the above-mentioned errors.

2 Image Acquisition

The algorithms described below have been tested on images acquired in the follow-
ing medical institutions:

• Okręgowy Szpital Kolejowy w Katowicach,
• Wojewodzki Szpital Specjalistyczny Nr 5 im. św. Barbary,

on the following devices:

• OCT COPERNICUS produced by Optopol,
• VISANTE OCT Carl Zeiss Meditec.

The acquired images have the resolution of 256x1024 pixels, within measuring
range of 8mm x 16mm, which allows for resolution of 0.0313mm per pixel. In total,
above seventy thousand images of anterior segment of the eye were obtained by the
above-mentioned devices, the major part of which were used for testing the accu-
racy of the described algorithm. Image analysis was implemented with the Matlab
software package with Image Processing and Signal Processing toolboxes; the code
was further optimized in C language.
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3 Existing Methods of the Iridocorneal Angle Analysis

Existing methods of the iridocorneal angle analysis are easy to evaluate, because
all software included with both of used tomographs uses the manual methods. The
user sets the reference points characteristic for a given measuring method (Fig. 5,
Fig. 6). They are prone to errors resulting both from the user’s mistakes and the cho-
sen method. The lack of reproducibility of measures is particularly troublesome in
statistical analysis. In sum, the available software has the following disadvantages:

• lack of 3D reconstruction, and therefore the possibility of measuring the volume
of selected sections of the anterior segment of the eye,

Fig. 5 Examples of operations on com-
mercial software included with OCT
Visante devices

Fig. 6 Examples of operations on com-
mercial software included with OCT
Visante devices

• lack of full automatization,
• manually performed operations provide only local information,
• significant errors in case of iridocorneal angle analysis of pathological cases.

4 Results Obtained by Existing Algorithms

The necessity of using a custom-made algorithm is justified by unsatisfactory results
of using other, existing algrithms used for line or area detection on images:

• the Hough transform allows for line detection on images with pre-set shapes,
• the wavelet analysis gives incorrect results when the objects are not clearly visi-

ble or interfering,
• the methods of elongated objects analysis also are not applicable because of pos-

sibilities of significant changes in size of the object and its width, and division of
the object into multiple parts,

• the approximation methods are hard to implement without pre-processing of the
image.

Because of this, and with regard to the medical premises mentioned below, we pro-
pose a custom-made algorithm of analysis and processing of the image of anterior
segment of the eye.
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Fig. 7 Flowchart of the algorithm

Fig. 8 Binary image obtained by binariza-
tion of the original image with a threshold
of 90% of maximum value

Fig. 9 Binary image after the hole-filling
operation

Input image of resolution 256x1024 and averagely 0.313 mm per pixel, in DI-
COM format, is entered into the Matlab space. Filtering with a median filter (mask
size 3x3) and analysis of subsequent columns is performed. For each column, a
binarization threshold (the images are calibrated) of 10% of the brightest pixel
is calculated (Fig. 10). Next, in order to eliminate minor inclusions and separa-
tions, the hole-filling method is employed. On this pre-processed image, we per-
form the detection of limits of the scleris, and approximation of the detected values
with a fourth degree polynomial (Fig. 11). After the analysis of the iris and cil-
iary processes, we perform the analysis of the boundary points of the iris, using the
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Fig. 10 Input image with detected limits
of the anterior segment

Fig. 11 OCT image (and magnification)
of the anterior segment with area of the
analysis

information obtained from the areas near the limits of the scleris (Fig. 12). Sub-
sequent phases of the algorithm are shown on figures: Fig. 10- Fig. 12. Based on
intrascleral analysis, we can evaluate the position of iridocorneal angles and calcu-
late the values of AOD, TISA and TIA in about 3 seconds, on a system with an Intel
Core Quad 2.5 GHz CPU, 2GB RAM and 64-bit operating system (Fig. 13).

Fig. 12 Results of the automatic measur-
ing of the iridocorneal angle

Fig. 13 Operation time of the algorithm
for subsequent images, calculated on a sys-
tem with an Intel Core Quad 2.5 GHz
CPU, 2GB RAM

The AOD, TISA and TIA methods have difficulties coping with high levels of
pathology. Such situations take place in case of partial narrowing of the iridocorneal
angle. Therefore, we propose the analysis of distance between specific points ac-
cording to Fig. 14. The results obtained with this original method are much more
efficient in case of high levels of pathology (Fig. 4), as shown by the graph of dis-
tance changes shown on Fig. 15.
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Fig. 14 Results of the automatic measur-
ing of the iridocorneal angle

Fig. 15 Results of the automatic measur-
ing of the iridocorneal angle
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5 Conclusion

• Automatic analysis of the anterior segment of the eye allows for obtaining reli-
able results in under 3.5 seconds.

• Evaluation of the algorithm’s sensitivity to parameters change, specifically the
area of the search for the iridocorneal angle, indicates the greatest dependence
on the size of area of the search for the size of iris in pathological cases.

• For 70.736 images, correct results were obtained in about 55.000 cases. Approx-
imate number of correct measures is the consequence of difficulties in evaluation
and proposing of the correct operation of the algorithm.

• The greatest error in measuring, excluding errors in choice of method and its
sensitivity, appeared for the AOD and TIA methods.

• Based on the obtained experience in measuring the iridocorneal angle, an original
method of measuring was proposed.
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Parametric Curves in Liver Deformation for
Laparoscopic Purposes

Monika Bugdol and Jan Juszczyk

Abstract. An increasing number of conducted endoscopic procedures results in in-
venting new computer systems, that would be a helpful tool in this kind of medical
examinations. In this paper the need of evaluating algorithms describing the defor-
mation of internal organs for laparoscopic surgery purposes is presented. A possible
solution to the problem of visualising such deformations has been suggested. Fur-
thermore, the way of collecting data by studying the liver reaction to an external
force was described. A model of the liver deformations based on Bézier curves has
been developed and compared with the shape of the real liver deformation.

1 Introduction

The technological progress makes us eager to take advantage of the modern world
benefits. This applies also to medicine. The laparoscopic surgery, chosen more and
more enthusiastically, features qualities that are difficult to overestimate. First of all,
the incision is much smaller than during a traditional surgery and results in signifi-
cantly shorter recovery time and inconspicuousness of the scar. Especially the latter,
as an esthetic factor, becomes nowadays more and more important. Secondly, med-
ical consequences are also less troublesome. Reduced haemorrhaging decreases the
probability of the need of a blood transfusion. The patient is able to leave the hos-
pital and get back to his everyday activity faster. The post-operative pain is much
lower, thus the convalescent takes less medication. Moreover, the risk of acquir-
ing infections is reduced since internal organs are not as much exposed to external
contaminants as during a conventional surgery.

Nevertheless, there are still some inconveniences, that could be reduced. The
most important of them is the visualisation issue. Currently, a small section of the
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abdomen can be seen by using the laparoscope camera, which often turns out to be
insufficient. That is the reason, why attempts are made to create a computer system,
which would solve the problem. The camera display can be supported by a 3D
patient model, built on the basis of CT scans of the subject. However, since the pre-
operative patient model does not reflect changes of shape of the anatomical structure
during the surgical procedure, one of the tasks is to superimpose the deformations
of the internal organs caused by the trocar movements and pressure. An algorithm
estimating the organ shape change is expected to be both very efficient, so that real-
time model deformations are possible, as well as very realistic [1]. Many methods
hava been implemented to simulate soft tissue deformations: spring-mass models
[2], free form deformations [4], various finite element methods (FEM) [6, 7, 8, 9]
and combinations of the finite element method with other methods like linear [5]
or non-linear elasticity [1]. The FEM method is very popular because of its high
accuracy in organ deformations [10, 11, 12, 13, 14], yet it is very time-consuming.
Various methods have been introduced to reduce the computational cost of the FEM,
yet the insufficient efficiency still remains an unsolved problem [12, 13, 14].

While evaluating a new algorithm, conditions of a real laparoscopic surgery are
assumed - the abdomen is considered being filled with carbon dioxide gas after
insufflation, the liver lies naturally on the stomach, is linked to the diaphragm and
its physical properties differ in various places. The main goal of this study is to
simulate the liver deformation under the pressure of an external force.

2 Data Collecting

The liver deformation has been observed using a pig liver extracted from the animal
body 10 minutes before the experiment started (Fig. 1). The liver has been taken out
of the abdomen taking precautions not to injure the organ. The diaphragm has not
been removed to minimise the risk of making any damage to the coronary ligament.

The applied force has been measured by Biopac MP36 - a biomedical data acqui-
sition system. The dynamometer included in the original set has been adapted to the

Fig. 1 The tested liver
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study by adding a cylindrical tip that imitates a trocar (Fig. 2). It has been assumed,
that the angle between the external force vector and the surface normal of the plane
tangential to the liver surface at the contact point of the trocar and the organ is no
more than 45 degrees.

Fig. 2 The used dynamome-
ter

While studying the size and shape of the organ deformation the radius and the
depth of the strain are tested. The measuring accuracy for both radius and depth val-
ues has been 1 mm. Since the liver physical properties change due to the presence
of blood vessels, the measurements have been performed in different lobe parts as
well as on the coronary and falciform ligament. Photos have been taken from several
perspectives on each experiment. Moreover, several plaster casts of the liver defor-
mation have been made to improve the accuracy of the deflection measurement.

3 Deformation Modelling

Let W be the set of all points forming the liver:

W =
{

w : w ∈ R
3∧w ∈ liver

}
. (1)

While evaluating the deformation model it has been assumed, that the vector of the
external force F acting on the organ and the contact point X are given as:

F = [ f1 f2 f3], (2)

X = (x1,x2,x3). (3)

F is the length of the force vector F:

F =‖ F ‖ [N] (4)

and will be called force from now on.
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The experiment has shown that the deflection depth h and the force F are directly
proportional and the dependence can be approximated as:

h≈
⎧⎨
⎩

10 ·F if X ∈ coronary ligament
20 ·F if X ∈ falciform ligament
40 ·F if X ∈ the remaining part of the liver

[mm]. (5)

Furthermore, the studies have revealed that the dependence between the deflection
depth h and the radius r might be described as:

r≈ 1.5 ·h. (6)

The location U , reached by the the trocar tip after the pressure, is defined as:

U = (x1 + m · f1,x2 + m · f2,x3 + m · f3). (7)

RR is a set of points whose Euclidean distance ρ between X and r differ less than a
fixed threshold t. In other words it is a set of those surface points that build a circle
inside which all points will change their position:

RR = {w : w ∈W ∧ ρ(w,X) < t} , (8)

s = RR, (9)

Since it is assumed, that the average angle between the neighbour curves is not
smaller than 10 degrees, the number of curves l, on which the deflection surface is
built is given as:

l = min(s,36). (10)

If l is equal to or less than 36, all the elements from RR will be curve endings.
Otherwise 36 elements should be chosen evenly:

R = {r1,r2, . . . ,rl : ∀i ri ∈ RR} . (11)

Splines of cubic Bézier curves are employed to model the deflection surface since
they are enough complex to accurately project the deformation shape yet their com-
putional cost is acceptably small. The set R contains points that will be the first
control points in the first Bézier curve. Each of the l curves is a spline of two Bézier
curves of degree three:

∀i ∈ {1.2, . . . , l} Ci = C1i⊕C2i, (12)

where:

C1i = ri(1− t)3 +3q1i(1− t)2t +3q2i(1− t)t2 + pit
3, t ∈ {1.2, . . . , l1} (13)
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C2i = pi(1− t)3 +3s1i(1− t)2t +3s2i(1− t)t2 +Ut3, t ∈ {1.2, . . . , l2} (14)

where pi,q1i ,q2i ,s1i ,s2i are control points which are calculated as explained below
and l1, l2 are the numbers of points for which the curve values are computed.

Parameters of the Bézier curve have been estimated by applying curves which
precisely reflect the shape of the plaster cast slope. The inflection point pi as well
as q1i ,q2i ,s1i ,s2i in the model are calculated by minimasing the sum of the square
euclidean distances between them and the corresponding point from the casts. A line
parallel to the vector U−X is computed and the point where it crosses the line
segment Uri can be on the one hand defined as U + (ri−U) · a, on the other as
q1i +(U−X) ·b. Using the values of pi,q1i ,q2i ,s1i ,s2i obtained from the casts, for
each of them a and b are calculated. Since the only points known are X ,U and for
every curve another ri is given, all parameters describing the deformation have to be
defined by the means of them. Fig. 3 shows the q1i value defined by U,X ,ri. While
calculating the control points in the model, first the point on the line segment Uri

is computed and then translated by the vector U−X multiplied by an appropriate
proportion factor b (Fig. 3).

Fig. 3 Estimating the model
parameters
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On the basis of ri,U and X the following parameters can be computed:

∀i pi = U +(ri−U) ·0.15− (U−X) ·0.23, (15)

∀i q1i = U +(ri−U) ·0.53− (U−X) ·0.47, (16)

∀i q2i = U +(ri−U) ·0.32− (U−X) ·0.70, (17)

∀i s1i = U +(ri−U) ·0.09− (U−X) ·0.07, (18)

∀i s2i = U +(ri−U) ·0.1− (U−X) ·0.1. (19)
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4 Results

Negative plaster casts of the liver surface being deflected in different points were
made (Fig. 4 a)). Next, pictures of the casts were taken so that the sagittal cross-
section is visible. For chosen images thresholding and edge detection were per-
formed. This curve was compared to the one obtained using the model by computing
the area between them. It ranges between 10 mm2 and 15 mm2 for various plaster
casts. It has not exceeded 10% of the overall area above the dotted line in Fig. 4b.
In the model the following values were fixed: l1=10 and l2=4. In Fig. 5 a) and b) an
example of a liver deformed using the new model can be seen.

Fig. 4 a) Plaster cast b) Comparison of the cast shape and the model curve

Fig. 5 An example of liver surface deformation
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5 Future Works

Studies on the liver deformation will be continued. Various shape pressure tools will
be used in order to examine the reaction of the organ to different instruments. The
model is going to be supplemented with the possibility of piercing the tissue and
visualisation of the tumour movement inside the liver.
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Fractal Analysis of Dental Radiographic Images
in the Irregular Regions of Interest

Edward Oczeretko, Marta Borowska, Izabela Szarmach, Agnieszka Kitlas,
Janusz Szarmach, and Andrzej Radwański

Abstract. The irregularity or ”roughness” of medical images is quantified by means
of fractal dimension D. For medical images diagnostically important information of-
ten lies in the texture. In this paper we describe the application of the intensity differ-
ence scaling method for assessment of the fractal dimension D in the irregular regions
of interest (irregular ROI-s). Near boundary between different tissues or structures
the values of fractal dimensions changed significantly. It is difficult to fit entire reg-
ular region of interest within the examined organ with simultaneous inclusion of the
relevant fragment, and at the same time to avoid the influence of boundaries.

1 Introduction

Fractals, a concept of the last decades have been successfully applied in many ar-
eas of science and technology. One of the most prominent applications is fractal
analysis in medicine, especially in modelling of tissues and organs constitution,
analysis of different kinds of images and time sequences [13, 16]. Medical images
can be treated as surfaces with the intensity at each pixel. For radiological, magnetic
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Fig. 1 Synthetic fractal textures with fractal dimension D = 2.10 and 2.80. These surfaces
were generated by means of Matlab function synth2, that is a part of FracLab, a Fractal
Analysis Software (www.scilab.org).

resonance or ultrasonic images the grey levels estimate the intensity. For different
surfaces the values of the fractal dimension are in the range between 2 and 3. The
smooth surface is characterized by fractal dimension of about 2; the rougher sur-
faces have higher fractal dimensions. The fractal dimension may be used as an index
of heterogeneity (Fig. 1). Generally, fractals are the sets for which the Hausdorff–
Besicovitch dimension, or the fractal dimension D are greater than topological
dimension. The fractal dimension may be calculated in many ways since Hausdorff–
Besicovitch’s definition is too complicated for practical estimation [9, 2]. Hausdorff
definition is a mathematical foundation of various methods of the fractal dimension
estimating. Thus, according to various algorithms, there are various kinds of fractal
dimension. Thus we can use various algorithms to assess the fractal dimension of
medical images. For all the methods, the relationship between selected parameters
is governed by a power-law:

M(ε) = C · εexponent , (1)

where M(ε) is a result of measurements, ε is a scale, C — is a constant, exponent
— there is a direct relationship between the exponent and the value of the fractal di-
mension. Among the algorithms for the calculation of fractal dimension of surfaces
are:

• rectangular prism surface area method [4];
• triangular prism surface area method [7];
• power spectral density method [8];
• methods based on mathematical morphology: flat structuring element method

[10], and cover blanket method [11];
• dispersion analysis [1];
• variogram analysis [3];
• intensity difference scaling method [5];
• box dimension [6].
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These methods were applied in the analysis of various kinds of medical images
[12, 13, 14]. In all the cases the studies were performed in regular regions of in-
terest (regular ROI-s) — mostly square regions. Calculation of fractal dimension in
irregular regions of interest was described two times in the literature [17, 18]. We
showed that in the case of the lung scintigrams, D = 2.23 in the region containing
the boundary of the organ and D = 2.59 within the organ. In order to avoid the in-
fluence of the boundaries, and other structures it would be proper to calculate the
fractal dimensions in irregular ROI-s. The aim of this study was to show the validity
of assessment of fractal dimension in irregular regions of interest, where D can be
calculated by means of the intensity difference scaling method.

2 Practical Assessment of Fractal Dimension

In this chapter three methods of calculations of fractal dimension are presented: rect-
angular prism surface area method (”skyscraper method”), triangular prism surface
area method, and intensity difference scaling method.

2.1 Rectangular Prism Surface Area Method — “Skyscraper
Method”

Medical images can be treated as surfaces with the intensity I(x,y) at each point
(x,y). For nuclear medicine images, the intensity is a number of counts of gamma
radiation quantum, whereas for radiological or ultrasonic images the gray levels
estimate the intensity. Fig. 2a shows this idea of the ”skyscraper” model of medi-
cal image [4]. For each element of image matrix (x,y) there is a rectangular prism
ε · ε · I(x,y), where ε is the length of pixels creating a single element of image ma-
trix. Assuming ε = 1 is more convenient for our calculation. The area S(ε) of such
”skyscraper” surface is expressed by the sum of the areas of the roofs plus the sum
of the exposed walls of the rectangular prisms:

S(ε) =∑
x,y

ε2 +∑
x,y

ε[|I(x,y)− I(x + 1,y)|+ |I(x,y)− I(x,y + 1)|] (2)

S(ε) was calculated for ε = 1. Afterwards the numbers of counts were averaged
for adjacent four elements of the image matrix (ε = 2) to form a new image matrix
and S(ε) was computed. Repeating this averaging process we calculated S(ε) for
ε = 4,8,16 and so on. The matrix of the investigated image must be square. The
empirical relationship between S(ε) and ε is:

S(ε) = C · ε2−D, (3)

where C is a constant, D is the fractal dimension. Values of D can be obtained using
least-squares linear regression to estimate the slope of line of S(ε) versus ε in ln-ln
scale.
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Fig. 2 a) The ”skyscraper” model of medical image, b) Creation of triangular prism, c) 3×3
image. There are 5 possible scales. The total number of pixel pairs for these scales is 38.

2.2 Triangular Prism Surface Area Method

The idea of triangular prism surface area method is presented on Fig. 2b. Let a,b,c
and d represent the number of counts in four adjacent pixels, e is the mean, e =
(a + b + c + d)/4. The area of surface S(ε) is the sum of areas of triangles DCE ,
DAE , ABE and CBE [7]. We calculate the S(ε) for all image. By repeating this for
different size of squares, the relationship (3) between the total area and the spacing
of squares is used to estimate the fractal dimension. Here the image matrix must
have the shape of a square.

2.3 Intensity Difference Scaling Method

For given M×M image the multi-scale intensity difference vector IDV is defined as
follows [5]:

MIDV = [id(1), id(2), id(3), . . . , id(smax)], (4)

where smax is the maximum possible scale, id(s) is the average of the absolute
intensity difference of all pixel pairs with scale s.
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cd(s) =
1
Ns

M−1

∑
x1=0

M−1

∑
y1=0

M−1

∑
x2=0

M−1

∑
y2=0
|I(x2,y2)− I(x1,y1)|, (5)

where I(x1,y1) and I(x2,y2) are two pixels in the image with intensity values be-
tween 0 and 255; NS is the number of pixel pairs for scale s, scale s (distance be-
tween two pixels):

s =
√

(x2− x1)2− (y2− y1)2 (6)

Fig. 2c shows 3×3 image. There are 5 possible scales, 5 possible distances between
pixels. The total number of pixel pairs analyzed for these scales is 36. For 27× 27
images the number of all scales is 314, for 63× 63 images the number of all scales
is 1529, and the total number of pixel pairs analyzed for these scales is 31505922.
To reduce the number of elements of MIDV vector, normalized NMIDV vector was
used in which only integer scales occurred. Non-integer scales were not lost. For
example, information from scales:

√
5,
√

8, (2.2361,2.8284) was included in scale
2. For fractal surfaces the relationship between MIDV and scale s is governed by a
power-law:

MIDV = C · s3−D (7)

3 Irregular Regions of Interest

By means of the intensity difference scaling method we could assess the values of
fractal dimension in irregular ROI-s, which is impossible by means of other algo-
rithms. Fig. 3a shows the 5× 5 image with 25 pixels and 14 possible scales. The
total number of pixel pairs analyzed for these scales is 300. Fig. 3b illustrates man-
ually drawn irregular region of interest R with 11 pixels and 9 possible scales. In
calculation only pixels belonging to regions R were used.

Fig. 3 a) 5×5 image. There are 14 possible scales. The total number of pixel pairs analyzed
for these scales is 300. b) Manually drawn irregular region of interest with 11 pixels and 9
possible scales.
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Fig. 4 a) Original MR images (the arrow shows the tumor), b) Transformed images in which
the value of each pixel is the fractal dimension

4 Experiments – Intensity Difference Scaling Method

Program for fractal analysis was written in Visual Basic (Microsoft .NET Frame-
work 3.5).

4.1 Magnetic Resonance Image

Magnetic resonance (MR) image of the brain was obtained using 1.5T MR scanner
(Picker Edge Eclipse) with standard circulatory polarized head coil. We calculated
fractal dimension over the whole 512× 512 image in each pixel by calculating the
dimension of a 9× 9 pixel block centered on that pixel. In the obtained images
the value of each pixel was the fractal dimension. Fig. 4a illustrates an original
512×512 image (the arrow shows the tumour). Fig. 4b shows transformed image in
which the value of each pixel is the fractal dimension. The tumour is more obvious.
The edges of other structures were enhancement too.

By means of the fractal analysis we can detect and enhance edges in the ana-
lyzed image, which may a diagnostic significance. Near boundary between different
tissues or structures the values of fractal dimensions changed significantly, which
enables edge enhancement.

4.2 Pantomogram (Panoramic Radiograph)

Pantomogram is a panoramic radiographic record obtained by a pantomograph. It
shows maxillary and mandibular dental arches and their associate structures. Panto-
mograms were digitized with an Umax Alpha Vista II scanner (LaserSoft Imaging
Inc., USA), interfaced through a scan software program (SilverFast Applications)
to a computer. Fig. 5a shows the pantomogram with two marked regular regions.
Figures 5b and 5c show the regular regions of interest from Fig. 5a. Inside of these
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Fig. 5 a) Panoramic radiograph with marked two regular regions, b, c) Regular regions with
marked irregular ROI-s

Table 1 Results of fractal analysis in irregular regions of interest (Fig. 5b and Fig. 5c)

Irregular Regions Fractal dimension D Number of scales Number of pixel pairs

A 2.461 1891 2377290
B 2.848 4005 8110378
C 2.313 3160 4286846
D 2.777 6903 7689081

regions irregular ROI-s A, B, C and D were marked. Table 1 shows the results of
fractal analysis in the irregular regions. When the irregular ROI contain the bound-
aries and fragment of the teeth the value of fractal dimension is relatively low.

4.3 Dental Radiovisiographic Image

The study was based on the analysis of radiovisiogram of patient treated with pros-
thetic implants in a private dental practice due to a missing tooth. In the patient,
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Table 2 Results of fractal analysis in irregular regions of interest (Fig. 6)

Irregular Regions Fractal dimension D Number of scales Number of pixel pairs

A 2.306 7626 265054121
B 2.596 10878 31541653

Fig. 6 Radiovisiographic images with marked two irregular regions A and B. Irregular region
B was drawn close to the implant, but it did not contain the elements of the implant.

Nobel Biocare implant was used — intraosseous, screw-type, made up of pure tita-
nium (99.75% titanium, 0.05% iron, 0.1% oxygen, 0.03% nitrogen, 0.05% carbon,
0.012% hydrogen). X-ray picture was obtained using a KODAK RVG 6100 set. Ra-
diovisiogram was done after 6 months after implantation. Table 2 summarizes the
results of fractal analysis of irregular region of interest (Fig. 6). When the irregular
ROI contain the boundary and fragment of the implant the value of fractal dimension
is low (D = 2.306).

5 Conclusions

Medical images are often complex, irregular and noisy. The diagnostic information
often lies in the texture. In the case of dental radiographic images the boundaries
of the analyzed structures change significantly the values of fractal dimension. It is
difficult to fit the entire regular region of interest within the examined organ with si-
multaneous inclusion of the relevant fragment avoiding the influence of boundaries
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and other kinds of unnecessary structures at the same time. Our method of assess-
ment of fractal dimension in irregular regions of interest solves these difficulties.
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Computer-Assisted Navigation in Brain Tumor
Surgery

Zbigniew Kotwica and Agnieszka Saracen

Abstract. Despite a great advancements in brain tumor diagnosis and surgery, a pre-
cise intraoperative location and removal of the neoplasmatic tissue remains difficult
in many patients. For these reasons different navigation systems were developed.
For the last several years neuronavigation has become widely used in brain tumor
surgery. Surgical removal remains difficult in patients with small and deep seated
brain lesions, multiple tumors, or location in important functional areas of the brain.
Neurosurgeon faces the problem of causing severe neurological deficit as well as
can have problems with finding and removing the lesion. Use of key hole proce-
dures and surgical microscopes minimizes an operation field what forces to have a
perfect orientation in the operation area, as well as precise data about the actual po-
sition of the instruments and their distance from the lesion. GOAL AND PURPOSE:
Basing on their own surgical experience of 30 patients with brain tumors, the au-
thors show the advantages and limitations of neuronavigation in surgical removal of
brain tumors. MATERIAL AND METHODS: 30 patients with brain tumors located
deeply in the hemispheres, skull and posterior fossa were analyzed. All patients
were treated surgically with the use of neuronavigation equipment (Stryker Intellect
Cranial Navigation System). Microsurgical technique with the use of magnification
was introduced in all patients. After surgery, controlled CT examinations were per-
formed in order to check the extension of tumor removal. RESULTS: Total surgical
removal had been achieved in all patients. In all but one clinical result was excellent,
the last patient died 2 weeks after removal of giant hypophyseal adenoma because
of heart failure. CONCLUSIONS: Neuronavigation is an easy to use system which
brings efficiency to surgical procedures. It allows to get a proper orientation in the
operation field resulting in safe and accurate removal of intracranial neoplasms.
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1 Introduction

Brain tumors present certain challenges in terms of kind of surgical treatment, sur-
gical strategies, and the extension of removal [2, 7, 9, 13]. Presence of benign lesion
is almost always an indication for surgical removal, and in glioma patients at some
point during the course of the disease surgical treatment becomes a necessity, at
least in order to perform a biopsy [2, 10]. It is also known that glioma patients ben-
efit from surgical cytoreduction, however, it should be performed with a maximal
safe in order to avoid eventual postoperative neurological deficits [2, 10]. In order
to reduce surgical morbidity, different types of neronavigation systems have been
developed. The most common is computed tomography - CT or magnetic resonance
imaging - MRI guided navigation, which bases on the previously loaded examina-
tion performed with several markers attached to the skin of the head. During sur-
gical procedure special pointers are recorded by the machine and show the actual
position of the instrument in the operation field using previously loaded pictures
[4, 6, 8, 9, 13]. In last years, real time neuronavigation systems were developed,
basing on intraoperative, real-time performed MRI studies [5, 7, 9, 11]. It also al-
lows to integrate actual pictures with brain mapping - magnetoencephalography or
positron emission tomography, what allows to recognize precisely the location of
important functional areas [1, 3, 11, 15].

Fig. 1 Large glioma of the right hemisphere infiltrating deep structures. The mass of the
tumor is outlined. CUSA tube is seen within the pathological mass.

Neuronavigation also brings precise information about surrounding structures,
the most important are vessels, what helps to avoid severe damage to the brain. A
precise location of the instruments is especially helpful in patients with deep-seated
lesions [1, 3, 4], in sellar -suprasellar area [14], where it allows to avoid damage to
important neurovascular structures located in the vicinity of tumors [1, 11], in skull
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base surgery [7, 13] and in ventricular area [2, 10]. Integration with functional mag-
netic resonance imaging, positron emission tomography or magnetoencephalogra-
phy brain mapping allows to perform functional neurosurgical procedures [4, 11]
used in surgical treatment of epilepsy [1, 2, 15], or some psychotic diseases [6, 9].
It also allow to implement precisely different brain tissue stimulators, used for
epilepsy or pain treatment [8, 15]. Development of microsurgical techniques has
allowed to operate small, deeply located intracerebral lesions in clinically asymp-
tomatic patients, and thus minimally invasive approach is extremely important in
order to avoid brain damage, which could produce neurological deficits.

A perfect orientation in the operation field allows to minimize the extension of
craniotomy, leading to key hole surgery. It also shortens the time of surgery [2, 3, 6].

In brain tumor surgery, navigation is especially helpful in tumors infiltrating deep
structures, in parasellar region and in patients with multiple lesions. In tumors of the
skull base, the most of them are situated in sellar and parasellar area, the neurosurgeon
faces the problem of potential damage to optic chiasm, anterior arteries and anterior
communicating artery [2, 8]. In patients with multiple tumors, often located near vital
areas neuronavigation allows to remove all tumors or safely perform a biopsy [1, 3].

2 Clinical Material

The authors revealed the files of 30 consecutive patients treated in Neurosurgical
Department of WestPomorian District Hospital for cerebral tumors. 16 tumors were
located in cerebral hemispheres, deeply in the brain or infiltrating deep structures.
5 patients had large hypophyseal tumors and 9 lesions located deeply in the cere-
bellum, nearby the cerebral trunk. All patients were treated surgically by one of the
authors (ZK).

2.1 Procedures Performed

All the surgical procedures were performed with the use of microsurgical technique
and operating microscope – magnification 5 to 10 times. We routinely use surgical
laser - Aura XP (AMS, USA) and cerebral ultrasound aspirator (CUSA) for cere-
bral tumors extirpation. During surgery Stryker Intellect Cranial Navigation System
was used. CT studies were previously imported and approaches to the lesions were
planned. Tumors as well as the borders of planned excisions were highlighted for
easier orientation. Stryker navigation software package is easy to use, especially
because it works with PC-based platform, and is friendly to the most users.

With tumors infiltrating the deep structures of the brain the depth of surgery is
vital to avoid severe brain damage. Fig. 1 shows a large glioma of the right cerebral
hemisphere (outlined). The picture in the right down corner shows the location of
the skin markers. The pointer is put on the ultrasound suction tube and shows the
location of the instrument within the tumor. It allows the surgeon to avoid too deep
removal of the tumor what could result in severe neurological deficit – left-sided
hemiplegia.
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Fig. 2 The pointer shows the border of planned extirpation. Extensive shift of the ventricular
system is noted.

Figure 2 shows the pointer situated deeply in the hemisphere. Cytoreduction of
the glioma mass has to be stopped in order to avoid postoperative left-sided hemi-
plegia. Black areas show the left-sided shift of ventricular system caused by the
tumor mass.

In tumors of the skull base, the most common of them are located in the sellar
area, a distance to the border of the tumor is an important information for a surgeon
and such information allows to remove the tumor totally, what can result in a perfect
outcome. Fig. 3 shows a large hypophyseal adenoma with a significant extension

Fig. 3 Large hypophyseal adenoma (marked in black). The end of laser device is on the
anterior wall of the lesion.
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Fig. 4 The end of resection of giant hypophyseal adenoma. The pointer achieves the bottom
of the sella, which is free of neoplastic tissue.

above the sellar edge (marked in black). Such an expansion implies subfrontal ap-
proach, tumor cannot be removed totally via transphenoidal approach. Navigation
pointer is located on the tip of the microsurgical laser device and strictly shows the
position of the anterior wall of the tumor.

Figure 4 shows the position of the instrument after removal of tumor. The tip
of the instrument has strict contact with the bottom of sella turcica, proving total
removal of the adenoma. In subfrontal approach, neurosurgeon faces a problem of
visual control of the bottom of the sella, because clinoid processes cover the view
of the bottom, not allowing to see it in an operating microscope. Postoperative CT
reveals total extirpation of the lesion - Fig. 5.

With multiple and deeply situated lesion the approach to the lesion should be
planned precisely and during operation procedure it is necessary to observe the po-
sition of the instruments, because it is easy to pass over tumor. Figure 6 shows three
deeply located cerebellar tumors 10 to 30 mm in diameter. Tip of the suction tube
directly touches the tumor located in the left cerebello-pontine angle. Removal of
tumor can be made safely, it also proves, that the tissue given to neuropathological
examination has been taken from the tumor mass, not from the surrounding tissues.

After surgery all patients had good clinical result without new neurological
deficits. However, one of the patients, with large hypophyseal adenoma, who before
surgery complained of severe heart insufficiency, developed vascular complications
and died of heart failure 2 weeks later. Postoperative CT scan revealed total extir-
pation in 24 patients, and subtotal removal in 6 patients. In this last group we did
not plan to remove the whole mass in order to avoid severe damage to deep brain
structures.

Figure 7 shows the main steps in brain tumor surgery with the use of
neuronavigation.
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Fig. 5 Postoperative CT. Sella turcica is free of tumor mass.

Fig. 6 Three deeply seated cerebellar metastatic tumors. The tip of CUSA is in the mass of
the tumor located in the cerebello-pontine angle.

Fig. 7 Main steps in brain tumor surgery
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3 Discussion and Conclusions

The figures shown above prove the advantages of computer assisted neuronavigation
in brain tumors surgery. It allows to have a good orientation in the actual position
of the surgical instruments, shows surrounding areas, gives information about the
distance to the borders of the lesion, as well as gives important information about
the extension of the tumor removal. Previous planning of the approach to the brain
lesion, before starting surgical procedure, allows to minimize an operation field and
diminish the possibility of eventual damage of the important structures. However,
this type of neuronavigation has important limitations and disadvantages. It does not
show the real-time pictures of the brain, and thus, does not give absolutely reliable
information. Deviation of the exact location of the instruments usually does not ex-
ceed 2-3 millimeters, but we do not obtain real time information. For this reason
instrumentation does not give precise information in the bordering areas. It depends
on neurosurgeon only when to stop the removal of the lesion and where are the mar-
gins of the tumor. In this situation neuronavigation has limitations and does not give
any advantages. However, each neurosurgeon who have experience with all conven-
tional techniques can afford this problems, even with a very limited operation field.
With the use of laser and CUSA, two tools, which significantly improved the safety
of brain surgery, neuronavigation allows to attack lesions, which could not be safely
removed without this instrumentation. Limitations of this type of neuronavigation
disappear with new types of navigation systems, by means of real time CT or MRI
navigation with studies performed at the operation theatre, during surgery [5, 7, 12].
It seems to be a future way to make brain tumor surgery more safe and more ef-
fective. Actually the main limit is a very high cost of equipment and only several
centers can afford it. The authors actually start to work with a real-time intraoper-
ative MRI guided neuronavigation (Pole Star system) what should give us further
experience in the use of neuronavigation in brain tumor surgery.
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Computer Aided Alternative Methods of Dental
Implants Placement

Jarosław Żmudzki

Abstract. Final product of computer aided dental implants placements is an ob-
ject created by means of Rapid Prototyping (RP) – surgical template. An essential
condition that makes utilization of this special technique possible is computer to-
mography (CT), which has to be carried out first. Radiation might be in some cases
inadvisable, not possible or not necessary. In this work presented are possibilities
of using standard CAD techniques for the purposes of planning and assisting of
dental implantology treatment based on introduced into a CAD software prosthetic
foundation topography and a standard panoramic radiograph.

1 Introduction

Development of computer assisted dental implantology leads to increased number of
successful treatments [1]. Virtual models not only support analysis and choice of the
most favorable implantological treatment plan, but also makes it possible to achieve
a direct support during the phase of surgical bed drilling and implant placement.
This support is constituted by surgical templates, thanks to which the accuracy of
implant placement is no longer dependant only on prosthodontist’s dexterity vary-
ing among people but also changing due to some psychophysical factors. Even in
case of a safe distance between implant and anatomical nervous system structures
or tooth roots, appropriate implant placement decides about successfulness of bone
tissues adaptation processes, and hence the possibility of an early implant loading
and therefore also rehabilitation. It has also significant influence on the final result’s
aesthetics. In case, in which higher number of implants are placed under complete
overdentures, without a template, it is very hard to achieve satisfying implants paral-
lelism, which directly influences usage (wear) characteristics of solitary attachments
joining dentures with implants.
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Primary stage in spatial planning systems is imaging of particular area by means
of a CT scan and three-dimensional (3D) reconstruction of tissues structures [1, 2].
Finally, achievement of the designed individual template requires placing a charge-
able order and creation of template by technology owner [3]. Hence, implantological
clinic itself is not able to lower prices of treatments utilizing templates. In a lot of
cases there is a contraindication regarding a CT scan [4]. Branch literature tries to
convince prosthodontists to avoid such a dose of radiation [5], especially if exposed
are younger organisms. As an alternative, implantology point out other implants
planning techniques that are based on standard X-ray procedures and gypsum di-
agnostic models [4, 6, 7, 8, 9]. As opposed to computer assisted techniques, in this
case a template can be created in an ordinary dental lab. In spite of labor that they
require, manual methods look to be very competitive and they are commonly used.
Especially, because they belong to the more comfortable ones and do not cause mu-
cosal membrane flapless [3].

Nevertheless, the basic disadvantages of manual methods are difficulties and limits
regarding accuracy of spatial analysis of implant position related to tissues of founda-
tion. Most of the above mentioned difficulties in implants planning can be avoided by
inputting the geometry of prosthetic foundation to a standard CAD software, that en-
able creation of templates by any numerically controlled machining tool. In such case,
computer assistance of manufacturing of the template is free from limits imposed in
specialized implantologic software, in which after designing a template, manufac-
turing of such template on our own is not possible as software producers disabled
possibility to record the data necessary to control numerical machining tools.

In this work presented are possibilities of improving alternative manual tech-
niques of manufacturing surgical templates by means of CAD/CAM computer sup-
port, making it possible to replace manual activities carried out by dental technician,
as well as to replace the gypsum diagnostic model with a virtual model.

2 Materials and Methods

Presented is planning of implants placement for lower overdentures. Placement
of implants for such dentures requires specially accurate parallelism. Lack of im-
plants parallelism leads to an inappropriate distribution of occlusion loads. Proposed
method of computer-assisted implants placement planning requires inputting geo-
metrical data (topography) of prosthetic foundation into the CAD software. Geo-
metrical data has been achieved by tactile scanning of prosthetic foundation gypsum
model, by means of scanner-milling machine Roland Modela MDX-20 (Fig. 1). It
has to be mentioned here that use of a laser scanner would significantly accelerate
this process.

After importing scanned foundation topography to CAD software, it is possi-
ble to spatially plan the orientation of implants in relation to mucous surface, by
means of relatively simple 3D modeling options. Taking into account bone founda-
tion structure during planning requires inputting into the program all information
about their geometry. In case if there is no data related to 3D construction (i.e. 3D
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Fig. 1 Prosthetic foundation topography achieved by scanning a model by a Roland scanner

Fig. 2 Implants place-
ment planning based on
panoramic radiograph,
which is placed and cali-
brated in the front plane

mandibular
canal

bone

soft
tissue

Fig. 3 Estimation of available bone tissue for implant placement

reconstruction from a CT scan) planning can be carried out based on a panoramic ra-
diograph, according to standard procedures of planning implantological treatment.
Further implant placement planning stages have been presented on Fig. 2-4. In order
to achieve template stability on its foundation there are used fixed pins [10]. Proce-
dures of their location however, has not been presented in this work. Possibilities of
the elaborated methodology have been presented in paragraph 3: Results.
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Fig. 4 Designed cylindrical surfaces, necessary in template to fix sleeves, replaced during
treatment according to surgical procedure and initial verification of template viability at den-
tal model

3 Results

Standard implant placement planning procedures are based on matching of transpar-
ent implant templates (outlines) to foundation, which is represented by a panoramic
radiograph [9]. Then, prosthodontist in collaboration with technician has a possi-
bility to analyze and set the final location of implants in a gypsum model. Naviga-
tion is based on drilling and slicing of diagnostic gypsum models [4, 9]. Creating
a section makes it possible to mark the width of alveolar process [4, 9] measured
while pressing soft tissues by means of e.g. caliper [11, 12]. In case of residual
dentition, outline of teeth roots is to be marked on gypsum model on the base of a
radiograph [6].

In presented work, gypsum model of prosthetic foundation has been replaced
with a virtual model, which improved manual methods. Implants placement points
are located in relation to foundation spatial topography in a similar way to man-
ual methods carried out on gypsum models. Commonly available level of scanning
preciseness [13] makes us believe that differences between real and virtual posi-
tions are not bigger than error resulting from the procedure of bed marking and
drilling under implant‘s analog on gypsum model. As it has been already mentioned
in methodology description, searching for an ideal location for implants can be car-
ried out not only in relation to foundation surface, but also in parallel, taking into
account information regarding bone foundation. Here, presented is planning of im-
plants placement in case when available is only a panoramic radiograph made with
appropriate markers, thanks to which such radiograph can be located and adapted
to appropriate scale in relation to the scanned foundation topography. A line drawn
through implant placement point creates its axis. Revolving of implant profile makes
it possible to achieve implant outline.

Model orientation in front view onto the front plane with a radiograph makes it
possible to plan placement of implants in a safe distance to mandibular canal. Move-
ment of implants placement points and their axes automatically results in change of
location of whole implants bodies. In case if there is known the thickness of soft
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tissue, in a relatively simple way in CAD model bone surface outline can be con-
trolled, by means of control dimensions as shown on Fig. 3.

Achieved is then a significant improvement of analysis and adjustment of im-
plants location in comparison to manual techniques. Main limitation of manual
techniques in this respect is the necessity of drilling gypsum models [4, 6, 7, 9].
Virtual planning also gives a freedom of analyzing implants diameter and length.
Based on presented method for chosen implants in CAD software, designed is lo-
cation of nests for replaceable sleeves. Sleeves inner diameters reflect sequence of
tools used in order to prepare the bed under implant and its final screw in. In fact,
determining of nests location ends planning process and constitutes a starting point
for creation of template [14]. Although, the way, in which template is created dif-
fers from stereolithographic techniques, on which based are commercial navigation
systems, and is much closer to manual techniques, where in polymerized mass on
diagnostic model there is located a nest for replaceable sleeves. Nevertheless, in
manual methods, use of wires for the purposes of nests fixing under sleeves is very
inconvenient [6]. In fact, it is sufficient to mill cylindrical surfaces to fix the nest for
replaceable sleeves. As it has been shown, designing required cylindrical surfaces
for sleeves’ nests on virtual model is not problematic. Cylindrical surfaces can be
achieved by revolving the contour, as well as by extruding circular profile to the
required height. Milling of the designed cylindrical surface in polymer mass along
with creation of sleeves belong to operation that are competitive as far as prices [2]
are concerned as compared to ordering a template in companies representing rapid
prototyping technologies. Described method supports achievement of implants par-
allelism for overdenture implants retained by solitary attachments, as well as assists
procedure in case of oblique implants, e.g. splinted with bars.

In this work error analysis of the presented method has not been shown. At this
point of time, such surveys have not been done. Nevertheless, described method
has been presented as a way of increasing effectiveness of manual methods, which
are commonly used [9] and the achieved precision level is satisfactory in indicated
clinical cases [8]. As it has been shown, using the described method does not re-
quire very developed CAD skills, they are in fact limited to a few basic functions.
Many technicians and prosthodontist are already acquainted with CAD and virtual
method enough to carry out such operations. An encouragement to create templates
by means of alternative methods might be the common availability and very com-
petitive price of laser data acquisition and CAD software.

4 Conclusion

Possibility to increase effectiveness of the already known alternative methods of
manual planning and preparation of surgical templates by means of computer
assisted ways has already been presented. Elaborated methodology makes it pos-
sible to avoid all disadvantages of manual methods, i.e. eliminates mechanical treat-
ment (slicing and drilling) of diagnostic gypsum models during spatial analysis of
implant position. In virtual space it is incomparably more convenient to analyze
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various implantological solutions. Designing a template in CAD software creates
the possibility to use any of numerically controlled milling machines. Hence, cre-
ation of a template in the described way is very competitive as it is free from exclu-
siveness enforced by specialized commercial technologies.
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An Idea of Human Voice Reaction Measurement
System under the Aspect of Behavioral
Biometric

Andrzej W. Mitas and Marcin D. Bugdol

Abstract. A proposition of the human’s reaction measurement system focused on
the voice is presented in the paper. The main idea of this system is to test the human
behavior under the influence of sound and visual stimulations. In order to evaluate
the human reaction, the signal of speech is examined. This signal is acquired in strict
conditions using external device which have a high measurement accuracy.

1 Behavioral Biometric – Introduction

Nowadays the most often used identity verification systems are those which base
on the physiological features like fingerprint, iris or face recognition. There are few
reasons of this state. First is that the physiological features have been the subject of
study for many years. Dactyloscopy has over 80 years history and signature recog-
nition reaches ancient times (e.g. royal stamps). Additionally, physiological features
are easily perceptible and thanks to this they can be easily acquired and analyzed.
However, this group of features has also some disadvantages, of which the most im-
portant is that the patterns are absolutely disposable. A feature which has been lost
once (e.g. fingerprint) cannot be restored and thus it cannot be used again.

The behavioral biometric, which is related to the behavior of a person, does not
have the disadvantage mentioned above. The behavioral patterns are formed during
our adolescence and they are determined by many factors like the environment,
upbringing or education. Moreover, our behavior is constantly changing as we are
gaining more and more life experience. It can be considered as a fault, because it
is difficult to extract one invariable pattern from such fuzzy sample. On the other
hand it is a huge advantage - in case of pattern loss, new habits can be developed

Andrzej W. Mitas ·Marcin Bugdol
Silesian University of Technology, Krasińskiego 8 St., 40-019 Katowice, Poland
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and used to verify ones identity. In this group of biometric are such methods as
keystroke dynamics, gait or speaking. An extensive survey of currently considered
behavioral biometric methods can be found in [1].

2 Structure of the Measurement System

The research is focused on measuring the human reaction in response to the stimu-
lations generated by a software stimulator (Fig. 1). On the presented schema a feed-
back loop between verification and stimulation is omitted. In this case it is realized
by the computer but in everyday life the human together with his senses creates the
feedback loop.

Fig. 1 General idea of the system

The general idea is a development of previous studies on the biometrical strength-
ening of the digital signature which have been presented in [2, 3, 4, 5]. The purpose
of the research is not only to verify the user’s identity but also to extract from his
biometrical pattern an invariable sequence. This sequence can be next used as an
initial value (seed) of the pseudo-random number generator such as realized using
the linear register [6].The analysis of the distribution of the behavioral feature is an
individual research problem. In the context of the research idea and the structure
of the measurement system it is necessary to assume that this feature has an uni-
form distribution in contrast to physiological features. Employment of the behav-
ioral test results to program the linear register provides the linearity of the operation
and finally the uniform distribution of digital signature which is the aim of the pro-
posed method of biometric cryptography. The schema of the system for biometrical
strengthening of digital signatures is presented in Fig. 2.

Fig. 2 The schema of the system for biometrical strengthening of digital signatures
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Computer, opposite to human, does not have so many and so sensitive senses,
which could be used to identify people. That is why there is a need to select such
signal that would allow to measure a human’s reaction and identifying him based on
it. In this study the human voice has been chosen. It contains the information about
the physiological features as well as the information about the behavioral ones. Espe-
cially the second group of features is important because the reaction on the stimulation
is a behavioral feature. Moreover, measuring the voice is completely non-invasive and
commonly accepted [7]. Additionally it was assumed that the signal will be acquired
in very strict conditions using devices with high accuracy and all external distortions
will be eliminated during the acquisition phase. The detailed information about the
used devices and created software is presented in the next subsection.

2.1 Hardware and Software

External devices are employed to measure the human voice, among which there
is a high quality microphone, ultra low noise microphone preamplifier and A/D
converter that is connected to the computer by a USB interface (Fig. 3).

Fig. 3 The schema of the samples register

As can be noticed, the standard integrated sound card was not used because its
parameters are insufficient for such accurate measurements. The most important
parameters of every analog-to-digital conversion are differential non-linearity and
integral non-linearity which are responsible for the accuracy of this conversion. If
the values of this parameters are high then the digital output does not refer exactly to
the analog input. The influence of the non-linearity is presented in Fig. 4. Moreover
there is no possibility to reduce the noise using hardware, so the filtration has to be
done by software what is more time-consuming and causes partial data loss.

The used microphone Tonsil MD 268 has a characteristic that reduces the acous-
tic noise that comes from the environment.

The ultra low noise microphone preamplifier is based on integrated circuit
LM2209 that has the dynamic over 100dB and harmonic distortions below 1%. It
was closed in a metal case what effectively protects the circuit from the influence
of the external electromagnetic field. The gain of the circuit has been set so as the
output voltage would not exceed ± 5V, which is the highest input value of the A/D
converter analog inputs.
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Fig. 4 The influence of the linearity on the digital output a) ideal linearity, b) non-linearity

The Labjack UE9 A/D converter has integral linearity error±0.02% of full scale,
differential linearity error for 12-bit is ±1 count and typical absolute accuracy error
is ±0.025% of full scale (±0.05 maximally). The other parameters like sampling
speed and resolution are high enough to accurately convert the sound signal.

The measurement system has also a reference circuit in which the ECG moni-
tor is used. The additional measurement circuit has been interposed to observe the
biomedical signal which gives an unambiguous information about the human’s emo-
tional state [8]. Thanks to it there is the possibility to compare the changes in the
ECG signal and in the speech signal. Moreover, the ECG is an additional source of
biometrical features, what is proved by publications [9, 10, 11]. The whole system,
completed with the comparative circuit, is presented in the figure below (Fig. 5).

Fig. 5 The schema of the samples register with ECG

The software created for the measurement system has to allow the experiments
to be carried out. It has the following functionality:

1. generate sound and visual stimulations;
2. acquire and save on the hard disk samples of sound signal and ECG wave;
3. present and analyze the registered results.
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The ECG samples are recorded in 8 bits quality with sapling rate at 100Hz. The
sound signal is recorded in 12 bits quality with 44.1 kHz sampling rate. Moreover,
some additional information are stored, which are the time of: the begin of the stim-
ulation, the begin of the response (singing) and the end of trial.

3 Experiment

The block scheme of the algorithm of the experiment is presented in Fig. 6.

Fig. 6 The algorithm of the
experiment

Before the beginning of the experiment the ECG electrodes are connected to the
person, and then the ECG wave is being registered for 30 second in order to define
the user state before the stimulation. Next, the stimulator generates a single sound
that comes from a real instrument (particularly from an electric piano). The task
of the tested person is to match to the exemplary sound by singing a single sound
on a given pitch. Previous research showed that in such tasks vowels (especially
the vowel "a") give the best results [12]. The program acquires uttered sounds and
evaluates the match degree in real time. The fundamental frequencies are compared
and depending on the result of matching, a proper image is presented on the screen.
These images are the second type of user stimulation - visual.
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The presented picture is a square of uniform color that changes depending on the
degree of the match between the emitted sound and the exemplary sound (Fig. 7).
The colors of this pictures are: green, dark green, yellow, orange, dark red and red;
they mean respectively from almost perfect match (green) to completely lack of
match (red).

Fig. 7 Main window of the
samples acquisition program

The ranges have been defined basing on the difference between the fundamental
frequencies of the emitted and the exemplary sound ( fexemp − fsign) and they are
given by the following formula:

color =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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1
4
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dark green for | fexemp− fsing| ∈ (
1
4
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3
4

tone]

yellow for | fexemp− fsing| ∈ (
3
4

tone,
5
4

tone]

orange for | fexemp− fsing| ∈ (
5
4

tone,
7
4

tone]

dark red for | fexemp− fsing| ∈ (
7
4

tone,
11
4

tone]

red for | fexemp− fsing|> 11
4

tone

The duration of a single trial (without the preliminary ECG measurement) is about
7 seconds. Within the confines of single experiments 5 trials are carried out.
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Fig. 8 Main window of the results analyzing module

The preliminary measurements have been carried out in order to verify the cor-
rectness of the designed system. Samples from 10 people of different sex, age and
having different musical education have been taken. None of the examined persons
did have any problems to understand the goal of the task what proves the simplicity
of the system. The results of the measurements can be initially analyzed in a proper
module of the system. In Fig. 8 the measurement window is presented. It allows to
define the initial and ending points which specify the interval of user’s visual evalu-
ation of possible correlation between the signals: speech signal parameters and the
distortion in the ECG wave.
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The example of obtained results is presented in Tab 1.

Table 1 Example of experiment results

Sound

Trial No. FQ Start time Sign start time Stop time Uin

1 277 Hz 15:44:33:099 15:44:35:562 15:44:40:241 0.454361 V
0.416913 V
0.396942 V
0.384459 V
0.364487 V
0.349508 V
...

2 493 Hz 15:44:45:447 15:44:47:908 15:44:52:585 0.057420 V
0.049930 V
...

. . . . . . . . . . . . . . . . . .

ECG

Start time Sample value

15:43:46 138
139
139

...

4 Conclusion

The preliminary results of the conducted experiment make the statement, that the
designed system fulfills all guidelines, true. The omission of the integrated sound
card allows the external noise to be eliminate. Acquisition and initial analysis of the
correctness of the registered date is possible using the created software.

Further studies will be focused on searching the correlations between the stimu-
lations and the human reactions to the stimuli. The found correlation will be used
to extract the characteristic features. Not only the physiological features will be
searched but also the behavioral ones.

The changes of the signals are evident in behavioral biometry. The main prob-
lem of developing image recognition system is (as usual) to create an automatic
algorithm. This algorithm has to be able to replace the polisensoric and intuitive hu-
man’s reactions, who can easily recognize the voice timbre and also judge whether
the uttered words are true or false. In the presented measurement system the ECG
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signal is tentatively treated as a source of model information. Such reference signal
(containing, in the sense of biocybernetics, so many details that from the point of
view of the biometric cryptography there is a problem of information overflow) is
employed in attempts of automatic evaluation of starting and ending moments of
measurement window for biometrical voice analysis, obviously with biocybernetics
feedback using test images.

The information about human’s physiological features or about his behavior, re-
gardless if they are instinctive reactions or learned ones, is undoubtedly one of many
derivatives of genotype and in this meaning can be used in biometrics. Several prob-
lems from the domain of biometrics seem to have crucial influence on the encode
quality in biometric cryptography. Especially the distribution of biometrical feature.
Apart from numerous utility advantages of behavioral biometry (especially a real
safety of user - owner of the biometric feature) it should be pointed out the possibil-
ity of real influence on the linearity of the marker distribution, which parametrize in
linear dependency the digital code of signature in biometric cryptography (Fig. 9).

Fig. 9 Schema of the analyzer
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2. Mitas, A.W., Bugdol, M.D., Plucińska, M.: Biometry and e-signature - a study of ap-
plication. Elektronika - konstrukcje, technologie, zastosowania 12, 160–163 (2008) (in
Polish)
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Biomedically Aided Car Driver Safety System

Andrzej W. Mitas and Artur Ryguła

Abstract. The article presents some behavioural measurements, together with the
results of some biomedical research experiments and the assumptions underlying
them. In order to determine the behavioural characteristics driving style was anal-
ysed, which was estimated using data recorded by a tachometric device. Biomedical
measurements were made with using an ECG holter and infrared camera to record
heart rate changes and the image inside the cab of the vehicle. On the basis of the
results obtained, the assumption of a biomedically aided driver safety system is
presented.

1 Introduction

The problem of road safety has come into prominence with the advent of motor ve-
hicles in our daily lives. Growing number of cars is causing a continuously increased
risk to the life and health of drivers, passengers and third parties who are connected
with road traffic (pedestrian, cyclist, etc.). The dynamic development of the automo-
tive industry has allowed the use of more advanced technologies, which offer users
faster, more convenient and seemingly more secure vehicles. This apparent safety
results from covering increasingly longer distances, spending more time behind the
wheel and thus increasing pressure on the driver and his psychomotor performance.
In addition, the ubiquitous stress of contemporary life and the constant pursuit of
ever newer objectives, radically reduce the human condition, making it the weakest
link in a complex system: driver-vehicle-road.

Andrzej W. Mitas · Artur Ryguła
Silesian University of Technology, Department of Transport Informatics Systems,
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2 Standardization of Driver’s Road Behaviours

Analysis of driver’s road behaviour has been the subject of research and observation
for many years. Already by the beginning of the twentieth century, the first tacho-
metric device had been invented, which recorded basic information about speed and
driving time. Conducted over many years, observations and statistical data on road
accidents led to the normalization of unsafe driving behaviours, indicating a set
of standards and rules, for examples, limiting speed, the use of telecommunications
equipment or normalizing driving time ( in the case of professional drivers). Manda-
tory medical examinations were also introduced for learner-drivers, and additional
psycho-technical tests for people working as professional drivers. However, these
standards in general based on statistical assumptions that determine traffic safety,
which does not take into account the personal attributes and the current psychomo-
tor condition of the driver [6]. Moreover, the use of only biomedical research such
as ECG, EEG, GSR, eye closure and facial temperature distribution measurements
[1, 2, 3], which allow the recognition of reactions while driving can also point the
general standard of critical values which indicating whether dangerous traffic situa-
tions are more likely. Only combining the behavioural indicators with the biomed-
ical measurement of a driver’s psychophysical condition offers the possibility of
identifying the exact causes of abnormal road behaviours and relating them to the
individual characteristics of particular drivers.

3 The Analysis of Driver’s Behaviours

Previous studies [9, 10] have pointed out that driving characteristic (especially the
number of acceleration sign changes over particular distance of road) are an im-
portant indicator of driver’s road behaviours. The research used digital recordings
of professional truck drivers’ driving parameters as input data. The analysis took
into account the records of more than 50 drivers who had covered a total distance
of about 35 thousand km, and in addition the driving records in the cases of a few
road accidents. According to the assumptions described in work [10], the function
of accelerations sign changes was calculated as:

f (ai) =

⎧⎨
⎩

1 if aiai+1 < 0∧ vi > 20km/h
0 if aiai+1 < 0∧ vi ≤ 20km/h
0 if aiai+1 ≥ 0

(1)

where: ai -acceleration in the ith meter of travelled distance; vi-speed in the ith meter
of travelled distance.

Knowing the value of function f (ai), the parameter was defined as:

n(ki) =
(k+1)·10000

∑
i=k·10000+1

f (ai) (2)

where:k-number of brackets; ki-ith distance bracket.
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On the basis of n(ki) was determined p(ki) function:

p(ki) =
{

n2
k if k < 1

n2
k + pk−1 otherwise

(3)

where: nk-value of the function in the kth bracket; pk-value of the function in the kth
bracket.

The next step was to calculate the value of the p(k) function for each driving
record. The results obtained presented graphically in Fig. 1a. The curves which
represent road accidents are indicated using bold lines.

Fig. 1 a) The p(k) value for particular driving intervals b) The value distributions of the slope
of the curves

In order to present the distribution of p(k) changes graphically, regression analy-
sis was used to estimate the average and normalized value of the slope of the curves:

α =
k∑ki pk−∑ki∑ pk

k∑k2
i − (∑ki)2

(4)

Distribution of the determined values shown in Fig. 1b. As can be seen, the distribu-
tion of selected parameters is similar to the normal distribution. On the basis of this,
the critical values can be determined beyond which there is an increased likelihood
of a dangerous situation. However, safety systems based on this kind of compound
are suitable only for the overall analysis owing to the fact that they are not taking
into account the individual driving parameters of a driver. It is noteworthy that the
curves accident (bold lines) in the overall analysis did not differ substantially from
the average value of the distribution of driving style changes. Therefore, the next
step of the research was to determine the driver’s individual characteristics.

Figure 2 shows that the accident curves (bold lines) clearly differ from typical
driving characteristics, which allow the putting forward of proposal that each driver
has his own unique and distinctive style of driving. In addition, the location of the
accident curves can be a indicator of a driver’s psycho-physiological state limita-
tion. The lines above the average values may provide information about the driver’s
increased aggression, while the curves located below the average may be a sign the
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Fig. 2 The individual p(k) value distribution

occurrence of fatigue or weariness. Detailed analysis, however, requires additional
information about the current state of a driver at particular stages of driving, which
is indicating the need for the monitoring of biomedical parameters.

4 Biocybernetics System of Driving Behaviours Analysis

As shown in previous chapters, an effective system of driver behaviour-analysis
requires the use of additional indicators to assess the work of the driver. In order to
identify indicator of individual driving style and to correlate changes occurring in
the driver’s psychophysical state, the biocybernetics measuring system is proposed
as applying. According to the definition of biocybernetics [11] in the system, there
is feedback between the behaviour of the driver (the research object) and his mental
and physical state (the biological process).

If the model is referred back to live observations, it seems fairly certain that the
driver himself is the optimal regulatory system. The driver is an object which is
recording and controlling external signals , processing information on the current
state of the environment and taking heuristically optimal decisions. A high dan-
ger state occurs only in the case of system disorders. Therefore, monitoring sys-
tem parameters should in principle record and distinguish states different from the
normal behaviour of the driver. According to the system presented (Fig. 3), the
signal of derogation from the normal working person-vehicle system is the alter-
ation in driver behaviour, recorded on changes in driving parameters and the driver’s
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Fig. 3 Biocybernetics model of analysis

psycho-physical movements. As presented in chapter three, relative measures min-
imize the influence of the vehicle’s technical parameters (type of vehicle, technical
efficiency, etc.) and focus on changes at driving style in various stages of the road.

4.1 Psycho-physiological State Determination

The issue of driver psycho-physical research has been the subject of earlier exper-
iments. Works [5, 8] presented the design of early warning systems, taking into
account measurements of the driver’s emotions. Research attempts, however, have
shown the difficulties of automatic evaluation of facial expressions, but have drawn
attention to degree of eye-opening as an important signal of the negative emotional
state of the driver. Research [4, 12] has helped to demonstrate that the estimator
of eye-closure (PERCLOS) is one of the most effective parameters in assessing the
condition of the driver. However, the determination of this indicator, owing to chang-
ing conditions of illumination in the vehicle cabin, requires the use of appropriate
recording equipment [7]. The experiments results demonstrated the desirability of
the use of an infrared camera. The camera was constructed by modifying a typical
webcam. The modifications consisted of replacing the optical filter and using of in-
frared LEDs. Figure 4 shows examples of images recorded in the car under different
lighting conditions.

Fig. 4 Image of driver’s face by: a) day, b) night, c) night with side illumination
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As shown in the attached images, the application of an infrared lighting source
placed close to the axis of the camera allows the obtaining of the bright pupil effect.
This phenomenon of the reflex has been used for eye-detection and eye-closure
determination. An essential element in determining the PERCLOS values is setting
the threshold of the opening and closing of the eye. These values are individual and
must be determined dynamically, depending on the object of observation and the
prevailing environmental factors (increased light intensity, etc.).

Fig. 5 Curve of eye-closure/opening

Figure 5 schematically shows the limits of the opening and closing of the eye and
the undefined intermediate states (shaded area). Given the definition of the PERC-
LOS as a percentage of eyelid closure over the pupil over time, the coefficient can
be written as:

PC = ∑tci

∑tci +∑toi +∑txi

(5)

where: tci -ith time interval of closed eyes; toi -ith time interval of opened eyes; txi-ith
time interval of undefined state.

Owing to the as yet not fully determined impact of infrared light on the human
body (in particular an account of the risk of thermal damage to the eye), an addi-
tional reference measurement is proposed. This element will have the task of setting
and minimizing the exposure time to infrared light. For this purpose it is proposed to
use heartbeat measurements, which, according to research are a reliable indicator of
changes in the driver’s emotional state [5]. A simple research experiment involving
the recording of the pulse during sleep can easily show the characteristic changes in
the pulse of pre-sleep, sleep and waking.

In the first stage of falling asleep (I) can be seen a significant drop of the
pulse-rate associated with calmness and introspection. The transition from the first
phase to the stage of sleep (II), is characterized by further drop in heart activity
which reached an average pulse-rate of about 48 beats per minute. In the third
stage, there is a visibly distinct increase in heart-rate associated with the waking-up
process.
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Fig. 6 Experiment results:
heart-rate graph during pre-
sleep (I), sleep (II) and
waking (III)

4.2 Proposition of Measurement System

The proposed measurement system is the result of the modification of earlier works
[5, 8]. The system is based on three-path measurement.

Fig. 7 Proposition of biomedical measurement system

The measurement of the vehicle position as a function of time (using a tachometer
or GPS logger) is used to designate the changes in driver’s driving style. Measure-
ment of heart-rate (using a pulsometer) and recording of PERCLOS (using an IR
camera) are used to determine the person’s biomedical status and to correlate the
parameters of the vehicles with the driver’s psychophysical state. The control unit
has the task of setting the interval measurement of the IR lighting (on the basis of
the pulse-rate) and of recording particular parameters of the system.

5 Conclusions

The presented results and assumptions of the experiments show the advantages of
multi-modal measurements, taking into account the behavioural and biomedical re-
search. Monitoring only driving parameters does not provide sufficient information
about the current conditions in the cabin of the vehicle, and other factors directly



236 A.W. Mitas and A. Ryguła

affecting psychomotor efficiency. Biomedical research, in particular, measurements
of eye closure and cardiovascular efficiency, complement the proposed system with
necessary information about the current physical and emotional state of the driver.
The recorded data are a key indicator in the diagnosis and classification of causes of
risk. Future work will focus on extensive surveys of drivers in real road conditions,
taking into account all the aforementioned measurements of biomedical state and
the recording of the external parameters of driving (acceleration, speed etc.).

References

1. Lal, S.K.L., Craig, A.: Driver fatigue: Electroencephalography and psychological assess-
ment. Psychophysiology 39(3), 313–321 (2002)

2. Healey, J.A., Picard, R.W.: Detecting Stress During Real World Driving Tasks Using
Physiological Sensors. IEEE Transactions on Intelligent Transportation Systems 6(2),
156–166 (2005)

3. Healey, J., Seger, J., Picard, R.: Quantifying Driver Stress: Developing a System for
Collecting and Processing Bio Metric Signals in Natural Situations. In: Proceedings of
the Rocky Mountian Bio-Engineering Symposium, April 16-18 (1999)

4. Igarashi, K., Miyajima, C., Itou, K., Takeda, K., Itakura, F., Abut, H.: Biometric identifi-
cation using driving behavioural signals. In: Proc. 2004 IEEE International Conference
on Multimedia and Expo. (2004)

5. Mitas, A., Bugdol, M., Rygula, A.: Simultaneous analysis of driver’s physiological and
behavioural parameters under the aspect of transport safety. Journal of Medical Infor-
matics and Technologies 13, 241–247 (2009)

6. Mitas, A., Bugdol, M., Rygula, A.: The psychophysiological conditionings of driver’s
work under the aspect of traffic safety. Transport Problems 4(1), 87–94 (2009)

7. Mitas, A., Bugdol, M., Rygula, A.: Computer aid assessment of driver’s fatigue during
driving based on eye movement analysis. Journal of Medical Informatics and Technolo-
gies 12, 195–200 (2008)

8. Mitas, A., Czapla, Z., Bugdol, M., Rygula, A.: Recording and evaluation of driver’s bio-
metrics parameters for a traffic safety improvement. Scientific Papers of Silesian Univer-
sity of Technology, Katowice (2009) (in printing)

9. Rygula, A., Mitas, A.: Numeric tools for tachogram analysis. Transport Problems 2(4),
73–80 (2007)

10. Rygula, A.: Driving style identification method based on speed graph analysis. In: Pro-
ceedings of 4th International Conference on Image Analysis and Biometrics and Inter-
national Conference on Kansei Engineering and Affective Systems, Cieszyn, June 25-28
(2009)

11. Tadeusiewicz, R.: Problems of biocybernetics, 2nd, revised edn., PWN, Warszawa (1993)
12. Wierwille, W., Ellsworth, L., Wreggit, S., Fairbanks, R., Kirn, C.: Research on vehicle

based driver status/performance monitoring: development, validation, and refinement of
algorithms for detection of driver drowsiness. National Highway Traffic Safety Admin-
istration Final Report: DOT HS 808 247 (1994)



Myriad Filter Computation with 2nd Order
Approximation Polynomial

Tomasz Pander

Abstract. The myriad filter is a robust filter which is very useful in suppressing
impulsive noise. It belongs to the family of the robust m-filters and is controlled
with one parameter only. The myriad filter is defined as a running window filter
whose output is the sample myriad of elements in the window. In this paper, a fast
and simple method of the myriad filter computation is presented. It performs the 2nd
order polynomial fitting and the next x-coordinate of the parabola top is searched.
The proposed method can operate on different types of impulsive noise, requires less
computational time and is equally robust as the fixed point method or the branch-
and-bound search method. The presented method is applied to process a chirp signal
in the impulsive environment. The obtained results are compared to the fixed-point
algorithm and the branch-and-bound searching method.

1 Introduction

The robust filters are applied in many different fields of digital signal processing,
particularly in the impulsive noise environment which can occur in a radar clut-
ter, ocean acoustic noise, wireless communication systems, biomedical signal and
image processing, industrial process control, etc. [3, 16, 19, 20, 22].

The linear filtering techniques are commonly used in different applications of
digital signal processing, thanks to their mathematical simplicity and efficiency in
the Gaussian environment. The usual assumption that different types of noise are
normally distributed can be justified with the use of Central Limit Theorem. For
this assumption a reasonable model for any physical phenomena can be made [18].
However, there are many signals that are not well-described by the Gaussian model.
A large variety of noise processes have impulsive nature.
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The process of a noise suppression should be the first step of each biomedi-
cal signal processing system. The accuracy of further signal processing steps like
detection, measurement or classification depend on the quality of reduction noise
algorithms [21]. There exists many different biomedical signals, for example the
electrocardiogram (ECG signal), the electrooculogram (EOG), and others. For in-
stance, the muscle noise contaminations in ECG signals distort low-amplitude ECG
wave components and hence lower the accuracy of computer-aided measurements
of various morphological characteristics [12]. The most popular model of EMG
noise is a Gaussian model, but the muscle noise shows frequently an impulsive na-
ture. One of the most disadvantage of linear filters are their sensitivity to outliers
samples, which can appear as an impulsive noise or sudden change of signal’s mor-
phology. In these cases the linear filtering techniques performance can dramatically
deteriorate and disturb further signal processing steps like detection, measurement
or classification [5, 21].

The family of α-stable distributions was recently often used to model the im-
pulsive phenomena mentioned above [13, 16, 17]. In this work, the symmetric α-
stable distribution is applied. A class of symmetric α-stable distributions (SαS) is
described by their characteristic function

ϕ(t) = exp( jμt− γ|t|α) (1)

where α is the characteristic exponent restricted to the 0 < α ≤ 2 range, μ is the
real-valued location parameter and γ - the dispersion of the distribution (γ > 0)
[3, 5, 16].

The signal smoothing, enhancing or shape preserving in cases when the impulsive
noise appears, involves an application of the robust method as the only alternative
for the linear filtering. In the presence of a heavy tailed noise, linear filters tend
to blur sharp edges, destroy lines and other fine image or signal details. However,
there is an important class of smoothing applications that require careful treatment
and preservation of signal edges [1, 6, 11].

The myriad filter has recently been proposed as a robust filtering and an estima-
tion technique in impulsive environments. This filter is a non-linear robust filter. It
represents a wide class of maximum likelihood type estimators (M-estimators) of
location, which were developed in the theory of robust statistics [19]. The basis for
filters is the simple myriad which is defined as the maximum likelihood estimation
of location of the Cauchy distribution [13].

The aim of this paper is to present a new method of estimation the myriad filter
output with the 2nd order polynomial fitting. In order to ensure the proper operation
of the proposed algorithm, the method of selection of parameters like filter window
length is shown. The organization of the paper is as follows. It begins with introduc-
ing the myriad filter theory. The presentation of the new method of the myriad filter
output estimation is introduced in the next section. Finally, a number of results and
conclusions are presented.
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2 The M-Estimator and the Myriad Filter

The M-estimator technique is one of the most popular methods to solve the problem
of robust parameter estimation. The principle of M-estimators can be formulated
in the following way. Let us choose a set of N data samples x1,x2, . . . ,xN , where
xi = βi + vi and 1 ≤ i ≤ N, the problem is to estimate the βi location parameter
under noise component vi. This parameter identifies the position of the probability
density function (pdf ) on the real line of data samples. The distribution of vi in not
assumed to be exactly known. The only basic assumption is that v1, . . . ,vN obey a
symmetric, independent, identical distribution (symmetric i.i.d.) [9, 10].

The M-estimate or maximum likelihood-type estimator (MLE) was originally
proposed to improve robustness of statistical estimators subject to the small devia-
tions mentioned above. The M-estimator of β̂ is defined as the minimum of a global
energy function:

β̂ = argmin
β

N

∑
i=1

ρ(xi−β ). (2)

The ρ(·) is called the penalty or the cost function. An M-estimator of location is
defined as the parameter β̂ that minimizes the expression in (2). The behavior of the
M-estimator is entirely characterized by the shape of ρ function [2, 7, 10]. Let ρ(z)
be a function of a single variable z≡ (xi−β ).

Given the Cauchy distribution with scaling factor K > 0,

f (z) =
K
π

1
K2 + z2 , (3)

its associated cost function has a form:

ρ(z) = log(K2 + z2). (4)

The maximum likelihood estimator of location (M-estimator) associated with this
cost function is called a sample myriad. The scaling factor K is also called linearity
parameter and controls the impulse-resistance (outlier-rejection capability) of the
estimator. For details see in [4, 7, 13, 14, 15]. The optimal selection of K parameter
is also described in [23].

The myriad filter is also defined as the weighted myriad filter by assigning
weights to the sample in the maximum likelihood of the location estimation. The
weights reflect the different levels of reliability of the observed samples [13, 14, 15].
Let us consider a set of observations {xi}N

i=1 and a set of filter weights {wi}N
i=1. The

output of the weighted myriad filter is defined as

β̂ ≡̂myriad(x1 ◦w1,x2 ◦w2, . . . ,xN ◦wN ;K) =

= argminβ ∏N
i=1[K

2 +wi(xi−β )2] =

= argminβ ∑N
i=1 log[K2 +wi(xi−β )2]

(5)
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where xi ◦wi denotes the weighting operation and the weights are restricted to be
non-negative: wi ≥ 0, i = 1, . . . ,N, N is the window length. The weighted myriad
filter may use negative weights, which results in potential instability of the filter
(the output can sometimes be +∞ or −∞) [13]. When all weights equal 1 (wi = 1
for i = 1, . . . ,N), the sample myriad depends on the linearity parameter K only.

It is important to realize that the location estimation problem being considered
in this paper is related to the problem of filtering a time-series x(n) using a sliding
window. The output y(n) can be interpreted as an estimate of location based on input
samples:

y(n) = myriad{x(n−N1), . . . ,x(n), . . . ,x(n +N2);K} (6)

where N is window length (if N is even then N1 = N
2 and N2 = N1− 1, if N is odd

then N1 = N−1
2 and N2 = N1).

In this work, to make it more simple, wi = 1
N for i = 1, . . . ,N and a further analysis

of the weights value is not considered in the present work.
The main algorithm of estimation of the myriad filter output is the fixed-point

method presented in [5, 14, 15]. Recently in [20] a new way of estimation of the
myriad filter output using the branch-and-bound algorithm was presented.

3 Estimation of the Output Myriad Filter Using 2nd Order
Approximation Polynomial

The method proposed in this paper is based on the simple idea of application the
least squares approximation with the 2nd order polynomial.

Finding the best fit function f (x), that is close to the data samples: (x1,y1),
(x2,y2), ..., (xn,yn), is the main problem in the least squares numerical approxi-
mation. In order to obtain the best fit a total square error between the data values
and the approximation is minimized. The total square error is defined as:

e =
N

∑
i

(yi− f (xi))2, (7)

where f (x) is the approximation polynomial.
The upper plot of Fig. 1 illustrates the shape of the myriad cost function as the

function of β . The lower plot presents the sorted data x and corresponding the myr-
iad cost function values y from eq. (4). According to eq. (5) β is such a value for
which the expression at right side of eq. (5) reaches the minimum value. The main
problem is that there can exist many local minima (see upper plot of Fig. 1). The
fixed-point method from [4, 5] calculates iteratively this optimal β value, but re-
quires at least 10 iterations to find it.

The idea of the proposed method is based on the observation that the sorted data
samples in the filter window and their corresponding myriad cost function values are
placed on a parabolic. Then coefficients of the 2nd order polynomial are calculated
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Fig. 1 Degree of nonconvexity in the slide window for the myriad filter cost function calcu-
lated for data vector (-2 1.5 1 2.1 -0.5 -1 4 2 -4 2 -.5 0.1 7). In the lower plot the sorted x data
and corresponding values of the myriad cost function are presented.

using the least square approximation. And the location of the peak of parabola is
estimated. This value corresponds to the optimal β from eq. (5).

The first step of this method is to sort in ascending order samples (x1,x2, . . . ,xN)
in the sliding window of the myriad filter:

x(1) ≤ x(2) ≤ . . .≤ x(N). (8)

The next step is to calculate the cost function of the myriad filter for each sample xi

in the window:

yi =
N

∑
j=1

log[K2 + wj(x j− xi)2]. (9)

In order to prevent the approximation from outliers in the filter window, the cut-off
process is made in the following way:

∀i=1,...,N |x(i)|< ε. (10)

If inequality (10) is true, then the filter window is cut down on a sample x(i) and a
new filter window is created which consists of samples (x(1),x(2), . . . ,x(N1)), where
N1 is the new filter window length. Thus, N has a new value N = N1. The set of the
cost function values is also cut down on a sample y(i), hence the set of values is the
following: (y(1),y(2), . . . ,y(N1)). Value of ε is chosen in an empirical way and in this
work ε = 5. Such value guarantees that further operations are correct.

Now, the coefficients c0,c1,c2 of the 2nd order polynomial are estimated using
the least square approximation:

fmyrappr(β ) = c0 + c1β + c2β 2. (11)
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To solve this problem the following matrix S and vector T are created:
⎧⎨
⎩

S0c0 + S1c1 +S2c2 = T0

S1c0 + S2c1 +S3c2 = T1

S2c0 + S3c1 +S4c2 = T2

(12)

where:

Si =
N

∑
j=1

xi
j (13)

and i = 0,1, . . . ,2m,

Tk =
N

∑
j=1

xk
jy j (14)

and k = 0,1, ...,m, and for quadratic polynomial approximation m = 2. The Gauss
elimination is applied to find coefficients c0, c1 and c2.

The coordinate x of the parabola top corresponds to β value for which eq. (5)
gets the minimum value:

β̂ =− c1

2c2
. (15)

The illustrations of the proposed protection against outliers are shown in the
Fig. 2. The obtained solution with the correction is much closer to the fixed-point
estimation.

−6 −5 −4 −3 −2 −1 0 1

−20

−15

−10

−5

0

myriad output: FP  = −0.91798 AppCor = −0.91 App = −1.878

β

approximated parabola
with correction

original myriad
cost function

approximated parabola
without correction

Fig. 2 The shape of approximated parabola without (dashed-dot line) and with (dotted line)
the correction as well as the original myriad cost function (solid line) and the solution for
data vector (-0.91 -1.0 -1.79 -1.85 1.23 0.1 -1.5 -0.93 -6 -0.87 -0.145 -0.54 -1.45). The linear
parameter K = 0.01 and ε = 3.
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In order to ensure the condition that solution belongs to the range:

x(1) ≤ β̂ ≤ x(N) (16)

it is checked if for the obtained value β̂ inequalities

β̂ < x(1) or β̂ > x(N) (17)

hold true. If inequality (17) is, true then the solution β̂ is selected from the samples
of x(i):

β̂ ≡ x(i)|ymin=min(y1,y2,...,yN ) (18)

4 Filtering Procedure

Filtering a signal in the time-domain results in a change of the signal’s original spec-
tral component. This change usually consists in decreasing of unwanted components
of the input signal. The filtering process should not deform the signal, but there ex-
ists a group of filters which may introduce inadmissible deformations of the signal.
The nonlinear filters belong to this group. For those reasons, the presented filters are
evaluated using the mean absolute error (MAE) defined as MAE = 1

M ∑M
i=1 |si− yi|,

where: M - is the signal’s length, yi is the output of the evaluated filter, si is the
deterministic part of signal, without a noise. The MAE factor allows to measure the
absolute mean error of the additive residual distortions introduced by the nonlinear
filtering. Signals yi and si are aligned and they have the same time index.

For the testing requirements chirp signals (see Fig. 3) are used as the same de-
terministic component with added different realization of random impulsive noise.
Each tested chirp signal cycle is of a length of 2000 samples at sampling frequency
2000 Hz. The chirp signal and the frequency bandwidth were chosen for their sim-
ilarity to the ECG signal processing troubles. The desired signal s(n) is obtained
by passing the schirp(n) signal through the FIR filter of length 70 with the cut-off
frequency 30 Hz. Such signal was corrupted by the simulation of the α-stable noise
with the known value of α and Geometric Signal-to-Noise Ratio (G-SNR) defined
as [8]:

G-SNR =
1

2Cg

(
A
S0

)2

, (19)

where Cg = eCe ≈ 1.78 is the exponential of the Euler constant, A is the amplitude
of a modulated signal in an additive-noise channel with noise geometric power S0.
The normalization constant 2Cg is used to ensure that the definition of the G-SNR
corresponds to that of the standard SNR if the channel noise is Gaussian [8]. The
geometric power definition is the following [8]:

S0 =

(
M

∏
i=1
|xi|
)1/M

. (20)
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Fig. 3 An example of chirp signal corrupted with simulated impulsive noise modeled with
SαS process for α = 1.5 and G-SNR= 10 dB (upper plot - clean signal, lower plot - noisy
signal)

The results are obtained for one value of GSNR, i.e. 10 dB. For each value of α
(from 1 to 2 with step 0.1) and γ = 1, 100 different realizations of impulsive noise
were generated with known value of GSNR. Afterwards the averaged MAEave value
is calculated as:

MAEave =
1

100

100

∑
i=1

MAEi. (21)

Linear parameter K of the myriad filter is varying (0.01, 0.1, 1) and the MAE factor
is calculated for each value of K.

Three variants of the myriad filtering were analyzed:

1. the original myriad filter with the fixed-point method, the initial value in each
running filter’s window is the selection weighted myriad (fixed-point search
weighted myriad algorithm II [14]), this is the first reference filter, denoted as
FP myriad filter,

2. the myriad filter with the branch-and-bound algorithm according to [20], this is
the second reference filter, denoted as BB myriad filter,

3. the proposed 2nd order approximation myriad filter, denoted as Appr myriad
filter.

The efficiency of the proposed method to filter chirp signals in impulsive environ-
ment was stated for the constant filter’s window length and N = 21.
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The average MAE factors are shown in tables 1, 2 and 3.

Table 1 MAE for different computation algorithms of myriad filter and K=0.01

α FP myriad filter BB myriad filter Appr myriad filter
1.0 0.4215 0.4170 0.3540
1.1 0.4360 0.4334 0.3468
1.2 0.4509 0.4476 0.3552
1.3 0.4585 0.4584 0.3378
1.4 0.4694 0.4693 0.3328
1.5 0.4789 0.4783 0.3325
1.6 0.4849 0.4855 0.3232
1.7 0.4890 0.4901 0.3146
1.8 0.4967 0.4980 0.3137
1.9 0.4972 0.4992 0.3061
2.0 0.5078 0.5104 0.2986

Table 2 MAE for different computation algorithms of myriad filter and K=0.1

α FP myriad filter BB myriad filter Appr myriad filter
1.0 0.3298 0.3306 0.3338
1.1 0.3390 0.3400 0.3267
1.2 0.3546 0.3557 0.3356
1.3 0.3588 0.3602 0.3176
1.4 0.3641 0.3658 0.3113
1.5 0.3736 0.3749 0.3123
1.6 0.3769 0.3785 0.3024
1.7 0.3787 0.3806 0.2937
1.8 0.3867 0.3885 0.2938
1.9 0.3874 0.3893 0.2868
2.0 0.3952 0.3973 0.2785

Table 3 MAE for different computation algorithms of myriad filter and K=1

α FP myriad filter BB myriad filter Appr myriad filter
1.0 0.3435 0.4557 0.3651
1.1 0.3296 0.4385 0.3475
1.2 0.3313 0.4269 0.3475
1.3 0.3098 0.3897 0.3220
1.4 0.2993 0.3659 0.3102
1.5 0.2988 0.3497 0.3076
1.6 0.2855 0.3259 0.2917
1.7 0.2758 0.3014 0.2794
1.8 0.2742 0.2899 0.2767
1.9 0.2669 0.2733 0.2671
2.0 0.2575 0.2576 0.2555
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Fig. 4 The example of filtering signal with the FP myriad (upper plot) and the Appr myriad
(lower plot) filters

5 Results of Filtering

The proposed algorithm for the myriad filter output estimation leads to obtaining
the comparative or even better results with the reference output estimation methods
of the myriad filter. For all values of α investigated methods lead to obtaining the
smallest value of MAE. When 1.0 ≤ α ≤ 2.0 and for K = 0.01 and K = 0.1 the
Appr myriad filter leads to obtaining the smallest value of MAE in comparison to
the FP and BB myriad filters. It can be seen in tables 1, 2. In these cases the proposed
Appr myriad filter shows the highest accuracy of filtering. When K = 1 MAE values
obtained for the Appr filter are a little greater than MAE values obtained for the FP
myriad filter, but smaller than for the BB myriad filter.

The BB myriad filter for K = 0.01 and K = 0.1 tends to obtain comparable results
to the FP myriad filter, but when K = 1, the MAE values are greater than the rest of
investigated filters.

The Fig. 4 presents results of using myriad filters with FP and Appr computation
methods to suppress the noisy signal from Fig. 3.

6 Conclusion

The new method of computation of the myriad filter output is proposed. This method
is based on the least square approximation with the 2nd order polynomial. Knowing
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the coefficients of the approximation polynomial the top of parabola is calculated.
Obtained coordinate x corresponds to the output of myriad filter in the running win-
dow of the length N. In order to prevent algorithm from outliers the filter window
length is reduced. One condition is described which should be checked for correct
use of the proposed computation method. This condition allows to find an accu-
rate value of the output of running window. The proposed polynomial approach to
computation of the output of myriad filter can effectively operate in wide range of
the linear parameter K and the characteristic exponent α . The proposed method
offers the comparative or better results of filtering signals in an impulsive environ-
ment than the reference myriad filter with the fixed-point searching method or the
branch-and-bound method.
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Electrophysiology-Based Monitoring System for
a Human in Motion

Joanna Jaworek and Eliasz Kańtoch

Abstract. This paper proposes an electrophysiological wireless patient monitor-
ing system which integrates a Wireless ECG signal transmitter, GPS device and
a mobile phone to acquire physiological signals and transmit them to a local server
via Bluetooth wireless technology. Four kinds of monitor units were specially de-
signed for a wireless communication, including a control center , a local monitor
unit, mobile devices (personal digital assistant; PDA), and a Web page (for both
patient and doctor). The use of various monitor units is created to fulfill different
medical personnel requirements and wishes. This application was developed to pro-
mote the mobility and flexibility for the patients and also for the medical person-
nel, which further will improve both the quality of health care and lifestyle of the
patient.

1 Introduction

Electrophysiology has achieved a significant degree of medical success in the last
30 years. In this project autors concentrate on the combination of electrocardiolog-
ical systems and pulso oxymetry to monitor human in motion. Electrocardiological
systems allow us to record and analyze the electrical currents produced by the hu-
man heart and instruments commonly called electrocardiographs have been devised
to receive these electrical impulses and record them on an electrocardiogram. There
is a growing trend in electrophysiology toward remote, home monitoring systems of
implantable cardioverter defibrillators (ICDs), pacemakers and cardiac resynchro-
nization therapy (CRT).

Pulse oximetry is a non-invasive method allowing the monitoring of the oxygena-
tion of a patient’s hemoglobin. A patient’s need for oxygen is the most essential
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element to life; no human life thrives in the absence of oxygen (cellular or gross).
Although pulse oximetry is used to monitor oxygenation, it cannot determine the
metabolism of oxygen, or the amount of oxygen being used by a patient. For this
purpose, it is necessary to also measure carbon dioxide (CO2) levels. However, pulse
oximetry data is necessary whenever a patient’s oxygenation is unstable and can de-
tect hypoventilation. Remote monitoring systems that include electrocardiological
systems and pulse oximetry as well, can help alleviate the volume of in-office pa-
tient follow-ups, can give early warning of cardiac problems that appear at home,
allow physicians to monitor more effectively patients, makes follow-up rehabilita-
tion easier.

2 Monitoring Aspects

The ECG records is the electrical activity that appears when the heart muscle cells
in the atria and ventricles contract. A general ECG signal of the heartbeat consists
of waves and intervals that are described below. The heart’s electrical axis refers to
the general direction of the heart’s depolarization wavefront.

2.1 Waves and Intervals

In an ECG signal we can distinguish: P wave, a QRS complex, ST segment, PR
interval, QT interval, a T wave, and a U wave which is normally visible in 50 to 75
percent of ECGs. Below in the table are listed the most important and significant
features with the Clinical specification [10].

Fig. 1 A 12-lead ECG signal
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Table 1 Important and significant features with the Clinical specification

Feature Clinical specification

P wave Left atrial enlargement can accompany mitral stenosis. P wave
with increased amplitude can indicate hypokalemia. P wave
with decreased amplitude can indicate hyperkalemia. Absence
of the P wave may indicate atrial fibrillation. A saw tooth
formed P wave may indicate atrial flutter.

QRS complex The analysis of QRS complex allows us to diagnose: cardiac ar-
rhythmias, conduction abnormalities, ventricular hypertrophy,
myocardial infarction, electrolyte derangements, and other dis-
ease states.

PR interval An abnormal PR interval can indicate first degree heart block,
hypokalemia or acute rheumatic fever.

QT interval A prolonged QT interval is a risk factor for ventricular tach-
yarrhythmias and sudden death.

T wave The calculation of the T wave can diagnose: coronary ischemia,
Wellens’ syndrome, left ventricular hypertrophy, CNS disorder
or hypokalemia.

2.2 Mean Electrical Axis

The mean electrical axis is the average of all the instantaneous mean electrical vec-
tors occurring sequentially during depolarization of the ventricles. The mean elec-
trical axis is the sum of all of the mean electrical vectors. To calculate the mean
electrical axis from the ECG signal, the algorithm chooses two leads that are per-
pendicular (90◦) and the vectorial sum of the deflactions of the QRS complex give
us the result in degrees [2, 10]. The mean electrical axis for the heart normally lies
between −30 and +90◦. Primary conduction abnormalities can cause an electrical
axis shift. Less than−30◦ (or less than 0◦) is termed a left axis deviation and greater
than +90◦ is termed a right axis deviation [10].

2.3 Respiration Signal

It is worth mentioning that analysis of the ECG signal allows us to assess not only
the heart function but also the respiration signal that is presented on Fig. 2.

The method that is used to calculate the respiration signal has been described
by G.B. Moody et al. in the [5] and bases on the changes of the heart position
inside the chest when the diaphragm lowers during an inspiration [6]. The changes
of the direction of the main cardiac electrical axis can be observed during breathing.
The direction of the main cardiac electrical axis is calculated as: arctan(AI/AaVF),
where leads AI and AaVF are perpendicular. To estimate the correctness of the
respiration waveform we have done the next few steps [6]:
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Table 2 Important and significant features with the Clinical specification

Feature Clinical specification

Northwest axis, Northwest ter-
ritory • emphysema

• hyperkalaemia
• lead transposition
• artificial cardiac pacing
• ventricular tachycardia

Right axis deviation

• normal finding in children and tall thin
adults

• right ventricular hypertrophy
• chronic lung disease even without pul-

monary hypertension
• anterolateral myocardial infarction
• left posterior hemiblock
• pulmonary embolus
• Wolff-Parkinson-White syndrome - left

sided accessory pathway
• atrial septal defect
• ventricular septal defect

Left axis deviation

• normal finding in children and tall thin
adults

• left anterior hemiblock
• Q waves of inferior myocardial infarction
• artificial cardiac pacing
• emphysema
• hyperkalaemia
• Wolff-Parkinson-White syndrome - right

sided accessory pathway
• tricuspid atresia
• ostium primum ASD
• injection of contrast into left coronary artery

• analyze the respiration waveform with the FFT (Fast Fourier Transform)
• filtrate the signal with the high pass filter based on IFFT (Inverse Fast Fourier

Transform)
• Cut-off frequency set to 0.1Hz
• Analyze the breathing frequency in time with the Short-Time Fourier’s

Transform
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Fig. 2 Respiration signal

The described above algorithm allows us to assess parameters like: number
of breaths in defined period of time or the time between the inspiration and the
expiration.

2.4 Oxygen Saturation

A pulso oximeter measures the oxygen saturation of a patient’s blood and changes
in blood volume in the skin, producing a photoplethysmograph. It has been attached
to the medical monitoring system to help diagnosing many heart diseases that are
invisible in the ECG signal. Because of its simplicity, versatility and speed, pulse
oximeters are of critical importance for patients with respiratory and cardiac prob-
lems, for diagnosis of some sleep disorders such as apnea and hypopnea. Acceptable
normal ranges are from 90 to 100 percent.

3 System Design

In this paper we propose a mobile wireless electrocardiograph monitoring system. It
includes Aspel Aspekt 500 ECG monitoring device GPS module and PC computer
or laptop with constructed software for collecting and analyzing medical examina-
tion data. The system overview is presented on the Fig. 3.

3.1 Hardware Setup

A medical system is based on wireless ECG sensor (Fig. 4) and GPS module which
transmits data to PC via Bluetooth wireless network technology.
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Fig. 3 Wireless ECG monitoring system

Fig. 4 Aspekt 500 ECG
wireless monitoring device

The main idea of this work was to construct system that is easy to use even for
old and disabled people. Therefore, user needs only to perform tree simple steps to
start the system:

1. Put on and switch on ECG monitoring device and pulso oxymeter.
2. Switch on GPS module.
3. Run PC control application.

PC application will automatically connect and download data form monitoring de-
vices. Moreover, a proper dialog box will be show in case of connection or hardware
problems.

3.2 Connection Modes and Data Flow

The ECG sensor, GPS module and PC computer exchange data using Bluetooth
wireless network. At first PC application initiates connection with ECG sensor
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Fig. 5 Patient’s examination data flow

using PC Bluetooth COM port and sets connection parameters. When connection is
established PC application sends to ECG sensor "start code" which starts transmis-
sion. Computer application collects and analyze transmitted data. Furthermore, PC
software automatically connects to GPS module every 30s using Bluetooth wire-
less network and reads patient’s GPS position. Finally, patient’s examination data
can be transmitted via Internet to the physician on duty. Patient’s data flow in ECG
monitoring system is shown on Fig. 5.

3.3 Data Format

One of the major application task was the correctly interpretation of the obtained
data. Data is transmitted between computer and ECG monitoring device using AS-
PEL protocol [1]. Data is divided into packets which contain information about 7
following samples and additional information which describe device status(battery
state, frame number and connection state). Correct packet is presented below:

80 81 e1 11 14 08 a7 04 cd e1 f7 f1 97 04 2f e4 05 fd
80 05 28 11 38 f3 08 04 1b e8 86 f8 9f 04 3e eb 5f fc
80 64 ce 0f 66 dd d9 02 88 ef b0 02 e0 05 e0 ef f9 fa
80 00 57 10 10 e1 2c 03 cb ee 0f 06 7c 05 3e eb 77 fb
80 ff 41 11 98 eb 21 04 b0 ec d4 06 0f 05 76 e6 85 fc
80 53 b6 10 6d 00 99 03 48 e6 14 00 ea 04 79 df e5 fb
80 04 f7 0f f6 15 c1 02 ee de cb f5 92 05 d4 da 05 fb

The length of correct packet is 18 bytes. First two bytes ex. 80 81 are information
bytes followed by 16 bytes from sensors.

The data line from the packet can be interpreted as following:

marker I II V1 V2 V3 V4 V5 V6
80 81 e1 11 14 08 a7 04 cd e1 f7 f1 97 04 2f e4 05 fd

Where

• I - Lead I is the voltage between the (positive) left arm (LA) electrode and right
arm (RA) electrode.
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• II - Lead II is the voltage between the (positive) left leg (LL) electrode and the
right arm (RA) electrode.

• V1 - V6 - The electrodes for the precordial leads (V1, V2, V3, V4, V5, and V6)
are placed directly on the chest(close proximity to the heart).

For ECG analysis we need 12 channels. However, during examination we obtain 8.
Addition 4 channels can be calculated [2].

• Lead III is the voltage between the (positive) left leg (LL) electrode and the left
arm (LA) electrode and may be calculated as following:

III = II− I (1)

• Lead augmented vector right (aVR) has the positive electrode (white) on the right
arm. The negative electrode is a combination of the left arm (black) electrode and
the left leg (red) electrode, which "augments" the signal strength of the positive
electrode on the right arm and may be calculated as following:

aVR =− I + II
2

(2)

• Lead augmented vector left (aVL) has the positive (black) electrode on the left
arm. The negative electrode is a combination of the right arm (white) electrode
and the left leg (red) electrode, which "augments" the signal strength of the pos-
itive electrode on the left arm and may be calculated as following:

aVL = I− II

2
(3)

• Lead augmented vector foot (aVF) has the positive (red) electrode on the left leg.
The negative electrode is a combination of the right arm (white) electrode and the
left arm (black) electrode, which "augments" the signal of the positive electrode
on the left leg and may be calculated as following:

aVF = II− I
2

(4)

4 Software

The computer software application was written in C++ with Qt library. It is easy to
use and intuitive. At first, ECG signal is pre-processed. In the next step an elaborated
algorithm measures ECG parameters, calculates breathing frequency from the ECG
signals and evaluates patient motion from the GPS module in the real time. Finally,
monitoring system makes a decision about patient state changes based on calcu-
lated parameters and in case of appearance of dangerous situation sends the warn-
ing signal to doctor, informs the patient about his condition and analyzed results are
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transmitted to physician on duty. With the help of this Wireless ECG monitoring
system patients are supervised at home with no necessity for staying in hospital.

5 Experimental Database

Testing of correct implementation of the algorithm was carried on several ECG
data records performed in The Independent Laboratory of Biocybernetics. The ECG
records were judged by a doctor and could be used to check not only the monitoring
system and transmission but also communication with the base station. The tests
were divided into few main parts:

• Verifying the technical correctness of data transmitted between the monitor units,
• Data saving and displaying in the Web pages,
• Communicating alarm system (between PDA, GPRS and mobile phone)
• Correctness of the interpretation of the received data (ECG, pulso oxymetry)

6 Future Tests

A promising perspective is to broaden the amount of function and the use of new
methods for automatically detection of pathological ECG signals. In the future, in-
stead of using well known parameters, it could be interesting to find out and use
different ones, more related to the flow of electrical impulses of the heart (vectocar-
diography).

7 Discussion

Remote medical monitoring systems have developed very fast in recent years. In
order to predict complications before patient cause serious harm, we need a wear-
able, wireless and low power patient device to monitor their electrical charges at
real time. Wireless electrocardiograph monitoring system integrated with GPS was
designed for home care patients with cardiac risk.

There are several system limitations including the effective range of Bluetooth
devices (about 10 meters) and battery operated time. The major advantage of the
system is an application of wireless technologies in order to monitor patient 24h a
day and react in case of emergency. Moreover, remote monitoring system is a chance
for number of patients who suffer from protracted diseases who can be supervised
at home with no necessity for staying in hospital.
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Analysis of Major Adverse Cardiac Events with
Entropy-Based Complexity

Tuan D. Pham, Cuong C. To, Honghui Wang, and Xiaobo Zhou

Abstract. Major adverse cardiac events (MACE) are referred to as unsuspected
heart attacks that include death, myocardial infarction and target lesion revascu-
larization. Feature extraction and classification methods for such cardiac events are
useful tools that can be applied for biomarker discovery to allow preventive treat-
ment and healthy-life maintenance. In this study we present an entropy-based anal-
ysis of the complexity of MACE-related mass spectrometry signals, and an effective
model for classifying MACE and control complexity-based features. In particular,
the geostatistical entropy is analytically rigorous and can provide better information
about the predictability of this type of MACE data than other entropy-based meth-
ods for complexity analysis of biosignals. Information on the complexity of this
type of time-series data can expand our knowledge about the dynamical behavior of
a cardiac model and be useful as a novel feature for early prediction.

1 Introduction

The emerging concept of personalized medicine [1] has placed an important role
in studying methods for disease prediction and biomarker discovery. The gain of
new knowledge of the molecular basis of disease is expected to make it possible a
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revolution of pharmacogenomics where drug discovery will no longer be a linear
process but an integrated approach. This new approach will involve the use of mod-
ern biological data and computational methods for the selection and validation of
drug targets, molecule screening, and preclinical assessment of compounds.

While genomic technologies can be applied for identification of drug targets
and co-regulated genes that can be potential surrogate biomarkers for use in pre-
clinical and clinical studies; proteomic technologies including two-dimensional gel
electrophoresis, mass spectrometry, and computational prediction programs offer a
promising high-throughput platform for identifying proteins, mapping their interac-
tions, and enabling the discovery of new biomarkers [2].

Prediction of major adverse cardiac events (MACE) has recently been a focus
of biomedical research including the use of protein biomarkers [3, 4], fractional
flow reserve [5], mass-spectrometry protein data [6], adenosine stress magnetic res-
onance [7], and percutaneous coronary intervention [8]. On recent applications of
proteomic technologies, proteomic patterns have recently been utilized for early de-
tection of cancer progressions [9]. In particular, methods for classification of normal
and disease states using mass spectrometry data have been progressively developed
[10].

The study of biosignal complexity for understanding disease mechanisms has
been attracting attention of the biomedical research community [11, 12]. Another
perspective of analysis of time-series biosignals for clinical diagnosis and disease
classification is by studying the predictability of the signal variability using the con-
cept of approximate entropy (ApEn) [13] and sample entropy (SampEn) [14]. In
this study, a low value of the entropy indicates the time series is deterministic (low
complexity); whereas a high value indicates the data is subject to randomness (high
complexity) and therefore difficult to predict. In other words, lower entropy val-
ues indicate more regular time series; whereas higher entropy values indicate more
irregular time series. Both ApEn and SampEn estimate the probability of the sub-
sequences of a pattern that are initially closely related remain within a tolerated
similarity on the next incremental comparison. ApEn differs from SampEn in that
its calculation involves counting a self-match for each sequence of a pattern, which
leads to bias in ApEn. SampEn is precisely the negative natural logarithm of the
conditional probability that two sequences similar for m points remain similar at
the next point, where self-matches are not included in calculating the probability.
Thus a lower value of SampEn also indicates more self-similarity in the time series.
In addition to eliminating self-matches, the SampEn algorithm is simpler than the
ApEn algorithm, requiring approximately one-half as much time to calculate. Sam-
pEn is largely independent of record length and displays relative consistency under
circumstances where ApEn does not.

However, it has been realized that standard application of this type of entropy
measures has limitations. For example, approximate entropy measure of atrial fib-
rillation, which is the twitching of the upper chambers of the heart that produce
highly erratic rate fluctuations, is similar to that in healthy hearts [15]. Therefore,
other attempts to improve the framework of the entropy are necessary to distinguish
the difference between physiological and pathological states. As an attempt to add
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a new quantity to the sample entropy, multiscale entropy (MSE) [16] has been in-
troduced to quantify the complexity or predictability of physiological time-series
data at different scales. MSE measures complexity of time series data by taking into
account multiple time scales, and uses SampEn to quantify the regularity of the data.

All ApEn, SampEn and MSE methods depend on the selection of the two control
parameters known as m and r: parameter m is used to determine the sequence length,
whereas parameter r is the tolerance threshold for computing pattern similarity. Re-
sults are sensitive to the selections of these two parameters and it has recently been
reported that good estimates of these parameters for different types of signals are
not easy to obtain [17].

This paper addresses the analysis of the complexity of mass spectral based
MACE data using entropy-based methods. The rest of this paper is organized as
follows. Section II presents entropy methods including approximate entropy, sam-
ple entropy, multiscale entropy, and the geostatistical entropy. Section III involves
the study of the complexity of MACE and control subjects using mass spectrometry
data where the entropy-based features can also be used for disease classification.
Section IV is the conclusion of the findings of the application of entropy methods
for the analysis of clinical proteomics for major adverse cardiac events.

2 Geostatistical Entropy (GeoEn)

The principle of geostatistical entropy, denoted as GeoEn, is developed based on the
theory of regionalized variables. We present the conceptual framework of GeoEn as
follows [18].

Let z(X) be a regionalized variable which has characteristics in a given region
D of a spatial or time continuum [19]. In the setting of a probabilistic model, a
regionalized variable z(X) is considered to be a realization of a random function
Z(X). In such a setting, the data values are samples from a particular realization z(X)
of Z(X). We now consider n observations: z(Xα), α = 1, . . . , I; taken at locations or
times α . Thus, the sampled objects in D is considered as a small subset of a larger
collection of objects. Many more observations may be made but because of the
further cost, effort, or experiments involved this collection has been not allowed.
If the objects are points in time or space, the possibility of infinite observations
of the same kind of data is introduced by relaxing the index α. The regionalized
variable is therefore defined as z(X) for all X ∈ D , and {z(Xα),α = 1, . . . , I} is
viewed as a collection of a few values of the regionalized variable. The study of a
regionalized variable concerns with at least two aspects: 1) the domain D in which
the regionalized variable is defined, and 2) the geometry or time dependent support
for which each sample of the regionalized variable is defined.

We now consider that each measured value in the dataset has a geometrical or
time point in the respective domain D , which is called a regionalized value. The
regionalized values at all points in D , {z(X),X ∈ D}, can be viewed as one set of
values drawn from an infinite set of random variables. The family of random vari-
ables {Z(X),X ∈ D}, is called the random function. Thus, a regionalized variable
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z(X) is one realization of a random variable Z(X), and a regionalized value at a spe-
cific location or time is a realization of a random function which is itself a member
of an infinite family of random variables. The variability of a regionalized variable
z(X) at different scales can be measured by calculating the dissimilarity between
pairs of data values, denoted by z(Xα) and z(Xβ ), located at geometrical or time
points α and β in a spatial or time domain D , respectively (from now on we address
point/domain to imply either geometrical or time point/domain). The measure of
this semi-dissimilarity, denoted by γαβ , is computed by taking half of the squared
difference between the pairs of sample values (the term semi is used to indicate the
half difference) as

γαβ =
1
2
(Xα −Xβ )2 (1)

The two points xα and xβ in space or time can be linked by a space or time lag
h = Xα−Xβ (we use h here as a scalar but its generalized form is a vector to indicate
various spatial orientations). Now let the semi-dissimilarity depend on the lag h of
the point pair, we have

γα(h) =
1
2
[(z(Xα + h)− z(Xα)]2 (2)

Expression (2) indicates that the dissimilarity is a function of a squared quantity, in
which the order of the points Xα and Xβ are not considered, and symmetric with
respect to h: γ(h) = γ(−h). Using all samples pairs in a dataset, a plot of the γ(h)
against the separation h is called the semi-variogram. The function γ(h) is referred
to as the semi-variance and defined as

γ(h) =
1

2N(h) ∑
(α ,β )|hαβ=h

[z(Xα)− z(Xβ )]2 (3)

where N(h) is the number of pairs of data points whose locations are separated by
lag h.

The semi-variance defined in (3) is known as the experimental semi-variance and
its plot against h is called the experimental semi-variogram, to distinguish it from the
theoretical semi-variogram that characterizes the underlying population. The theo-
retical semi-variogram is thought of a smooth function represented by a model equa-
tion; whereas the experimental semi-variogram estimates its form. The behavior of
the semi-variogram can be graphically illustrated by the theoretical semi-variogram
using the spherical or the Matheron model which is defined as [20]

γ(h) =

{
s
[
1.5 h

g − 0.5( h
g)

3
]

: h≤ g

s : h > g
(4)

where g and s are called the range and the sill of the theoretical semi-variogram,
respectively.

The concept of regionalized variables and its modeling of variability in space
continuum by means of the semi-variogram have been described. What can be
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observed is that the range g of the semi-variogram presents an idea for capturing
the auto-relationship of the time-series data: within the range g, the data points are
related; when h > g, information about relationship between the data points be-
comes saturated and not useful. Based on this principle of the semi-variogram, the
length of the sub-sequences of the time-series data X can be appropriately cho-
sen to be the range g, which ensures an optimal study of self-similarity of the sig-
nal, that is m = g(X). To address the criterion of similarity/dissimilarity between
the sub-sequences, we can establish its lower bound as the absolute difference be-
tween two consecutive interval of the semi-variance or the absolute one-step semi-
variance difference: r = |γ(h)− γ(h + 1)|, or multi-step semi-variance difference:
r = |γ(h)− γ(h+c)|where c is a positive constant. Having defined the subsequence
length m and the similarity criterion r, determination of GeoEn can be obtained
using the principle of either ApEn or SampEn.

GeoEn algorithm for calculating the complexity of time-series data is outlined as
follows.

1. Compute the semi-variance of XN and its range g(XN)
2. Set vector length m = g(XN)
3. Construct vectors of length m, X1 to XN−m, defined as

Xi = (xi,xi+1, . . . ,xi+m−1), 1≤ i≤ N−m

4. Set semi-variance lag h = 1, . . . ,mini[g(Xi)]
5. Compute distance between Xi and Xj as

d(Xi,Xj) = |γXi(h)− γXj(h)| (5)

6. Set the criterion of similarity r as follows.

r = |γXi(h)− γXi(h + 1)| (6)

7. Calculate either ApEn or SampEn for each h to obtain multiscale GeoEn(XN,h).

3 Analysis of Major Adverse Cardiac Events

3.1 Data

Six-hundred and four patients presented in emergency room with chest pain and
their blood samples were collected at the presentation of the emergency room
and the protein level of MPO (myloperoxidase) and other known cardiovascular
biomarkers were measured [3]. The patient’s outcome (any cardiovascular event)
was monitored for 6 months. The study showed the MPO to be a new biomarker
for the prediction of MACE risk in 30 days after the presentation of chest pain in
emergency room with accuracy about 60%. The plasma samples used in our study
are the same as those used in the original work previously described [3]. We used
a portion of the available SELDI (Surface-Enhanced Laser Desorption/Ionization)
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dataset in this study. MPO levels were measured with FDA approved assay and
were provided by Cleveland Clinic Foundation. In this study, the data processing is
limited to MACE and control experiments which were originally described in [4].

Protein spectra were obtained on IMAC ProteinChip arrays (PCA) coupled to
copper (IMAC30-Cu21, Ciphergen Biosystems, Inc., Fremont, CA) and weak cation
exchange (CM10, Ciphergen Biosystems, Inc.) PCAs. Fractions were subsequently
profiled on both IMAC30-Cu21 and CM10 protein arrays. Fraction 2 was not ana-
lyzed since experiments have shown that it contains little protein (data not shown).
Samples from MACE and control, as well pooled samples from both groups and
blank cases were randomly distributed to the spots of PCA in Group A or B. All
spectra were acquired in duplicate using two Bioprocessors, Bioprocessor 1 and 2,
which were processed at the same time using the same aliquot sample plate. The
remaining portions of the samples were stored at 2807C and were never re-used
for other PCAs. PCAs were analyzed using a ProteinChip Reader, model PBSIIc
(Ciphergen Biosystems Inc.). Protein spectra were externally calibrated using the
All-in-One Protein Standard II (Ciphergen Biosystems, Inc.) consisting of seven
calibrants between 7 and 147 kDa. Data was collected between 0 and 200 kDa with
the region between 2 and 20 kDa optimized. Spectra were generated by averaging
130 laser shots with a laser intensity (215-220) and a detector sensitivity (5-8) opti-
mized for each fraction.

For the control group, the dataset consists of 60 patients who presented in emer-
gency room with chest pain and the patients’ troponin T test was consistently neg-
ative. These patients lived in the next 5 years without any major cardiac events or
death. The total 166 plasma samples, 24 reference samples and 6 blanks were frac-
tionated into 6 fractions using two 96-well plates containing anion exchange resin
(Ciphergen, CA). For the MACE group, the dataset was designed to comprise 60 pa-
tients who presented in emergency room with chest pain but the patients’ troponin T
test was negative. However, the patients in this group had either a heart attack, died
or needed revascularization in the subsequent 6 months.

3.2 Results

As a preliminary analysis of the times series data under study, the mass spectrometry
signals were standardized to have zero mean and unit standard deviation by subtract-
ing each value of the data with the mean and then dividing it by the standard devia-
tion in order to isolate and remove periodicity and noise. For the entropy estimates
using MSE, the constant values of m = 2 and r = 0.15. Fig. 1 shows the plots of the
mean entropy values of the MACE and control groups using MSE. By observation,
the difference between the MACE and control curves is not clearly distinguished.
The MSE-based entropy values of the two groups exhibit similar fluctuating values
at scales after 9.

Applying the experimental semi-variogram, we obtained the range about 8 for
both MACE and control populations and set this value to be the value of m for
the geostatistical entropy calculation. We then applied GeoEn analysis, where r is
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Fig. 1 Mean entropy val-
ues of MACE and control
groups using MSE

Fig. 2 Mean entropy val-
ues of MACE and control
groups using SampEn-based
GeoEn

Fig. 3 Mean entropy val-
ues of MACE and control
groups using ApEn-based
GeoEn
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Fig. 4 Typical mass spec-
trometry data of MACE
and Control subjects, where
solid lines indicate MACE
and dotted lines indicate
Control, showing strong sig-
nal similarity.
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locally calculated to check the similarity between the subsequences. Fig. 2 shows
the entropy profiles of the MACE and control groups using SampEn-based GeoEn.
Fig. 3 shows the entropy profiles of the MACE and control groups using ApEn-
based GeoEn. By setting maximum value of lag h to be equal to the minimum of
the semi-variogram ranges of the time series data, the entropy values of the MACE
and control groups were truncated at h=6, showing positive slopes. The GeoEn-
based entropy profiles show better separations between the two groups, particu-
larly the ApEn-based GeoEn profile. Variances of the entropy values obtained from
differentS methods are shown in Table 1, in which the variances of GeoEn are
smaller than those of MSE.

With the MSE-based results shown in Fig. 1, it is difficult to observe which group,
MACE or control, has higher entropy values from scale 1 to 8; but there appear
higher entropy values for the control group from scales 10 onward, except at scale
11. It can be seen that entropy values obtained from GeoEn approach are higher for
the MACE group, particularly those given by the ApEn-based GeoEn. Both GeoEn
and MSE analyses suggest similar patterns for MACE and control subjects since
the mass spectrometry data of the two groups are similar to each other because the
MACE data used are the early onset of the cardiac events. As an example, Fig. 4
shows the plots of typical MS samples of the two groups which can be appreci-
ated that the identification of the two patterns is a difficult task as the signals of the
control and MACE subjects are similar to one another. The results obtained from
GeoEn approach provide more meaningful and consistent interpretations of the dy-
namic behaviors of the two groups, whereas it is harder with the MSE approach as
the entropy values are overlapping at the smaller scales and become erratic at the
larger ones.

To illustrate the usefulness of the complexity-based features we have presented.
These features were then utilized for classification between MACE and control
samples. We have recently developed a spectral matching method for classifying
MACE and control samples [6]. However, this method is applicable when the feature
vectors are of sufficient length to guarantee the reliable estimate of the prediction
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coefficients. The multiscale values expressed in form of vectorized features we in-
vestigate here are expected to be of length much shorter than the forementioned
vectors of the prediction coefficients. We therefore applied a strategy of a single-
class classification scheme based on the concept of a hyperplane for data transfor-
mation [21] to classify the entropy-based features. This single-class classification
method tries to map each training vector into a hyperplane: ∑n

1=1 uixi = v, where
u1,u2, . . . ,v ∈ R to be determined with at least one of ui is non-zero, and x =
(x1,x2, . . . ,xn) is a training feature vector. The hyperplane H = {x∈Rn : uT x = v}.
This classifier finds a hyperplane H by using an objective function that minimizes
the total distances from all training patterns to H. The distance between an unknown
sample y = (y1,y2, . . . ,yn) and the hyperplane H of the training set is calculated as:
d(y,H) = |uT y− v|/((∑n

i=1 u2
i )

1/2). The classification decision rule is that y is as-
signed to the same class of x if d(y,H) is less than or equal to the maximum distance
between a training vector and the training hyperplane H.

In previous work [4], we used the MPO value, five selected biomarkers by T -
test, five selected biomarkers by the sequential forward floating search (SFFS), five
selected biomarkers by standard genetic algorithm (GA), and five selected biomark-
ers by an improved genetic algorithm (IGA) to carry out the prediction. In another
recent work [6], we used a kriging scheme to extract MACE and control features
and the applied its spectral distortion measure for classyfying the subjects with the
same mass-spectrometry dataset presented in this study. The results obtained from
the recent work were found more favorable than those reported in [4]. Using the
GeoEn-based features with the single-class classifier, we were able to further im-
prove the classification rates. Sensitivity is the percentage of the MACE (diseased)
samples that are correctly identified, whereas specificity is the percentage of the
control (non-diseased) samples that are correctly identified. We then run fifty dif-
ferent tests with different ratios of training and testing data, which were randomly
selected, to compute the sensitivity and specificity of the classification. The average
sensitivy and specificity results are shown in Table 2. The average validation results
of different methods are presented in Table 3. Results from both Tables 2 and 3
show the best performance given by the entropy-based classification. In particular,
the GeoEn-based classification model was found to be more robust in various de-
signs of training and testing datasets with the lowest average classification rate of
93.55% (average of sensitivity and specificity where training and testing data sets
were equally divided) and as high as 95.71% for the total average result in compas-
rion with the distortion method giving 90.50% and 92.97%, respectively.

To measure the strength of the evidence against the claims of the average results
on the sensitivity and specificity given in Table 2, we randomly selected other ten
training and testing datasets for each training-testing ratio design and applied the
z-test, where a 5% significance level is adopted. The p-values obtained from the
z-tests of the 50%, 60%, 70%, 80%, and 90% training sets are 0.823, 0.837, 0.842,
0.866, and 0.875, respectively. All the results of the hypothesis tests indicated that
the average performance data are statistically significant at the 5% significance level,
which suggest the average performance data would occur just by chance no more
than 5% of the time in repeated samples.
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Table 1 Variances of entropy values

Methods Control MACE

MSE 0.00057 0.00048
SampEn-based GeoEn 0.00021 0.00020
ApEn-based GeoEn 0.00009 0.00001

Table 2 Sensitivity (SEN) and specificity (SPE) using distortion-based and GeoEn-based
classification methods

Training (%) SEN SPE
Distortion GeoEn Distortion GeoEn

50 0.952 0.961 0.858 0.910
60 0.964 0.982 0.879 0.921
70 0.970 0.985 0.900 0.935
80 0.972 0.990 0.908 0.938
90 0.976 0.997 0.918 0.952

Table 3 Average MACE prediction rates by different methods

Method Average accuracy (%)
MPO value 55.25
T -test 62.23
Standard genetic algorithm 69.05
Sequential forward floating search 71.92
Improved genetic algorithm 75.16
Statistical distortion measure 83.34
Geostatistical distortion measure 97.10
GeoEn-based classification 99.08

4 Conclusion

The disease subjects are at the early onset having similar signal statistics with the
healthy, they exhibit similar dynamic behaviors. The results obtained from GeoEn
provide better separations between the entropy-based complexity profiles of the two
groups, which would be useful for further computational analysis for early detec-
tion and discovery of cardiac biomarkers. Being similar to MSE, GeoEn is mul-
tiscale entropy. Its multiscale measure can be obtained by computing GeoEn for
each lag h and therefore this computational process results in a vector of geosta-
tistical entropies that can be utilized as vectorized feature for pattern classification.
We have also applied an effective classification scheme using the concept of hyper-
plane mapping for single-class classification to maximize the discriminant power
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of the entropy-based feature vectors where considered not being appropriate for the
application of the spectral distortion measure in our previous study.

The use of both high-throughput genome-scale and proteome-scale screening is
emerging as powerful tools for identifying and classifying novel regulators of di-
verse cell and protein behaviors based on which results new biomarkers and better
treatments for complex diseases can be discovered. The conceptual framework of
the entropy methods for capturing signal characteristics appears to be promising for
automated data analysis of such biosignals.
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Adaptive Time-Varying Frequency
Characteristic Filtering of ECG Signal

Alina Momot and Michał Momot

Abstract. The primary diagnostic tools allowing the detection of cardiovascular
system diseases through the study of bioelectric activity of the heart are the electro-
cardiographic systems. The low amplitude ECG signal is usually disturbed by vari-
ous types of noise, particularly by power line interference, which should be reduced
without distortion of useful signal component. Since the amplitude (sometimes also
frequency) of such noise varies in time, the adaptive approach may be applied to
construct time-varying frequency characteristic filter.

This paper presents an approach to adaptive filtering based on set of infinite im-
pulse response (IIR) bandpass filters, which responses are base for noise amplitude
and frequency estimation. These values are used to adjust parameters of notch filter
originally proposed by Mortara. The performance of the new method is numeri-
cally evaluated using the artificial ECG signal from CTS database combined with
simulated power line noise with varying amplitude and frequency.

1 Introduction

The primary diagnostic tools allowing the detection of cardiovascular system dis-
eases through the study of bioelectric activity of the heart are the electrocardio-
graphic (ECG) systems. Clinicians can evaluate the conditions of a patient’s heart
from the ECG and perform further diagnosis. ECG records are obtained by sampling
the bioelectric currents sensed by several electrodes, known as leads.
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Fig. 1 An example of ECG signal

The ECG signals (see Fig. 1) are often corrupted by electrical noise from different
sources such as adjacent electrical supply and power lines in the neighborhood of
used equipment. Because the useful component of ECG signal has usually very low
voltage, it is highly susceptible to noise introduced from these sources.

To reduce the power line noise in a disturbed ECG signal (see Fig. 2), narrow
band notch filters are often used. Such a notch filter must be very selective, having
a very thin bandwidth in order to avoid filtering any of the desired components of
the ECG signal. However, the use of narrow band notch filters is of limited utility
because the frequency of a power line noise may vary around 50 Hz (or 60 Hz in
some countries).

Although in some countries the power line frequency is relatively fixed and sta-
ble at its nominal frequency, the power line frequency in other countries can vary
substantially. For example, in Poland the power line frequency may vary from 49Hz
to 51Hz [7]. That is why a narrow band filter having a fixed notch frequency has to
be relatively broad banded to reduce the noise induced by the power line.

Another solution of power line noise reduction problem is an adaptive filter-
ing technique. An example of an adaptive filtering is presented in [4], where finite
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Fig. 2 An example of ECG signal disturbed by power line noise with frequency 50Hz
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impulse response (FIR) filter has adaptive parameters which modify the frequency
of the signal being filtered based on some feedback. The feedback adjusts the param-
eters of FIR filter so that undesired noise in the output signal is minimized and a filter
with large stopband damping can be provided with minimal damping in the pass-
band. Furthermore the frequency of the noise makes no difference, so that adaptive
filtering finds some use in the case where power line frequency varies considerably.
Other examples of adaptive filtering are presented in [6], [2] and [3].

This paper presents another approach to adaptive filtering based on set of infinite
impulse response (IIR) bandpass filters, which responses are base for noise ampli-
tude and frequency estimation. These values are used to adjust parameters of notch
filter originally proposed by Mortara in [5]. The performance of the new method is
numerically evaluated using the artificial ECG signal from CTS database [8] com-
bined with simulated power line noise with varying amplitude and frequency.

2 Adaptive Filtering Method

The main idea of the proposed new approach to adaptive filtering is using infinite
impulse response (IIR) bandpass filters [1] as a set of auxiliary filters. The passband
centers of these filters are arranged symmetrically around the nominal frequency of
the power line, for example: 49Hz, 49.5Hz, 50Hz, 50.5Hz and 51Hz.

In noise parameters (amplitude and frequency) estimation procedure there are
computed the sample standard deviations of output samples for each auxiliary filter.
The estimates of amplitude and frequency of noise are set as linear combinations of
these standard deviations with constant coefficients. The estimates (amplitude and
frequency) are used to adjust the notch filter parameters, which perform the actual
noise reduction in input ECG signal using Mortara method [5] as it is depicted in
Fig. 3.
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Fig. 3 Operation scheme of the proposed adaptive filter
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For positive integer M, there are 2M +1 auxiliary bandpass IIR filters with pass-
band centers given by

f j = fm +
j

M
R, (1)

where j ∈ {−M, . . . ,0, . . . ,M}, fm is nominal power line frequency, i.e. 50Hz (or
60Hz) and R is maximal deviation of power line frequency from the nominal value
(for example in Poland, where the power line frequency may vary from 49Hz to
51Hz, R may be set as 1Hz). The transfer function of jth filter is given by

Hj(z) = 1− 1−αβ z−1 +α2z−2

1−β z−1 + z−2 , (2)

where α is arbitrarily chosen parameter which controls the width of passband and
β is given as follows

β = 2cos

(
2π

f j

fs

)
, (3)

where fs is sampling frequency of the input signal.
The noise amplitude and frequency are estimated based on computed sample

standard deviations of output samples for each auxiliary filter. These sample stan-
dard deviations are calculated periodically every N input samples, i.e.:

σ̂ j(n) =

√√√√ 1
N−1

N−1

∑
i=0

(
y j(n− i)− 1

N

N−1

∑
k=0

y j(n− k)

)2

, (4)

where y j(n) is nth output sample of jth auxiliary filter. The estimate of noise ampli-
tude is given by

σ̂m(n) =
1

2M + 1

M

∑
j=−M

σ̂ j(n) (5)

and the estimate of noise frequency is given by

f̂m(n) =
∑M

j=−M γ | j|σ̂ j(n) f j

∑M
j=−M σ̂ j(n)

, (6)

where γ is arbitrarily chosen parameter which differentiates influence of auxiliary
filter frequencies on resulting estimate (for γ = 1 each frequency has the same im-
pact).

The actual noise reduction in input ECG signal is performed using Mortara
method, which requires defining two additional parameters:

θ (n) = 2cos

(
2π

f̂m(n)
fs

)
(7)
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and
η(n) = ξ σ̂m(n), (8)

where ξ is arbitrarily chosen positive-value parameter (usually significantly less
than 1), which controls dependency of notch filtering single step on estimated noise
amplitude. Besides these two parameters the notch filter uses following variables:
x(n) - the input sample of ECG signal with noise, t(n) - the estimated noise and z(n)
- the estimated ECG signal. The notch filtering of single input sample is performed
by following formulas:

t(n) = θ (n)t(n−1)− t(n− 2), (9)

z(n) = x(x)− t(n). (10)

Additionally after above calculations the estimated noise t(n) is modified by adding
value η(n)sgn[z(n)− z(n−1)].

Since the estimated parameters σ̂ j(n), σ̂m(n), f̂m(n), θ (n), η(n) are updated peri-
odically every N input samples, their values for n between consecutive multiplicities
of N remain constant, i.e.:

σ̂ j(n) = σ̂ j

(⌊ n
N

⌋
N
)

, . . . , η(n) = η
(⌊ n

N

⌋
N
)

. (11)

3 Numerical Experiments

Below there are presented results of numerical experiments which empirically eval-
uate performance of the presented adaptive filtering. As input data there were taken
pure synthetic power line noise (with time-varying amplitude or time-varying both
amplitude and frequency) as well as artificial ECG signal disturbed by these types
of noise. This ECG signal (the signal amplitude was expressed in μV) is depicted in
Fig. 1 and it was created as 9 consecutive identical copies of ANE20000 taken from
database CTS [7]. The preset parameters, which are needed to perform adaptive
filtering described above, were set as follows:

• fs = 1000Hz, where fs is sampling frequency of the input signal;
• fm = 50Hz, where fm is nominal power line frequency;
• R = 1Hz, where R is maximal deviation of power line frequency from the nominal

value;
• M = 1, i.e. there were three auxiliary bandpass IIR filters;
• α = 0.995, where α is parameter which controls the width of passband;
• N = 200, i.e. update of selected parameters in filtering was made every 200 input

samples;
• γ = 1.035,where γ is parameter which differentiates influence of auxiliary filter

frequencies on resulting estimate;
• ξ = 0.001,where ξ is parameter which controls dependency of notch filtering

single step on estimated noise amplitude.
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Fig. 4 The pure synthetic power line noise with time-varying amplitude

All experiments were run on the PC platform using implementation in the C++
language.

Figure 4 presents the pure synthetic power line noise simulated as sinus function

x(n) = a(n)∗ sin

(
2π f (n)

fs
n

)
, (12)

where a(n) is piecewise-constant ("stair") function (its values are 50μV, 100μV and
200μV respectively) and f (n) is constant and equal 50Hz.

For the input signal depicted in Fig. 4 there was performed the adaptive filtering
and the output signal, which was the result of the filtering, is presented in the Fig. 5.
As it could be seen the adaptation time did not exceed one second (1000 samples).
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Fig. 5 Result of filtering the noise with time-varying amplitude

Next there was simulated noise with time-varying amplitude and frequency de-
fined by equation (12). The amplitude function a(n) was set as previous and the fre-
quency f (n) was also piecewise-constant function (its values were 50Hz, 49.25Hz,
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50.75Hz respectively and they were changing at the same sample indexes as ampli-
tude function). This noise is not depicted in separate figure because (for presented
scale) it would look like the one in Fig. 4. For this input signal there was also per-
formed the adaptive filtering and the output signal, which was the result of the fil-
tering, is presented in the Fig. 6. As it could be seen the adaptation time was a little
longer in this case but it did not exceed two seconds.
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Fig. 6 Result of filtering the noise with time-varying amplitude and frequency

Figure 7 presents the described above ECG signal disturbed by time-varying am-
plitude noise simulated as sinus function in equation (12), where amplitude function
was set as previously.

0 2000 4000 6000 8000

−
40

0
0

40
0

80
0

Time

A
m

pl
itu

de

Fig. 7 The ECG signal disturbed by time-varying amplitude noise

For such disturbed ECG signal there was performed the adaptive filtering and the
output signal, which was the result of the filtering, is presented in the Fig. 8. As it
could be seen the adaptation time was similar to the adaptation time in case of pure
time-varying amplitude noise and it was about one second.



280 A. Momot and M. Momot

0 2000 4000 6000 8000

−
20

0
20

0
60

0

Time

A
m

pl
itu

de

Fig. 8 Result of filtering the ECG signal disturbed by time-varying amplitude noise

Similarly there was performed the adaptive filtering of the ECG signal disturbed
by time-varying amplitude and frequency noise (described above) and the output
signal, which was the result of the filtering, is presented in the Fig. 9. As it could
be seen the adaptation time was similar to the adaptation time in case of pure time-
varying amplitude and frequency noise and it was about two seconds.
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Fig. 9 Result of filtering the ECG signal disturbed by time-varying amplitude and frequency
noise

Based on 900 output samples taken after the filter reached the stable state there
were calculated the values of root mean-square error between the original (undis-
turbed) signal samples and the filtered samples. These calculation were repeated for
each combination of the noise amplitude and frequency values used in experiments
described earlier and Table 1 presents the obtained results.

In presented experiments the number of auxiliary filters was only three, but in-
creasing this number did not improve performance of filtering. However for differ-
ent set of data this rule does not necessarily apply. For example in other experiments
(not described here), where sampling frequency was equal 250Hz the minimal num-
ber of the auxiliary filters needed to obtain satisfactory results was five.
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Table 1 Root mean-square error for performed experiments

frequency [Hz] amplitude [μV] pure noise [μV] ECG + noise [μV]

50 50 0.0753 0.5329

50 100 0.1521 0.9346

50 200 0.3011 1.7175

50 50 0.0753 0.5329

49.25 100 0.1559 4.1828

50.75 200 0.2878 1.5122

4 Summary

During the history of the electrocardiographic signal processing there were proposed
many methods for the removal of power line interference. They can be categorized
into non-adaptive and adaptive filtering. The non-adaptive filtering approach usually
employs a sharp notch filter and is easy to implement at low cost. However its per-
formance depends on the frequency stability of the power line. Adaptive filtering,
on the other hand, is able to effectively remove time-varying power line frequency,
but requires considerable computational power.

In this paper there was presented the new approach to adaptive filtering based
on set of infinite impulse response (IIR) bandpass filters, which responses are base
for noise amplitude and frequency estimation. The results of numerical experiments
show that the proposed method gives relatively small root mean-square error (not
exceeding 4μV in the worst case) for simulated power line noise with varying am-
plitude and frequency.

Authors believe that it is worth investigating using other auxiliary filters, for ex-
ample with different transfer function, or even using whole different sets of filters
for estimate power line noise amplitude and frequency to improve the quality of the
proposed method. This will be the subject of a further research.
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Heart Rate Analysis in the EGG Examination

Stanislaw Pietraszek and Dariusz Komorowski

Abstract. This paper presents a novel method for synchronous recording and ana-
lyzing both the electrogastrographic signal (EGG) and the heart rate variability sig-
nal (HRV). The four channel signals are non-invasively captured by six electrodes
placed on the surface of the stomach. The EGG and electrocardiographic (ECG)
signals, recorded simultaneously using the same electrodes and an amplifier, are
separated by digital filtration. In our work the EGG and ECG analysis is limited to
the calculation the most frequently used parameters: the dominant frequency (DF),
dominant power (DP) of the power spectrum for the EGG, and LF/HF ratio of the
HRV power spectrum for the ECG signals.

1 Introduction

The electrogastrographic examination can be considered a noninvasive method for
investigating the propagation the slow waves in the stomach [1] [2]. The classic
surface EGG signals are captured by six disposable electrodes, placed on the surface
of patient’s stomach. During the signal registration process the standard protocol is
applied according to the EGG Task Force recommendations [3]. The registration
process usually includes a 30-minute period before meal (preprandial period), a
short meal period (5 - 10 minute) for a standardized meal, and several (2 - 4) 30-
minute periods after the meal (postprandial periods). For more detailed analysis,
each period is split into segments of 60 or 256 seconds length.

The signals collected from the stomach surface include not only the EGG signal
but also ECG signals that may be separated by proper band-pass filtration.
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For the EGG signal we calculated the power spectrum density (PSD) of each
individual segment, based on which, we obtained dominant frequencies (DF) and
the dominant power for each segment and for the entire periods (overall dominant
frequencies (ODF)). Next the distributions of the dominant frequency and dominant
power for periods are obtained. Investigation of the heart rate variability (HRV) is
one of the most common methods used for the analysis of long term ECG records
(for example from Holter recorders). The HRV analysis is based on RR intervals and
require the detection of QRS complexes in single channel ECG signal. According
to the Task Force Rapport [4], frequency analysis of RR intervals is performed in
256 seconds long segments. Finally we calculated LF/HF ratio in power spectrum
of RR intervals for segments and periods [1].

2 Method

The signals were recorded in the department of clinical sciences in the medical uni-
versity by means of a four-channel amplifier (gain=5000, signal amplitude range
±2mV, resolution - 12 bits, sampling rate 200Hz per channel) with galvanic isola-
tion of the patient’s side. During the signal registration process standard electrodes
were applied according to the standard [3] [5], including four signal electrodes (A1
- A4), a reference electrode (R) and the ground electrode (U). An example of the
electrodes placement is shown in Fig.1.

Fig. 1 The standard place-
ment of the EGG elec-
trodes [2]

An example of one-minute snapshot recorded signal (one channel) is shown in
Fig. 2. Note that, a relatively high sampling frequency allows to capture both the
EGG and the ECG signal. From the recorded data the EGG and the ECG signals
were extracted using proper preprocessing.

2.1 The EGG Preprocessing

The EGG signal extraction was performed by an application of the band-pass filter
covering the range 0.015Hz - 0.15Hz [3]. The lower cutoff frequency results from
the high-pass, first-order RC filter applied in the amplifier hardware and digital the
fourth-order high pass Butterworth filter. The upper cutoff frequency results from
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Fig. 2 An example of the recorded signal from A1 electrode

the application of the digital the fourth-order Butterworth filter. Next the EGG signal
has been resampled to 4Hz.

2.2 The ECG Preprocessing

The ECG signal required for the purpose of the HRV analysis was extracted from
the recorded signal using a band-pass filter, tuned in the range 1 to 35Hz. For the
QRS detection one channel with the most prominent QRS complex (usually the A1
channel) is sufficient. Next the standard cascade of digital filters, tuned to the spec-
tral characteristics of the average QRS complex was applied. The filtered signal was
rectified and averaged to obtain a single-peak detection function, for each QRS com-
plex. To improve the detector noise tolerance, the detection function is calculated
separately in each channel and subsequently averaged. Fiducial points were found
in the maximum of detection function [6]. Since the RR intervals are non-uniformly
sampled, so for further analysis, we interpolated and resampled RR intervals with
the frequency of 4Hz. The resampled HRV signal for the entire record was separated
into segments of 1024 samples (256 seconds). In some cases, segments for the time
of taking the meal were excluded, when motion artifacts occurred.

2.3 Calculation of Power Spectrum Density

Power spectrum density of given time series may be calculated by means of pe-
riodogram or autoregressive modeling. The second technique has been applied in
presented work for both EGG and HRV signals.

A time series x[n] can be modeled as an AR process. The AR model is given by
input-output difference equation (1)
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x[n] =−
p

∑
k=1

akx[n− k]+ e[n] (1)

where x[n] is the output of the model, e[n] is the input of the model, and the a′ks are
its coefficients, and p is the order of the model. The input e[n] is a zero mean white
noise process with unknown variance σ . This model is usually abbreviated as an
AR(p). The power spectrum density of the AR(p) is given by (2)

PAR( f ) =
σ2∣∣1 +∑p

k=1 ake− j2π f k
∣∣2 (2)

If the coefficients ak and the noise variance ( of the AR(p) model are identified,
the power spectrum density PAR( f ) can be calculated. After some mathematical
manipulation and simplification of Eq. (1), the Eq.(3) for k > 0 is obtained.

E(x[n]x∗[n− k]) =−
p

∑
l=1

a1E(x[n− l]x∗[n− k])+ E(e[n]x∗[n− k]) (3)

where *means the complex conjugate and E is the expectation. The Eq.(3) is of-
ten written by the following expressions and known as the Yule-Walker equations
Eq.(4):

r[k] =
{−∑p

l=1 alr[k− l], k > 0
−∑p

l=1 alr[k− l]+σ2, k = 0
(4)

where the r[k] is the autocorrelation function of the process realization. The esti-
mation of the p unknown al coefficients from Eq.(4) requires at least p equations
as well as the estimates of the appropriate autocorrelations. The equations that re-
quires the estimation of the minimum number of correlation lags are given by the
following formulas:

R̂a =−r̂ (5)

where is the matrix

R̂ =

⎡
⎢⎢⎢⎣

r̂[0] r̂[−1] r̂[−2] · · · r̂[−p +1]
r̂[1] r̂[0] r̂[−1] · · · r̂[−p +2]

...
...

...
...

...
r̂[p− 1] r̂[p− 2] r̂[p−3] · · · r̂[0]

⎤
⎥⎥⎥⎦ (6)

and
r̂ = [r̂[1]r̂[2] · · · r̂[p]]T (7)

The parameters a are estimated by

â =−R̂−1r̂ (8)

and the noise variance can be found from
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σ̂2 = r̂[0]+
p

∑
k=1

akr̂∗[k] (9)

The power spectrum density estimate is obtained if and are substituted in Eq. (2)
[7].

In AR modeling techniques the most important issue is choosing the proper
model order. In presented paper the model order was chosen by using the informa-
tion criterion (AIC) due to Akaike. According to the AIC criterion, the best model
is the one that minimizes the function AIC(k) over k defined by

AIC(k) = N log σ̂2
k + 2k (10)

where k is the order of the model, and σ̂2
k is the estimated noise variance, and N is

the number of data samples The selected order of the model substantially influences
on the PSD shape [7] [8].

2.4 Calculation of Dominant Frequency for Segments

The dominant frequency is defined as a value of frequency of the highest peak of
the PSD of EGG, in the range 0cpm - 9cpm. The maximum amplitude of power
spectrum density is called dominant power (MPSD). The spectrum analysis of the
EGG signal was performed by the means of identification parameters of AR model
and estimation of the power spectrum density. In some segments when the peak of
PSD lies in or near 0, algorithm tries to find the next peak and if the difference in
peaks height is less than 2.5 dB, the dominant frequency is corrected. The examples
spectra of one minute length EGG signals are presented in Fig.3 and Fig. 4. The
PSD for all preprocessed segments was calculated and the dominant frequencies
were found.
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Fig. 3 The spectrum of one-minute EGG signal with marked DF
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Fig. 4 The spectrum of one-minute EGG signal with DF correction marked

2.5 Calculation of LF/HF Balance for Segments

The signal of resampled RR intervals for entire record was split into 1024-sample
segments, similarly to EGG segments. For all segments the power spectrum density
of HRV was calculated by means of the Welch method. The comparison between
the PSD of HRV obtained using autoregressive modeling (Welch method) and peri-
odogram is presented for comparison in Fig.5 (boundaries of LF and HF bands are
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Fig. 5 The PSD of HRV, Welch method (left), periodogram method (right)

marked). Next the value of ratio LF/HF was calculated for each of 4 minute length
segment using PSD calculated be means of Welch method, Eq. (11) [4].

BAL =
LF
HF

(11)

In Fig.6 an example of LF/HF ratio, calculated for whole examination is presented.
Dotted line shows the best interpolation of presented data. The meal period is passed
over.
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Fig. 6 An example of BAL
for all segments
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3 Results

EGG examinations were done for three types of standardized meals:

1. liquid acaloric load - 400 ml of still mineral water - 0 kcal,
2. liquid caloric meal - 400 g of fruity yogurt - 378 kcal,
3. solid meal - 2 egg pancake (fat (5 g), flour (30 g), strawberry jam(50 g)), 200 ml

of mineral water - 355 kcal.

For all segments, values of LF/HF and DF were calculated. The examples results
(for three persons) of LF/HF, MPSD and DF are presented in Fig.7 - 15.
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Fig. 7 The Average LF/HF, average MPSD and DF for four channels EGG examination
(acaloric load, person one)
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Fig. 8 The Average LF/HF, average MPSD and DF for four channels EGG examination
(acaloric load, person two)
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Fig. 9 The Average LF/HF, average MPSD and DF for four channels EGG examination
(acaloric load, person three)
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Fig. 10 The Average LF/HF, average MPSD and DF for four channels EGG examination
(liquid caloric meal, person one)
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Fig. 11 The Average LF/HF, average MPSD and DF for four channels EGG examination
(liquid caloric meal, person two)
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Fig. 12 The Average LF/HF, average MPSD and DF for four channels EGG examination
(liquid caloric meal, person three)
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Fig. 13 The Average LF/HF, average MPSD and DF for four channels EGG examination
(solid meal, person one)
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Fig. 14 The Average LF/HF, average MPSD and DF for four channels EGG examination
(solid meal, person two)
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Fig. 15 The Average LF/HF, average MPSD and DF for four channels EGG examination
(solid meal, person three)

The results show similar influence of the digestion to LF/HF and MPSD, while
DF shows greater changes between channels.

4 Conclusions

Presented work explains that more physiological signals may be extracted from stan-
dard EGG recording, with the slight increase of the sampling frequency. Preliminary
analysis of simultaneously recorded EGG and HRV signals and computed basic pa-
rameters shows similar pattern of LF/HF and MPSD changes caused by the standard
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types of meal. In multichannel DF plots this influence is not so clear. The present
method do not require using any additional equipment for simultaneously recording
of the EGG and the ECG signals, and is fully implemented in software. Because
of relatively small group of EGG records some conclusions and analysis of mutual
connections between EGG and HRV may require further investigations.
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Convergence Improving in Evolution–Based
Technique for Estimation and Separation of
Electrooculography and Blinking Signals

Robert Krupiński and Przemysław Mazurek

Abstract. Estimation of electrooculography (EOG) and blinking signals could be
done by using numerous algorithms. The separation of EOG and blinking signals
is hard if the blinking pulses occur in the neighborhood of saccades. The appropri-
ate estimation and signals separation could be obtained by using the optimization
algorithm and a proper signals model. The proposed method improves the conver-
gence of evolution–based technique and reduces the optimization time by using the
additional algorithm for the estimation of possible positions of blinking pulses, the
saccades positions and the EOG levels. A median filter based estimator is used for
the initialization of optimization algorithm of blinking pulses. A differential filter
based detector is used for the initialization of saccades position and the EOG signal
level values between them. The proposed method reduces the computation time a
few times what is important for the possibility of real–time implementation.

1 Introduction

The electrooculography (EOG) is one of the occulography methods used for the es-
timation of eyes orientation [10]. The obtained estimates could be used mainly for
medical purposes [10, 22] such as electronystagmography, polysomnography [2],
but in the last decade a new applications area arose. Nowadays, the EOG is used in
the ergonomics, the advertisement analysis [27], the human–computer interaction
(HCI) systems (e.g. a virtual keyboard [31], the vehicle control [4], the wearable
computers [8]), the video compression driven by eye–interest [14], and the motion–
capture systems for further eyes animation [10, 6, 26]. The increase of EOG ap-
plications areas stimulated the wider interest in research related to such systems.
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Advances in the acquisition hardware and non–linear filtering techniques improved
the quality of recorded data. Even using an old hardware a new algorithm could be
applied and much better performance of available systems could be obtained.

There are alternative occulography techniques based on the near infrared light
reflection (IROG) [25], the video tracking techniques (VOG) and other specific, but
the EOG is still utilized [2, 10]. Every occulography method has its own specific
disadvantages and advantages so there are no the best one for all purposes.

The EOG is a skin contact–based method, and the Ag/AgCl electrodes are
used for the measurements of biopotentials from the retina–cornea constant volt-
age source [24, 28]. This source has about±1[mV ] [29], which is a very high value
in comparison to other biosignals, but it also depends on the numerous factors, for
instance, the light conditions [9], the contact between electrodes and skin, which is
the source of amplitude instability [15, 2]. For the proper signal processing a low–
pass measurement systems should be employed because a DC signal should be also
measured.

Fig. 1 Model of retina–
cornea voltage source and
the method of measurement
[18]

The EOG measurements are based on the voltage amplitude modulation of volt-
age between two electrodes placed around an eye and this voltage depends directly
on the angle of the eye. Such a technique appears to be simple, but it is more com-
plicated in the case of real measurements due to the noise disturbance, the external
interference and the need of good skin contact. There are a few typical electrodes
placements for the measurement of EOG biosignals [7]. The detailed information
about the eyes orientation could be obtained [30] by using the 7/8 electrodes placed
around both eyes. This configuration uses seven electrodes for measurements and
one additional electrode as a voltage reference. The simpler configuration uses the
3/4 electrodes (Fig. 2) what is useful for most applications.

Fig. 2 3/4 and 7/8 elec-
trodes measurement systems
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The LEFT–UP and RIGHT–UP channels are used for differential measurements
in the 3/4 system and such system is considered. Unfortunately, not only the EOG
signals are measured, but also the 50/60Hz interference from a power line is ob-
served [28]. Additionally, the interference from the incandescent lamps is also
recorded. The analog and digital filtering techniques are used for the suppression
of such signals [28]. There is also another and very important source of the EOG
signals distortion, which is a blinking signal. During the eyelid movement there are
significant amplitude modulations of the EOG signal and for typical fast blinking
it could be observed as a pulse (similar to the Gaussian pulse). The blinking signal
could be treated as a distortion, necessary to remove, but in some applications it
is a useful signal – for example in the HCI systems it is an additional degree–of–
freedom for interaction. The EOG and blinking signals should be separated from
each other in more general approach.

There are numerous methods for the separation of both signals, where the linear
filtering techniques do not work correctly, because even if the blinking pulses are
removed (the high–frequency part of a signal) the saccades of EOG signal are signif-
icantly disturbed (they also contain the high–frequency components). The saccades
are the rapid changes of eyes orientations [10, 11, 12, 5, 16] and they should not be
influenced by the separation algorithm so the linear filtering is useless. The median
based filters are proposed in the last decade for the separation of both signals with
less disturbance of saccades [3, 13, 17, 20, 23]. This non–linear filter class is use-
fully for a pulse removal and after subtraction from an original signal the blinking
signal could be also obtained (Fig.3).

Fig. 3 Processing scheme for the separation of EOG and a blinking signal using a median
filter

The median filters give quite good separation if the blinking pulses are not in the
neighborhood of saccades. For such cases the blinks are not adequately recognized
and the position of saccade is not correctly estimated, therefore, this was motiva-
tion for the authors for developing another more reliable algorithm. Because the
EOG and blinking signals are well described in the time–domain a Matching Pur-
suit algorithm [19] seemed to be a promising solution. The analyzed signal could be
reconstructed by using the set of signal atoms and the inverse operation (the com-
position of original signal) is possible by using the optimization algorithm. Unfor-
tunately, this approach by the direct implementation of Matching Pursuit algorithm
is non–optimal and requires a long computation time and the representative set of
atoms is required too.
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Because the EOG and blinking signals could be modeled by the signal models
it was possible to achieve the signal decomposition (the estimation and also sepa-
ration) by using the evolution-fit algorithm. The subject of optimization is a set of
variable model parameters corresponding to the appropriate characteristic of EOG
and blinking signals. The proposed and tested algorithm analyzes a signal by using
a non–overlapping window approach. The obtained results allow the estimation of
saccades position and the EOG signal levels between saccades directly.

2 Model-Based Optimization Approach

The optimization approach proposed in [18] is based on the simplified model de-
scribed in [17] and uses a set of optimization algorithms. This approach uses dif-
ferent optimization techniques dependent on the optimized parameters. The number
of parameters is also a subject of optimization and is optimized by a non–gradient
method. The position of saccades, the blink pulses, the level value of EOG sig-
nal between the saccades and the height of blink pulses are estimated by using the
non–gradient and gradient methods. The operations related to the parallel modifica-
tion of time–domain neighborhood components for improving convergence are also
combined. For example, the modification of saccade position together with the mod-
ification of constant values of time periods are recommended for the local minima
omitting. The overall processing scheme for a single optimization step is shown in
Fig. 4 and is detailed explained in[18]. From the evolutionary programming point–
of–view [21] it is a kind of mutation with a single child and a single parent. Each
iteration in the algorithm contains four sections, which are processed serially. In
each section, there is performed up to one adjustment. First two sections are related
to the saccades positions and the EOG levels and next two are related to the blinks
parameters. The type of adjustment can be based on the random changes or gradi-
ent one. The modification can include: the changes of dimensionality, the saccades
positions, the EOG levels, the blinking position and amplitudes.

The optimized parameters are divided into two groups: the EOG and blinking
signal descriptors. The EOG signal is modeled by the time periods ti and a constant
level value between two saccades si. The blinking signal is estimated as a set of
blink pulses located at a position b j and with a corresponding pulse height h j . The
approximated reconstruction of a signal is given by the following formula:

Ŷ =∑
i

fS (S, i)+∑
j

fB (B, j) (1)

The synthesis of intervals between two saccades is the fS function and the synthesis
of blink pulse is the fB function. Two indexes i and j correspond to the number of
both functions, and they are also a subject to optimization.

The example results of separation for the synthetic EOG and blinking signals
are shown in Fig. 5. Even if a blinking pulse is near to the saccade it is possible to
separate such signals. This is not possible by using only a median filter.
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Fig. 4 Processing scheme in the optimization approach [18]

The optimization approach uses a single instance of parameters initialized by the
random values. The optimization algorithm uses the minimization of Mean Squared
Error (MSE) criteria:

MSE =
1
N

N

∑
n=1

(
Yn− Ŷn

)2
(2)

where n is the sample number of a signal window that has the size N. The Y is a
given signal and Ŷ is the reconstruction of this signal (the EOG and blinking signal
after summation). The optimization process is stopped after the arbitrary selected
number of iteration steps (e.g. 105) or if the MSE is bellow an arbitrary selected
threshold value.

The proposed algorithm in [18] uses a processing scheme shown in Fig. 4. In
this paper a more advanced processing (the modification of more parameters before
testing an error value) is incorporated. The algorithm is processed twice according
to Fig. 4 and then an error for proposed parameters is calculated. Such an approach
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Fig. 5 Example of EOG and blinking pulses separation: the original signal, the reconstructed
signal after optimization, the separated EOG signals (for the optimization and median ap-
proach), and the separated blinking signals (for the optimization and median approach)

gives a better convergence in the comparison to the original method and as a refer-
ence for the next proposed algorithm based on the initialization is used.

The processing time is rather long and takes typically a few minutes for 200
samples on the single core of Intel Q6600 (2.4GHz) processor and Matlab 2009b.
Although, the median filters could process data in real–time and could be imple-
mented in a typical embedded microcontroller, but they are less reliable for this
type of data processing. The reduction of computing time is possible by parallel im-
plementation, a more advanced processing architecture, a compiled code instead of
a scripting language and what is more important by improved algorithm.

3 Improving Convergence by Initialization

There are numerous techniques for improving the convergence of evolution–based
technique and one of the most important is the proper initialization of algorithm. A
good starting point for the optimization can lead to the reduction of iteration steps
and the computing time. The overall problem is non–linear and there are numerous
local minima, which could be observed during the detailed analysis of algorithm
behavior during processing. A non–gradient parts of the algorithm are used for es-
caping from the local minima, but it is a time consuming task.



Convergence Improving in Estimation and Separation of EOG 299

The proper initialization is a very important approach and well known median
filters for the EOG and blinking signal separation could be used for this step. The
estimation of blink position and its height by a median filter. Even if some pulses
are missed or false detected then some of them may be correctly estimated.

The detection of blinking pulses uses the following separation formula of EOG
and blinking signals [16]:

w = LPF(x)−MED(LPF(x)) (3)

where:
x – an input signal,
w – the output signal from the first stage,
LPF – a lowpass filter,
MED – the median filter.

The peak detector returns the sum of five neighboring samples {n−2, . . . ,n+2}
if a center sample n is detected as a peak one. The following formula is used by the
detector:

vn =
{
∑n+2

i=n−2 zi : zn ≥ zn−1
∨

zn ≥ zn+1

0 : otherwise

}
(4)

The parameters estimation of blinking pulses is not enough for the significant im-
provement of convergence and the additional EOG signal estimation is necessary. In
the context of MSE value, most part of this error in the beginning iterations corre-
sponds to the EOG signal, not to the blinking signal. Such an effect is dependent on
the random initialization of EOG signal parameters and should be suppressed by the
correct estimation of EOG signal too. The proposed processing scheme for the EOG
estimation initialization is shown in Fig. 6. The saccades create two pulses after the
differential filtering and after calculating an absolute value. The Peak Detector is
identical to one used in the blinking estimator but now it is used for the estimation
of saccade position. The Peak Distance Filter removes a false pulse (the false sac-
cades) and measures the distance between two neighborhood peaks (corresponding
to the saccades) {Pn,Pn+1}. A smaller pulse is removed if a distance between them
is smaller than minimal allowable Dmin:

Pn+1−Pn < Dmin (5)

The segmentation algorithm is necessary for the optimization process and if a dis-
tance between two pulses (saccades) is longer than allowable, then such a time

Fig. 6 Proposed initialization scheme for the saccades and a level signal between the sac-
cades
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period is divided into smaller segments. For each segment the mean value of sig-
nal is calculated and used as an initialization value for a EOG signal level. This
approach allows to divide time period to the smaller segments with the similar level
values between two real saccades.

4 Results for Proposed Optimization Method

The Monte Carlo tests could be used for testing the algorithm performance. 500
tests were calculated by using the proposed initialization (Initialized) and with the
random initialization (Normal) for an identical input signal. The mean value for all
tests is depicted in Fig. 7.

Fig. 7 Comparison of error
(MSE) reduction for the ref-
erence algorithm (Normal)
and algorithm with proposed
initialization (Initialized)

This performance test shows the reduction of MSE and depicts that the initial-
ization gives the faster reduction of error in comparison to the normal reference
algorithm.

For both algorithms the error is reduced to a similar value, but the convergence
of the initialized version is much faster (7.5 times higher reduction for the first 1000
steps).

Moreover, the initialization of blinking values reduces the blink detection er-
rors (false and missing detection) to 2.6% in comparison to the original algorithm
4.1% after 105 iteration steps. The obtained errors (MSE) are 0.082 and 0.115
respectively.

5 Conclusions

The evolution–based technique gives the possibility of detection blinking pulses not
only for the flat EOG signal parts but also in the neighborhood of saccades. This is
very important for improving the confidence of estimated signals.
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This algorithm uses only a single measurement channel of 3/4 system. If there
are more channels available (especially in the 7/8 systems) similar technique could
be employed with possible better results, due to the correlation of blinking signal
between multiple channels.

The proposed method of initialization based on the estimation of EOG and blink-
ing signal gives the significant reduction of computation time what is useful espe-
cially for further real–time implementation. The real–time processing is possible
using the high performance computing devices with a fixed latency and it will be
considered in further research and development.
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Classification of DNA Microarray Data with
Random Forests

Tomasz Stokowy

Abstract. The article includes information about the advantages of Random Forests
in DNA microarray data classification. The experiment presented as a background
for the publication was performed on the data devoted to Barrett’s Esophagus and
two types of Reflux Disease - Erosive and Nonerosive. An original idea of estima-
tion of a quality of the classification evolved during studies on the problem and
resulted in many interesting conclusions. There are presented topics such as advan-
tages of Random Forests in supervised DNA microarray analysis, application of
bootstrap resampling used for calculation of average quality results and comparison
of classification quality for Random Forests, Support Vector Machines and Linear
Discriminant Analysis. Proposed solutions are said to be a good measure of quality
of classification with Random Forests method.

1 Random Forests in Microarray Data Classification

Random Forests have become very popular classifier since there appeared many
scientific publications which prooved its high accuracy. There are many advantages
which make RF a perfect algorithm for the supervised decision making, such as
large number of inputs handling and fast learning process. Growing a forest struc-
ture for the aim of the classification was proposed by Leo Breiman, University of
California, Berkeley and the general idea is as follows:

1. If the number of cases in the training set is N, sample N cases at random - but
with replacement, from the original data. This sample will be the training set for
growing the tree.

2. If there are M input variables, a number m� M is specified such that at each
node, m variables are selected at random out of the M and the best split on these
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E. Piętka and J. Kawa (Eds.): Information Technologies in Biomedicine, AISC 69, pp. 305–308.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010



306 T. Stokowy

m is used to split the node. The value of m is held constant during the forest
growing.

3. Each tree is grown to the largest extent possible. There is no pruning [1].

According to this learning algorithm a computer program for DNA microarray clas-
sification was implemented. It gives an opportunity to generate a ranking of genes
which classify a given testing set in the best way and estimate the accuracy of clas-
sification of particular data set.

2 Data Used in the Experiment

During the experiments there were two data sets used. The first of them came from
Institute of Oncology, Warsaw and it was described as set of 115 patients with dif-
ferent reflux diseases. Classes in this set were described as follows:

Dre f lux =
{

1 for patients with Barrett’s Esophagus diagnosed (57 samples)
−1 for patients with ERD or NERD diagnosed (58 samples)

(1)

The second data set was used for the second analysis of quality of classification
methods. The microarrays came from Institute of Oncology, Gliwice and they de-
scribed two most frequently met thyroid cancer types - papillary and follicular [4].
Classes in this set were described as follows:

Dthyroid =
{

1 for patients with PTC diagnosed (64 samples)
−1 for patients FTC diagnosed (21 samples)

(2)

Both sets were scanned from Affymetrix HGU133A microarrays and normalized
with GCRMA method. Other normalization methods tested - MAS5 and RMA did
not influence the accuracy significantly (the differences were below 1%), so the
simplest bioconductor GCRMA method was chosen. The data sets were published
for the workshop on Data Analysis for Functional Genomics, which took place in
Gliwice, 16-17 june 2007.

3 Description of the Classification System

For the aim of estimation of the general error and splitting of the data into train-
ing and testing sets, bootstrap 0.632 was used [3]. Generation of many pseudo
experiments gives an opportunity to calculate an average error of the method, de-
termine its variance and draw a histogram of accuracies reached in each iteration.
The reasonable number of iterations should be set at least to 200, so the histogram
could be approximated by the normal distribution function. For the aim of increas-
ing the probability of finding the best genes, gene preselection procedure is ap-
plied. This task is realized by modified Sebestyn criterion which gives a measure of
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separation between classes. Another important feature of Random Forests classifi-
cation system was setting the criterion for splitting the tree node. For this task Gini
diversity index was chosen. It is similar to fraction of wrong classifications or en-
tropy. The only difference is that it is applied when observations in the node are
not classified with given earlier rule, but they are classified to desired set with pmc

probability. Formula for the index is given:

Qm(T ) =
q

∑
n=1

pmc(1− pmc), (3)

where Qm(T ) is an index dscribing particular gene importance at given node T and
q is the number of genes selected to split the node [2].

4 Quality of Random Forests DNA Microarray Classification

The best way to describe quality of the classification system is to draw a histogram
of accuracies reached in each bootstrap iteration. Average accuracy and width of
the histogram are the factors that inform about the quality. Unfortunately for each
microarray data set the qualities of classification are different, since there are sets
that classify very well and ones which are very hard to be properly classified by any
of known methods of unsupervised analysis. In case of Random Forests histogram
generated by number of iterations i >100 can be well approximated with normal
distribution function. Such approximation can be observed in the Fig. 1.

Comparison of the classification methods is a difficult task, due to many ways
it can be done. Some classifiers have different parameters than others, sometimes
even the inputs to the methods are not the same. Some methods generate the model
of gene classifier which is used for prediction, other measure the distance between
the samples, Random Forests use only some of selected genes to grow particular
trees used for classification. For three different methods the proposed histograms
were generated for two data sets. The results are stored in the Table 1.

Fig. 1 Random Forests
quality histogram for 500
iterations of bootstrap, 200
trees used to grow the forest
and 200 genes selected
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Table 1 Table of average qualities calculated for different methods of supervised
classification

Supervised classifacation method1
Average accuracy for i=500

BE vs ERD, FTC vs PTC
NERD data set[%] data set [%]

Random Forests 78.85 91.13
Support Vector Machines 80.11 89.20
Linear Discriminant Analysis 76.48 84.05

1 (Accuracies were calculated with Matlab Statistics Toolbox and Bioconductor).

5 Final Conclusions

Random Forests method is a very good solution for the supervised DNA microarray
data analysis. Accuracy of classification with Random Forests which is close to
80% for the data set that was used in the experiments can be treated as a very good
one. The quality reached by the method strictly depend on the microarray data,
sometimes it is worse, but often it is better than quality of methods like SVM, and
LDA. The conclusion is, that Random Forests are competition for other methods of
supervised learning, what is more they are a great tool which can be successfully
used when other classifiers fail. Their great advantage is that classification is made
on the base of Euclidean distance between the samples and they run efficiently with
large sets of microarray data.
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Homogeneity Assessment of Cell Populations for
High Content Screening Platforms

Arkadiusz Gertych and Jian Tajbakhsh

Abstract. The main thrust of this work is to develop a bioinformatics tool for the
automated evaluation of cell population homogeneity, which can be implemented
on high content screening platforms. For that we employed Kullback-Leibler (K-L)
divergence as a measure of similarity of multidimensional DNA codistribution pat-
terns extracted from cell nuclei, and assigned analyzed cells into four categories.
The resulting cell population homogeneity is determined as the ratios of cell quan-
tities in the respective similarity categories. We evaluated our approach on human
prostate cancer cells treated with an anticancer drug in comparison to untreated
cells. A difference in homogeneities measured in these two populations was influ-
enced by strong changes induced into DNA distribution patterns by treatment pro-
cess vs. the occurrence of naturally more diverse groups of DNA patterns in the
naïve cells.

1 Introduction

Large quantities of three-dimensional (3-D) image data delivered by modern cellu-
lar imaging systems necessitate a machine vision support to determine, extract, and
classify a variety of cellular features for the evaluation of cell structure changes
through communication with their native environment or through experimental
conditions. High content screening (HCS) platforms are being developed to of-
fer complex analyses of individual cells in populations - typically in a high-
throughput fashion. These platforms usually delineate structures at the cellular
and subcellular resolution and quantify relevant signals captured from multicolor,
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fluorescence-labeled targets including nucleic acids, proteins, lipids, carbohydrates
and complexes thereof. Primary applications in which modern HCS is used are the
early phases of pre-clinical drug discovery, cytopathology, and basic research in
systems cell biology. The latter area may particularly benefit from HCS platforms
as these integrate imaging devices with unified and scalable bioinformatics tools to
automatically analyze biological sample in situ or extract structure-function infor-
mation retrieved from processed and archived data of thousands of cells.

A systems cell biology profile is defined as the cells systemic response measured
by means of reporters. Currently immunofluorescent reporters are widely used to
delineate cellular targets for their localization and quantification [1, 2]. The need to
understand and model complexity of temporal and spatial processes in cells has led
to the development of numerous computational techniques that are used to elucidate
biological mechanisms from the tissue level down to the subcellular level. The cell
nucleus has traditionally been one of the most frequent objects studied in disease di-
agnosis and treatment. Numerous applications related to cancer diagnosis and ther-
apy utilize the load and distribution of one or more proteinaceous and nucleic acid
components as multidimensional patterns [2, 3, 4] through which a systems cell bi-
ology profile can be approximated. Such analytical approaches with HCS platforms
typically require the segmentation of nuclear regions of interest (ROI) followed by
the extraction of residing patterns, and their recognition using one of the following
techniques: (i) comparison of a known or unknown pattern with a reference using
statistical tests; (ii) classification of patterns through supervised learning, support
vector machines and neural networks; or (iii) clustering, in which the distance be-
tween points in feature space is used as a discriminating factor [5]. Ultimately, all
of these methods require a reference pattern to evaluate unknown nuclear patterns
or those being tested for changes.

Similarity measured between two patterns is a useful tool to express proximity
between objects in a multi-dimensional space of attributes. Although definitions of
similarity vary from one application to another, in most cases, the concept of simi-
larity is based on distances, however the distance functions are not always sufficient
in capturing correlations among the objects. Ultimately, similar objects are required
to have close values in at least one subset of dimensions. Pairwise object similarity
perceived from a global perspective is associated with homogeneity of objects to
characterize a whole set of patterns.

Automated homogeneity assessment is highly valuable for a HCS setting, in
which a quick evaluation of large number of cells is required. Isolation of cells,
which display a common (similar) pattern under certain criteria, or those that can
be flagged as outliers, is usually the primary purpose of screening. A typical HCS
scenario involves studying several cellular targets in conjunction, and thus, multi-
ple fluorescence-based reporters are simultaneously applied and measured. In these
cases the homogeneity assessment is challenged as more than one significant target
is available for screening and therefore the most significant codistribution of targets
needs to be determined.

In this paper a new similarity-based homogeneity assessment method in cell pop-
ulations is presented. Our approach employs Kullback-Leibler divergence to first



Homogeneity Assessment of Cell Populations for HCS Platforms 311

calculate similarity between cells within a population based on multidimensional
patterns of DNA-specific signals extracted from 3-D images of nuclei. We developed
a bionformatics software that displays immediately readable statistics including the
population’s homogeneity value and a pseudo-color map of cells according to their
quantified similarity. The results and properties of our approach are discussed in this
article.

2 Materials

DU145 prostate cancer cells were used in this study as a model. The cells were di-
vided into two groups: (i) a control population that was not treated for 72 hrs, and (ii)
a subpopulation of cells treated with an anticancer drug for 72 hrs. Cells were fixed
on glass coverslips for immunofluorescence. 4,6-diamidino-2-phenylindole (DAPI)
(M1) to delineate global DNA, and antibody specific to methylcytosine (M2) was
applied to visualize methylated DNA in nuclei. Imaging of cells was performed us-
ing a confocal supercontinuum laser scanning microscope (Leica TCS SP5 X) that
allows for excitation within the continuous range of 470-670nm in 1nm increments.
DAPI was excited with an external diode laser at 405nm. Optical sections of cells
were recorded separately in channels capturing M1- and M2-specific fluorescence
in the ranges of 411-497nm and 498-575nm, respectively. Typical image size was
2048×2048×35, with a voxel size of 116×116×230nm, and 12bit/pixel resolution.
Three such image cubes were acquired per each cell group. More details on im-
munofluorescnce and imaging can be found in [7, 6].

3 Methods

3.1 HCS Platform Components

HCS platforms are designed to identify and quantify specific aspects of images with
as little human intervention as possible and involve optical imaging and image anal-
ysis embedded into a bioinformatics application software. In this article we focus
on the latter component which is used to extract the quantitative information. The
data flow starts at the level of image acquisition (Fig. 1). First, immunofluorescently
labeled cells are scanned and signals from different cellular channels are recorded.
Such an image reflects the spatial distribution of multiple fluorescent targets. Next,
an image processing procedure delivers statistical analysis and high-level interpre-
tation of results performed on the basis of knowledge of the experimental variables
- the DNA patterns. Finally cell similarities are measured and the homogeneity of
the entire population is calculated. The respective values are obtained and displayed
numerically as well as pseudo-colored maps. Our software offers these yields as key
quantitative readouts for HCS.
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Fig. 1 Implementation of a bioinformatics software on a HCS platform. Fluorescent signals
(reporters) recorded in channels of a confocal scanner are used to detect nuclei, compose
DNA codistribution patterns, and assess cell population homogeneity.

3.2 Image Preprocessing and Extraction of Intensity Patterns

As shown in (Fig.1) the analysis of individual cells is performed within a multichan-
nel image cube. 3-D ROIs of cell nuclei are automatically outlined [7]. Each ROI
receives a unique label and is mapped back onto the original M1- and M2-specific
images in order to extract individual nuclear patterns for further analysis. Codis-
tributions of voxels outlined by an ROI in channels M1 and M2 are represented as
a scatter plot and form a pattern in which the variables are the various classes of
nuclear DNA targets [6, 7]. In Fig. 2 example patterns are displayed. The respec-
tive scatter plots are distinct in appearance and codistribution of M1 and M2 - the
DNA-specific signals. A joint distribution pattern (explained later) is created as a
superposition of individual patterns from all nuclei.

3.3 Pattern Similarity Analysis via Kullback-Leibler Divergence

Commonly applied similarity measures fall into three groups: (1) point-based, in-
cluding Euclidean and Minkowski distances, (2) set-based including Jaccard’s, Tan-
imoto’s, and Dice’s indices, and (3) probabilistic with Kullback-Leibler divergence,
Bhattacharyya, and Mahalanobis distances. The latter one is the most frequently
used criterion in multivariate outlier detection tasks. On the other hand, Kullback-
Leibler divergence is considered as a generalization of the Mahalanobis distance to
data with a mixture of nominal, ordinal and continuous variables [8], and in its ba-
sic form is expressed as information linked to two probability distributions p = {pi}
and q = {qi} [9]:
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Fig. 2 Scatter plots as DNA-based signatures of prostate cancer cell nuclei: (a, b) untreated,
and (c, d) drug-treated populations. The patterns in a) and b) are visually more distinct than
the patterns in c) and d), which appear more similar. The nuclei are the extreme entities
(according to appearance of their patterns) that were found in the entire population.

KL(p||q) = H(p)−K(p,q) =

∑
i

pi log(pi)−∑
i

pi log(qi) =∑
i

pi log(pi/qi), (1)

where: H(p) is the negative Shannon‘s entropy and KL(p,q) is the measure of in-
formation referred to as inaccuracy. KL(p||q) is nonnegative and constrained by:
lim pi→∞

qi �=0
pi log(pi/qi) = 0 and limqi→∞

pi �=0
pi log(pi/qi) = ∞.

Typically, pi represents data, observations, or a precisely calculated probability
distribution, and qi represents an arbitrary distribution, a model, a description or an
approximation of pi. Following [9] it is assumed that: 0 log(0/qi) = 0 and terms in
Equ.1 where the denominator is zero are treated as undefined and thus neglected in
order to provide continuity of pi with qi.

For two multivariate d-dimensional Gaussian densities p and q the Kullback-
Leibler divergence is expressed by:
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KLG(μp,Σp;μq,Σq) =
1
2

(
log

( |Σq|
|Σp|

)
+ tr(ΣqΣp)

)
+

1
2

(
(μp−μq)

TΣ−1
q (μp−μq)−d

)
, (2)

where: μ are vectors of means, the Σ are covariance matrices, tr is the trace function,
and |(.)| is the determinant of a matrix.

Substitution of two one-dimensional univariate normal distributions into Equ. 2
– pG(x) = N(x;μp,σ2) and qG(x) = N(x;μq,σ2) with x as the random variable –
yields the K-L divergence as:

KLG = (μp,σp;μq,σq) =
1
2

(
log

(
σ2

q

σ2
p

)
+

(μq− μp)2

σ2
q

+
σ2

q

σ2
p
− 1

)
. (3)

For our application we chose to utilize Kullback-Leibler divergence because of its
properties such as the invariance to translation, and applicability to various kinds of
distributions [9, 10]. It has been also shown that the K-L divergence between two
bivariate normal densities is a function of Pearson‘s correlation coefficient [10].

The K-L divergence values ∈ [0,∞). In order to categorize patterns based on K-L
measure the whole range can be split. Utilizing Equ.3 and assuming that σp ≈ σq,
and that a σ can be substituted instead of σp and σq in Equ.3 we obtain:

KLG(μp,μq,σ) =
(
μq− μp√

2σ

)2

, (4)

where the numerator reflects the distance between the peaks of the two Gaussian
distributions.

The KLG in the simplified formula can be also related to the area yielded by
the intersection of Gaussian distributions and thus used as another way to artic-
ulate the degree of dissimilarity (Fig.3a). Additionally, expressing the numerator
in Equ.4 as μp− μq = nσ (as a multiple of σ ), the KLG value becomes solely
dependent on the standard deviation in the evaluated distributions and reduces to
KLG(nσ) = (n/

√
2)2. In this notion, the more distant the distribution peaks are the

higher the divergence value will be. For this constraints the area of distributions
overlap (Fig.3a) can be calculated from:

Ap∩q(nσ) = 1− erf

(
nσ

2
√

2

)
, (5)

where: erf is the Gauss error function, and n is the multiple of σ .
Based on the relationship between KLG and Ap∩q (Tab. 1) a set of similarity cate-

gories can be defined, which nonlinearly maps Ap∩q onto KLG (Fig. 3b). In our case
four categories: similar KLG [0,0.5), likely similar KLG [0.5,2), unlikely similar
KLG [2,4.5), and dissimilar for KLG [4.5,∞) are utilized. They express the similar-
ity degree of KLG divergence between two one-dimensional Gaussian distributions
with equal σ and the distance between the peaks of the distributions expressed as
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Table 1 Relationship between Ap∩q and KLG as a function of nσ

n = (μq−μp)/σ Ap∩q KLG

0 1 0
0.5 0.82 0.125
1 0.62 0.5
1.5 0.45 1.125
2 0.32 2
2.5 0.21 3.125
3 0.13 4.5
∞ 0 ∞

(a) (b)

Fig. 3 Mapping of KLG and Ap∩q and cell similarity categories: a) two example Gaussian
distributions pG = N(μp,σ2) and pQ = N(μq,σ2) with μq = 10, μp = 20 and σ = 5 of
and the respective Kullback-Leibler divergence. The overlap between pG and qG is used to
express four degrees of similarity in b). They are defined using Ap∩q and KLG which are
functions of nσ .

nσ (n∈R+). Using these categories we performed similarity analysis between DNA
codistribution patterns of cell nuclei considering an individual pattern distribution
of each cell nucleus as {pi} and a reference pattern distribution as {qi} in Equ.1. In
our case the reference pattern is the normalized sum of all individual patterns in the
entire cell population.

3.4 Homogeneity Assessment Based on Similarity Measure

In [11] homogeneity has been described as a function of optical densities of chro-
matin measured for a single nucleus. Three categories of pixels: white (Nw), black
(Nb), and gray (Ng) have been constructed according to the relationship between
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each pixel value and the mean value of all pixels. If the pixel value was within
the (80%÷ 120%) range of the mean a pixel was assigned to Ng category. If the
difference was higher than 120% or lower than 20%, a pixel received white or black
label respectively. According to this distance-based categorization a homogeneity
and heterogeneity have been defined as the following ratios: Ng/(Nb + Nw + Ng),
(Nw + Nb)/(Nb + Nw + Ng). Here we propose to extend the original definition of
homogeneity from [11] by introducing quantities yielded by our divergence-based
measure of similarity:

Homogeneity =
NSI

NSI + NLS + NUS +NDS
, (6)

where: NSI , NLS, NUS and NDS are the number of cells in similar, likely similar,
unlikely similar and dissimilar categories respectively.

The quantity in Equ. 6 was then implemented and applied to the two (treated and
untreated) DU145 cancer cell populations. The reference patterns were obtained
apart as the sum of all nuclear patterns for each population type.

4 Results

We developed a software module, which automatically processes 3-D images of
fluorescently labeled cells according to the workflow in Fig. 1. Our re-defined ho-
mogeneity assessment approach can be outlined in the following steps: (i) each cell
receives a K-L divergence-based similarity value measured between the pattern of
DNA-specific signals of its nucleus and a reference pattern that is constituted by
the combined patterns of the entire cell population. These DNA-specific signals are
mapped as 2-D intensity codistribution patterns and converted to probabilities; (ii)
each cell is assigned into one of the predefined similarity categories, and (iii) two
statistics are provided: a homogeneity value and a similarity-based false-colored
map of nuclei for an immediate and visual quantitative readout. We tested our ap-
proach on two populations of fluorescently stained human prostate cancer cells; a
naïve population and a subpopulation of the same cells that was treated with an
anticancer drug. The respective statistics are presented in Fig. 4 and Table 2.

Table 2 Results of homogeneity assessment in untreated and treated human prostate cancer
cells

Cell type No. of cells in each category Homogeneity

DU145 similar
likely
similar

unlikely
similar

dissimilar Total %

untreated 54 88 6 2 150 36
treated 58 65 7 0 130 44
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(a) (b)

Fig. 4 Homogeneity assessment in two DU145 cancer cell populations and their reference
patterns: a) untreated population (n = 150), b) population treated with an anticancer drug
(n = 130). Two pseudo-colored maps superimposed onto original images visualize statistics
of the four represented cell categories: similar (bright areas), likely similar (gray), unlikely
similar and dissimilar (black). Each sub-figure consists of three separate 3-D image cubes of
cells.

5 Conclusions and Discussion

Measuring cellular response to drugs is a principal task of HCS platforms with the
objective to assess drug efficacy through the quantification of relevant cellular struc-
tures. This process leads to the identification of groups of cells with different re-
sponses, including outlier cells, and determines population response homogeneity
based on targeted structure similarity. The quantities of similar and dissimilar cells
can be considered as relevant measurable indicators of cellular response to external
conditions or restricted for the assessment of a cell’s state in certain disease pro-
cesses. The key to HCS is the automation of image analysis through: (i) primary
object identification and counting, (ii) measurement of dominant object properties,
(iii) identification of associated cellular targets, and (iv) analysis of raw measure-
ments to address specific biological mechanisms and disorders. A HCS platform
should ideally offer standardization, objectivity, speed and accuracy of the analysis
regardless of cell line, cell morphology, type of drug, treatment schedules, and other
experimental conditions applied. In fact, these requirements are difficult to be met
in reality. Therefore, we propose a more universal and unified cell population ho-
mogeneity assessment technique that would add a valuable feature to existing HCS
platforms.

According to our definition of homogeneity (Equ.6) we found that the untreated
population renders itself less homogeneous than the treated population. In our ex-
perimental study a biological explanation would be that the applied drug introduced
changes into the higher organization of nuclear DNA (chromatin) creating a larger
number of similar DNA distribution profiles than originally present in the naïve
population (Fig.2). The method presented here is sensitive to such changes. This fact
emphasizes that the drug screening meant to evaluate drug effects on DNA topology
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benefits from homogeneity measurement and would constitute a considerably valu-
able HCS upgrade. Our technique inherits all properties of the Kullback-Leibler
divergence. In addition it possesses the following advantages: (1) can operate on
multidimensional histograms as vectors, (2) allows for processing of intensity pat-
terns of arbitrary shapes and sizes, (3) is not restricted by cardinality of analyzed
objects and targets, (4) any reference pattern can be flexibly substituted, (5) is more
general than the one shown in [11] and (6) is computationally inexpensive.

For this work we arbitrarily selected four classes of divergence-based similar-
ities, however the number of classes as well as the respective K-L ranges can be
flexibly adjusted according to screening purposes and restrictions in outlier iden-
tification (dissimilar cells). These properties are well suited for applications on a
variety of bioinformatics and HCS platforms, in which the identification of homo-
geneous subsets of cells as well as outliers is followed by high-level data interpreta-
tion. HCS methods can benefit from this approach, especially when cell population
homogeneity is difficult to assess due to the lack of standardized references and un-
known number of objects. Furthermore, our concept of homogeneity assessment can
be flexibly adjusted for topological studies of other nuclear entities, where multidi-
mensional patterns are targeted in different medical or biological context that goes
beyond the HC screening.
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Automated Cell Nuclei Segmentation in Breast
Cancer Fine Needle Biopsy Smears

Marek Kowal and Andrzej Obuchowicz

Abstract. Reliable segmentation of cell nuclei from microscopic images is an im-
portant task in many medical studies. This paper present a novel method for the
segmentation of cell nuclei from microscopic images based on fuzzy clustering and
ellipse fitting algorithm. It was designed specifically to segment nuclei in breast
cancer FNB (Fine Needle Biopsy) cytological images. The segmentation approach
takes both the color information and the spatial information into account during de-
tecting the cell nucleus. Because of the presence of the elliptic shape function dis-
similarity measure is able to differentiate the pixels with similar color but located in
in different regions of the image. Moreover, it is very easy to extract morphometric
parameters of the cell nuclei based on parameters of detected ellipses. Simulations
and experimental results are provided to demonstrate the performance and general-
ity of the proposed method. The proposed algorithm is able to segment cell nuclei
obtained from microscopy imaging with reasonable accuracy.

1 Introduction

Breast cancer is the most common cancer among women. The prognosis in breast
cancer is strongly dependent on the disease development before any treatment is
applied so the chance of recovery is a function of time of the detection of cancer.
Modern medicine does not provide one hundred percent reliable, if possible cheap
and at the same time non-invasive diagnostic methods for the diagnosis of breast
pathology. As a result, in practice the important function acting in breast cancer di-
agnosis is the so-called triple-test, which is based on the summary of results of three
medical examinations with different degrees of sensitivity and it allows to achieving
high confidence of diagnosis. The triple-test includes self examination (palpation),
mammography or ultrasonography imaging and fine needle biopsy [11]. Fine needle
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biopsy is collecting nucleus material directly from tumor for microscopic verifica-
tion. Next, the material (collected cells) is examined using microscope in order to
confirm or exclude the presence of cancerous cells. The present approach requires a
deep knowledge and experience of the cytologist responsible for diagnosis. In short,
some pathologists can diagnose better than others. In order to make the decision
independent of the arbitrament factor, morphometric analysis can be applied. Ob-
jective analysis of microscopic images of cells has been a goal of human pathology
and cytology since the middle of the 19th century. Early work in this area consisted
of simple manual measurements of cell and nuclear size. Along with the develop-
ment of advanced vision systems and computer science, quantitative cytopathology
has become a useful method for the detection of diseases, infections as well as many
other disorders [10, 5]. In this work, we present a method that allows recognizing the
malignancy and distinguish cancerous cells from the normal and benign cells. The
classification of the tumor is based on morphometric examination of nuclei cells.
In contrast to normal and benign nuclei, which are typically uniform in appear-
ance, cancerous nuclei are characterized by irregular morphology that is reflected in
several parameters. Morphometric measurements characterizing the shape and size
have been mainly used for feature extraction. Features of the nuclei can be extracted
from the image after the nuclei are correctly segmented and labeled. This work con-
centrates mainly on the segmentation phase because this stage of image processing
is critical for correct diagnosis and treatment. Taking into account the specificity of
the problem, the segmentation task is used to distinguish nuclei from the background
and next label all nuclei. One of more often used methods for image segmentation
is fuzzy clustering in the form of the Fuzzy C-Means algorithm (FCM). Unfortu-
nately, the algorithm is useless in the case considered because it makes it possible
to distinguish the brighter background from darker groups of cell nuclei and it is
required to separate each single nuclei from the image in order to measure its mor-
phometric parameters. Finally, the fuzzy c-means with shape algorithm has been
adopted to tackle the mentioned problem [7, 12]. The original version of the FCMS
algorithm was prepared to determine two clusters only (background and demanded
objects). The work proposes a modified iterative algorithm in order to overcome
the mentioned problem and allows determining all nuclei in the image as separate
objects.

The paper is divided into three sections. Section 1 gives an overview of breast
cancer diagnosis and fine needle biopsy imaging techniques. Section 2 describes the
idea of the FCMS algorithm. Section 3 deals with modifications applied to the origi-
nal algorithm. Section 4 shows the experimental results obtained using the proposed
approach. The last part of the work includes a summary, conclusions and references.

2 Fuzzy Clustering with Shape Constraints

The idea of the segmentation of images using a clustering algorithm usually boils
down to a search for natural clusters of pixels represented in color space. With this
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approach, it is possible to find objects characterized by similar colors, and by apply-
ing the fuzzy clustering algorithm the method is more robust against disturbances
and image inaccuracy [1]. Taking into account the fine needle biopsy images of nu-
clei, the task of segmentation reduces to searching separate objects (cell nuclei) in
order to determine their morphometric parameters. Unfortunately, the application of
fuzzy clustering in the form of the FCM algorithm allows us to separate two inter-
esting objects only: the background and all cell nuclei viewed as one big object. In
order to solve the problem, a modified FCM algorithm is used, which was originally
developed in the work [7, 13] and used in lip segmentation from the face image.

The FCMS algorithm, similarly to the original FCM algorithm, is based on find-
ing the local minimum of the nonlinear cost function using the Picard iteration
through first-order conditions for stationary points [2, 1]. In the case of the FCMS
algorithm, the cost function is defined by the following expression:

J(UUU ,VVV ,θθθ) =
X

∑
x=1

Y

∑
y=1

C

∑
k=1

[
μm

x,y,k

(
fc(cccx,y,vvvk)+

+α fd(x,y,θθθ ,nk)
)]

, (1)

where the matrix UUU ∈R
X×Y×C contains the membership degrees of pixels to the de-

fined clusters, VVV = [vvv1,vvv2, . . . ,vvvC],vvvi ∈R
C×q is a matrix which defines the centers of

the clusters, θθθ is a vector of parameters describing the preferred shape of the objects
searched in spatial domain, X and Y defines the size of the analyzed image, fc is a
function used to determine the distance between the data points and cluster centers,
fd is a function to evaluate the belong rate of the pixel to the ellipse associated with
the tested cluster, μx,y,k is the membership of the (x,y)-th pixel in the fuzzy cluster
k, m ∈ (1,∞) is the fuzziness of the clustering procedure, cccx,y is a vector of (x,y)-th
pixel parameters which describes its color, vvvk ∈ R

q is a vector of the coordinates of
the k-th cluster center, nk is an exponent of elliptic function associated with the k-th
cluster, α is a weighting parameter.

The function fc defines dissimilarity measures based on the distance between the
data points and cluster centers:

fc(cccx,y,vvvk) =‖cccx,y− vvvk‖2 =

=(cccx,y− vvvk)T AAA(cccx,y− vvvk). (2)

The matrix A which occurs in the expression (2) is used to tune the shape and orien-
tation of the clusters in space. In the simplest approach, the matrix AAA is unitary, thus
the distance measure fc(cccx,y,vvvk) is an Euclidean norm. In this case, the study metric
is defined as a Euclidean distance which measures color dissimilarity in RGB or
HSV color space. The function fd incorporates the shape function in the objective
function and measures the spatial distance. As the nuclei are more like an ellipse,
it was decided to chose the shape function fd as elliptic function described by the
following expression:
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Fig. 1 Sample elliptic function for two clusters

fd(x,y,θθθ ,nk) =

((
(x− xc)cosφ +(y− yc)sinφ

)2

w2 +

+

(
(x− xc)cosφ − (y− yc)sinφ

)2

h2

)nk

, (3)

where θθθ = [xc,yc,w,h,φ ] denotes the set of parameters that describes the elliptic
function, (xc,yc) is the center of the ellipse, w and h are respectively the semi-
major and semi-minor axis, and φ is inclination angle, exponent nk ensures a small
function values within the ellipse and large vales for the pixels outside the ellipse.
Figure 1 shows values of the sample elliptic function fd for two clusters. Taking into
account that each cluster has identical parameters θθθ but with a different exponent nk,
it is possible to determine two clusters only. The first one represents the background
and the second one represents the cell nuclei found in the image.

The idea of the proposed fuzzy clustering is to minimize the objective function
(1):

(UUU∗,VVV ∗,θθθ ∗) = arg min
(UUU ,VVV ,θθθ)

J(UUU ,VVV ,θθθ ). (4)

The minimum of the objective function is calculated by an iterative algorithm using
the following expressions for the updating matrices UUU and VVV :

μx,y,k =

[
C

∑
j=1

( fc(cccx,y,vvvk)+α fd(x,y,θθθ ,nk)
fc(cccx,y,vvv j)+α fd(x,y,θθθ ,n j)

) 1
m−1

]−1

, (5)

vvvk =
∑X

x=1∑
Y
y=1 μm

x,y,kIIIx,y

∑X
x=1∑

Y
y=1 μm

x,y,k

, (6)

where IIIx,y ∈R
q represents a single pixel. The parameters of the ellipse θθθ are updated

in each step of the FCMS algorithm by the gradient descent algorithm using the
following general expression:
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θi(t + 1) = θi(t)− γ
∂J(UUU ,VVV ,θθθ )

∂θi
, (7)

where

∂J(UUU,VVV ,θθθ )
∂θi

=

=α
X

∑
x=1

Y

∑
y=1

C

∑
k=1

μm
x,y,knk fd(x,y,θθθ ,nk)

nk−1 ∂ fd(x,y,θθθ ,nk)
∂θi

. (8)

Equations (5), (6) and (7) are iterated as a Picard iteration to obtain the segmentation
of the image. Detailed expressions for updating the parameters of the ellipse can be
found in the paper [7].

Figure 2 shows a sample image with two cell nuclei and a corresponding objec-
tive function calculated for two parameters xc and yc (for simplicity, the rest of the
ellipse parameters are frozen). Two local minima present in Fig. 2 represent two
cell nuclei present in the original image. Hence, the gradient descent method can be
applied to find the local minima and thus the centers of cell nuclei.

It can be noticed that the objective function is continuous in (UUU ,VVV ,θθθ) and IIIx,y

is bounded in R
q. Moreover, the second partial derivative of the objective function

with respect to (UUU,VVV ) is a positive diagonal matrix for any feasible θθθ . Following
the proof of convergence for FCM in [2] and FCMS in [7] respectively, the objective
function value of the i-th Picard solution (UUUi,VVV i) is less than that of (UUUi−1,VVV i−1):

J(UUUi,VVV i−1,θθθ i−1) < J(UUUi−1,VVV i−1,θθθ i−1), (9)

and
J(UUUi,VVV i,θ i−1) < J(UUUi,VVV i−1,θθθ i−1). (10)

While using the gradient descent method for solving θθθ i, the objective function
(UUUi−1,VVV i−1) is decreasing until θθθ i falls to a local minimum or reaches the

Fig. 2 Original image and the corresponding objective function
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boundary of the θθθ -vector space. Taking this into account, the following inequality
can be formulated:

J(UUUi,VVV i,θθθ i) < J(UUUi,VVV i,θθθ i−1). (11)

Therefore, the Picard iteration is shown to give a local minimum solution. Unfor-
tunately, in the presented approach the update of the parameter vector θθθ is compu-
tationally very expensive and the solution is extremely dependent upon the initial
vales of the calculated parameters. Figure 5 shows the result of fuzzy segmenta-
tion applied to find cell nuclei with random initialization of ellipse parameters. It
can be observed that the optimization procedure very often leads to the detection of
spurious cell nuclei corresponding to the local minimum of the objective function.

The next section tackles the presented problems and finally solves them by ap-
plying some modifications to the segmentation procedure presented in this section.

3 Cell Nuclei Segmentation

The fuzzy segmentation method presented in the previous section is able to dif-
ferentiate the objects with different colors, but what is more significant in the case
considered it is also designed to differentiate objects with the same color but located
in different regions of the image. Such a feature of the algorithm is very useful in
the segmentation of cell nuclei. Unfortunately, the original FCMS algorithm [7, 13]
has a few drawbacks and limitations when applied to the segmentation of cell nu-
clei. The main problem arises from the fact that the algorithm is able to find only
two clusters, the first one corresponding to the object with an elliptic shape and the
second one corresponding to the rest of the image, while it is required to discover
as much as possible of cell nuclei in order to make reliable diagnosis based on cell
nuclei parameters.

In Section 2 it was mentioned that the FCMS algorithm is computationally very
expensive due to gradient descent optimization applied to solve the parameters of
the ellipse in each iteration of the whole FCMS procedure. Moreover, the results
obtained using such a procedure are very problematic because the objects found are
usually not cell nuclei but rather groups of cell nuclei or parts of cell nuclei (Fig. 5).

The mentioned limitations and drawbacks are weakened by changes proposed to
the original approach. The first one is to divide the whole process of segmentation
into two phases. The first phase is reduced to preprocessing the input image using
the FCM algorithm in order to find the color of the cell nuclei and the color of the
image background. The second phase is an iterative procedure applied to find cell
nuclei in the preprocessed image. The developed modification arises from the ob-
servations that computing the parameters of the ellipse in each step of the FCMS
algorithm is useless. While the matrices UUU and VVV do not represent precisely the
proper clusters (cell nuclei and the background), the optimization procedure used to
compute the parameters of the ellipse usually leads to finding spurious cell nuclei.
Taking into account this fact, it was decided to solve the ellipse parameters opti-
mization problem only once after the FCM algorithm has preprocessed the original
image by minimizing (12). So, the modified segmentation procedure can be viewed
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Fig. 3 Determining initial
parameters for ellipses

as minimizing the objective function (12) and afterwards minimizing the objective
function (13) with respect to θθθ .

J1(UUU ,VVV ) =
X

∑
x=1

Y

∑
y=1

C

∑
k=1

[
μm

x,y,k fc(cccx,y,vvvk)
]
, (12)

J2(θθθ) =
X

∑
x=1

Y

∑
y=1

C

∑
k=1

[
μm

x,y,k fd(x,y,θθθ ,nk)
]
. (13)

It was observed during the experiments that the standard FCMS algorithm usually
requires about 15 iterations to detect separate cell nuclei and the whole segmentation
procedure must be repeated for each cell nuclei present in the image, so the intro-
duced modification dramatically decreased the number of computations required to
segment the image.

Unfortunately, the developed method does not solve all of the mentioned prob-
lems because, similarly like standard FCMS, it often gets stuck in an inappropriate
minimum (Fig. 5). This problem arises from the fact that the parameters of the initial
ellipse were generated randomly and the gradient descent method converges to the
nearest local minimum. To overcome the problem, it was decided to limit the initial
values of ellipses using knowledge about a typical size of the cell nuclei and the
multi-start gradient method (Fig. 6). The method allows us to reduce false segmen-
tation of cell nuclei; however, finally the best results was obtained using the Hough
like transform to initialize the ellipse. Such an approach proposes systematic gener-
ation of a series of ellipses arranged in the form of grids covering the whole image
(Fig. 3). Next, the objective function is calculated for each ellipse and the ellipse
with the smallest value of the objective function (13) becomes a starting point for
the gradient descent tuning procedure. Of course, such a procedure was time con-
suming, so in order to reduce the complexity, the grids of ellipses was sparse and
the parameters w and h were limited by the knowledge about a typical size of the
cell nuclei, the parameter φ was constant to simplify the exploration. The proposed
initialization greatly improved the quality of the segmentation and accelerated the
convergence of the gradient method. In order to reduce the number of steps required
to reach the minimum by the gradient method even more, an adaptive learning rate
was applied to control the level of parameter updates.
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Fig. 4 Segmentation ap-
proach using FCM and the
gradient descent method

The scheme of the final version of the algorithm is presented in Fig. 4. It con-
sists of three steps. In the first one, the original image is preprocessed by the FCM
method to find the color of cell nuclei and the background. Next, the parameters of
ellipses are initialized using the developed approach. Finally, the gradient method is
used to tune the parameters of ellipses in the following iterations. The ellipse found
a single algorithm iteration represents a single cell nucleus. In order to facilitate the
searching procedure, cell nuclei already detected and described by the correspond-
ing ellipse are erased from the original image by filling in the ellipses using the
background color. The stop criteria for the gradient descent algorithm are defined
in the form of a minimal value of objective function change and a maximum num-
ber of tuning steps. The stop criteria for global algorithm iterations are defined as
the maximum number of ellipses found and the minimum objective function value
(13). Choosing right values for stop criteria requires some kind of experience from
the user. The next section presents some sample results of segmentation using the
developed approach.

4 Experimental Results

Testing existing and newly developed algorithms requires to have databases at dis-
posal, on which tests and benchmarks can be realized, especially in the domain of
image analysis, where in many problems a domain knowledge needs to be taken into
account. In our study we decided to design a new data set that could be applied to
a completely automatic process of image analysis. The segmentation of cell nuclei
was carried out on cytological material obtained by FNB. Biopsy without aspiration
was performed under the control of ultrasonography with a needle of a diameter of
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Table 1 Dataset

Feature Value

Number of samples (malignant) 50 (25)
Number of images 500

Format of files BMP
Resolution 704x578

Number of colors 2563

0.5 mm. Smears from the material were fixed in spray fixative (Cellfix by Shandon)
and dyed with hematoxylin and eosin (h+e). The time between the preparation of
smears and their preserving in fixative never exceeded three seconds. The smears
were derived from 25 FNB of benign and 25 of malignant lesions collected from
50 patients of the out-patient clinic ONKOMED in Zielona Góra . All cancers were
histologically confirmed and all patients with benign disease were either biopsied or
followed for a year. The image for digital analysis was generated by a SONY CCD
IRIS color video camera mounted at top of AXIOPHOT microscope. The slides
were projected into a camera with 10× and 160× objective and a 2.5× ocular. One
image was generated for 100× enlargement and nine for 400× enlargement.

Most of the criteria of malignancy are seen in the nuclei of the cells. Therefore,
it is essential to isolate the nuclei from the rest of the image. It can be observed that
malignant cells in contrast to normal and benign cells are characterized by irregu-
lar morphology that is reflected in several morphometric parameters. Morphometric
measurements characterizing the shape and size have been mainly used for fea-
ture extraction. The extracted features are: size, circularity, perimeter, compactness,
lengths of the axis of the ellipse circumscribing the nuclei and the eccentricity of
the ellipse circumscribing the nuclei. Details about these features can be found in
[14, 6, 9]. However, from previous research in the subject it is known that there are
big differences in size between benign and malignant cases, and shape factors do not
have good discriminative properties . Hence the proposed segmentation approach
seems to be very promising in this case due to simplicity in calculating crucial fea-
tures. In order to test the effectiveness of the proposed segmentation method, a set of
50 manually binary-segmented images was prepared. The result of automatic seg-
mentation was compared to that of manual segmentation using the error measure
based on the Hamming distance between manually segmented image and automatic
segmented image. Since the developed segmentation method produces as a result
of segmentation a set of ellipses, it was needed to convert ellipses which represent
cells to a binary image by filling in the ellipses. The results of the comparison are
summarized in Table 2, where EF stand for ellipse fitting phase. Following error
measures were used to demonstrate the performance of segmentation:

Eave =
N

∑
i=1

ei

niN
, (14)
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Table 2 Segmentation results

Segmentation method Eave Emax Emin

FCMS (RGB) 132 25670 29
FCM (RGB), EF with random init. 127 22198 32

FCM (HSV), EF with grid init. 78 17011 15
FCM (RGB), EF with grid init. 81 16210 14

FCM (RGB) clustering 102 14129 23
K-mean (RGB) clustering 125 16509 28

Emin = min
i=1...N

ei

ni
, (15)

Emax = max
i=1...N

ei

ni
, (16)

where ei is a Hamming distance between the i-th manually segmented binary image
and the i-th automatically segmented binary image, ni is the number of cell nuclei in
the i-th image and N is the number of test images. It must be noticed that although
FCM and KM clustering achieved better segmentation results with respect to defined

Fig. 5 Segmentation using
standard FCMS

Fig. 6 Segmentation using
FCM clustering and gra-
dient descent with random
initialization
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Fig. 7 Segmentation us-
ing FCM clustering and
gradient descent with grid
initialization

criteria than FCMS and two stage FCMS with random initialization, their usage is
strongly limited due to the fact that they are not able to determine separated cell
nucleus. In order to compare the segmentation results visually, some segmented
parts of images are shown in Figs. 5, 6 and 7.

The software to realize the segmentation initially was prepared in the Matlab en-
vironment; unfortunately, time consuming computations make this software appli-
cable to parts of the original images only. Hence the final version of the software was
prepared in the Java environment using the Java Advanced Imaging (JAI) library. In
order to accelerate the computations , the segmentation algorithm was written as a
JAI operator and was prepared to work in a multi-threaded environment.

5 Conclusions

The work presents a cell nuclei segmentation method based on fuzzy-c means clus-
tering with a shape function. The results achieved in the experiments seem to be
very promising. The main advantage of the method is that the results of the segmen-
tation can be directly used to calculate the morphometric parameters of the cells.
Modifications proposed in the work to the original FCMS algorithm allow decreas-
ing significantly the cost of computations. This achievement is very important due
to the fact that nowadays colonoscopes are able to produce images with the resolu-
tion of 50000x50000 or even higher. Of course, the presented approach is not able to
segment all cases properly so there are a few challenges for the near future. The first
one concerns the segmentation of overlapped cell nuclei. The second one regards
the adaptation of FCMS clustering to deal with more complex shapes. This will al-
low calculating parameters of cell nuclei more precisely, and possibly the algorithm
can gain more general applications due to the ability to detect objects with differ-
ent shapes [4, 16, 3]. However, it must be pointed out that the present accuracy of
segmentation is so high that the future research will concentrate on the feature ex-
traction and classification stages. The recognition rate in malignancy classification
will be a true test for the quality and effectiveness of the developed segmentation
method [15].
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Model of Optical Sectioning by Using Structured
Light in a Conventional Microscope

Jan Juszczyk

Abstract. Mathematical and physical principals of optical sectioning by using struc-
tured light in a conventional microscope are expanded. Assumptions and structure
of a model of optical sectioning by using structured light are presented. The results
of this model are discussed and compared with a reference method.

1 Introduction

Like computed tomography or magnetic resonance, microscopy is an important sec-
tion of diagnostic imagining and research. Advanced and specialized techniques al-
low to show the specimen under a microscope more and more precisely. Marvin
Minsky patented in 1955 the first confocal microscope. This microscope was the
first one allowing the optical sectioning - a clear look into the specimen [1]. Con-
focal microscopy has become nowadays exceptionally well developed and popular
[2]. This is the most important and the best, yet expensive, method of optical sec-
tioning, therefore it is not available for many research centers. Neil, Juskaitis and
Wilson published in 1997 a new simple method of optical sectioning by using struc-
tured light in a conventional microscope [4]. Since then only one manufacturer has
constructed a device using this method [3, 6]. The method is based on projecting
various patterns onto the object, where we would like to obtain optical sectioning.
However, if we project the grid pattern only, the sectioned image will be unsettled by
the view of this pattern. The sectioned image of a 3D structure, which is in the spec-
imen, will be disordered and we will not be able to use it e.g to measure the structure
size. In this method we need a three phase-modulated image of the same region to
obtain optical sectioning. This method is not as good as confocal microscopy, but it
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is the simplest and also permits obtaining a much better image than with a conven-
tional wide-field microscope. We will try to approach this system by using a simple
model.

2 Principals of the Method

We define a function of an optical system without pattern illumination

A(t0,w0,t,w) =
∣∣∣∣
∫∫

h1 (t0 + t1,w0 +w1)× τ (t1,w1)h2 (t1 + t,w1 + w)dx1,dx2

∣∣∣∣
2

,

(1)
where: h1 and h2 represent the amplitude point-spread functions of the two lenses
and τ (t1,w1) is the amplitude transmittance of the object which we are imaging.
Variables (t,w) are optical coordinates, defined as

(t,w) =
2π
λ

(x,y)nsinα (2)

Where nsinα is the numerical aperture (NA) and λ denotes the wavelength.
The mask is defined as

S (t0,w0) = 1 +mcos(νt0 +φ0) , (3)

where m is the modulation depth and φ0 is the spatial phase. We can choose φ0

arbitrarily. It is clear that the mask is dependent only on one variable. If we combine
equations (1) and (3) we can write the image intensity as

I (t,w) =
∫∫

S (t0,w0)A(t0,w0,t,w)dt0,dw0. (4)

Explicitly substituting mask eq. (3) into eq. (4), we obtain

I (t,w) =
∫∫

(1 + mcos(νt0 +φ0))A(t0,w0,t,w)dt0,dw0. (5)

Next, by simply modifying this equation, we will see that the image intensity con-
sists of three parts

I (t,w) =
∫∫

A(t0,w0,t,w)dt0,dw0 (6)

+mcosφ0

∫∫
cos(νt0)A(t0,w0,t,w)dt0,dw0

+msinφ0

∫∫
sin(νt0)A(t0,w0,t,w)dt0,dw0.

The first part is a conventional wide-field image, the second and third ones are im-
ages modulated by a grid pattern. Without the first part eq. (6) is an SSB modulated
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(Single Side Band) signal, where cos(νt0) and sin(νt0) denote the phase shift [5].
We can write further

I = I0 + mcos(φ0)Imod +msin(φ0)I∗mod . (7)

If we treat the image intensity I as an SSB signal, we can write the demodulation as

Ip = mα
√

I2
mod + I∗2mod

1 (8)

[8, 7] (where α is the parameter countering the modulation depth), yet only if we
can rewrite the equation removing I0. It is easy to show that

Ip = mα
√

I2
mod + I∗2mod = m

√
(I1− I2)

2 +(I1− I3)
2 +(I2− I3)

2, (9)

with α = 3
√

2
2 , where I1, I2, I3 are image intensities I with the spatial phase

φ1 = 0,φ2 = 2π
3 ,φ3 = 4π

3 . It is important only for these spatial phases that the un-
wanted intensity I0 be erased from eq. (7).

3 Model

We can reduce the optical setup to two lenses, if the modulated light will be trans-
mitted through the specimen. In this setup only the space in the black rectangle in
Fig. 1 is interesting for us. The intensity of illumination in the black rectangle is con-
stant over time, unless the specimen is moving, for each I1,2,3. The model computes
2D-table intensity of illumination in the space between two lenses for a selected
w. We abandoned creating the 3D model, because the results would be a 4D-table,
which would be difficult to represent and analyze. On the basis of the definition
of the stationary system in [9] we can state that a system of optical sectioning is a
stationary system. The model simulates the intensity of illumination in each point
in the black rectangle. First we designed a table containing intensity of illumination
for each point in the 2D space between two lenses (t, i) (Fig. 1) for one point source.
We called it „peak”. The integrated intensity of illumination has to be constant for
each i.

Fig. 1 Reduced optical set

1 We can skip the module, because I is real and positively defined.
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∫
I (t, i)dt =

∫
C(i)·(1 + cos(ω(i)·t))dt = D = const, (10)

where ω(i) = π
i , the solution being

C(i) =
D
i

(11)

This condition stems from a simple assumption that the intensity of illumination far-
ther from the source cannot be greater than the intensity closer to it. If D is constant,
the ith optical set has the transmittance τopt = 1, that means it is lossless.

Fig. 2 The peak and the resolution of illumination intensity in a a) 3D visualization b) 2D
visualization

The model consists of a table containing illumination intensities for each point
in the 2D space between two lenses and it was built on the basis of a few simple
assumptions:

1. Intensity of infocus illumination is given by eq. (3).
2. The model is built by adding single peaks. 2. The resultant intensity of illumi-

nation is calculated by adding the intensity of illumination for all the peaks. We
called this structure „mask”.

3. The interaction between the specimen and the mask is modeled by multiplication.
4. The resultant image consists of the function

M(t) =
∫

I(t, i)di. (12)

We can split the mask (Fig. 3) into two parts: a homogeneous field outside the focus
and a highly modulated infocus space. Only the center field is useful for section-
ing. On the brink artifacts appear and sectioning is impossible. In fact first part -
homogenous field - is not really flat. We observe stripes and lines with descending
amplitude in the outer direction of i. These stripes cause quality aggravation of the
optical sectioning (Fig. 5).

2 It is a correct assumption for „white”, incoherent light.
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Fig. 3 The mask and resolution of illumination intensity in a a) 3D visualization b) table

4 Results

We present the results of image sectioning M(t) as a thin image (Fig. 4d)), yet we
can also show the full resolution of illumination intensity for all the 2D space (Fig.
4 b)). If we compare a sectioned image (Fig. 4 d)) with a classic image (Fig. 4 d))
the differences are obvious. In Fig. 4 c) we cannot determine how many object we
can see, because their transmittances are similar and we can determine their shapes
only. After the sectioning the image is sharper, because we see the infocus space
with a small margin only. Most of the homogeneous field was damped, yet not all of
it.

In Fig. 5 we see illumination intensity from the interaction of the specimen
with the mask after the sectioning. Intensity of the infocus field is more than ten
times greater than that of the field outside the focus, yet we observe the integrated

Fig. 4 Specimen, a) Table of intensity of illumination without sectioning, b) Table of intensity
of illumination after sectioning, c) Real image of the specimen without sectioning, d) Real
image of the specimen after sectioning



338 J. Juszczyk

Fig. 5 Sectioning of one slice, intensity of illumination - 3D visualization

illumination intensity, therefore the effect of the field outside the focus can be greater
and image sectioning will be worse. We should remember we cannot see the full
field of illumination intensity. For this reason, in the algorithm implemented, the
optical sectioning is based on modulated images I1,2,3 of the specimen (Fig. 4 c))
and not on the full table of illumination intensity (Fig. 4 a) b)).

We can compare confocal microscopy to a situation with only one peak, where
there is no modulation in the field outside the focus. The illumination intensity after
sectioning is similar to the illumination intensity for the same slice without section-
ing, so after sectioning we can make measurements of the specimen density.

We compared axial responses of the received illumination intensity with axial
responses from [4] and [2], the results being similar (Fig. 6) and received illumi-
nation intensity ideal. It means that the axial responses symmetrical maximum has
been achieved. It is not a real situation and there is no dispersion. The shape of the
obtained curve is the same type as in [4] and [10].

Fig. 6 Axial responses of the system
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Fig. 7 Reconstruction of the
specimen

Having sectioned all the slice of the specimen, we reconstructed a 2D (Fig. 7)
image of the specimen and we compared it with the original specimen. The recon-
struction has two types of artifacts, namely related with direction (i) and direction
(t). The artifacts in direction (i) are related with the thickness of the sectioned slice.
The thinnest possible slice depends on the NA and a greater gap does not have sense.
As far as the second type of artifacts, related with the phase mismatch, is concerned
we observed vertical stripes growing with the phase mismatch. During testing, we
observed that the size of the grid pattern (related with ν in eq. (3)) does not affect
the vertical resolution. The vertical resolution depends only on the magnitude of
optical system.

5 Conclusion

We simply explained the presented system of optical sectioning with signal analysis
and we proved that algorithm (eq. 9) is correct. The effects of presented model
show the resolution of illumination intensity in the 2D space between two lenses at
each step of optical sectioning. We can explore the influence of changing the NA,
which is the only parameter related with the optical system. That means this model
is universal because it is not related with any special optical system. We can explore
the effects of phase mismatch on the quality of optical sectioning and we proved
that only for φ1 = 0,φ2 = 2π

3 ,φ3 = 4π
3 phases the optical sectioning is correct. We

presented how the resultant image is created at each step of optical sectioning. We
reconstructed the resolution of the specimen transmission analog and showed that is
similar to the original one.
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Evaluation of Antibacterial Agents Activity

Igor Buzalewicz, Katarzyna Wysocka-Król,
Katarzyna Kowal, and Halina Podbielska

Abstract. The novel computer aided image processing analysis presented in this
paper is used to evaluate the number of bacteria colonies. Proposed algorithm ex-
ploits the computer-aided calculations of optical transforms and it is implemented to
the analysis of CCD recorded images of bacteria colonies. The diffraction patterns
were approximated by the Fourier spectrum and additionally, the Mellin transform
was applied to omit the problem of bacteria colonies sizes fluctuations. This ap-
proach exploits the properties of Fourier and Mellin transforms for scale and spatial
locations invariant analysis. The significant correlation between parameters char-
acterizing the Mellin spectrum and the number of bacteria colonies, was observed.
Presented method was used for characterization of sterilization efficiency of antibac-
terial nanomaterials.

1 Introduction

The problem of bacterial infections is currently an important issue in many fields of
life science, as well as in health safety and food protection. Generally, Quality of
Life is in focus of many international and national initiatives. The continuously in-
creasing bacteria resistance to commonly used antibacterial chemicals (antibiotics,
sterilization agents etc.), is worldwide observed. Especially, antibiotics resistance
is frequently discussed in the medical literature [3, 11, 15, 19]. For example, it
was observed that the 50% of Staphylococcus aureus species isolated from leg ul-
cers were resistant to oxacillin and 36% of isolated bacteria Pseudomonas aerugi-
nosa to ciprofloxacin [11]. Comparison of current antibiotics resistance profiles with
data collected in 1992 revealed the increase of bacteria resistance to oxicillin and
cipofloxacin in leg ulcers from 24% to 50% for Staphylococcus aureus and from
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9% to 24% for Pseudomonas aeruginosa, respectively. Moreover, the resistance to
macrolide, linosamide and streptogramin antibiotics is observed, as well [19]. The
National Institute of Allergy and Infectious Diseases - NIAID warns that over 70%
of various bacteria species, most often causing hospital infections, are already com-
pletely resistant to at least one kind of antibiotics commonly used for treatment
[15]. Simultaneously, NIAID points out a need to carry out studies towards novel
techniques of bacteria characterization that can be applied in microbiological diag-
nosis. Therefore, the broad spectrum of currently performed research is focused on
obtaining more effective antibiotics and various antibacterial agents. In standard mi-
crobiological procedures, the characterization of antibacterial efficiency of different
agents is based on the determination of the number of bacteria colonies (so called
bacteria colony forming units - CFU). However, in a routine microbiological exami-
nation, it is mostly performed manually, what is time-consuming and may affect the
validity.

Some attempts were made to improve quality and efficiency of this process,
whereas various semi-automated and automated algorithms have been proposed.
Image processing techniques for microbiological examination may be exploited as
well, since they provide a useful tool for improving the screening and analysis of
the bacterial samples by eliminating observer bias and reducing the analysis time.
Image recording may be realized by means of various optoelectronics systems;
e.g. classical microscopes, confocal laser scanning microscopes, fluorescence mi-
croscopes, CCD cameras etc. and then, various image processing algorithms, are
applied [6, 17, 18, 25]. These methods are widely used in a computer-assisted iden-
tification of bacteria species and characterization of susceptibility to antimicrobial
agents [9]. Some attempts were made to use these techniques for bacteria identifi-
cation. For example, tuberculosis bacteria were examined basing on the combined
use of some invariant shape features along with a simple threshold operation on
the chromatic channels [13]. Methanospirillum hungatei and Methanosarcina mazei
were analyzed by means of pattern recognition and edge detection [12]. Computer
aided image processing techniques are often exploited for counting the number of
CFU, as well.

Various approaches and computer algorithms were applied to solve the problem
of evaluation of bacteria colonies number. Digitized microscopic images of the yeast
were analyzed using the watershed algorithm for cell number determination and a
morphological edge detection for colony size evaluation [24]. Other approaches in-
clude PC-based techniques for the automated counting of digitized images of Petri
dishes [22], a distance-transform techniques for the segmentation of monochromatic
images of colonies grown on membrane filters [20] or more complex techniques,
including detecting dish/plate regions, identifying colonies, separating aggregated
colonies, and finally, their counting [29]. Moreover, some dyes are applied to in-
crease bacteria colonies visibility and in a consequence to facilitate counting proce-
dures [16].

The proposed method is based on image processing analysis by means of com-
puter aided calculations of Fourier and Mellin spectra of bacteria colonies grown
in Petri dishes. Recently published results demonstrated that the scattering patterns
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of bacteria colonies may be exploited for identification of various bacteria species
[4, 5, 23, 27]. The forward light scattering by bacteria colonies, generally associ-
ated with diffraction effects, exhibits some specific features suitable for bacteria
species characterization in context of inverse scattering problem. Our approach ex-
ploits the correlation between the Fourier spectrum, which can be considered as
far-field diffraction pattern (Fraunhofer pattern), and the amount of analyzed ob-
jects - bacteria colonies. In previously performed experiments, we demonstrated
that it may be used to evaluate the efficiency of APDT (antimicrobial photodynamic
therapy) against Staphylococcus aureus and Escherichia coli by means of Fourier
spectra correlation [7]. However, validity of this analysis was limited to the samples,
which contained bacteria colonies with the same size, since size fluctuations are sig-
nificantly affecting the extraction of desired information from the Fourier spectrum.

Presented in this paper analysis is enhanced by the additional application of
Mellin transform, which eliminates the influence of bacteria colonies size fluctu-
ation on Fourier spectrum pattern. Combing the properties of Fourier and Mellin
spectra for image processing analysis of bacteria colonies grown on solid nutrient
medium, enables the realization of shift, scale and rotation invariant evaluation of
bacteria colonies number. Although Mellin transform was already applied in micro-
biological studies, however, it was used to identify the Vibrio cholerae O1 bacteria
by image correlation and it was based on a different computational algorithm [1, 2].
The novelty of our approach rely on the characterization of Fourier and Mellin spec-
tra in order to retrieve an information about the efficiency of antibacterial activity
against Escherichia coli of examined nanomaterials: Ag silica-based nanoparticles.

2 Theoretical Concepts of Proposed Image Processing Analysis
of Bacteria Colonies

Previous theoretical consideration demonstrated that the Fourier spectrum S( fx, fy),
assumed as a magnitude of Fourier transform, is highly correlated with the number
of objects with the same size and shape [8]. This relation can be expressed as follows

S( fx, fy) =
∣∣Fo( fx, fy)

∣∣ [N+mod( fx, fy)] , (1)

where fx, fy are spatial frequencies,
∣∣Fo( fx, fy)

∣∣ is the Fourier spectrum of an one
single object of the objects set, N is a modulation factor associated with the ob-
jects number n and mod( fx, fy) is correlated to the spatial configuration of objects.
According to this notation, N is so-called modulation background corresponding to
objects number n, however N is not linearly proportional to n. In the case of objects
with same size, it is possible to analyze normalized Fourier spectrum:

Sout put( fx, fy) =
S( fx, fy)∣∣Fo( fx, fy)

∣∣ = [N +mod( fx, fy)] (2)
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from which one may determine directly the modulation background as a constant
component of Sout put( fx, fy), while the factor mod( fx, fy) is an additional cosinu-
soidal modulation. Determination of modulation background value can be used to
evaluate the unknown number of objects. However, if the random fluctuations of
objects sizes appear, normalization of the Fourier spectrum in the described above
manner leads to significant errors, which are affecting the correctness of the anal-
ysis, since the Fourier transform does not assure the scale invariant approach (see
Fig. 1).

(a) (b)

Fig. 1 Fourier spectra caused of circular apertures: (a) Fourier spectrum of the circular aper-
ture with the radius of 7 pixels, (b) Fourier spectrum of the circular aperture with the radius
of 14 pixels

Therefore, the Mellin transform, which is scale invariant, will be applied in fur-
ther analysis [14]. In one-dimensional case, the Mellin transform of the function
g(ξ ) can be described as:

M(s) =
∫ ∞

0
g(ξ )ξ s−1dξ (3)

where in general, s is a complex variable. If the complex variable s is associated with
imaginary axis s = i2π fx, the Mellin transform is reduced to the Fourier transform
by the substitution of variables: ξ = e−x, what results in the following equation:

M(i2π fx) =
∫ ∞

−∞
g(e−x)e−i2πx fxdx (4)

We see that the Mellin transform can be obtained from the Fourier transform of an
exponentially stretched function. The Mellin transform is scale and rotation invari-
ant, but it depends on the object localization. Therefore, the main advantage of the
Fourier transform as shift invariance, is completely lost. To omit this problem, we
proposed to combine the properties of Fourier and Mellin transforms. The algorithm
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described in [10], will be exploited. The concept of our analysis is shown on
Fig. 2. The core of the adapted algorithm is log-polar transformation, which reduces
the two-dimensional Fourier spectrum scale changes in frequency domain caused
by bacteria colonies size fluctuations, to one-dimensional change along radial
coordinate.

Fig. 2 Schema of the proposed algorithm

Therefore application of our image processing algorithm enables realization of
position, scale and rotation invariant analysis. Presented approach was already nu-
merically verified and the results of numerical simulations confirmed the high corre-
lation between maximal values of the Mellin spectrum and the number of analyzed
objects for various objects numbers, spatial configurations and sizes fluctuations [8].

3 Antibacterial Efficiency Evaluated by Means of Optical
Transforms

The correlation between appropriate parameters characterizing the Mellin spectrum
and the number of objects of the same shape, but with various sizes and spatial lo-
cations, justifies the application of proposed algorithm to the analysis of bacteria
colonies samples for examination of antibacterial activity. Calculation of the num-
ber of bacteria colonies - CFU is a standard procedure in microbiology. Therefore,
presented above method will be used to examine the interaction between bacteria
cells and silica-based Ag nanomaterials. The antibacterial activity of Ag nanoparti-
cles was already demonstrated [28].
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3.1 Materials and Methods

The proposed above method will be used to evaluate the antibacterial activity of
Ag doped silica nanospheres. The results will be compared with these obtained by
manually counting of bacteria colonies.

The silica nanoparticles were prepared by modified Stöber synthesis, which com-
prises the base catalyzed hydrolysis of TEOS (Tetraethoxysilane) in water-ethanol
mixture [26]. The silica nanoparticles were prepared by the successive addition of
ethyl alcohol (95%, Polish Chemicals), ammonium water (25%, Polish Chemicals),
hydrofluoric acid (35%, Polish Chemicals), TEOS (from Aldrich) at room tempera-
ture. Next, silica nanoparticles sediment was washed in methyl alcohol, and dried at
70◦C for 24 hours. Tollen’s method for silica silver doped nanospheres production.
was applied [21]. As the result, colloidal solutions of Ag-doped SiO2 nanoparticles,
were produced.

The bacterial cultures of Escherichia coli were obtained from the microbiological
laboratory of the Department of Epizootiology and Veterinary Administration with
Clinic of Infectious Diseases of the Wroclaw University of Environmental and Life
Science. Bacteria suspensions were incubated for 24 hours at the temperature of
37◦C and then seeded on the MacConkey agar in Petri dishes. The samples were in-
cubated for next 24 hours. Three various concentrations were tested: 0.25:1 (0.25 ml
of colloid on 1 ml bacteria suspension), 0.5:1 and 1:1. As a control, the bacteria
samples not treated by antimicrobial agent, were used. Additionally, some of the
samples were irradiated for 4 minutes by the laser light (wavelength 410 nm, output
power 50mW).

The images (768×768 pixels) of bacteria colonies samples were recorded by
means of CCD camera (see Fig. 3). Then, the central part, corresponding to the
circular shape of Petri dish, was extracted and Fourier transforms were calculated by
means of FFT (Fast Fourier Transform) in the MatLab environment. The computer-
aided analysis is schematically depicted on the Fig. 4.

(a) (b)

Fig. 3 Exemplary images of bacteria colonies treated by Ag doped nanomaterials in concen-
trations: (a) 0.25:1, (b) 0.5:1
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Fig. 4 Schematic representation of computer-aided bacteria colonies analysis (explanations
in text)

The high frequencies pass filter (high-pass filter) was applied to eliminate zero-
order maximum of the Fourier spectrum. Next, the log-polar transformation of mod-
ified Fourier spectrum was performed (see Fig. 5). Both, angular and logarithmic
components of the radius were sampled by 768 points in the range from 0 to 360
degree and from lnρmin to lnρmax, respectively. Number of sampling points was as-
sociated with the size of the input image of bacteria colonies.

(a) (b)

(c)

Fig. 5 Exemplary log-polar representations of Fourier spectra of bacteria colonies, where
vertical axis represents natural logarithm of radial coordinate lnρ and horizontal axis repre-
sents angular coordinate. Material concentration: (a) 0.25:1, (b) 0.5:1, (c) 1:1.
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Table 1 Correlation (non-linear) between maximum value of Mellin spectrum (MMSsample)
and amount of bacteria colonies (CFU)

Sample description
Amount of CFU

MMSsample
antibacterial agent [ml]/bacteria suspension [ml] [×108a.u.]

treated with Ag-doped silica nanoparticles 0.25:1
887 5.4

non-irradiated
treated with Ag-doped silica nanoparticles 0.5:1

664 5.2
non-irradiated
treated with Ag-doped silica nanoparticles 1:1

572 4.6
non-irradiated
treated with Ag-doped silica nanoparticles 0.25:1

519 4.52
irradiated
treated with Ag-doped silica nanoparticles 0.5:1

445 4.1
irradiated
treated with Ag-doped silica nanoparticles 1:1

295 2.9
irradiated

In the last step, the Fourier transform calculation of log-polar modified spectrum,
was performed. This transformation is an equivalent to the Mellin transform of the
input bacteria colonies image. Obtained maxima of Mellin spectra, were further an-
alyzed in order to evaluate the antibacterial efficiency. Basing on achieved results,
which are presented in Table 1, the high correlation between parameter character-
izing the Mellin spectrum - maximum value of Mellin spectrum (MMS) and the
number of bacteria colonies was observed.

3.2 The Evaluation of Antibacterial Agents Activity

Let us to describe the sterilization efficiency in term of difference between the num-
ber of bacteria colonies in the control sample and in the antibacterial treated sam-
ples. In the case of manually counted bacteria colonies, the sterilization efficiency
SEMC is described by the following formula:

SEMC =
CFUcontrol−CFUsample

CFUcontrol
·100% (5)

where MC denotes: manually counted.
SEEV is the sterilization efficiency, which was obtained from the analysis of

Mellin spectra: maximum value of 2D Mellin spectrum of the control sample
MMScontrol and treated sample MMSsample. The sterilization efficiency SEEV can
be described as:

SEEV =
(

MMScontrol−MMSsample

MMScontrol
·100%

)
·CF (6)
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Table 2 Sterilization efficiency

Sample Sample description SEEV SEMC |SEEV −SEMC|
number antibacterial agent [ml]/bacteria suspension [ml] (%) (%) (%)

1
treated with Ag-doped silica nanoparticles 1:1,

65.6 65.7 0.01
irradiated

2
treated with Ag-doped silica nanoparticles 1:1,

62.4 61 1.6
irradiated

3
treated with Ag-doped silica nanoparticles 0.5:1,

56 54 2
irradiated

4
treated with Ag-doped silica nanoparticles 0.25:1,

44.9 43 1.9
irradiated

5 control sample, non treated, no laser 0 0 0

where CF is a calibration factor, describing the correlation between MMS values
and the number n of bacteria colonies: n = f (MMS;CF). One has to remember that
MMS values are not linearly proportional to n.

4 Conclusion

The Fourier spectrum of objects set with the same shape and size may be exploited
for retrieving the information about objects number. If the objects in the input plane
do not have the same sizes, such analysis cannot be performed. However, the log-
polar transformation of initial Fourier spectrum and performance of an additional
one-dimensional Fourier transform as an equivalent to the Mellin transform, assures
the spatial orientation and scale invariance. Therefore, it may be applied to per-
form quantitative analysis of bacteria colonies number CFU. This algorithm, can
be used for comparative evaluation of changes in bacteria colonies number due to
antimicrobial materials. It was demonstrated that differences between the steriliza-
tion efficiency counted manually and obtained from Mellin spectra, are insignificant
and they do not exceed 2%. Moreover presented method can be used for evaluation
of the number of other biological objects with the same shape as for example cells
in colloidal solution or on solid mediums based on pictures recorded by different
microscopic techniques e.g. optical microscope or scanning electron microscope.
Presented image processing method in significant way can improve counting pro-
cess of cells by elimination of the manual procedures and reduction of the analysis
time.
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Discrete Nonlinear Control of the Diagnostic
Quality in Distributed Telemedical Systems

Piotr Augustyniak

Abstract. This paper addresses principles of discrete nonlinear control performed
towards the diagnostic quality-based interpretive software optimization for
cardiology-based monitoring system. Thanks to the pervasive access to wireless
digital communication, distributed biosignal interpretation networks may not only
optimally solve difficult medical cases, but also adapt the data acquisition, interpre-
tation and transmission to the variable patient’s status and availability of technical
resources. The adaptation is based on the innovative use of results from the auto-
matic ECG analysis to the seamless remote modification of the interpreting soft-
ware. This paper focuses on the static properties and control accuracy and dynamic
properties of the ECG processing optimization. It provides also details on the au-
tomatic scoring of the performance of ECG interpretation procedures. Testing of
the prototype, despite its limited scale, yields significant quantitative benefits and
improvement of diagnostic quality.

1 Introduction

The easy-to-use technical surrounding of a human, created mainly with the soft-
ware, is in today’s information society an often-referenced quality-of-life estimator.
A prominent example is the remote surveillance and heart diagnostic, benefiting
from wearable computers and wireless digital communication [9, 10]. Besides car-
diovascular off-hospital patients [5, 7, 8], this technique concerns also seamless
monitoring of vital signs from sportsmen, elderly people living on their own or
members of military or civil services exposed to danger. Wearable recorders do not
limit the everyday subject activity while the embedded intelligence simulates well
the continuous assistance of medical experts.
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Our approach postulates that the interpretation process is performed as a network-
distributed computing task. Particular subtasks of the interpretation process are flex-
ibly shared between the remote recorder and the central server and automatically
controlled via bi-directional digital wireless transmission channel. The adaptivity of
data interpretation and transmission is based on the quality of diagnostic parame-
ters, continuously estimated in context of the patient’s status by a procedure mim-
icking the human performance. The adaptation is modulated by several technical
constraints.

An interesting issue is the discrete and non-uniform nature of the adaptation.
In regular control systems, the control signal is linearly proportional to the error
value accordingly to the feedback transmittance. In discrete systems, this propor-
tion is modulated by discrete steps, usually having the uniform size. In the proposed
system, the available procedures are attributed by their inherent performance and re-
quirements factors and a linear response to the diagnostic error cannot be expected.

The remote adaptation of selected procedures for automatic interpretation of elec-
trocardiogram has been recently proposed [2, 4] as a remedy for the unnecessary
remote computing and data transmission. Besides the significant reduction of the
datastream, the advantage of the method is a patient-oriented optimization of the
processing, opening fields for improvement of diagnosis quality and patient’s com-
fort. The economical aspect of the software flexibility-based approach also cannot
be neglected, since the patient’s units may be mass-produced as general-purpose
biosignal recorders and their desired functionality may be remotely programmed
upon request.

The non-uniform adaptation of the software is the main topic considered in this
paper. Chapter 2 presents theoretical principles of the non-uniform control, chapter
3 reveals implementation details and chapter 4 includes test results and discussion.

2 Principles of Non-uniform Control

The remote adaptation of automatic ECG interpretation is driven by two sources:

• changes of the patient’s status (objective - by diagnostic parameters values or
subjective - by the event button), where existing interpretation setup is no longer
optimal,

• changes of the environment including alteration of diagnostic goals, recording
conditions or data transmission quality.

As in a regular control system, the processing error is compared to a reference which
is a procedure running on the server and re-interpreting a selected ECG strip on a
virtually unlimited platform. The value of difference in diagnostic parameters values
plays the role of error signal and triggers actions towards alteration of the remote
processing statements or code. The results of that action in the form of updated
diagnostic parameters values are next evaluated with respect to two aspects:

• is the direction of changes appropriate to approach the reference values?
• is the amount of changes sufficient to meet diagnostic quality criteria?
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The iterative and error-based nature of this adaptation justifies the control theory
approach developed in following subsections.

2.1 Components of the Control Loopback

The idea of on-the-run software adaptation comes from the availability of different-
grade procedures designed for the same computational purpose, but with different
prerequisites for the resources requirements and result quality. Standardized data
gateways enable the commutation between procedures while the interpretation is
running, aiming at optimization of the remote interpretation process. Each subrou-
tine is described by attributes of quality, resources requirements and external de-
pendency, specifying its relations with other components in the signal interpretation
tree. The optimization loopback is composed of three elements (see Fig. 1):

• error verification procedure, issuing the error vector of values proportional to
divergence between actual and expected remote system output,

• adaptation management procedure, selecting in the repository the most appropri-
ate executable code, corresponding to control signal,

• software transport and relinking mechanism, being the analogy of summation
node.

Unlike in regular control systems, the control signal has a form of selectable soft-
ware code characterized by inherent features not possible to be precisely defined.
In the domains of particular features, the values corresponding to subsequent pro-
cedures are thus discrete and non-uniform, moreover, no intermediate values can be
achieved.

remote software 

reference 
software 

adaptation 
manager 

ECG analysis 
library 

adaptation 

wireless link

permanent 

occasional 

occasional

raw ECG
error verification

transport and 
relinking mechanism

Fig. 1 Block diagram of the ECG processing optimization loopback
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Table 1 Expert-derived individual thresholds of measurements and diagnostic result
tolerance

parameters
group

procedure example relative accuracy threshold
RAT [%]

1 heart rate 2
2 wave limits detection 5
3 morphology classification 10
4 QRS electrical axis reconstruction 20

The verification is performed occasionally in predefined time intervals, or is
asynchronously triggered as a result of data consistency check or by external (e.g.
patient-activated) events. It begins with sending a short strip (8s) of raw electrocar-
diogram from the recorder’s buffer along with the results of remote interpretation.
This signal is next re-interpreted by the server and the values received from the re-
mote recorder are individually compared to this reference. Based on the guidelines
for required calculation accuracy [11] are specific values of tolerance thresholds
RAT (see tab. 1) applied to the individual evaluation of measurement parameters
differences (1).

Δvi =
vmeas

i − vre f
i

vre f
i

(1)

Excessive dissimilarity values trigger the decision on the automatic modification
of the remote recorder interpretation software. Besides the diagnostic parameter-
specific measure, we use also a global estimate of diagnostic quality. It is issued
automatically by the server and used to assess the efficiency of the remote ECG
interpretation. The disease-dependent global dissimilarity measure DSm (2) uses
differencesΔvi between respective values of measurement parameters i weighted by
corresponding relevance value wi derived from the pursuit of knowledge expressed
involuntarily by the human expert during the ECG interpretation [3].

DSm =∑I
i=1Δvi·wi where∑I

i=1 wi = 1 (2)

2.2 Static Properties and Control Accuracy

Besides technical constraints (e.g. limitation of available memory) limiting the
procedures availability in specific conditions, the selection of the most appropri-
ate replacement procedure is based on the values Δvi of error vector and subrou-
tine description. For each procedure, the requirements of resources, restricting the
range of procedure replacements, are derived from the code analysis. This method,
however, is not applicable to the evaluation of algorithm quality, nor to the pre-
diction of expected interpretation improvement. We used the expert system to esti-
mate the performance improvement based on analysis of the usage history and past
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quality scores. Each procedure i is attributed by quality indicators AAi and RAi uni-
fied within the interpretation-oriented library, being a background of replacement
decisions and improvement expectations. As the indicators are in fact experimental
values, its non-uniform nature is intrinsic.

At a given time point the description of the commutable procedures may be con-
sidered as constant. For a given diagnostic parameter i (i.e. the one which value is
found most outstanding from the reference), the adaptation manager expert system
uses the corresponding series of AAi(cm) where cm is the identifier of m−th m ∈Mi

commutable procedure for the parameter i, as stepwise (i.e. discrete, with irregular
steps) forecast of the absolute accuracy, determining the selection of replacing code.
From the viewpoint of a particular diagnostic parameter, the commutable procedures
are thus temporarily ordered by their quality expressed by the AAi(cm) value. The
adaptation manager uses this hierarchy to propose the software upgrade or down-
grade, when necessary.

In case of sudden changes of the patient status or recording conditions, selection
of the next better or next worse replacement procedure may not be optimal and
result in an iterative, time consuming approach. This impacts the system response
time for the possibly life-threaten events and requires longer storage of buffered
raw ECG signal, particularly when data link quality is weak. Therefore in cases
where diagnostic error suddenly exceeds the tolerance threshold, the radical change
of interpreting software is alleged and the adaptation manager expert system uses
the relative quality descriptors RAi. For each diagnostic parameter i they are stored
in a triangular matrix RAi(c1,c2) which facilitates the selection of a procedure better
(or worse) than the current by an extent closest to the given factor.

The management of the commutable procedures aims at limiting the unsuccessful
software replacement, however it should be considered that:

• the procedures hierarchy is history-dependent,
• the quality estimators are historical values with limited predictive value.

Therefore, the only reliable method for evaluation of the software optimization lies
in repeated interpretation and validation of results quality. Asymptotic accuracy is
the absolute value of diagnostic error st the time point when the transient-evoked
software adaptation is completed. Assuming no other transient is present in the sub-
sequent input signal, the asymptotic accuracy AAc for each parameter i is expressed
as (3):

AAci = lim
t→∞

∣∣∣vmeas
i (t)− vre f

i

∣∣∣ (3)

where vmeas
i (t) is the subsequent measurement outcome and vre f

i is the server-
calculated reference value. Although the definition of the AAc is linear, it is valid
also in the particular case of discrete non-uniform adaptation and with constraints
on the number of modification attempts applied in our system. Taking the analogy
from the theory of control, the software adaptation plays the role of a feedback cor-
recting the diagnoses made automatically. If the software modification decisions are
correct, the outcome altered by the interpreting software modification approaches
to the true value, the modification request signal is removed in consequence of
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decreasing error and the system is stable. Incorrect decisions lead to the growth
of diagnostic outcome error and imply even stronger request for modification. The
outcome value may stabilize on an incorrect value or swing the measurement range
in response to subsequent modification attempts. In such case the system is unstable
and the diagnostic outcome does not converge to the true value.

2.3 Automatic Scoring of the Procedure Performance

Without loosing the generality, we assume here that each interpretation procedure
yields a unique main outcome, the accuracy of which determines the procedure per-
formance. Although it is not always true in real applications, procedures can be de-
composed to comply with this assumption. The quality indicators for procedures are
continuously updated each time the procedure outcome is evaluated. Two scenarios
yield new quality values:

• absolute accuracy AAi calculated when regular re-interpretation is made in
predefined time intervals, as averaged absolute difference between the remotely-
calculated result and the server-issued reference (4); this value is used to deter-
mine whether the usage of the particular procedure as replacement is sufficient
to yield a result fitting within the tolerance margins for a particular parameter,

AAi =
1
Ni
∑Ni

n=1 |Δvn,i| (4)

where N is the length of the usage history set individually for each parameter i,
• relative accuracy RAi(c) calculated when the procedure replacement has been de-

cided as ratio of desired improvement between the previously used and newly ap-
plied executable code (5); this value is calculated with respect to all commutable
procedures Ci and used as an estimator of expected improvement and limits the
number of necessary try-and-evaluate iterations.

∀cm ∈ {c1 · · ·cM} RAi(c,cm) =
1
Ni
∑Ni

n=1

∣∣∣∣∣
Δvc

n,i

Δvcm
n,i

∣∣∣∣∣ (5)

where cm is the identifier of commutable procedure m ∈Mi and c is the identifier
of procedure currently concerned as replacement

The list of procedure attributes (see Fig. 2) contains few static values (e.g. process-
ing PRi,c and memory requirements MRi,c) filled in at the moment of code analysis
and experimental quality indicators AAi and RAi varying with the time in context
of patient needs. It is noteworthy here, that the notions of "better" or "worse" pro-
cedure became patient-relative and the processing adaptation in particular case is
performed with regard to the patient’s history.
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Fig. 2 Attributes of the commutable procedures

2.4 Dynamic Properties of the ECG Processing Optimization

In an early version of the prototype, due to the limitation of program memory write
cycles, all libraries were permanently implemented in the recorder’s ROM. The
working version of the interpretation software was adaptively build up with use of
the flags system selecting libraries to be linked. Different approach was selected in
the last prototype with unlimited program memory write cycles. The agile software
of the remote recorder consists of 9 facultative interpretive components. For each
of them the working code can be selected by the management expert system from
specialized library containing 2 to 5 mutually commutable subroutines precompiled
for the remote platform. Selected procedures are downloaded from the server each
time before linking. Although the adaptation using software upgrade needs consid-
erable more time, the range of alternative procedures is not limited at the recorder’s
manufacturing stage. The volume of largest single procedure is 17kB, and the down-
load time is 3,4s assuming the use of full bandwidth of the GPRS downlink (40
kbps). Memory requirements specified for each procedure in tab. 2 includes maxi-
mum declared memory amount for local variables and are significantly larger than
the volume of executable code. The volume of the 8s signal strip is considerable
(48kB), resulting in the upload time of 24s (GPRS uplink bandwidth 16 kbps). As
a compromise between the control response time and additional occupation of the
wireless channel, the redundant re-interpretation interval is set to four minutes (av-
erage data stream of 1kbps). The particular signal strip is sent once for the con-
trol or adaptation purpose, while alternative procedures may be replaced several
times approaching the reference results in the remote recorder. For practical reasons,
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Table 2 Inventory of interpreting procedures with respective CPU/memory requirements
[%]/[kB]

procedure name
version number
1 2 3 4 5

heartbeat detector 7/25 8/32 10/38 15/42 16/48
heartbeat classifier 15/18 17/26 20/35
wave delimitation procedure 35/22 65/26
ST-segment assessment 10/10 12/17 13/25
arrhythmia detector 5/7 8/10 13/12 19/15
heart rate variability analyzer 30/25 51/38 68/44
electrical axes calculator 7/8 27/21
rhythm identification procedure 5/12 6/18 8/26
QT-segment assessment 13/20 17/31 33/35

however, the count of replacement iterations was limited to four per a single adap-
tation attempt.

This approach results in presence of an additional time factor delaying the adap-
tation of the remote software and justifying additional studies of dynamic behavior
of the control loopback. The adaptation time depends on the size of the replacing
executable code and can be roughly estimated from the indicator of link quality.
Adaptation delay is defined by (6) as the time period from the transient occurrence
t0 to the moment tD when the diagnostic outcome altered by the interpreting software
modification starts falling into a given tolerance margin ε around its final value.

D = tD− t0 : ∀t > tD v(t) ∈ (v(∞)− ε,v(∞)+ ε) (6)

The device status message describing basic technical conditions of the remote
recorder, independently or within the diagnostic report, provides the estimate of
wireless link quality. Together with the static procedure attribute code size Si,c, this
value is used to calculate the expected adaptation delay caused by the procedure
code transmission. The delay exceeding a given threshold (e.g. in bad transmission
conditions) inhibits the upgrade of interpreting software. In relation to the length of
remote recorder raw signal buffer (64 s), this threshold is given to 30 s.

3 Experiments and Results

3.1 Prototype Details

The prototype remote recorder was based on a development kit of the PXA-270
CPU [12] running GNU/Linux operating system with the Aspect-500 (Aspel) ECG
acquisition module (8 channels, 12 bits, 500 sps) and bi-directional GPRS connec-
tion [14]. The prototype server was based on a PC with Linux OS and the 100Mbps
static IP Internet connection. The largest partition of the remote system memory
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(512kB) is allocated for the raw ECG circular buffer of the capacity of 64 s. The
second largest memory block is allocated for the variables and the executable code
of the interpretive software. The prototype software provided options for selective
disabling the adaptation.

3.2 Experimental Setup

In all the experiments we used 2751 artificially combined signals originating from
58 records of Common Standards for quantitative Electrocardiography (CSE) Mul-
tilead Database [13]. Cardiologists annotated the CSE records since the database
does not directly disclose the pathology information. In each test signal the appear-
ance of a single pathology was simulated by the concatenation of a record annotated
as normal followed by a pathology-specific record. The count of samples was ad-
justed accordingly to the precedent RR interval in the vicinity of the border point.
Also the baseline level of the subsequent record was corrected for each lead inde-
pendently. Such test records simulate the abrupt cardiac changes and facilitate the
technical analysis of the adaptive system behavior. A multi-channel arbitrary gen-
erator reproduced the analog signals of the total duration of 1-1.5 hour. Reference
values of wave borders for the assessment of interpretation in the distributed system
were calculated as the mean of CSE results.

3.3 Static Accuracy of the Processing Optimization

The test procedure was focused on the following aspects:

• Efficiency of the iterative software adaptation expressed by the required number
of iterations,

• Convergence of the remotely computed diagnostic parameters to the server-
computed reference values.

In case the remote software is modified in result of the data inconsistency, the it-
erative interpretation of the buffered ECG is repeated up to four times, until the
values of the remotely calculated diagnostic results are out of the tolerance margins
(see tab. 1). Main results of the test are presented in tab. 3. In the medical aspect,
the correctness of the single attempt of software optimization was measured by the

Table 3 Results of remote diagnostic results convergence test after the consecutive steps of
interpretation software modification

software modification steps converging [%] non-converging [%]

first 63.1 36.9
second 74.5 25.5
third 79.1 20.9
fourth 80.7 19.3
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Table 4 Medical correctness of software adaptation

optimization type diagnosis improvement diagnosis degradation

software upgrade 643 (99,4%) 4 (0,6%)
software replacement 97 (80,2%) 24 (19,8%)

percentage of cases (tab. 4) for which in result of the software adaptation new diag-
nostic parameters approach to the reference values and reduce the DSm value (see
2). The calculation of DSm uses the relevance of diagnostic data and thus favorites
certain procedures over others.

The medical correctness of software replacement decisions summarized in the
last row of table 4 is the quality estimator of the software management expert
system. For over 80% of cases, the software replacement improved the diagnostic
result.

3.4 Dynamic Properties and Temporal Convergence

The delay of messages varied from 1.3s (abnormal finding message of high priority)
to 6s (regular report). The diagnostic data quality and the transmission delay were
measured with respect to the procedures recommended by IEC [11]. Estimation of
the longest adaptation delay was performed with use of the real wireless GPRS
connection (tab. 5).

Table 5 Delay to the remote recorder adaptation

optimization type longest delay
[s]

average delay
[s]

standard devi-
ation

coefficients update (CU) 17.1 4.3 1.3
software upgrade (SU) 6.0 4.4 1.5
software replacement (SR) 5.9 4.5 1.5
server-side allotment (ST) 2.4 0.8 0.3

4 Discussion

Discrete nonlinear control of the diagnostic quality in distributed telemedical system
was designed, prototyped and tested. The quality control is based on the disease-
specific hierarchy of diagnostic parameters and on the hierarchy of commutable di-
agnostic procedures. Two principal quantitative benefits measured in the system are:
reduction of digital communication costs (by 5.6 times on average) and extended au-
tonomy time (by 65% on average), both being a result of avoiding the unnecessary
computation and data transmission.
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Test results show a considerable improvement on the diagnosis quality against
the rigid software, however further analysis of outliers is required. The adaptive
processing and transmission combine the advantages of two solutions being in use
today (e.g. [1]):

• Load of the transmission channel is nearly as low as when the remote interpreta-
tion was used,

• Interpretation reliability is almost as high as in the centralized interpretation ar-
chitectures with an occasional assistance from human expert.

Further considerable impact to the diagnostics quality comes from the use of
content-dependent data format.

Future investigations are necessary for the compatibility of the interpretive soft-
ware designed for different platforms (i.e. remote recorder and central server). De-
signing both variants based on identical rules affects the optimization of the server
interpretation thread. Consequently, the processing chain of the server thread tends
to mimic the design of its remote counterpart, losing the potential benefits of effi-
cient hardware platform.

The selection of the replacing code is based on the value of parameter-specific
error Δvi and on the reported resources availability. If the replacing procedure suffi-
ciently ameliorates the diagnostic result, further adaptation is not performed even if
the availability of resources reported after the replacement allows for a higher-grade
procedure.

Technical constraints are main source of inaccuracy of the ECG interpretation
made by the software of wearable remote recorder. Such limitations are not present
in a server-side application using virtually unlimited resources. Therefore the diag-
nostic result occasionally issued by the server is accurate enough to play the role of
the reference in the assessment of remote interpretation quality (see 3). The resulting
similarity-based estimate of recorder-side interpretation quality is issued automat-
ically by the server and used to adapt the remote ECG interpretation. Neverthe-
less, other limitations of the automatic interpretation are intrinsic for an algorithmic
approach, therefore the surveillance from a human expert is indispensable for the
system reliability. The role of the expert is twofold: interpreting medically difficult
cases and correcting the automatic adjustment of remote interpretation software.

The system behavior in presence of outliers and the raw signal noise needs more
testing in clinical conditions (in parallel to currently approved systems). The influ-
ences of the noise and propagated processing errors on the subsequent interpretation
stages highly depend on the quality of interpretive procedures. Another limitation
influencing the experimental results comes from relying on manufacturer-specific
software resources (from Aspel S.A.), and more sophisticated software collection
will improve the noise immunity of the system.
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Sleep Evaluation Device for Home-Care

Magdalena Smoleń, Klaudia Czopek, and Piotr Augustyniak

Abstract. The influence of sleep conditions to human health and performance
is currently well known but still underestimated and monitoring devices are not
widespread. This paper describes measurement methodology and prototype design
of a home-care sleep scoring device. The proposed solution is oriented towards low-
cost equipment and easy-to-use data capture using contactless recording as far as
possible. Unlike the regular laboratory systems, the quality of sleep is estimated
from the video-recorded subject motion, audio-recorded acoustic effects and from
the single-lead electrocardiogram being the only electrical signal recorded from the
body surface. The presented prototype is built of consumer-grade devices working
in a short-distance network and providing multimodal data. The information pro-
vided from different modes are partly redundant, giving opportunity for refinement
of the accuracy, and partly complementary, widening the aspect of sleep analysis.

1 Introduction

Sleep scoring belongs currently to the most innovative multimodal diagnostic meth-
ods, and is investigated by dozens of scientists all around the World. Since during
the sleep all regulatory functions are under the sole control of the autonomous ner-
vous system, sleep scoring benefits from the absence of voluntary behavior control
from the subject under investigation. A probably sole but significant drawback of
this method is the requirement of advanced recording equipment and analysis soft-
ware deriving diagnostic data from the polysomnogram. Sleep laboratories require
expensive infrastructure and well trained laboratory staff to provide reliable patient
description.
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The alternative approach postulates a common use of consumer-grade sleep scor-
ing devices in order to draw general attention to routine control of sleep quality. The
lack of consciousness during the sleep is not a justification for neglecting the condi-
tions in which the average human spends a third of his lifetime. Despite bad sleeping
is considered among most important factors of human health and performance dur-
ing the day, a commercial device for everyday control of sleep quality at home is
still not available.

The aim of our research presented in this paper is to design a multimodal mea-
surement infrastructure and analysis methods providing everyday information about
the sleep quality integrated into a single coefficient. Such parameter is expected to
be correlated with precedent activity (e.g. stress, alcohol intake, dormitory airing
etc.) or with the subsequent day performance or feelings. The readings may be per-
formed every morning by the subject himself or his relatives and the conclusion is
expected to indicate simple means to take or events to avoid in order to improve the
comfort during the night and consequently the overall feeling of living quality.

2 Measurement Modalities and Methods

The scoring of sleep and sleep-related events was developed by six task forces re-
viewing evidence for the scoring manual [5]. This worldwide standard, as well as
other research programmes on the sleep [3] use the polysomnogram as a reliable
and complete source of multimodal medical information about the patient behavior.
Since the adaptation of the complete sleep scoring measurements to home care con-
ditions is hardly feasible, the intended surveillance system has to be limited to a sub-
set of recommended parameters. The measurements performed in polysomnography
were then scored accordingly to the costs and feasibility in home care conditions:

• cost and availability of equipment,
• susceptibility for errors if operated by untrained persons (subject’s relatives or

the subject himself/herself),
• availability of complementary outcomes,
• automated data interpretation and integration.

These reasons led us to reduce the electrophysiological measurements, in particular
the EEG and EMG, being the background of a standard polysomnography. The only
direct recording we kept is the ECG, due to its lowest vulnerability to distortion
and to rich informative values. The ECG signals is used to derive the respiratory
wave and the pattern of heart rate variability (HRV) typical to autonomous nervous
system control during the sleep. Two other measurements are:

• video-based motion estimation, which can be partly correlated with HRV,
• acoustic effects-based snore detection, which can be partly correlated with respi-

ratory wave.

A noteworthy advantage of these methods in everyday use is no body contact re-
quirement, the instrumentation may thus be implemented in the infrastructure of
subject’s house.
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2.1 Analysis of Heart Rate Variability

The response of the human cardiovascular system to variations of subject’s status re-
flects well fast changes in subject’s behavior. During the sleep, the voluntary control
is suppressed and the heart rate variability is solely controlled by the autonomous
nervous system. During the sleep both the short-time and long-time variability in-
dexes are low, unless the subject suffers from neurological syndromes. Long-term
variability remains stable during all the sleep, whereas short-term variability may
increase depending on subject’s motion, respiratory obstructions or during the REM
phase. Although sleep staging is not the aim of the analysis, the influence of sleep
phases is noticeable in the tachogram (Fig. 1). Many other aspects of the subject’s
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Fig. 1 Example of overnight tachogram

health status during the sleep were recently investigated by Maier [10] and Guzik
[4]. It is noteworthy that the HRV-based estimation of the subject’s status involves a
considerable delay, thus requires support from other methods in detection of sudden
status changes.

The aim of a second analysis performed on the ECG signal is derivation of
the respiratory wave (also called: Electrocardiogram-Derived Respiratory, EDR).
Three general processing methods can be distinguished corresponding to the physi-
cal measurement principle [6]:

• differences in heart axis direction depending on variation of the heart position,
• differences in R-wave amplitude representing variable electrical properties of the

thorax,
• differences in RR intervals caused by common autonomous control of both: res-

piration and heart rate, known as respiratory arrhythmia

The assumed recording simplicity and consequently the use of a single ECG record-
ing channel limits the EDR processing options to the latter two methods and, as
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Fig. 2 Single-lead rest electrocardiogram with amplitude and interval respiratory-related
effects

described in [6], their combination yields the most reliable result. The sample single-
lead rest electrocardiogram with both amplitude and interval respiratory-related
effects is presented in Fig. 2.

2.2 Analysis of Subject’s Motion

Quantity assessment of the human body motion occurred during nightlong sleep
provide supplementary information useful in a sleep quality evaluation [16]. The
movement activity estimation enables success performance of the differentiation
between awake and sleep stage. It is possible thanks to distinct some feature of
the motion during these states. While subject is in an awake condition his or her
movements patterns occur frequently, are relatively irregular and their temporal and
spatial intensity achieves a greater value. Exact motion episode is taken into account
in quantitative activity level while its time duration is longer than dozens seconds.
Researchers in most studies assume 30 seconds period. Video sleep analysis could
incorporate information not only about general volume of movement activity, but
also data of precise recognition of the type and direction of motion as well as change
of body postures.

Significant body motion during sleep could be a visible sequence and symptom
of different sleep related disorders [14]. Parasomnias constitute a great deal of sleep
disorders diagnosed in occurrence of some particular symptoms or behavior, proba-
bly because of partial awakening during sleep. Over twenty parasomnias are distin-
guished in the International Classification of Sleep Disorders (ICSD). The disorders
occurred in children, limited to single episodes of anxiety during a night or talk-
ing during sleep should not be a cause of fear and does not necessitate any special
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diagnostic proceeding. However in case of parasomnia appearance in adults requires
reliable analysis, which is significant factor of avoiding serious health problems.

Due to a close relation between several sleep disorders and motion activity during
sleep, analysis of subject’s motion is investigated in long-term monitoring, recog-
nitions of early symptoms of illnesses and treatments results valuation. Obviously
motion activity is not an universal marker of any sleep disturbance. For instance
insomnia in its initial stage does not show any type of body movements [13]. In this
case earlier mentioned ECG device is a proper sensor for accurate investigations.

2.3 Analysis of Acoustic Effects

Snoring is a common sleep disorder which affects people of all ages, although it is
most frequent for men and overweight people. From adults who snore occasionally
about twenty five percent are habitual snores. These two kinds of snoring could
have different influence on quality rest during sleep: usually an occasional snorer
has good sleep and rest but a habitual snorer is often tired after all night sleep and
does not have good quality rest.

Snoring is a common sleep disorder that affects people of all ages, although it is
most frequent for men and overweight people. Among adults who snore occasion-
ally about twenty five percent are habitual snores. These two kinds of snoring could
have different influence on quality rest during sleep: usually an occasional snorer
has good sleep and rest but a habitual snorer is often tired after all night sleep and
does not have good quality rest.

Medical support is needed for subjects who snore to get a good night’s sleep.
This prospective study is aimed to show how sleep disorders influence a good night
sleep. Acoustic characteristics of snoring sounds, which are approximately periodic
waves with noise, can be analyzed by using a multidimensional voice program e.g.
MDVP. Multiple protocols of MDVP can show differences between markers used
in an automatic analysis e.g. peak frequency, soft phonation index (SPI), noise to
harmonics ratio (NHR), and power ratio. Measurement results compared with norms
are shown on polar diagrams that are very easy to interpret. At the same time snoring
sounds were analyzed using the short-time Fourier transform (STFT) to determine
the frequency and content of local sections of the samples [17].

Acoustic analysis techniques give information on the mechanism, loudness and
intensity. Waveforms of snoring events over a period of 60s were analyzed. Depend-
ing on the snorer, there are from ten to fifteen respiratory cycles. The subjects have
very regular respiratory cycles, unlike typical snoring patients. The frequency do-
main provides most important information from snoring sounds, enabling power
analysis and three-dimensional graphs of energy-frequency-time, as evident in
figures 3. The averaged spectrum shape of snoring event is represented with fre-
quencies (Hz) of its formants. Different conditions in which subjects and patients
snore can affect formants range. Examining snoring sound signal during sleep, en-
ergy was mainly concentrated in low frequencies, below 6000Hz. The main com-
ponents lie in the low frequency range, at about 130Hz. The pathological signal
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Fig. 3 left: STFT of a normal signal, right: STFT of an abnormal signal

presents weak formants, while the normal signal has more periodicity in low fre-
quencies, and introduces stronger formants. Calculated vectors of characteristics
of the abnormal sound were quantitatively compared with normal sound, which
allowed drawing conclusions from available data. The most important parameters
were the fundamental frequency, moments M0-M2 and formants. The pathological
importance of snoring has been related to its intensity (dB), maximal and mean in-
tensity, number of breathing per minute of sleep, snoring frequency and formants
structure. As can be seen in Table 1, the mean energy is significantly higher for
habitual snorers, when compared to occasional snorers.

Using the multidimensional voice program MDVP many parameters that are nec-
essary to estimate sleep quality can be extracted, with the most useful information
among them coming from the soft phonation index (SPI), noise to harmonics ratio

Table 1 Acoustic parameters of snoring sound

Occasional snorer Habitual snorer Reference subject
Minimum Energy (dB) 44.92 47.20 45.56
Maximum Energy (dB) 61.02 58.67 47.88
Mean Energy (dB) 48.64 57.47 46.66
Standard Deviation (dB) 1.45 1.95 0.29
Median Energy (dB) 48.57 57.83 46.68
number of snorers/minute 7.00 10.00 0.00
number of breathing/minute 15.00 10.00 15.00
M0 426.00 2620.00 427.00
M1 44.00 72.00 44.00
M2 2939.35 6267.81 3149.44
F1 127.00 125.00 127.00
F2 2499.00 1249.00 1499.00
F3 2748.00 1874.00 2374.00
F4 3123.00 2998.00 2748.00
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Table 2 Parameters vF0, SPI, NHR for habitual snorer (male)

parameters norm(m) STD(m) meas.1 meas. 2 meas. 3 meas. 4 meas. 5
vF0 [%] 0,94 0,43 68,7 45,3 43,3 8,02 43,3
SPI 6,77 3,78 7,49 6,37 2,56 0,63 5,09
NHR 0,12 0,01 3,55 1,54 2,89 2,79 3,79

(NHR) and fundamental frequency variation (vF0). Table 2 shows how a snorer
sound is different from normal sleep sound.

3 System Design

Considerations given in previous chapter led us to sketch the approach of the infras-
tructure of the home-care system for sleep scoring (Fig. 4). This system, except for
the personal recorder is built of commercially available computer and peripherals.
Thanks to the use of wireless connection, the subject’s motion is unconstrained and
the measurement device having direct electrical contact to the subject is isolated
from others mains-operated system components. The measurement of time-domain

ECG personal recorderECG leads 

DV/internet camera

microphone 

 
 

PC-based 
diagnostic 

system with 
display 

Bluetooth

1394/USB 

analog 

Fig. 4 Block diagram of the home care sleep scoring system

variability of the sinus node requires acquisition of a single-lead electrocardiogram.
We used two disposable chest electrodes corresponding to V1 and V2 leads in bipo-
lar mode connected to the personal recorder. This custom-built device performs
real-time filter-based beat detection [7] and shape-based classification. The output
datastream lying of RR intervals, corresponding R-wave amplitudes, and beat types
is then transmitted to the acquisition center via short-range wireless link (Bluetooth).
The missing RR intervals were interpolated by a successive procedure minimizing
their short-term variability, accordingly to the guidelines in [15]. The square root of
the mean squared differences of successive NN intervals (RMSSD) and the standard
deviation of the average NN interval calculated over five minutes periods (SDANN)
were selected from basic time-domain heart rate variability (HRV) parameters Malik
[11] as representing short-time and long-time variability respectively.
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Fig. 5 General evaluation of example motion during nightlong sleep - mean brightness in
dependence of sleep time

For the motion monitoring, we use black/white CCD (Charge Coupled Device)
camera and additional set of nine infrared diodes placed below the camera. This kind
of illuminators placement instead of location directly over the subject bed, makes
possible to avoid creating non-uniformities reflected in overexposure in the center.
Dependent on the room arrangement, camera could be located either in parallel
either perpendicularly to the longer dim of the bed. Although the best signal to noise
ratio and wider analyzed surface are obtained when a camera is put in parallel.

Basic evaluation of the general motion of the human body bases on each 250−th

video frame which corresponds to 10 sec. time interval. The absolute value of the
difference only between those chosen frames is performed [8]. The image resolution
is 720 pixels wide and 576 pixels high. From each of obtained difference images all
pixels mean brightness is accumulated. Fig. 5 presents an example of mean bright-
ness in dependence of sleep time. All sharp peaks emerging from the background
noise refer to episodes with motion of the subject. To estimate the level of move-
ments activity during nightlong sleep, noise level variations should be taken into
consideration by referencing the value of proper peak with the level of noise at that
time. Observed distinction between the value of noise in different time epochs stems
from the different lightning during sleep (night/dawn). This first step of estimation
led us to assign the threshold of noise which constrains no motion background as
well. In more detailed analyses that way of activity level assessment could be over-
estimated. Therefore the percentage of pixels with earlier obtained overthreshold
brightness is calculated for every frame of the video recording. Fig. 6 contains a
comparison diagram of pixel mean brightness and the percentage of pixels scaled
to the level of the noise. The movements of different segments of the body reveal
also distinct differential images pattern. Fig. 7 presents an overhead assessment of
the selected common motions of the human body. Three first peaks refer to the mo-
tion during whole body posture change from one-side to another. Two next peaks
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Fig. 7 General evaluation of example motion extracted from the difference of the consecutive
video frames

are responsible for lower limbs movements and others correspond to upper limbs
motion.

Measurement of the acoustic snoring signal is very easily performed using a mi-
crophone to record the signal in Cool Edit Pro with the sample rate set to 44100
Hz which is realistic enough to fool the human ear. Afterwards we analyze the sig-
nal using available equipment e.g. MDVP. Utilization of acoustic methods yields
research results in a straightforward, graphical way. Proposed method of support for
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snoring individuals copes with this disorder. Based on this method people can judge
what kind of disorders they are dealing with. Acoustic diagnosis of sleep disorders,
especially the Obstructive Sleep Apnea Syndrome may help find a way of snoring
rehabilitation and making decisions concerning future treatment and have influence
on the quality of night sleep.

4 Software Design

The variety of data provided by sensors in a multimodal system requires the appro-
priate software design including:

• sensor-specific software translating the acquired signal or image into a mode-
specific message of unified format,

• system-specific data structures and exchange rules considering the informative
properties of particular sources,

• final rule- or artificial intelligence-based decision and user messaging system.

As the subject measurement modes were selected as a compromise of at-home ap-
plicability and information completeness, the mode-specific information was easy
to be defined as tokens (Table 3). The system is expected to yield a single sleep

Table 3 Subject information provided from basic sleep recording modes

recording mode subject information data type

electrocardiogram stimulation degree short-time index
(RMSSD)
long-time index
(SDANN)

breathing parameters breathing frequency
breathing depth

video surveillance motion estimation body motion index
legs motion index
hands motion index

audio recordings acoustic effects analysis snoring index
environmental noise in-
dex

quality index simple to understand for everyone (like the Body Mass Index). Unfor-
tunately, no worldwide standard of such index exists and its development is the issue
for medical scientists. Since first approach has to be made in the framework of our
project, we tried to quantify all events undesirable during the sleep. The integration
of these information related to the laboratory sleep scoring results or to the subjec-
tive sleep evaluation made by the subject himself or herself leads to the rule-based
or AI-supported sleep evaluation.
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In the case of rule-based sleep evaluation, values of respective indexes (see Ta-
ble 3) are compared to thresholds, weighted and integrated to a single output value.
Since the contribution of specific parameters are not known, and may vary from
one subject to another, it seems reasonable to use a AI-based decision system (e.g.
based on an Artificial Neural Network) allowing for adaptation for subject and envi-
ronment conditions. Such system has to learn its desirable functionality prior to be
used for sleep evaluation.

5 Conclusions and Future Works

The multimodal system has been sketched in aspects of measurement methodology,
hardware and software solutions. Future investigations are expected to reveal the
strong and weak points of the prototype and their conclusions will lead to a pro-
totype device. The presented approach has successfully eliminated the costly and
uncomfortable measurements, preserving ca. 70% of the laboratory sleep scoring
functionalities. If such limited device is used to relative scoring of the same sub-
ject’s sleep in repeatable conditions of his or her home, we expect high usefulness
in individual pursuit for optimal sleep conditions. Eliminating the electroencephalo-
graphic and electromiographic recordings are the most problematic compromise and
impoverish the system performance.

During these studies five video recordings of nightlong sleep from five different
subjects were investigated. Both the value and frequency of the movements param-
eter (mean brightness of pixels) were taken into consideration to draw a conclusion.
Obtained data revealed significant inter-subject motion variability as well as motion
variability in time of the same patient.

In order to assess precise motion activity of the particular parts of the body, hu-
man body recognition must be provided. It can be applied by means of artificial
neural network processing [16]. Video motion recordings of long-term sleep pro-
vide a great amount of data. Therefore application prepared for acquisition of video
frames must contain also a preprocessing stage operating in real time. Its main ob-
jective is data recording only while motion periods occur.

Correct interpretation remains a significant problem also in dealing with respira-
tory sounds such as snoring and/or breathing. Examining the snoring sound signal
during various stages of sleep, we observed that light snorers snored evenly through-
out all of them. The most interesting fact was that heavy snorers tend to snore more
with maximum snoring intensity in the rapid eye movement sleep phase than in any
other stage of sleep. Further conclusions can be made by comparing simultaneously
gathered acoustic and electrocardiographic signals. During two thirty minute inter-
vals starting at 130 and 300 minutes after recording initiated, a significant decrease
in variation can be seen, especially short term SDANN, which is in accordance with
RMSSD. In these intervals we also observe increased snoring sound intensity.

Acknowledgements. Scientific work supported by the Polish State Committee for Scientific
Research resources in years 2009-2012 as a research project No. N N518 426736.
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A Graph Representation of Subject’s Time-State
Space

Grażyna Ślusarczyk and Piotr Augustyniak

Abstract. Surveillance systems are currently the most developed branch of assisted
living applications providing the disabled or elderly people with unprecedented se-
curity in their independent life. This paper presents a design of a telemedical surveil-
lance system, where graph theory is used to describe subjects’ states. Patient’s states
expressed by sets of medically-derived parameters and his or her daily activity (a be-
havioral pattern) are represented by attributed probabilistic graphs with indexed and
labeled nodes. This representation provides high flexibility in a state and transient
description as well as a reliable measure of behavior divergence, which is a basis for
automatic alerting. The system is designed for the subject’s apartment and supports
a localization-dependent definition of his or her usual and unusual behavior. The
apartment topology is also represented in the form of a graph determining subject’s
pathways and states. This approach has been found very flexible in all aspects of
personalization, appropriate to work with the behavioral presumption set or with
the auto-adaptive artificial intelligence recognition engine. Also the patient’s state,
thanks to the semantic description may be easily extended or refined if necessary by
adding new, complementary data capture methods.

1 Introduction

Assisted living applications benefit from the wide range of biomedical measure-
ments being derivatives of clinical diagnostic systems. The pursuit for simplicity of
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usage and public availability of the home care equipment often decreases the reli-
ability of each single measurement. As a promising remedy to maintain the overall
system performance in home surveillance and alerting, multimodal measurement
approaches are developed worldwide [1], [3], [4], [7]. They principle benefits from
several measurements performed simultaneously with the use of different method-
ologies, results of which are integrated on the level of a universal semantic descrip-
tion of the patient’s status [6], [20].

Regardless of the method used, the patient’s status is determined by a sorted list
of symbols representing his or her conditions, attributed by the numeric value of
occurrence probability. At this stage, biomedical measurements are completed by
environmental variables of two kinds:

• stimuli, influencing the subject’s behavior (i.e. room lighting),
• results, being consequences of subject’s actions (i.e. subject’s coordinates).

It is worth a remark that such a measurement infrastructure supports not only passive
capturing of the subject’s status, but also active interaction and stimulation aimed
at subject’s assessment and detection of events. Including temporal variability in
the multimodal surveillance of status allow us to define the behavioral pattern as a
sequence of predefined status vectors appearing in a given order and complying with
specified temporal restrictions. Putting aside possible delay and inaccuracy of values
of some status components, the subject’s behavior may be captured and analyzed in
real time in order to detect abnormalities and to warn about possible health danger.
Such preventive analysis is highly welcome in general surveillance of elderly people
living on their own, as well as in specific situations as car driving or similar.

A multimodal surveillance system providing a semantic description of basic sub-
ject’s health parameters (e.g. heart rate), subject’s motion and sounds is currently
under development in Biocybernetic Lab, AGH-University of Science and Technol-
ogy. Its principal purpose is the recognition of abnormalities in behavioral patterns
and classification of events into one of four categories implying further actions. The
recognition of alternate behavior is performed on the semantic description of the
subject’s status in the context of subject’s habits. This step is in main focus through-
out this paper.

Chapter 2 presents principles of the surveillance system and specifies the sub-
ject’s state and behavior observation, chapter 3 reveals a graph-based representation
of the patient’s state and defines a distance measure between the ’usual’ and ’un-
usual’ behavior. Chapter 4 includes discussion and final remarks.

2 Principles of the Surveillance System

Automatic semantic summarization of human activity and detection of unusual in-
activity are useful goals for video-based systems operating in a supportive home
environment. Learned models of a spatial context are used in conjunction with a
tracker to achieve these goals. The surveillance is oriented to detect ’unusual in-
activity’ an example of which is fall detection [12], [15]. Falls are a major health
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hazard for the elderly and a major obstacle to independent living. The estimated
incidence of falls for both institutionalized and independent persons aged over 75 is
at least 30 percent per year [16].

Four various sources of behavioral signals are considered in the system: two
surface-recorded vital signs, video sequences and acceleration patterns. This setup
allows for the use of general-purpose consumer-grade devices as main sensors of
the subject’s behavior. The translation of the acquired data (signal or image) to
the semantic description of the subject’s status is performed by the dedicated soft-
ware, which may be individually tuned accordingly to the patient’s or environmental
conditions.

2.1 State and Behavior Observation

Health records usually provide several organ-specific descriptors and principal
global parameters describing the whole organism in aspects representing it as or-
gan’s environment influencing its functionality. For describing a subject state, we
use a parameter-domain representation, in which the subject S is described by the
set of diagnostic parameters Sp = {p1 · · · pN}, considered as the projection of his
physiological state on the modality-dependent N-dimensional state space SN . The
projection is limited due to restrictions on the count N of values available for mea-
surement and inaccurate due to measurement errors εN and additive interferences
ρN [19]. In the proposed system, the state observation complies to the following
requisites:

• the multimodal acquisition has to provide a reliable description of subject’s
behavior,

• the system infrastructure has to be feasible in home-care conditions and prefer-
ably to use only a customer-grade equipment.

The most visible and easily obtainable markers representing daily activity in humans
are movements signals of their bodies [13]. Many previous studies proved the util-
ity of continuous round-the-clock registration of body arrangements and motion in
behavior quantitative evaluation [9], [11]. To acquire the mechanical activity of the
body, the proposed system is equipped with video [8], acceleration and angular ve-
locity sensors. Additionally, the human activity is represented well by the response
of the human cardiovascular system to variations of physical burdens and psychical
conditions. The main parameter used for the assessment of extracardiac influence is
the heart rate variability (HRV) controlled by the autonomous nervous system. Con-
tinuous monitoring the value of the cardiac rhythm is an appropriate background for
the support of human activity assessment [10]. The measurement of time-domain
variability of the sinus node activation requires acquisition of a single-lead elec-
trocardiogram, heart beat detection and exclusion of all beats other than sinoatrial.
Accordingly to [22] these steps are usually directly followed by the statistics, inter-
polation of missing intervals is performed for frequency-domain analysis.

The subject’s behavior is usually referenced to as changes of the state with
time. The distinction of the typical human behavior is thus based on the temporal
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status domain 

sleeping 

walking 

resting 

working 

time 

Fig. 1 Example of a behavioral pattern recorded in the morning

synchronization of the parameters’ sequences. The sequence of multimodal state de-
scriptions is known as the behavioral pattern (Fig. 1). Since the time is a distinctive
factor of behavioral patterns, first question to be answered while designing the sys-
tem is the state sampling frequency. The resulting value is a compromise between
two contradictory requirements:

• technical and methodological feasibility (e.g. video system throughput [8], nec-
essary averaging of HRV parameters [22]),

• expected temporal resolution of the system defined by the duration of the shortest
events.

In the proposed system the value is set to 1 minute, however this should be verified
by the prototype test. Patterns typical for the common human actions are easily
separable, however, regardless the acquisition and state description accuracy, the
behavior is not directly represented by behavioral patterns. This justifies the attribute
of probability pb used in the behavior representation in the system. The behavioral
patterns represented in the system belong to a finite list Lp (see. Table 1).

Table 1 Examples of behavioral patterns and their acquisition modes

acquisition mode parameter repre-
sentation

state aspect behavioral exam-
ples

single-lead electrocardiogram heart rate variabil-
ity

workload {working, resting,
sleeping}

video recording image analysis posture detection {standing, sitting,
lying, walking}

accelerometric recording signal analysis motion classifica-
tion

{resting, working,
walking}
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2.2 Qualification of the Behavior

Qualification of the behavior is made by the system automatically with respect to
two factors: presumptions and heuristics. First mode involves human-designed defi-
nitions of ’usual’ and ’unusual’ actions based on the description of subject’s habits.
The latter mode involves artificial intelligence (AI) to record, analyze and statis-
tically process the everyday subject’s behavior and detect whether and how the
recorded pattern differs from the typical performance. The qualification of the be-
havior aims at issue an output token describing the subject’s action as belonging
to one of the following categories: {normal, suspicious, dangerous, critical}. This
qualification is performed with consideration of various aspects of similarity be-
tween behavioral patterns:

• by the sequence pattern (subject is doing/undergoing an extra activity not match-
ing to any ’usual’ pattern),

• by the sequence time (subject is doing/undergoing a typical activity in unusual
time),

• by the response to the stimulus (subject is not performing the action expected as
a response to the stimulus).

The subject’s premises are attributed with various functionalities, and therefore the
behavior, is considered as ’usual’ or ’unusual’ with regard to the subject’s po-
sitioning. The example of the behavior permitted in given rooms defined in the
presumptions-based behavior qualification is presented in Table 2.

Table 2 Presumptions on the allowed subject’s activities in particular rooms

room type
/ behavior type

living room bedroom kitchen bathroom entrance
hall

working + - + + +
resting + + + - -
lying + ≤60 min + - - -
sitting + + + ≤10 min + ≤10 min -
walking + +≤1 min + + ≤1 min +

As usually in case of artificial intelligence-based systems [21], the proposed sys-
tem has two operation modes:

• a learning phase, in which the main task is the acquisition of behavioral patterns
typical to each specific subject and the analysis of generalized results by a super-
vising person - on this stage the abnormalities severity and necessary actions are
also defined.

• a working (or testing) phase, in which the system is expected to detect and clas-
sify specified events, and consequently to trigger a desired action.
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Although formally separated, these operation modes may partially overlap: the data
acquired during the testing phase may be used for refinement of system responses
and to define other factors of possible danger, which have not been previously con-
sidered.

3 A Graph Representation of Subject’s Behavior

As graphs provide an easy way to depict complex structures visually, they are one of
the most frequently used data structures in computer science, engineering, design-
ing, business analysis and so on [14]. To represent objects with a number of different
elements related in various ways hierarchical graphs are often used [2], [5], [18].

3.1 Definition of Subject’s State Graph

A typical behavioral pattern is represented by an attributed probabilistic graph with
indexed and labeled nodes. Node indexes correspond to different body positions
{standing, sitting, lying, walking}, while node labels represent types of activities
which are possible in these positions. Graph edges represent successive changes
of the positions. Each node has a random label being a set of labels together with
their probabilities. The random labels reflect the different probabilities of various
activities resulting from taken body positions. To each label a set of attributes cor-
responding to the foreseen duration of activities and to biomedical measurements
specifying the person’s state is assigned. The node labeling of the proposed graph is
a modification of the way of labeling random IE graphs used for distorted patterns
analysis [17].

Definition 3.1. An attributed probabilistic graph, called a state graph, is a five-tuple
G = (V, E, Σ , ϕ , α), where:

1. V is a finite, nonempty set of nodes with indices ascribed in an unambiguous
way,

2. E ⊆ 2V is a set of edges such that ∀ e ∈ E: |e| = 2,
3. Σ is a finite, nonempty set of node labels,
4. ϕ: V→ 2Σ×[0,1] is a node labeling function, where each random node label ϕ(v)

is a set of pairs of the form (σ , p), σ ∈ Σ , p ∈ [0,1] is a probability of labeling a
node v with σ , such that the sum of the second elements of these pairs is equal
to 1,

5. α: Σ → 2A, where A is a set of node attributes, is a node attributing function,
which assigns finite subsets of A to node labels of Σ .

A state graph representing a typical behavioral pattern for a given person located in
a living-room is shown in Fig. 2. This graph is composed of four nodes, where the
node number 1 represents standing position, the node number 2 - walking position,
while the nodes 3 and 4 represent sitting and lying positions, respectively. The el-
ements of the set of node labels {wrk, wlk, slp, rst} denote the following activities:
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Fig. 2 A state graph of a
typical behavioral pattern
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1

working, walking, sleeping and resting, respectively. Probabilities of these activities
are different for each node. Also the range of values for attributes (like the heart
rate, limb acceleration etc.) assigned to labels denoting various activities can be dif-
ferent for each node. One of the attributes assigned to the label slp is ts denoting the
foreseen duration of the sleep. It is assumed that the period of this activity in the
living-room should be shorter than 60 minutes.

3.2 A Graph Representation of Subject’s Habits

As the behavioral pattern strongly depends on the room the person is located in,
the status of the patient who is surveyed by the home care equipment will be rep-
resented by a hierarchical graph, where hierarchical nodes correspond to rooms of
the apartment, while edges connecting them represent the accessibility relation be-
tween rooms. The nodes are labeled by names reflecting the functionality of rooms.
In each hierarchical node a state graph describing a behavioral pattern typical for
the corresponding type of room is nested.

Let G be a family of state graphs describing typical behavioral patterns.

Definition 3.2. A hierarchical graph, called a state-space graph, is a five-tuple
H = (N, E, Γ , φ , η), where:

1. N is a finite, nonempty set of hierarchical nodes,
2. E ⊆ 2V is a set of edges such that ∀ e∈E: |e| = 2,
3. Γ is a finite, nonempty set of hierarchical node labels,
4. φ : N→ Γ is a hierarchical node labeling function,
5. η: N→ G, is a nesting function, which assigns a state graph to each hierarchical

node.

An example of a state-space graph obtained as a result of a learning phase, in which
typical behavioral patterns reflecting subject’s habits are determined, is shown in
Fig. 3a. Different state graphs are nested in hierarchical nodes representing rooms
of an apartment presented in Fig. 3b. Coming out of one room and entering the other
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Fig. 3 a) A state-space graph of typical behavioral patterns, b) a layout of the considered
apartment

according to an edge connecting hierarchical nodes representing these rooms can be
treated as coming from the node number 2 (which represents walking position) of
the state graph nested in one hierarchical node to the node number 2 of the state
graph nested in the second hierarchical node.

3.3 Quantifying of Behavior Differences

The proposed representation of behavioral patterns allows us to specify the behavior
divergence as the distance between two state graphs. The distance is computed be-
tween a state graph representing the typical behavior of the subject in a given room
and a state graph corresponding to the present subject’s behavior in the same room,
which is obtained at the working phase of the system. On the basis of this distance
the subject’s state is classified.
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It should be noted that the distance is computed only between two isomorphic
state graphs. As state graphs used presently are complete ones, the isomorphism
in this case means that both graphs have the same number of nodes with the same
indices, i.e., representing the same body positions. If a state graph representing a
present behavioral pattern has more nodes than the state graph of a typical behavior,
the alert is triggered as it means that an unexpected body position has been found.

Definition 3.3 Let vk be a node with the index k of a state graph G.
Let Pk ={(σ1

k, p(σ1
k)), . . . , (σ r

k, p(σ r
k))}, where σ j

k, j = 1,. . . , r, is a j-th label of

the node vk and p(σ j
k) is a probability of the label σ j

k, be a probability distribution
of labels assigned to vk.

Let vi,vl be two nodes with r labels with probability distributions Pi, Pl ,
respectively.

The distance between vi and vl is defined as: δ (vi,vl) =
r
∑

m=1
|p(σm

i )− p(σm
l )|.

Definition 3.4 Let G1 and G2 be two isomorphic state graphs with n nodes.

The distance between G1 and G2 is defined as Δ (G1, G2) =
n
∑

i=1
δ (v1

i ,v
2
i ), where v1

i

and v2
i denote nodes of G1 and G2, respectively.

Let us consider a state graph G2 representing the present subject’s behavior in
the bathroom (Fig. 4a). The distance between this graph and the state graph G1

representing the typical behavior in a bathroom (Fig. 3a) is computed as δ (v1
1, v2

1)+
δ (v1

2, v2
2)+δ (v1

3, v2
3) = 0.4+ 0+ 0 = 0.4. The distance between a state graph G3

(Fig. 4b) and G1 is computed as δ (v1
1, v2

1)+ δ (v1
2, v2

2)+δ (v1
3, v2

3) = 0 + 0 + 1 =
1. The first result indicates that the state of the surveyed person can be suspicious
as he/she rests more frequently than usually. The second result is great enough to
classify the state as dangerous, because the subject does not perform their normal
working activity at all.

Classification of subject’s behavior as {normal, suspicious, dangerous, criti-
cal} is based on comparison of the current behavior divergence expressed by
the graph distance (see def. 3.4) and the appropriate threshold value. Even in
the presumptions-based system these values cannot be set arbitrarily without the
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Fig. 4 Two state graphs representing different behavioral patterns
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experimental verification of the tolerance margins, wide enough to cover a range of
’usual’ states. The thereshold values depend on several factors:

• the subject’s action repetitiveness,
• state measurement methodology and accuracy,
• subject’s localization (in some rooms unexpected states are more dangerous than

in the others),
• the current state (some states are more precisely defined than the others).

In the AI-based surveillance system, the states selected as ’usual’ during the super-
vised learning phase are statistically processed in order to calculate threshold values
providing best sensitivity and specificity of the danger recognition. These statistics
provide subject-specific threshold values Ts(m, l,s) in the three-dimensional context
of the measurement, localization and state.

4 Discussion

The application of the behavioral pattern analysis methodology to recognition po-
tentially dangerous events in pursued subject was presented and designed. Three
aspects of novelty are presented in this paper:

• the representation of the subject’s state as an attributed probabilistic graph,
• the use of behavioral patterns considering the temporal aspect of state changes,
• the interpretation of the behavioral patterns in the context of subject’s localization

which considers various functionalities of rooms in subject’s apartment.

The consequence of state representations using graphs, was a straightforward defini-
tion of other possible states and transients between them. This justified a quantitative
measure of differences between the recorded behavioral pattern and the reference as
a graph distance. The automatic classification of recorded patterns as ’usual’ or ’un-
usual’ and alerting are also based on this measure. The representation of the apart-
ment topology by means of graphs, although rather conventional, was very useful to
represent the room-specific range of expected actions.

The advantage of our approach is the unprecedented integration of multimodal
data describing the subject and his environment in behavioral patterns. In the appli-
cation for assisted living, the system flexibility and high degree of personalization
are highly desirable.

Although the measurement of specific vital signs is not precise, the integration
of data in a multimodal system provides a reliable stepwise alerting. The alerting
may then be used as a trigger of a health-oriented message, on-demand medication,
a nurse visit or medical intervention.

Despite of a broad representation, the available patient information may be too
sparse to detect some dangerous episodes. In case the system systematically misses
certain types of episodes, monitoring of other complementary parameters may be
included in the integrated state description. For each new subject or in presence of
false alerts, the manual review and evaluation of behavioral patterns are desirable
and the appropriate threshold values are to be tuned individually.
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Data Integration in Multimodal Home Care
Surveillance and Communication System

Piotr Augustyniak, Magdalena Smoleń, Anna Broniec, and Jacek Chodak

Abstract. This paper presents the data capture methodology and design of a home
care system for medical-based surveillance and man-machine communication. The
proposed system consists of the video-based subject positioning, monitoring of
the heart and brain electrical activity and eye tracking. The multimodal data are
automatically interpreted and translated to tokens representing subject’s status or
command. The circadian repetitive status time series (behavioral patterns) are a
background for learning of the subject’s habits and for automatic detection of un-
usual behavior or emergency. Due to mutual compatibility of methods and data
redundancy, the use of unified status description vouches for high reliability of
the recognition despite the use of simplified measurements methods. This surveil-
lance system is designed for everyday use in home care, by disabled or elderly
people.

1 Introduction

Assisted living applications are commonly understood as technical environment for
disabled or elderly people providing the care in the user-specific range. A consid-
erable drawback is the equipment cost implied by the assumption of use of very
reliable close-to-clinical devices in patient’s home. Our proposal is based on the in-
tegration of data provided by several surveillance devices of relatively low reliability
in order to provide raw diagnosis and control of the focus of detailed examinations.
Additionally, the assisted living applications are not required to provide precise di-
agnostic information, usually the desired output is the alert message, which role
is to put a feedback to the patient’s behavior or medication, trigger a specialized
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E. Piętka and J. Kawa (Eds.): Information Technologies in Biomedicine, AISC 69, pp. 391–402.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010



392 P. Augustyniak et al.

diagnostic procedure or notify the medical staff. The role of assisted living applica-
tions is usually reported as twofold:

• automatic detection of health risk factors in the human organism,
• providing of an alternative way of interaction between the human and his

environment.

In our approach, we assume that a common idea of these tasks is the acquisition
and automatic interpretation of selected vital parameters. The particular interest is
the mutually correlative information gathered with use of independent recording
techniques based on various physical backgrounds. The present paper describes a
concept of data integration in a multimodal system for assisted living. As far as pos-
sible the system design is based on consumer-grade equipment (computers and cam-
eras) or simplified recorders for selected biosignals. The measurement is performed
with use of method-specific software and all results are presented in a common di-
agnostic state-space. Considering the uniqueness of certain data or redundancy of
the others, the representation of the patient’s state is completed or refined. Closely
related subject, also concerned in this paper, is the use of selected vital signs as
an alternative way of human-computer interaction. The literature survey led us to
a conclusion that any brain activity or eye movement signals are interpreted un-
conditionally. Consequently, the laboratory results are promising, but applications
in subjects’ homes usually end with ambiguity of commands interpretation. There-
fore, as an efficient remedy, we propose the contextual interpretation of the human
commands on the background of his or her activity, topological position and sta-
tus. We assume a common approach to the physiological data measurements and
processing for status and command detection. The unified description of subject’s
status provides a reasonable tolerance of the recognition system for unintended ges-
ture or motion similar to the command. The interpretation of status or behavioral
patterns being a status sequence, is the last stage of our project, not covered in
this paper.

2 Materials and Methods

Four various sources of behavioral signals are considered in the system: two surface-
recorded vital signs, video sequences and acceleration patterns. This setup allows
the use of general-purpose consumer-grade devices as main sensors of the subject’s
behavior. The translation of the acquired data (signal or image) to the semantic de-
scription of the subject status is performed by the dedicated software, which may
be individually tuned accordingly to the patient’s or environmental conditions. De-
pending on detected condition, selected vital signs are considered for communica-
tion of the patient with his environment. The bibliographic study show, that brain
and eye motion signals are particularly useful for such application. In the proposed
system, we also used EEG and EOG signals, however their interpretation is made
automatically in context of the subject’s status. The subject’s status is described by
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Fig. 1 Block diagram of heart rate variability signal processing

the probability attributes in a given time point. Time-domain variability of the sta-
tus is often referred to as ’behavioral pattern’. Our approach assumes the extension
of this notion to both status-descriptive and intention-descriptive parameters. Such
extension unifies the output of measurement methods-dedicated procedures and fa-
cilitates the integration of syntactic description of the subject.

2.1 Electrical Activity of the Heart

The response of the human cardiovascular systems to variations of physical load
and psychical conditions is very fast and thus reflects changes in subject’s behavior.
Main parameter used for the assessment of extracardiac influence is the heart rate
variability controlled by the autonomous nervous system. Continuous monitoring
the value of the cardiac rhythm is an appropriate background for the support of hu-
man activity assessment. The measurement of time-domain variability of the sinus
node activation requires acquisition of a single-lead electrocardiogram, heart beat
detection and exclusion of all beats other than sinoatrial (Fig. 1). These steps are
usually directly followed by the statistics, interpolation of missing intervals is per-
formed for frequency-domain analysis. Three patient’s states are distinguished by
the analysis of the human heart rate:

• sleeping - corresponding to low heart rate value and variability
• resting - represented by low or decreasing heart rate value and high short-time

variability,
• loaded or anxious - represented by high or increasing heart rate value and high

short-time variability.

The heartbeats are detected in the electrocardiogram with use of signal filters based
on QRS-frequency, acceleration and moving window integration [4]. The custom-
built beat detector was proved for compliance with IEC60601 requirements [2]
when tested on MIT-BIH Arrhythmia Database [9]. The shape-based discriminator
eliminated all but sinus-originated beats. The missing RR intervals were interpo-
lated by a successive procedure minimizing their short-term variability, accordingly
to the guidelines in [12]. Finally, time-domain heart rate variability (HRV) param-
eters were calculated following the formulas given by Malik [7] and confirmed by
other researchers [11]. Two standard quantitative HRV parameters were selected as
representative:
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• the square root of the mean squared differences of successive NN intervals
(RMSSD), for measurements of short-time variability,

• the standard deviation of the average NN interval calculated over five minutes
periods (SDANN), for measurements of long-time variability,

The HRV-based estimation of the subject’s status involves a considerable delay, thus
requires support from other methods in detection of sudden status changes.

2.2 Mechanical Activity of the Body

The most visible and easily obtainable markers responded to daily activity in hu-
mans are movements signals of their bodies. Many previous studies proved the util-
ity of continuous round-the-clock registration of body arrangements and motion in
behavior quantitative evaluation [3], [5], [6], [10]. In context of the proposed mul-
timodal home care surveillance it is essential to incorporate straightforward, cheap
and non-limiting patient movements sensors. Therefore to acquire desirable me-
chanical activity of the body, we decided to use in our project both video recordings
as well as acceleration and angular velocity patterns. Setting-up such kind of differ-
ent equipment allows to obtain sufficiently accurate and complete conclusions about
state of the object which is supervised under conditions of daily living.

General approach consists in state recognition which is possible to extract by
means of motion quantification of whole human body or its selected segments, es-
pecially upper and lower limbs. In this research we determined four main types
of condition and physical activity accordingly to the level of motion quantity and
variability:

• sleeping and resting - when whole body motion quantity and variability in de-
pendence of time keep on low level,

• working - correspond to increasing or moderate amount and time variability of
the upper limbs motion mainly,

• walking - reflected in high quantity and time periodicity of both upper and lower
limbs motion.

In calculation of two mentioned parameters of the exact human status (quantity and
variability) from the video registrations we need to carry out preliminary process-
ing of the obtained data. Fig. 2 presents principal stages of our approach. First step
concerns segmentation of the human silhouette from the surrounding environment
background. Then both vertical and horizontal projections histograms of segmented

image
sequence

human
silhouette

segmentation

projections
histograms

body posture
recognition

human
status

recognition

Fig. 2 Block diagram of status recognition process from the video sequence recording
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subjects are performed for the purpose of preparation and extraction of the features
corresponded to particular body postures. Within the specified postures owing to
the numerical criteria of motion amount, the object state is estimated. If necessary
more detailed report of daily limbs physical activity, block diagram from Fig. 2 can
be extended with an extra model-based step referred to matching the prepared body
model to the person silhouette. That kind of approach enables to determine principal
parts of the body and to give the information about their movements. In context of
this particular activity semantic description, accelerometers and gyroscopes could
be also very useful. Sensors placed on the upper and lower limbs of the tested sub-
ject provide not only motion quantity but also precise kinematics parameters corre-
sponded to the pattern of motion present in definite movement (sloping, crouching,
sitting down and standing up from the chair, reaching some subject, etc.).

2.3 Electrical Activity of the Brain as Status Determinant

The EEG signal is a sum of oscillations with characteristic frequency and Gaussian
noise, thus the simplest way to describe the EEG signal is to present frequency and
amplitude of component brain waves. Most of the cerebral signal observed in the
scalp EEG falls in the frequency range of 1-40 Hz interval with amplitude which
does not exceed 100 μV (about 100 times less in comparison with ECG signal).

Traditionally, brain waves are named by the following letters of Greek alphabet in
order of their discovery. Each wave is closely associated with the activity condition
of the person subjected to an examination. Brain waves are given as follow:

• Alpha (α) is the oscillations in the frequency range from 8 Hz to 13 Hz, with am-
plitude from 20 to 100 μV. Alpha waves originate mainly from the occipital lobe
during total and wakeful relaxation with closed eyes. Alpha waves are reduced
with open eyes, mental activation, or drowsiness and sleep. They are thought to
represent the activity of the visual cortex in an idle state. Occipital alpha waves
during periods of closed eyes are the strongest EEG brain signals.

There is a variant of alpha wave in the same frequency range, called mu (μ),
which can be found over the motor cortex (central scalp) and is reduced with
movement, or the intention of movement.

• Beta (β ) is the oscillation in the frequency range from 13 Hz to about 45 Hz, with
amplitude up to 20 μV. It can be detected usually on both sides of brain hemi-
spheres in symmetrical distribution and is most evident frontally. Beta waves are
associated with active, information processing, busy or anxious thinking and ac-
tive concentration. Beta activity is generally attenuated during active movements.
It is the dominant rhythm in patients who have their eyes open or who are alert
or anxious.

• Theta (θ ) is the oscillation in the frequency range from 4 Hz to 7 Hz, with ampli-
tude up to 30 μV. Theta occurs normally in young children. It may be recorded
during drowsiness or sleeping in older children and adults and it can also be seen
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during meditation, trance, hypnosis, dream and creative states. The occurrence
of this wave in other cases is pathological.

• Delta (δ ) is the oscillation in the frequency range up to 4 Hz and amplitude
from 75 to 200 μV. It is the highest in amplitude and the slowest wave. It oc-
curs typically in adults in slow wave sleep. It is also seen normally in babies. In
pathological situation delta wave may occur focally with subcortical lesions and
in cases of metabolic encephalopathy hydrocephalus.

• Gamma (γ) is the oscillation in the frequency range approximately between 35-
100 Hz. Gamma rhythms are thought to connect together different populations
of neurons into a network for the purpose of carrying out a certain cognitive or
motor function from all parts of the brain. Having high gamma wave activity is
associated with high levels of intelligence, high amounts of self-control, great
memory and an increased perception of reality. However, there is no agreement
on the theory.

Summing up, slow waves occur with idle, calm brain activity and fast wave occur
during intensive brain activity connected with information processing.

2.4 Subject’s Motion Assessment and Emergency Detection in
Context of the Localization

Monitoring activities of daily living of elderly and disabled people, understanding
their behavior, providing life support and alarm situations detection must be un-
dertaken with reference to their presence localization at home. It involves division
of the supervised living area to smaller regions and matching with them the most
common type, intensity and time duration of the human activity. Any significant
deviation from the usual behavior could be the base of alerting.

In order to detect automatically anxious or dangerous situation, specific spatial
or temporal assumptions and criteria has to be set up. Transitions between different
body postures regarded as a physiologically essential function and a prerequisite
for gait could be also a sign of emergency. Posture change is then recognized and
verified whether its occurrence, localization and duration is typical or uncommon.

In multimodal home care surveillance each of functionality requires its specific
zone. Therefore presence of the subject is detected inside the following main zones:

• command zone - place from which the subject is able to send commands to his
or her environment (operating the computer, audio or video equipment, etc.),

• sleeping zone - region where favorite sleep-related measurements devices are
added to assess and control the human sleep (bed pressure detectors, ECG and
EEG sensors, accelerometers placed on the lower limbs, detector and calculator
of snoring, etc.),

• health zone - special zone which is provided with dedicated health status mea-
surements equipment (simple tactile ECG sensors, feet pressure detectors, etc.).
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2.5 Voluntary Activity of the Brain as Command Representation

Regions of the cerebral cortex involved in the planning, control, and execution of
voluntary motor functions are specified as motor cortex. This areas are typically
divided into three regions which have different functional roles: primary motor cor-
tex (M1), pre-motor area (PMA), supplementary motor area (SMA). The primary
motor cortex has a somatotopic representation, which means that particular groups
of muscles of different body parts correspond to motor cortex areas in an arrange-
ment. This somatotopic representation is called a motor homunculus. The arm and
hand motor area (lying between the leg and face area) is the largest, and occupies
the part of precentral. The lateral area of the primary motor cortex is arranged from
the top to the bottom in areas that correspond to the shoulder, elbow, wrist, fingers,
thumb, eyelids, lips and jaw. Interior parts of the motor area correspond with the
legs. All of these areas are not proportional to their size in the body. The lips, face
parts (especially the tongue) and hands occupy particularly large areas as the body
parts which they represent perform most complicated movements. Damage, ampu-
tation or paralysis, can shift motor areas to adopt new parts of the body.

The somatotopic organization gives possibility of decoding the movement in-
tention of different parts of the body. The movement intention are associated with
different spatiotemporal patterns of increase or attenuation of neuron amplitude os-
cillation and it may provide additional degrees-of-freedom for command represen-
tation and control in the noninvasive methods, as electroencephalography (EEG),
mainly support the multi-state BCI. The somatotopic organization allows also to
reduce the number of electrodes in EEG to those which lie over motor cortex and
provides better parameters for classification, hence the electrode setup time might
be reduced to minimum which is very important in brain-computer interfaces.

However ,there are few problems, which have limited the reliability and produced
high rate of errors. They have to be considered when constructing the alternative way
of interaction between the human and his environment based on EEG signal.

Firstly, the motor imaginary of movement where the subjects imagine the move-
ment of only one limb of the body or for example tongue can be difficult task. It is
important to imagine the limb movement properly which is essential for achieving
purely mental control without involvement of muscle activity. Fatigue is a common
problem during data collection which requires a relatively long time and repeti-
tive motor tasks. Contamination of EMG artifacts from facial muscles may possibly
cause serious problems in BCI development. Additionally, the task of the primary
motor cortex is to connect the brain to the lower motor neurons via the spinal cord in
order to tell them which particular muscles need to contract. In fact, the same mus-
cle are often represented over quite large regions of the brain’s surface, and there is
an overlap in the representation of different regions of the body. The activity of a
single neuron could cause contraction of more than one muscle, which suggests that
primer motor cortex may not simply code the degree of contraction of individual
muscles.
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2.6 Voluntary Eye Movements as Command Representation

In proposed system we used three different methods for tracking eye movements.
Each method differently characterizes obtained signal. The electrooculogram rep-
resents electric potential, the infrared oculography measures intensity of reflected
infrared light and video-based eye-tracking records sequence of images of the eye.
These three methods are widely described below.

Electrooculogram (EOG). The eye behaves as a single electrical dipole, the cornea
of the eye is electrically positive relative to the retina, therefore this dipole is ori-
ented form the retina to the cornea. During the eye movements the dipole also
changes its position and rotating adequately, thanks to these signals measurements
of the eye movements are possible.

Figure 3 presents the measure of the horizontal eye movements. Two electrodes
are placed outside of the left and right eye. If the eye is at rest, the electrodes have ef-
fectively this same potential and no voltage is recorded. The movement (rotation) of
the eye causes change of the potential of the electrodes. For example, if eye rotates
to the right, the right electrode is relatively positive to the second (left) electrode.
The opposite move gives opposite effect, as illustrated in Fig. 3. Up to rotation of
ca. 30 degrees the difference of the measured potential on the electrodes can be
considered as proportional to the angle rotate, but beyond this limit the linearity
becomes progressively worse. In this method spatial resolution can reach about 1
degree and maximum measured eye rotation can reach 70 degrees. The EOG has
advantages and disadvantages. The main disadvantage is that corneoretinal poten-
tial is not fixed and changes as a result of act of light, fatigue, and other qualities.
These are reasons of frequent calibration. Signal is measured with respect to a head.
This enforces stabilization of the head, or there is a need to use some other devices

Fig. 3 Signal corresponding to the angle of eye rotation
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Fig. 4 Infrared light illumi-
nated by an emitter (E) is
received by phototransistor
(R)

to tracking of the head movements. The measured signal is sensitive to muscle arti-
facts. As advantages we should classify: easy to use, even for children and patient
confined to bed, the recordings may be made in total darkness and with closed eyes.

Infrared oculography. In this eye tracking method, eye is illuminated by infrared
light which is reflected by the sclera (Fig. 4). A pair of sensors (phototransistor)
registers reflected light and quantity of difference between sensors make possible
to measure eye movements. The light source and sensors can be placed on special
glasses.

The infrared oculography has less noise than EOG, but is more sensitive on
changes of external light tension. The main disadvantage of this method is that it
only works well for about 30 degree of eye deflection from the center. The advan-
tages include ability to measure eye movements in darkness. Spatial resolution is
about 0.1 degree. Setup is quick but the calibration is necessary. Like in EOG the
measured signal is respected to the head, so another devices is needed to measure
head movements if we want to have relatively free movements.

Video-based eye-tracking. This is the third method we used to track the eye move-
ments. This method is base on an infrared source, which illuminates the eye and a
camera for capturing an image of the eye. The result of such illumination is that the
pupil is well visible and with big contrast to the rest of the eye. Beside this reflection
occurs on the boundaries of the cornea. The cornea reflection center and the pupil
center make a vector which is used for calculation degree of eye movements.

Usage of infrared light for illumination, makes that this method become useless
for outdoors activities. During the daytime can occur too many artifacts. The main
advantage is the possibility of usage of this method in remote and head-mounted
systems. As presented in Fig. 5 each method of eye movements measurement has
different features. These features allow to select the adequate method dependent on
environmental needs.

In the proposed system, eye movements is obtained by multimodal method which
choice is adequate to environmental needs. Idea of multimodal input for the system
is illustrated in Fig. 7. Each method characterizes different output signal, therefore
requires a specific preprocessor which yields previously defined tokens. These to-
kens are commands to execute for the command system (see Fig. 6 and Fig. 7).
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Fig. 5 Comparison of features of three eyetracking methods

Fig. 6 Five tokens (com-
mands) refer to eyes move-
ments

Fig. 7 Schematic diagram
of selected eye movements
interpretation
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3 Results

Preliminary studies on detection of the subject’s status and intention based on sep-
arate recording techniques led us to distinguishing of several subject-specific be-
havioral patterns (Fig. 8). Although the subject’s status is determined with limited
reliability (Table 1), thanks to the stability of everyday measurement conditions we
are able to detect abnormality of subject behavior.

Table 1 Estimation of sensitivity [%] of individual methods and multimodal status
recognition

recording modality vs. subject status sleeping walking resting working

Electrical activity of the heart 80 60 85 55
Mechanical activity of the body 70 90 70 75
Electrical activity of the brain 90 70 85 70
Multimodal status recognition 99.4 98.8 99.3 96.7

Fig. 8 Example of behav-
ioral pattern recorded in the
morning

status domain 

sleeping 

walking 

resting 

working 

time 

4 Discussion

The multimodal system for diagnostic and control aspects of assisted living has been
sketched with consideration of the measurement method selection, their reliability,
usability in home condition and costs. The novelty of our approach is twofold:

• contextual and conditional interpretation of measured parameters from multi-
modal acquisition,

• common status and command description at measurement and processing stages.

Expected reliability of the proposed system is still not sufficient to comply with
requirements for medical-grade equipment. However in assisted living application,
the main objective is to provide general information or alerts rather than precise
medical data. Further tests in the prototype application are necessary to reveal weak
points of this approach and to verify the usability in home condition.
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Open Standards as a Basis of the Information
Services Platform in Health Care Area

Kazimierz Frączkowski and Michał Szczepaniak

Abstract. Open standards and "open source" software are seen as those which are
largely contribute to solving the problems of integration and interoperability in the
newly-built computer information systems. In this work are presented views of the
authors who propose certain conceptions and ideas about ICT in medical area based
on the authors’ opinions, observations and the need of introducing changes in the
healthcare. The perception of XML as the information exchange format, evolution
of the exchange systems and data processing in the context of building Electronic
Platform to Collect, Analyze and Sharing Digital Resources about Medical Events
are main issues in this work.

1 Introduction

At present, both in the development of information systems of the health care and in
solving integration or interoperability problems, there are being used more and more
new technologies of project production, project methods and project management.
Alongside with the appearance of projects co-funded by UE financial appropria-
tions, there occurred a requirement of interoperability as well as the requirement of
durability of information solutions. It is proposed that in order to achieve these char-
acteristics of ICT (Informatics Communication Technology) solutions there should
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E. Piętka and J. Kawa (Eds.): Information Technologies in Biomedicine, AISC 69, pp. 403–413.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010
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be used "open source" solutions. However, in Poland and other countries, there are
hundreds of hospitals and health care institutions that use applications which has
been introduced and developed for the last several years by companies which not
only protected their own code, but also implemented the data model. What is more,
a lot of articles are being published by many authors among whom there can be dis-
tinguished Kathryn Edwards with his article from November 2009, entitled "Open
Source non-panacea Health". Consequently, all these above mentioned articles tend
to characterize and present the "Open Source" software as being a good pattern for
the interaction in the e-Health, although this software should not be treated or con-
sidered as a panacea for all challenges appearing in the area of co-operation in the
health care field.

Due to the fact that some central projects for numerous health care entities have
been launched in order to co-operate with regional enterprises and local solutions al-
ready existing in ZOZs (healthcare establishments), the problem of interoperability
becomes a very difficult key issue. Other countries which earlier had started to cope
with this difficult matter, have their own ideas to lessen and moderate the problems;
for example Malcolm Thatcher from CIO of Queensland Mather Hospital in Aus-
tralia claims that one should commonly work on interoperability standards as well
as standardise and propagate reference models in the area of health care processes.

It is becoming more and more doubtful to assume that the IKT technologies in-
troduced in the health care during the last several years bring any organizational
or business benefits. In fact, there is constantly being presented argumentation and
evidence that is completely opposite to the one requested, expected or taken for
granted [6]. Moreover, the economic cost bill of all the actions needed to provide
given medical service must also include the IT infrastructure costs as well as its
maintenance costs because of the fact that it is an element of costs which debit the
medical benefits.

The holistic approach to the evaluation of both technology effectiveness and the
mission of health care institutions effects in considering and treating the IT tech-
nologies equally with other technologies which support the therapeutic, diagnostic
an other processes in the health care.

Nevertheless, so far the above mentioned approach has not been regarded as sig-
nificant or taken into account due to the fact that the health care functions in a
specific business environment which interprets and perceives in a different way the
competition, need of continuous perfecting or the optimisation of business processes
realised by other economic subjects. Central management mechanisms together with
one insurer-NFZ (National Health Care) only contribute to the fact that the effec-
tiveness and functionality of a" enterprise" are not priority features which charac-
terize companies on the service market where there is a competition among entities.
Moreover, detailed analyses of a subject’s activity effectiveness possible to achieve
by using the analytic systems of BI class (Business Intelligence) aim at present-
ing detailed information about the current business condition, results of operational
activity [16].
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2 Tendencies in the Development of System Integrations and
Operability

Constantly increasing complexity of software, anticipation and servicing by the IS
(Information Systems) generates new challenges and is the source of innovative
solutions in approach to the integration and necessary changes in the IS area. Works
on the 2.0 version of The European Interoperability Framework For Pan-European
e Government Services were started in 2006. In the ongoing process of formation
there occur considerable strains- it is mainly connected with the definition of open
standards. If one kept the open standards definition proposed in the 1.0 version in
the public sector, a lot of economic entities would have to adjust in order to meet
given criteria, which is not a beneficial situation for them, hence there are so many
attempts to exert pressure on among others: the redefinition of the open standards
and their application. The 1.0 version from 2004 it is stated about the open standard
that if:

• it is accepted and managed by a non-profit organization, and its development
takes place through the open process of making decisions ( consensus, majority
of votes etc.) in which all to whom it may concern can take part.

• it is published and its specification is available for all to whom it may concern
free of charge or charged only for making copies, and if it is made possible to
copy, distribute and use by all to whom it may concern also free of charge or
charged only for operational costs.

• all copyrights, patents or any industrial property connected with it are irrevocably
available free of charge.

• the usage is not limited.

On the other hand, in the sketch of the 2.0 version, which is available at the website
of Ministry of the Interior and Administration, the definition of the open standard
and more specifically the definition of openness was reduced to the following three
criteria:

• all individuals interested can take part in developing of the specification, and the
very standard is verified publicly.

• the specification of the standard is available free of charge for everyone.
• The specification can be implemented with various models of software creators.

Thus, there were removed the notations about management of the standard by a
non-profit organization as well as the notations about the copyright charges and any
patents connected with it. Consequently, the document defines a new concept of
"openness" instead of the formerly established "open standard" [4].

Contrary to EIF in 1.0 version, which was not officially published, 2.0 will be
published in the Official Journal (pol. Dziennik Urzędowy- UE) but will only gain
the status of an announcement conferred by the European Commission to the Eu-
ropean Parliament Council. SOA (Service Oriented Architecture) architecture is one
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of innovative solutions in approach to the integration in IS area. According to the
Gartner Company, until the year 2010 there will be 80% customers using SOA ar-
chitecture. Moreover, SOA is one of the 36 key technologies which according to
Gartner will dominate the development of IT in the nearest future (except of it in
the lead there are also Web 2.0 and Real World). Before 2011, 40% of demand for
ICT infrastructure will be realised by companies in the form of services. In SOA
approach, more attention should be paid to the modelling of business processes and
therefore, the creation of applications and the work of computer programmers are
greatly modified and changed [7]. The program code should be written in a universal
way enabling a multiple use. IT experts expect reduction of the costs of information
systems manufacturing and the increase of their flexibility [4].

The basis of advanced analytic systems is providing the analysts and managing
personnel with the possibility of presenting forecasts, prognoses based on the data
collected in given systems, e.g. financial, personnel. The success of a flexible ex-
tension of the information system is the possibility of extending it for a new service
which is of new business value. The cost of hospitalization of a certain patient as
an element of the analysis of procedures’ cost, the number of treatments done in a
given entity, the daily cost of a person in hospital etc. The evolutions of the develop-
ment of analytic systems in Health Care can be basically presented in three stages
as illustrated Fig. 1.

The first stage presents the manner in which the reporting and analysis of elec-
tronic medical data was conducted during the first years. First, the data existing
in Hospital Information Systems were being exported to flat files like for example

STAGE I

XLS, 
TXT, CSV 

files
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Data warehouse
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CSV, 

XML files

STAGE III
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Data exploration tools

Data
Data
Databases

Data
Data
Databases

Data
Data
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OLAP tools

Service Oriented Architecture - SOA
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Data exploration tools OLAP tools Data exploration tools

Fig. 1 The evolutions of the development of analytic systems in Health Care
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TXT, CSV or above all the XLS and then opened in programs enabling operations
on spreadsheets. Then, there was an arduous process of analyzing and converting
of data done by the analytic departments as well as generating of specifications
satisfactory for the hospital management. IT must be mentioned that this process
was relatively long and determined the usage of dedicated applications. As a con-
sequence, taking of any tactically important decision was ineffective because it was
technically impossible. If one looks closer at the specifications of tenders put out to
software by the departments of public orders, one will easily notice that all of those
orders required from the purchased equipment the possibility of generating of the
above mentioned files.

Nowadays, in the health care entities, there is constantly taking place the second
stage of the development of processes of data analysis. The main cause of this situ-
ation is the fact that the NFZ (National Health Care) issued a regulation obliging all
health care subjects to use the open format when exchanging statistic and billing data
between the providers of services and the subjects responsible for refinancing of ex-
penses and costs born while executing the medical procedures. The patterns of XML
communicators were published, which effected in uniformity of data sent from dif-
ferent, heterogenic domain systems. As a consequence, information exchanged in
this manner allows to a fluent and dynamic analysis of the up-to-date market, and
this makes it possible to the establishment organs to manage their subsidiaries in an
effective way.

The most important XML reports created by NFZ (National Health Care):

• The report of purchase invoices (FZX)
• The report of the queues of highly- specialist services (KOL)
• The report of hospital and ambulatory services
• The report of the billing of hospital and ambulatory services
• The report of the collective data about the services provided by POZ (GPs)
• The report of provision of the orthopaedic equipment and auxiliary materials
• The report referring to the waiting lists
• The report of POZ/KAOS declarations
• The report of the statistic report for chemists’ [19]

The third stage of the process presents the vision of analytic systems’ development,
which will take place in future, and more precisely in the period between 2010 and
2015. It is a generation of analytic systems of class BI based on integration SOA
bus-bar. Thanks to this approach, it will be possible to make multidimensional anal-
yses while using countless autonomous domain systems, where the XML reports
will the main data transmission media. As examples there may serve the following
projects developed by the Ministry of the Interior and Administration and Ministry
of Health: "e-PUAP"- electronic platform of public administration’s services as well
as the Electronic Platform of Storing, Analysis and Making Available of the Digi-
tal Resources of Medical Occurrences as written in the Plan of Informatization of
Countries for the years 2007–2010 [14]. The concept of above mentioned systems
suggests using the architecture that is focused on services, which is the ESB (Enter-
prise Service Bus) bus-bar as illustrated in the Fig. 2.
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Fig. 2 The concept of above mentioned systems suggests using the architecture that is fo-
cused on services, which is the ESB (Enterprise Service Bus) bus-bar[based on 3]

The construction of the bus-bar consisting of open formats and web services al-
lows to a safe and collision- free working of business systems and fluent exchange of
information among them. It is worth to mention the fact that the use of web services
gives countless possibilities of extending and modifying them as well as access by
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means of web using any communication messages even so that the source appli-
cation can be created in different technologies and working on different operation
systems.

Using ESB bus will allow connecting the obsolete systems working in the health
care entities with the new ones, which will appear. The very bus is the transitional,
indirect layer- a broker, to which you can switch in or switch out functional modules
which are part of the elements of health care. The specific characteristic of ESB
makes it possible to send, transmit huge amounts of data at the same time retaining
safety and homogeneity of communication mechanisms as well as the decreasing of
redundancy, thanks to the opportunity of sending only the crucial data, which will
contribute to the improvement of data exchange quality between medical registers,
payers and the service providers.

The benefits from using the ESB will be noticeable in several years’ time from the
moment of implementation together with build-up and adding new business modules
concurrent according to generally established standards. In the context op Polish
Heath Care development, the benefits can have different dimensions depending on
the type of the parts interested.

The application of homogeneous data storing rules about medical occurrences
will be highly credible and reliable and that is why it will be possible to monitor
and react to the dangers and emergencies appearing, for example to those of epi-
demic character. The billing and statistic departments will gain improved processes
of billing for with payers medical services, and it all be possible thanks to introduc-
ing among others the electronic invoice service. According to this system, a Polish
citizen is considered as the main beneficiary, and the range of her potential benefits
is very wide.

Above all, the access to medical data will be gained by the medical personnel
and will enable them to react properly in emergencies. What is more, there will be
available new services which not only will improve the process of providing of the
medical services but also will increase patients’ awareness about their health condi-
tion. Thus, among these new services, there can be distinguished: on-line registering
for medical appointments, access to the whole case history and the health condition
of a patient from any place in the country (access to the Internet will only be re-
quired), storing and opening information about any referrals, medical certificates,
sick leaves, prescriptions, recommendations, performed procedures, results of labo-
ratory examinations, check-ups, vaccination plans. Moreover, thanks to a complete
integration with source systems there will be implemented the electronic realization
of prescriptions.

3 Open Standards – Information Exchange Format XML

There can be distinguished two types of standards: open standards and closed stan-
dards. Closed standards are the standards which are developed by a definite provider,
can not be used without their author’s consent and are subjected to some patent pol-
icy or protected by law. As far as open standards are concerned, they are defined in a
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different manner [1, 2, 9] and among their characteristics, there can be enumerated
the following: open standards created and developed through an open procedure
available for all subjects; their specifications are publicly available; and their usage
is completely legal and is not subjected to any technical or legal limitations. Addi-
tionally, the principal of technological neutrality is continually becoming more and
more popular. As a consequence, according to this principle, the state or the gov-
ernment must introduce and use the open technological standards in all the areas
where these standards are accessible [13, 19]. Apart from the lack of discrimination
of providers, citizens gain the liberty to choose any tools that fulfil the standards
available currently on the market. There are a lot of examples of application of this
principle in the world. Thus, in Australia, the Australian National Archives pro-
claimed that the data in digital form collected by them will be saved in the Open
Document form. What is more, Norway has also announced to use this principle
and also successive American states have started using it.

Nowadays, disk drives of "5.25" type are not often found, and additionally an
installed TAG program to read them properly, if such a program was available under
e.g. Windows 7. Consequently, it means that the preservation of documents on a
digital drive is not enough but the format, drive, software, which were stopped to
develop in order to create documents, begin to cause many problems. The situation
becomes even worse when it concerns the documentation of a project conducted for
a long period of time or the data collected by the public administration. The drive on
which documents have been saved turned out to be long-lived, however, its ability to
be used quickly and with ease becomes limited or even impossible after some time.

In Poland, the legislator also defined the requirements concerning the manner in
which the public subjects should use the open standards, e.g. in the Act on Informa-
tization of Public Service from February 17 2005 there are notations in which the
legislator declares that setting minimum standards to ensure openness of informa-
tion, requirements for communication systems used to carry out public functions
and for the public registers and exchange information electronically with public en-
tities. Development of open standards in Poland is propagated by Internet Society
Poland and Coalition of Open Standards [18].

One of the main factors that go hand in hand with standardization is the selection
of a universal format for the exchange of information between operators, or systems.
In the computer systems, in a medical environment, the most common standard for
electronic exchange of information is HL7 (Health Level seven). It is used mainly
for communication with hospital information systems, diagnostic systems (labora-
tory and radiological). Unfortunately, HL7 is a standard closed cell communication,
which can not be expanded as required - same standard defines 27 types of messages
[12].

Looking at the matter of closed message structure, you can attempt to state that it
is one of the reasons why the XML language also enters to the health care systems.
It was based on this language that the National Health Care has created the message
structure which allows exchanging information, e.g. the statistic and billing infor-
mation between the service providers and payers. Superiority of the XML over HL7
format primarily is that at any moment it may be expanded by adding other tags
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describing the data by which the transmission is increasing and is unlimited or
maybe it is limited but only by the information abundance of domain applications.

Language carries with it many features that do not restrict the choice of any sub-
contractors in the construction of a computer system because it is not related to any
platform or operating system. The text format of message and its internationaliza-
tion makes possible the modification and reading to be done using the simplest text
editor. In addition, compliance with Unicode in the form of UTF-8 allows you to
use the full range of international characters, so it is possible to exchange informa-
tion on a global scale. The European Union may be in the project epSOS (European
Patients Smart Open Services)[5].

Another very important advantage is the extensibility feature of language and this
extensibility can be viewed in two categories. Firstly, it is a resistance to changes
in the structure of the XML message by the applications processing them. On the
other hand because of the fact that XML is a meta language there is not a limited set
of tags describing the data target. Data mining of medical events from the domain
systems is the most important and most complicated and lengthy process occurring
in the construction of analytical systems. Resistance to changes produced in the
structure of the XML file, it is a feature that has a significant importance in the
case of analytical systems and especially in the design and development stages of
exploration, transformation and loading of data.

Combining harvesting of data from source systems and resistance to changes, we
can distinguish two models of action. The first is to operate on the basis of the source
database of the domain systems, the second is the action based on open formats of
data exchange. The process of data mining from systems that do not support open
formats is much more complicated and time consuming because it requires a careful
analysis of the source database for each individual domain systems and analysis of
their processes and patterns of action. An additional problem is the situation when
the producer of such domain application modifies the structure of the database. This
carries a need to modify the ETL scripts, otherwise the process of exploration will be
stopped. This solution results in a forced necessity to make changes to the processes
of exploration, transformation and loading of the data even if the changes do not
influence the need for their analysis [8].

The issue of data mining looks quite different in the case of domain systems sup-
porting the communication based on XML language, where the messages already
containing the data sets are subjected to processing and not the structures without
the database of given systems. Undeniable advantage is the fact that there appears an
independence from changes because in the case of modification of XML message
structures, the business applications continue to function, and the whole process
takes place without any disturbances.

The only drawback is the lack of supporting the bran new tags by the domain ap-
plications and ETL scripts. In addition, in the case of large distributed systems, stan-
dardization of messages simplifies and unifies the form and thanks to this situation
there takes place the independence from the manner of acting and domain system
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building in the health care (eg, Hippocrates, Infomedica, Solmed , KS-Medis, Clin-
iNet). Using open formats of data exchange brings with it another significant benefit,
at the beginning barely noticeable, namely, there are significant savings associated
with modifying of software when any changes in the structure take place. It is worth
stressing that the medical systems used in Poland in the overwhelming majority are
of heterogeneous nature, which is that they are made using various tools, languages,
technology, without any developed model of the exchange of information.

4 Summary

In this work there are presented views of the authors who propose certain concep-
tions and ideas about ICT in medical area based on the authors’ opinions, obser-
vations and the need of introducing changes in the healthcare. Therefore, the paper
indicates that practical and useful dimension of ICT, which permanently entered to
the stage of implementation in very large projects which have had the most out-
standing budgets, execution time, number of stakeholders and the estimated number
of transactions in the history of Polish. The Electronic Platform of Storing, Analy-
sis and Making Available of the Digital Resources of Medical Occurrences has to
handle more than 550 million prescriptions implemented at more than 10,500 phar-
macies, which are printed by physicians annually in Poland. The medical events are
to be of the following relationship: patient - the doctor - Health Care subjects, such
as access via the Internet for approximately 38 million potential patients who are in
contact with more than 340 thousand medical personnel.

According to the statistics of Standich Group and Gartner’s research, projects of
this class are the ones that are most threatened by failure. Spectrum of potential
sources of risks that may arise is significantly different for various services to be
available in projects. Taking into account e.g. a planned opening of medical data,
so called EHR (Electronics Health Record) through IKP (Individual Patient’s Ac-
count), one should indicate the following hazards:

• Problems in communication necessary to achieve interoperability, given the am-
bitions of the project stakeholders about the role of project

• encapsulation of access to information within the corporation
• Excessive focus on technology and information security problems
• Natural, non- verbalized fear of the "new"
• Bad or unconvincingly defined goals and benefits for stakeholders IKP
• Enemy interface IKP and social exclusion of older population
• Limited public confidence in the placement of data on the Internet

A separate problem within the cohesion and interoperability of the projects such as
The Electronic Platform of Storing, Analysis and Making Available of the Digital
Resources of Medical Occurrences will accept Medical will be the acceptance and
arrangement of open formats within introduced ICT technologies and services.
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nia 2009 r. w sprawie określenia szczegółowych komunikatów sprawozdawczych XML
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Application of Motion Analysis Systems in the
Designing of a Rehabilitation Device

Robert Michnik, Jacek Jurkojć, Zbigniew Paszenda, Andrzej Michnik,
Michał Bachorz, Wiesław Rycerski, and Jan Janota

Abstract. The paper presents the results of kinematic analysis of the prototype of
rehabilitation device for human upper limb. The aim of these measurements was to
assess possibility to execute PNF movements in upper limb joints and correctness
of functioning of control algorithms responsible for reproducing of assigned move-
ments The measuring site consisted of a set of 4 digital cameras, computer worksta-
tion, a set of markers, calibrating dice and light sources. Measurements were carried
out for simple and complex movements. First a man forced a motion sequence, and
then the device had to repeat it. Measurements revealed necessity of changes in con-
structions due to unacceptable positioning inaccuracy. Exemplary results before and
after these changes are presented in the paper.

1 Introduction

Daily activities, like walking, lifting, reaching, sitting down, standing up, execut-
ing by healthy people, are based on complex movements of human body. They all
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consist in the correct execution of the, correct motion standard. The correct exe-
cution of the motion depends both on the correct operation of the central nervous
system, spinal cord, peripheral nerves and skeletal muscles. Loss of motion ability
is caused by injury of one ore some of these elements. Restoration of health needs
complicated rehabilitation. Some rehabilitation methods of such injuries base on
teaching movements similar to these carried out by healthy people during daily ac-
tivities. It enables patients to learn complicated movements and use them in their
lives. One of the rehabilitation method, based on the described way, is the PNF
method. It consisted in repeated movements, both passive and active, carried out by
patient but with the help of physiotherapeutist [1, 2, 3, 4].

Because these movements must be carried out many times and in a very sim-
ilar and proper way, the PNF rehabilitation method is very time consuming and
tiring. That’s why, within the confines of cooperation between Silesian Univer-
sity of Technology, Institute of Medical Technology and Equipment „ITAM” Upper
Silesian Rehabilitation Center „Repty”, the prototype of the device, which enables
executing rehabilitation exercises of upper limb was designed. According to physio-
therapeutists hints this device should enable execution of repeatable PNF exercises,
reproducing motion showed by a doctor.

Spatial motions, carried out in the PNF method, impose many restrictions on the
device construction. This construction should be similar to the upper limb kinematic
chain, enables exercises in all planes and in the same time does not collide with
patient’s body. Additionally moments of forces in individual kinematic pairs force
application of relatively big driving units. This heavy construction together with
mass of the upper limb pose a problem for the control system. To ensure patients
safety there must be permanent control of moments in kinematic pairs. System must
’know’ if the moment of force is caused by the device weight or by the patient
wanted to stop execution of the program because of, for example, pain. Additionally
repeatability of exercises is very important both for the sake of rehabilitation method
and safety of the patient. That was the reason of the necessity to carry out some
measurements showing how correct and repeatable are movements conducted by the
device. The way of carrying out these measurements and some results are presented
in this paper.

2 Methodology

To ensure the correctness of functioning of the device prototype many measure-
ments were carried out. One of them concerned kinematics of the motion. Authors
decided to carry out experimental measurements to check:

• possibility to execute isolated movements in individual upper limb joints,
• correctness of functioning of control algorithms responsible for reproducing of

assigned motions.

Kinematic quantities were determined by means of the motion analysis APAS sys-
tem. On the characteristic points of the device some markers were placed (Fig. 1).
The motion was recorded by four Basler digital camcorders with frequency 100 Hz.
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Then recorded movies were processed in the APAS system and positions of markers
were determined. This enabled calculation of trajectories of individual markers and
then relative angle displacements of individual device segments. All calculations
were carried out in MATLAB system by means of the program prepared by authors
of this paper [5, 6, 7].

Fig. 1 Marker placement on
the device

The following movements were registered and analyzed during investigation:

• simple movements
• shoulder flexion and extension (Fig. 2),
• shoulder adduction and abduction,
• shoulder rotation,
• elbow flexion and extension,
• elbow rotation,
• movements in the ankle joint,
• spatial movements similar to PNF exercises.

All registrations were carried out for movements of the device:

• forced by the upper limb motion,
• repeated by the device by means of the control system.
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Fig. 2 Movement sequence for the shoulder flexion and extension

3 Results and Discussion

Measurements were conducted on two stages of the design process. The first stage
showed that movements of some device elements is not smooth enough. Addi-
tionally slight vibrations were noticed in some movements. It was visible in the
recorded movies and was confirmed by mathematical kinematic analysis. More-
over there were differences between trajectories obtained for movements forced
and repeated. Analyses of markers displacement showed that differences reached
even 20 cm, that was unacceptable result (Fig. 3, Fig. 4). On the basis of obser-
vations and calculations some changes in the device construction had to be con-
ducted. Kinematic analysis showed necessity of reconstruction of some kinematic
chain drives. Additionally a new function in the control system - visualization of
vectors of forces acting in individual sensors - was implemented. This visualization
showed that the correct sensor placement is the main problem and helped to improve
the construction. After these changes the new kinematic analysis was carried out.
Measurements and calculations were conducted similarly to these in the first part of
verification and for the same movements. Exemplary results are showed in Fig. 5 and
Fig. 6. The analysis showed that changes implemented in the device significantly
improved accuracy of repeated movements in comparison with these forced by
physiotherapeutist.

Fig. 3 Trajectories of the
chosen markers before
changes in the device con-
struction (thick line - trajec-
tories of the forced motion,
thin line - trajectories of the
repeated motion)
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Fig. 4 Displacements of
marker P2 with respect to
coordinate system axes

Fig. 5 Trajectories of
the chosen markers after
changes in the device con-
struction (thick line - trajec-
tories of the forced motion,
thin line - trajectories of the
repeated motion)

Fig. 6 Displacements of
marker R1 with respect to
coordinate system axes
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4 Conclusions

Analysis of obtained results and verification tests conducted after some changes
in the device construction and control system shows significant improvement in
the device positioning. The accuracy of repeated movements was much better too.
Changes between trajectories obtained for movements forced and repeated de-
creased to only 5 cm. Also analysis of angle displacements showed good accuracy
of repeated movements. But for some movements even this 5 cm can by to much
what indicates the necessity of further changes in the device construction and con-
trol system.
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Control System for a Limb Rehabilitation Robot

Andrzej Michnik, Jacek Brandt, Zbigniew Szczurek, Michał Bachorz,
Zbigniew Paszenda, Robert Michnik, and Jacek Jurkojć

Abstract. Limb disability, which in many cases results from disease or injury, im-
pairs everyday actions and limits job opportunities. Treatment consists of physical
therapy that requires laborious repetition of recommended motions with the help
of an experienced physiotherapist. Robot-aided exercises for repeatable rehabili-
tation motions would allow speeding up the rehabilitation process and reduce its
costs. This work presents a concept of a control system for a rehabilitation robot
constructed for this aim. The solution has been verified with the prototype robot
ARM-100 for upper limb rehabilitation with the control system based on the as-
sumptions discussed in this paper.

1 Introduction

There is an increasing number of patients in the world who require improving
their limb motion, both upper and lower limbs. There are many reasons for this,
which include the process of an ageing society and changes in lifestyle leading to
many diseases impairing motion ability. Such diseases include: paretic limb after
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E. Piętka and J. Kawa (Eds.): Information Technologies in Biomedicine, AISC 69, pp. 423–430.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010



424 A. Michnik et al.

strokes, limb injuries, cervical spine injuries, craniocerebral traumas, osteoarthritis,
reumathologic diseases, muscular dystrophies, diseases of the nervous system, and
conditions after orthopaedic treatment, etc. Disabilities occurring after these dis-
eases impair everyday actions, cause pain complaints, decrease the quality of life
and limit job opportunities [1, 2].

Treatment of such diseases and elimination of disabilities caused by them is
lengthy, requires much more and engages many people. At present it is impossi-
ble to imagine modern medical treatment without rehabilitation or physical therapy.
One of the rehabilitation methods often used is PNF (Proprioceptive Neuromuscu-
lar Facilitation). It consists of performing with the patient repeated limb multi-plane
motion sequences, so-called motion patterns. In this method, exercising engages
the physiotherapist tremendously as he or she repeats the set patterns with patients,
which limits the patients’ access to frequent enough rehabilitation sessions [3, 4, 5].

Nowadays, for upper and lower limbs, robot-aided rehabilitation is increasingly
used. The robots usually perform one-plane motions, used in the rehabilitation of
single joints [6, 7, 8, 9]. For example, devices used in upper limb rehabilitation al-
low for rehabilitation of: fingers and the wrist joint - Kinetec 8080, elbow joint -
Artromot-E, or shoulder joint - Kinetec Centura Shoulder CPM. Recently, ARMin,
a device for upper limb multi-plane rehabilitation, has been developed at the Zurich
University of Science and Technology with the cooperation of the company Ho-
coma and therapists from the Zurich Clinic in Balgrist. Initially, it had six degrees
of freedom, four of which were power-driven and two of which were passive. The
kinematic scheme from the shoulder joint to the forearm was provided. The next
version has been added with two degrees of freedom that allow for the forearm and
wrist motion. Although the device in this shape allows performing nearly all basic
and complex exercises, they cannot be performed with the PNF method due to the
limited range of the exercises [10]. Another example is a prototype of arm exoskele-
ton ARAMIS developed by S. Anna Institute and RAN - Research on Advanced
Neuro-rehabilitation [12, 13].

A solution that allows increased access to the PNF rehabilitation method is the
use of a robot which repeats with the patient the preset patterns which reproduce the
multi-plane motions without the physical therapist [14, 15]. The physical therapist
would only introduce the motion pattern to the memory of the robot connected with
the rehabilitated patient’s limb and set the speed and number of repetitions. This
solution would enable one qualified physical therapist to perform rehabilitation for
several patients at a time. This paper presents assumptions and a description of the
robot control system which allows performing complex multi-plane motions: pas-
sive, active and resisted motions, of a similar range and dynamics to those used in
natural activity.

2 Assumptions of the Control System

The rehabilitation robot is a mechanical frame with drives which after attaching to
the patient’s limb will enable rehabilitation motions and repeating them for pre-set
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Fig. 1 General concept of the rehabilitation robot control

times. The basic issue to solve is how to connect the control system with the robot’s
mechanical system. Here, the system has been divided into autonomous nodes con-
trolling the robot’s drives. The node controlling one drive is connected with one or
two force sensors so that the force put to the limb by the drive would be measured by
the given node controller - Fig. 1. The node is understood here as a system perform-
ing a simple motion along one axis (e.g. of an elbow joint or knee joint). Dividing
the control system into individual nodes enables the autonomous control of a se-
lected drive. Such a solution facilitates the control of forces put by the limb both in
the case of passive and active motion (reconstructing and performing the motion).
Another crucial problem to solve is the appropriate location of the force sensors on
individual construction elements of the robot for achieving the required sensitivity
and selectivity of force measurement.

3 Construction of the Robot Control System

The rehabilitation robot control system consists of three elements: modules of mea-
surement and performance nodes, communication module and a PC with the control
software - Fig. 2. The idea of control is based on a cyclical information exchange
between the PC controlling program and the measurement and performance mod-
ules. The PC programme allows changing the mode of each node to the motion
tracing mode or position changing mode. The PC programme also makes it possible
to change many settings configuring the node, e.g. settings of controllers stabilising

Fig. 2 Construction of the robot control system
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the drive speed or position. In each cycle of the data exchange, the PC Programme
sends new working settings to the measurement and performance modules, which
create the information on the node working mode and settings. In response, the
node modules send information on the working settings, such as: angular positions,
speeds, PWM duty cycle, temperature or power supply current.

Communication of the PC based control program with measurement and perfor-
mance modules of the robot nodes takes place with the use of the communication
module. The communication module also acts as the drive power supply emergency
cut-out. The PC with the control program enables remembering the motion trajec-
tory of the rehabilitated limb as a training programme and for re-performing the
remembered training programme through suitable control of the measurement and
performance nodes. During the training session, the system operator starts record-
ing the model training trajectory and after completion, starts performance of the
recorded trajectory. The programme acts as a particular motion "recorder". Each of
the recorded trajectories can be saved to the hard disc for further comparison of the
rehabilitation progress.

4 Construction of the Measurement and Performance Node

The role of the measurement and performance nodes is to control the node opera-
tional settings, controlling a single drive and autonomous prevention of emergency
situations to the rehabilitated patient or controlled drive. The operating element of
each node is a brushless DC motor (BLDC) with Hall-effect sensors built-in. The
module performs the following measurement functions:

• measurement of drive relative position on the basis of the Hall-effect sensors built
in the motor,

• measurement of absolute drive position in the basis of a Hall-effect angle sensor
located in the axis of the turning arm,

• measurement of the motor rotational speed on the basis of the Hall-effect sensors
built in the motor,

• measurement of the pressure force from dial extensometers at the human-robot
contact,

• measurement of power MOSFET temperature,
• measurement of the motor power supply current based on the Hall-effect current

sensor.

The node controller enables flexible configuration from the control program level
on the PC. An example of this flexibility is the measurement of force performed
by the node controller. The controller has two analogue measurement inputs, while
only one of them is equipped with a measuring differential amplifier for direct con-
nection of the extensometric beam. The node controller makes it possible to select
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Fig. 3 Construction of the measurement and performance node

controlling the node from the force measuring input 1 or 2, to set negative value or
to set a measurement which is a sum or difference between force measuring inputs
- Fig. 3.

Modules of node controllers are designed to be connected in pairs and in such a
configuration the signal amplified by a differential amplifier from the 1st measuring
channel is connected to the 2nd channel of the second node controller module. Such
a solution enables controlling two drives joined into a pair, where one drive is con-
trolled by a sum of forces and the other by the difference between them, which can
be used to control the wrist or ankle joint drives - Fig. 4. Additionally, the controller
allows for individual setting of the measuring channel amplification and the insen-
sitivity threshold, which limits the influence of the sensor system hysteresis in the
modes of motion tracing on the basis of the force sensors’ readings.

Fig. 4 Scheme of joining nodes into pairs with the example of a hand grip

Each node of the robot can operate in several operation modes but the most useful
are the following two: motion tracing mode and position stabilising mode. The mo-
tion tracing mode [11] is used mainly for programming the rehabilitation trajectory
but it also allows for performing active training by appropriate setting of the insen-
sitivity threshold of the force measurement trajectory. The position stabilising mode
allows for passive training during which the robot performs the previously saved
rehabilitation motion pushing the robot elements to subsequent, pre-set points. Suf-
ficiently frequent sending of a new position creates a smooth motion which pre-
cisely reproduce the motion set by the physical therapist. A simplified algorithm of
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Fig. 5 Block diagram of the motion tracking algorithm

the measurement and performance module operation in the motion tracing mode is
shown in Fig. 5. The main elements of the system are two PID regulators. The first
regulator stabilises the drive rotational speed which is directly proportional to the
force applied. The other regulator stabilises the position, which ensures limitation
of the motion range within a given node. The force direction switches the position
regulator between two states and changes the position to MAX or to MIN. However,
the element is moved only when an appropriate force is applied which exceeds the
pre-set insensitivity threshold of the force measuring trajectory. The speed of mo-
tion is directly proportional to the force applied, provided we are within the allowed
motion range. The position regulator enables automatic speed reduction to zero if
the moved element reaches the motion range limits.

5 Verification of the Concept of a Rehabilitation Robot Control
System

The prototype robot ARM-100 with 7 degrees of freedom for upper limb rehabilita-
tion has been constructed - Fig. 6, while work on the prototype robot for lower limb
rehabilitation is at the point of defining the trajectories of complex motions required
for their rehabilitation. The graph in Fig. 7 presents comparison of trajectories of se-
lected markers located on the arm of the prototype robot ARM-100 for upper limb
rehabilitation.

In the tested prototype robot ARM-100, the motion performed from the control
system’s memory differed from the preset motion by a maximum of 5cm. The av-
erage deviation between the preset motion displacement and the performed motion
displacement did not exceed 2 cm. The main reasons of difference between preset
and performed motion trajectories are gear backlash and clutch backlash, which can
be corrected in the next construction. The analysis of angular displacement of each
element also demonstrated quite precise motion performance. Analysis of results
also indicated it is necessary to continue work on optimising the structural form of
the device, particularly within the shoulder joint. Analysis of motion trajectories of
the upper limb rehabilitation robot arm has revealed that the developed system to
meets the design assumptions well.
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Fig. 6 Prototype robot ARM-100 for upper limb rehabilitation

Fig. 7 Motion trajectories of markers located on the rehabilitation robot

6 Conclusions

On the basis of the aforementioned analysis, the following general conclusions may
be drawn:

1. The aptness of the selected robot control concept has been confirmed by the
construction of the prototype robot for upper limb construction and its testing
which has demonstrated high repeatability of motion patterns.

2. Construction of a commercial version of such a robot must be preceded by work
on the optimization of individual functional nodes, developing a software version
adjusted to practical use, as well as a practical solution on how to fix the patient’s
limb to the robot’s arm.



430 A. Michnik et al.

3. Experiences gained during work with the robot for leading a multi-plane motion
of the upper limb have shown it is probable that after taking into consideration
the specificity of the lower limb motion, in particular higher loads, the design of
the robot for leading the lower limb motion should be successful.
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Methodology of Examining Fracture Surfaces of
Biomaterials by Means of Modelling and
Multifractal Analysis

Sebastian Stach and Zygmunt Wrobel

Abstract. The aim of the study was to take advantage of a three-dimensional min-
imal spanning tree (3DMST) to model the crack process of materials, based on an
example of a metallic biomaterial. The modelling of the crack process and its char-
acterization were carried out on a stereometric measuring file acquired as a result of
surface analyses of the biomaterial examined, using confocal microscopy.

Analysis of issues related to the crack process requires a quantitative description
of the problem which frequently, due to its complexity, is difficult or impossible to
solve. In a number of cases, the deficiencies of a quantitative description made us-
ing classical methods are compensated for by unconventional mathematical tools,
such as the multifractal analysis, which was carried out for the obtained model of
the crack path.

1 Introduction to the Problem

Biomedical materials, including metals and alloys intended for orthopaedic im-
plantation, should be distinguished by the following properties: good corrosion
resistance, appropriate mechanical properties, good metallurgical quality and homo-
geneity, histocompatibility, resistance to abrasion and wear, no tendency to forming
blood clots, proper electrical properties and acceptable production costs.

The essential problems of implantology, when selecting the properties of bio-
materials and implants, include, undoubtedly, the biomechanical issues [5, 4]. The
analysis of strain and stress in anatomical structures faces considerable difficulties.
Therefore, an analysis of surface properties followed by modelling desirable prop-
erties of the surface, which modelling should in the best possible way reflect the
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real object and thus, its generalized properties, is becoming a topical issue on the
borderline between technology and medicine.

In paper [13], computer modelling and a three-dimensional minimal spanning
tree [8] were used to reconstruct the crack path on a stereometric measuring file of
fracture surface. Based on the physical model so built, an attempt can be undertaken
to build a mathematical model [1].

Analysis of issues related to the crack process requires a quantitative description
of the problem which frequently, due to its complexity, is difficult or impossible
to solve. In a number of cases, the deficiencies of a quantitative description made
using classical methods are compensated for by unconventional mathematical tools.
Fractal geometry is an alternative form of description of engineering surfaces and
has become a popular method in the theory and applications of rough surfaces.

Self-similar fractals are characterized with that they can be described by means
of one parameter which is not a natural number, D, whereas engineering surfaces are
more self-affine than self-similar. Where surface properties are a function of scale,
we have to do with multifractality.

In the description of surface morphology [7], a practical significance is attributed
to a combination of multifractal analysis, surface stereometry and stereology of ma-
terials [11], the latter aiming at evaluation of crack resistance [10].

All analyses presented in the study are based on author’s own original algorithms
implemented in the engineering environment Matlab.

2 Acquisition of Stereometric Data for the Material
Investigated

The research equipment consisted of a confocal microscope, LEXT 3000 by Olym-
pus (Fig. 1), designed for precision measurements and meeting the highest accuracy
and repeatability standards. To work with the LEXT microscope, a sample does
not require special preparation. It can be placed directly on the microscope table.
Observation and measurement in three dimensions are possible in real time.

Owing to the application of UV laser light of wavelength 408nm in a combination
with a confocal scanner, LEXT exceeds the optical capacity threshold, as known
for conventional equipment. A special optical system, which minimizes aberrations
formed in the short-wave range, while maximizing the transmission within 408nm,
allowed obtaining a unique image quality and signal transmission.

The resolution was increased through using a confocal scanning technique. In
this method, the surface of a sample is scanned point by point. To detect a signal, a
photomultiplier tube is used, before which a confocal diaphragm is placed. The latter
cuts off the light coming from beyond the plane of sharpness and reflected from the
surface. The photomultiplier tube measures the light intensity in each point.

An advanced scanner XY applied in the LEXT microscope uses a micro-electro-
mechanical system, patented by Olympus (MEMS), making the scanning process
faster and more accurate compared to traditional scanning systems. Control of
movement in axis Z is extremely precise owing to the linear system with a 5nm
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Fig. 1 Confocal microscope LEXT
OLS3000

Fig. 2 Fragment of surface scanned with a
confocal microscope LEXT OLS3000

increment. For each of the surfaces observed, the intensity curve called ”IZ” is cal-
culated. It is based on an advanced analysis of the maximum intensity value. The so
formed intensity map is used to reconstruct the sample into a spatial image (Fig. 2).

The effect of these solutions is the world’s best horizontal resolution of 0.12μm
and 0.01μm in axis Z, all this with maintaining extraordinary repeatability of
3σ n−1 = 0.02μm in axis Z and 3σ n−1 = 0.05μm+ 0.002Lμm in the plane (L
means the length measured). Credibility of the measured data has been confirmed by
international control organizations, including The Japan Ouality Assurance Organi-
zation, Physikalisch-Technische Bundenanstalt and the United Kingdom Accredita-
tion Service.

Unlike other known measuring systems, which can be operated only by experts,
LEXT establishes new standards of speed and simplicity of operation thanks to its
unique software. Only LEXT offers the possibility of displaying two images in real
time: a conventional colour microscopic image and a confocal image, simultane-
ously on the same picture. It is easier and faster to focus the image on the surface
observed, based on the microscopic image. Next, it is enough to define the range of
confocal scanning by indicating the highest and the lowest points and afterwards,
the scanning proceeds automatically.

The research material consisted of a titanium alloy used, inter alia, for or-
thopaedic implantation and in dental prosthetics, for implants or as a bone con-
nector. Biocompatibility of implants and connectors made of titanium accelerates
the healing process and patient’s recovery [15].

The fracture surface of a material coming from a three-point static bending test
was subjected to examination. A sampling step of 0.625μm was applied in directions
X and Y . From the surface measured, an area of 1345× 1345 points was selected,
thereby obtaining a matrix of height Z, which was used for further analyses.
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Details concerning the type of the biomaterial, the size of samples and the param-
eters of the test made are passed over on purpose in this study, so as to generalize
the methodology presented here for a wide group of biomaterials.

3 The Minimal Spanning Tree Method – 3DMST

As a result of stereometric analyses, a sort of a square net was obtained consisting
of 1,809,025 nods distributed evenly in a three-dimensional space.

The problem of the three-dimensional minimal spanning tree was used to model
the crack path of metallic biomaterials. An appropriate algorithm was developed and
then used to calculate the 3DMST from a given set of points distributed over space.
The procedure starts performing by selecting any point out of the set and finding its
nearest neighbour. These two points and appropriate edges form a sub-tree, T1. The
distance to the closest neighbour with a sub-tree is added for each isolated point
(a point that does not have a sub-tree yet) and referred to as the distance of the
isolated point from the sub-tree. These potential MST edges are called connections.
The Mth sub-tree, TM, is formed by adding the closest neighbour of the sub-tree
to T M− 1, provided there is an isolated point, the distance of which to the sub-
tree is minimal. A new connection will be updated as well, once this new point has
been added to the sub-tree, i.e. the distance from each isolated point to each sub-
tree vertex is calculated in order to check whether the distance is smaller than the
previous distance of the point from the tree. The layout of edges that results from
T N−1 is a minimal spanning tree (3DMST) (Fig. 3) [14].

The so created set of data is called a graph. It consists of a set of vertices and a
set of edges on a network of measuring points arranged in space, that were obtained
by means of stereometric measurement of the surface area. A sequence of edges
that accompany the vertex forms a path and a confined path is called a circle. A
graph is called a combined one when there is a path between any pair of vertices.
A combined graph which does not contain any circles is called a tree. If a tree of
a combined graph includes all vertices from a vertex set, it is referred to as the
spanning tree. The length of the tree is defined as the sum of constituent edges.

Fig. 3 Fragment of the
generated 3DMST
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4 Multifractal Analysis of Fracture Surface Based on 3DMST

As results from the definition, the MST is the only one and independent of the start-
ing point. The 3DMST method unequivocally decides about the position of every
point, providing at the same time information on correlations of every order. In addi-
tion, when a branch is added to the created tree, its position does not depend on the
branch added to the tree before. On this basis, it can be said that the 3DMST system
is delocalized. Because of the above reasons, 3DMST is particularly recommended
for highlighting the main features of the global structure of distribution.

The 3DMST is a spanning tree of minimal length. This resembles a little a search
for minimal covering of a set, required by the definition of the Hausdorff dimension
and, in the best possible way, approximates the complexity of the crack path propa-
gation (energy dissipation). It served as a basis for developing a new methodology
of multifractal analysis of surfaces of materials.

In this study, the analysis was conducted based on an algorithm which consisted
in fractal scaling (in many approximation steps) of the 3DMST generated, so as to
meet the criterion of a boundary within which the "box" size in the box-counting
method is approaching zero. This was achieved through simulating the changing
size of boxes by changing the measuring density. By selecting every 672nd, 448th,
336th, 224th, 192nd, 168th, 112th, 96th, 84th, 64th, 56th, 48th, 42nd, 32nd, 28th,
24th, 21st, 16th, 14th, 12th, 8th, 7th, 6th, 4th, 3rd, 2nd and 1st measuring point,
27 scalings of the 3DMST were obtained, which approximate the real appearance
of the crack path of the material when the distance between the measuring points
decreases.

For so obtained scaling sets, an algorithm was applied consisting in the calcula-
tion of the sum of edges forming a fragment of the tree (Fig. 4a) in a given measur-
ing field (Fig. 4b), while omitting those edges that had already been counted in the
previous step.

(a) (b)

Fig. 4 Diagram of counting the edges: a) fragment of a set of measuring fields; b) enlarged,
isometric view of an example of a measuring field with marked edges



436 S. Stach and Z. Wrobel

Knowing this information, it is possible to determine the probability of finding
the appropriate measuring field (1):

Pi(r) =
Li(r)
LT (r)

(1)

where:

Li in a given scale r, the sum of the lengths of edges in a particular measuring
fields with disregarding the already counted edges;

LT the total length of all edges in a given scale r;
r the size of box in a given scale.

Multifractals are expressed by generalized fractal dimensions (2), where: q is a pa-
rameter used for searching through a set and D(q,r) is the spectrum of fractal di-
mensions for a given set:

D(q,r) =
1

q−1
lim
r→0

log
N
∑

i=1
[Pi(r)]

q

logr
(2)

Another method to present a description of multifractal measures is a spectrum
f (α). Based on the probability values expressed by formula (1), a single-parameter
family of standardized measures is built (3):

μ(q,r) =
[Pi(r)]q

N
∑

i=1
[Pi(r)]

q
(3)

next, the fractal dimensions of the subset f (q,r) are determined (4):

f (q,r) = lim
r→0

N
∑

i=1
μi(q,r) logμi(q,r)

logr
(4)

and indexed with exponents α(q,r) (5):

α(q,r) = lim
r→0

N
∑

i=1
μi(q,r) logPi(q,r)

logr
(5)

The obtained values of α(q,r) are called the singularity of the set investigated (5).
In graphic interpretation, they are plotted on the abscissa, whereas the values of
f (q,r), representing entropy (4), are plotted on the ordinate (Fig. 5) [3].

From the point of view of the methodology described, the most important param-
eter of the multifractal analysis is the width of spacing of the multifractal spectrum
arms, whose interpretation is presented in papers [9, 12].
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Fig. 5 Spectrum of fractal
dimensions

5 Conclusions and Further Work

Development of methods of a quantitative description of the microstructure and sur-
face of materials constitutes the principal tool of a quantitative analysis in the field
of materials science. It is implemented in order to modernize the production tech-
nology, improve the structure and enhance the properties of materials. Oriented to
stereological and stereometric research methodologies, it uses at the same time, a
computer image analysis and assistance by multifractal techniques. In the descrip-
tion of surface morphology, a practical significance is attributed to a combination
of multifractal analysis, surface stereometry and stereology of materials, the latter
aiming at evaluation of crack resistance of the materials.

The aim of the study was to take advantage of the method of modelling the crack
process of materials, based on an example of a metallic biomaterial, using 3DMST.
The modelling of the crack process and its characterization were carried out on a
stereometric measuring file acquired as a result of analysis of a fracture surface of
the material examined, using confocal microscopy.

The utilization of confocal microscopy for an evaluation of the surface topogra-
phy is very well founded. With its unique observation and measuring potential, this
method creates a new dimension in metrology - for better effectiveness of measure-
ment, for better credibility and for better understanding of the surface structure. A
confocal microscope shortens considerably the time of research, while maintaining
very high accuracy and repeatability of measurements. In addition, it offers horizon-
tal resolution which is one of the best in the world.

For a quantitative description of propagation of cracks in ideally brittle materials
or in materials where the area of plastic deformation in the crack vertex is insignif-
icant comparing to the sample size, the laws of the linear elastic crack mechanics
are applied [16, 6, 2]. This allows determining quantitative dependencies between
crack resistance of the material and the critical length of crack, the shape and dimen-
sions of structural elements, and the type and value of load. Materials crack under
stressed much lower than those determined by theoretical strength. The reason for
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this discrepancy may lie in microfissures, pores or macrocracks which occur in the
material and cause concentration of stresses. The ability to work of elements and
engineering structures containing the above-mentioned material defects is identified
by means of their crack resistance.

The 3DMST generated on a net composed of nodes very well approximates the
real crack path of the material and, based on a stereometric-fractal analysis of the
record of fracture surface artifacts, it will serve, in the author’s future study, as a
basis for developing a methodology to determine the theoretical resistance to crack
of brittle biomaterials.
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ACL Rehabilitation Enhanced by 3D Modeling
Software

Marek Krótkiewicz, Krystian Wojtkiewicz, and Radosław Kardas

Abstract. The main purpose of this paper is to show possible positive effect of
3D modeling application in rehabilitation. Authors provide clinic example of pa-
tient with ACL reconstruction. The patient has undertaken the therapy consisting of
regular rehabilitation sessions as well as those enhanced by 3D rehabilitation ap-
plication. The improvement in ACL rehabilitation was significant and worth further
exploration.

1 Introduction

Rehabilitation is a complex common action towards people with disabilities, both
physical and psychical, aiming at recovering their either psychical or physical abil-
ities. The main purpose for rehabilitation is to allow disabled people to take active
part in social life as well as to let them work with less limitation. Rehabilitation
which takes as its priority the mobility-skeletal system enhancement is the most
specialized form of physical activity, just next to such activities as sport, recre-
ation through movement or physical education. Movement rehabilitation stays in
opposition to sport due to theirs participants motor and somatic abilities. Nowadays
rehabilitation is not only an action of enhancing abilities but also aims at supple-
menting basic medical treatments. It has its great share in accelerating recovery
process, preparing for surgeries, enhancing effects of surgeries as well as in basic
motor system treatments.

The importance of physiotherapy is hard to challenge. It is not only a method
but also a great supplement that can change life of many people. The thing that one
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has to take under consideration is how to bring physiotherapy closer to the patient
and make it easier to comprehend and fully attend. One of many possible ways is
presented in this paper. Authors suggest that 3D model visualization brings an enor-
mous gain in the whole process of physical treatment. One of the most important
functionalities is the ability to show all of exercises on the model that has the same
movement restrictions as the patients but also in the model that has exactly the same
parameters as the patient. Basically patient can see almost him or herself doing the
exercises and easily follow the example. On the other hand the tool is a great advan-
tage for the therapist, who can easily monitor progress of his patient, prepare more
suitable exercises and finally he can prepare a special exercises set for self monitor-
ing for the patient. Following parts of this article will show how 3D virtualization
can help patient before and after surgery on the example of knee surgery.

2 Traditional Approach towards Rehabilitation

One of the first who said that training and exercises have positive effect on correct
development of humans was Claudius Galen (130-199 B.C.). Chinese and Japanese
culture has also great tradition in propagating healthy lifestyle by physical train-
ing. Medieval brought to Europe the motion saying that anything good for body is
bad for soul. It changed around XIII century after gunpowder started to be used,
resulting in high number of cripple. The idea started from making metal and wood
prosthesis in around XVI century. It was also the time when Francis Glisson started
to promote physical exercises in treating spine and chest degeneration. "Glisson
loop", one of the first therapeutic device, is still being used in to extract muscles
and cervical vertebrae in their disabilities. In XVIII century Henry Ling suggested
medical exercises, named after him, that are nowadays used in kinesitherapy. Since
that time many have work to promote healthy life style through physical exercises.
In 1981 Douglas McMurties was the first to use word rehabilitation to name ther-
apy for handicapped in New York. The name was taken from Latin, habere - to
have, habilis - capable, handy. The meaning evolved from just professional or social
enhancement to more complex treatment.

The main advantage of rehabilitation is that it has no side effects, like for example
pharmacological treatment. Another advantage is positive effect on overall psychi-
cal condition of the patient, coming from personal and conscious evolvement in the
process of enhancing sick organ or the body at all. At this time one can suppose that
rehabilitation will move to another level of human utility. There are serious reasons
to assume that the future will bring even more people in need of rehabilitation. One
of them is increasing number of newborns with disabilities that survive. Another is
the shift from sicknesses with short and hard course to rather long lasting chronic
diseases. Increasing number of communication collisions and their victims, as well
as wider understanding for handicapped, makes another reason. The very next thing
one has to take under consideration is increasing average life expectancy and what
comes from this fact aging of the society. If we add the increase in number of dis-
eases coming from the lack of movement (hypokinesis) all the factors will show that
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rehabilitation will become even more needed [3]. The main purpose of rehabilitation
nowadays is to help people to be capable of living for long and in luxury. For the
luxury we take all improvements and enhancement mankind has brought to itself
during its development. Public or private transportation instead of walking makes
our motor system to fail eventually. It is the same with sitting way of life. Most of
people do not know that if they work in the office and sit for many hours, they need
to take breaks, not only to have a snack but what more important to have some exer-
cises. Even 10 minutes of systematic break filled with special set of exercises may
help to keep fit and healthy.

Treatment system and rehabilitation is blended with overall policy toward pa-
tients with disabilities. Ministry of Health is responsible for national disabled help
program in the manner of medical treatment and rehabilitation. On the side Min-
istry of Labor and Social Policy is responsible for social help. All of medical, social
and economical actions lead to ensure handicapped conditions comparable to those
without psychical or physical limitations. Those actions penetrate all life segments,
e.g. family life, education integrity, work and well organized support and social
rehabilitation.

3 ACL Rehabilitation

With the development and expansion of knowledge in the fields of biology and
biomechanics of the knee, and thanks to significant advances in the field of recon-
struction with the use of transplants, rehabilitation rules and methods of ACL (front
cross ligament) has changed. In the 70’s of the twentieth century the ACL recon-
struction was performed through as extensive non-joint arthrotomy, which led to
disabling patient operated leg in plaster for a long period of time. In the eighties the
development of arthroscopic techniques has allowed as intra-articular reconstruction
using a special camera and instruments without the need of broad knee opening. This
in turn allowed using planned accelerated rehabilitation and helped focus attention
on fast knee joint enabling after ACL. In the next decade, since 1990, the idea of
accelerated rehabilitation expanded and changed to an attempt to give sportsman a
chance to recover as fast as possible. Emphases given on fast recovery slipped to the
fore the problem of exercises in closed and open kinetic chain, as well as, the prob-
lem of pressure that is given on the implant after surgery, along with postoperative
and functional prosthesis. The postoperative rehabilitation has also been appreciated
since it helped prevent side effects o the surgery.

Ligament cross-front is the main ligaments of the knee preventing the movement
of the front of the tibia. It also provides a secondary element of a restraining ro-
tation of the tibia, also prevents the pressure in the direction of varus and valgus
knees deformity. The average healthy young man ACL ligament can withstand the
strength of approximately 2500 N (newtons) before it is damaged or completely
severed. This value decreases together with body aging. Force acting on the healthy
ligament is in the range 100 N at a passive knee extension to about 400 N while
walking and 1700 N during activities that include actions triggering static forces or
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fast acceleration and deceleration. Overloading this capacity in excess of the ACL
occur only in unusual combinations of forces acting on the knee joint. These forces
often cause twisting of the knee resulting in damage to knee ligaments and the ACL.
Broken ligaments cannot be saved and the reconstruction procedure should be made
only after the termination of the inflammation and swelling in the knee. At that time,
the completely broken ligament dies, or even become dissolved in the joint cavity.
Taken early in the reconstruction causes many postoperative complications, among
other things, increases the risk of fibrosis of the knee. The material used mostly at
this time for transplantation is the patellar ligament of the knee or a complex con-
sisting of gracilis tendon and semitendinosus. The initial strength of the implant
must be greater than the normal ACL, as the strength of ligaments after implan-
tation significantly decreases. This property is essential to ensure optimal strength
of the implant, despite its decline in the healing phase. Stronger graft allows safer
rehabilitation and faster return to activity. Patellar ligament implant may obtain the
initial strength of about 2977 N and complex gracilis tendon and semitendinosus up
to 4000 N.

Inoperable treatment of knees with ACL injury might be acceptable choice for
elderly or sedentary people [2, 4]. At the same time athletes or young people with
high activity habits no ACL is associated with the occurrence of knee instability,
which in turn leads to damage of meniscus, damage of joint and the secondary pro-
cess of knee degeneration. Satisfactory knee function can be sustained over a short
period of time, especially through high gracilis tendon and semitendinosus strength,
but the results of such proceedings are unpredictable, and the resulting functional-
ity of the knee far from the state before the damage. Surgery ACL reconstruction
restores stability to the knee in a predictable way. It became possible to use aggres-
sive rehabilitation programs, thanks to advances in materials used for transplants
and the techniques for fixing, as well as the number of exercises with emphasis on
transplant. These methods, although they appear to be safe and appropriate must
be treated with caution until the ongoing study of the transplants healing process
set limit to what can be "accelerated" rehabilitation after reconstruction. For this
purpose, post-operative rehabilitation of ACL reconstruction, is supposed to take
special care of achieving full straightening of the knee and reducing inflammation
and swelling before surgery. This prevents fibrosis of the joint.

4 The Use of 3D Modeling Application in ACL Rehabilitation
Process

The patient was injured on 24th of November 2008 during basketball play. As de-
scribed after first examination he suffered "sprains and tears of the other, unspecified
parts of the knee". Additional research showed instability of injured knee in valgus,
severe pain, mediocre swelling and dried joint. X-ray scanning showed no bone in-
jury. The patient was given plaster splint tutor and he was directed to the orthopedic
clinic. On 18th December 2008 and next on 17th March 2009 he was given ultra-
sound examination that showed small amount of fluid in posterior lateral complex.
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This showed possibility of ACL insufficiency. The ACL itself could not be exam-
ined due to small amount of fluid and swelling of posterior cruciate ligament (PCL).
The MRI taken on April the 1st confirmed the proximal attachment of the ACL
rapture as well as minor traumatic changes. After being referred to the Surgery De-
partment, he had surgery on 17th of April, which consisted of left knee arthrotomy,
ACL stumps cut. New ACL ligament has been made from gracilis tendon and semi-
tendinosus. After surgery patient was formed plaster cast for 3 weeks until stitches
could be taken off. After about 2 months the knee was released from immobilization
and the patient was allowed to attempt self-advised walking. He was also advised to
choose therapists who will guide him through rehabilitation process.

The developed 3D visualization application has been used from this point. Phys-
iotherapist prepared set of exercises that the patient learned during the direct ses-
sions. Exemplary exercise is shown on figures 1, 2, 3. They were prepared for him
as 3D animation suited to his abilities. To do so, there had to be some measure-
ments takes from the patient to map all of his body to the model. The body shape
of the model was similar to the patient. Secondly the movement ranges and angles
were mapped using muscle strength tester and joint angle counters. The applica-
tion model design is showed on figure 4. Afterwards he was instructed how to con-
duct those exercises at home. Thanks to those exercises carried enhanced by the 3D

Fig. 1 Starting position for
the exercises

Fig. 2 First exemplary
exercise
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(a) (b)

Fig. 3 Squads for ACL strengthening

Fig. 4 3D model presenting the exercises

visualization and thanks to patient self control, which prevent overtraining, the pa-
tient has accelerated the rate of rehabilitation. With the exercises carried out at any
time of the day, according to the need and possibilities of the patient, allowed ob-
taining faster performance. Every day after the patient took the exercises he was
obligated to support the application with the information which exercises and with
how many repetition he has performed. This allowed the application to compile
each training toward his needs. The patient had also taken physiotherapist consulta-
tion every third week. The very summer of the year he took the surgery, he was able
to run, practice martial arts and other sports including swimming and basketball.
These results could not be obtained through regular rehabilitation, which consist
mainly of regular visits in rehabilitation facility.
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5 Computer Application

The work on the model started in MakeHuman solution. Modified mesh was then
exported to the COLLADA 1.4 format and imported into blender and then admin-
istered SubSurf. The size of the grid was adopted in the scale 1 blender unit equals
1 meter. After refining the details the grid become the primary model. The base
model is used to create models of every patient. The modifications are made ac-
cording to the measurements taken from the patient and applied to the model. The
proper modeling required creation of the shape keys, both vertex animations and
morph animation. For each modification e.g. leg length, two extreme key frames
were created. The mesh has been shaped in each of the frames and finally the lin-
ear interpolation between frames has been established. The interpolation rate was
changed from 25FPS to 1FPS to obtain better results. Knowing the measurements
of the patient, the modeling application chooses the proper frame.

The movement of the model was obtained through fittings showed on the simpli-
fied skeleton. The leading lines of the skeleton are showed on the picture 5. Even
though it’s simplified it allows modeling of very complicated and prices movements.
At this time the work is focused on the development of the skeleton model that
would be almost perfectly accurate. The last stage before export was the grid di-
viding on materials and determining the corresponding UV coordinates for textures.
Materials has been defined by their name, all other parameters were irrelevant at
that point.

The model prepared as described has been exported to OGRE format stored in
xml and then converted to a binary format. OGRE technology allowed easy work
on materials. Every material has a number of textures: diffuse map (colors), normal
map (hollows and bulges), ambient occlusion maps (shadows) and specularity maps
(light reflection). In addition diffusion maps for the skin, hair, eyes and eyebrows can
have many variations. Based on the set of materials four sets were created varying
in quality (2048x2048, 1024x1024, 512x512, 256x256 pixels).

The application uses OGRE library to render 2D and 3D animations, OIS library
to handle mouse and keyboard, CEGUI as a user interface and Python as the main
scripting language.

Fig. 5 Leading lines on the
skin layer
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The 3D modeling technology has found application to physical rehabilitation at
almost all levels of presented rehabilitation proceedings [1]. A patient awaiting op-
eration can use it in preparation for the surgery. This self preparation could also
contain information about future exercises to be performed after the surgery. Inter-
active 3D model programmed to imitate the patient would show all the muscles and
joints involved in the exercises as well as it would show how to limit the effort of
rehabilitation.

6 Conclusion

Presented method shows that 3D modeling can be advantageous for enhancing re-
habilitation speed. It allows patient to conduct unsupervised rehabilitation exercises
at home at the most appropriate time for him. It increases patients’ motivation, ef-
fectiveness of their exercises and the speed of rehabilitation process. Further work
will be dedicated to enhance the model and to make it even more realistic. Authors
would also like to model more precisely each and every bone, muscle and joint in
the model. This eventually will lead to the possibility to model all of the movement
of the body, to find its limitations. Authors believe also that 3D virtualization is
the weakest point of the solution. At this point several measurements are taken to
provide information how to adjust model to reflect patients body shape. There is a
possibility to use stereoscopic cameras to obtain the 3D picture of patients’ body.
There are also plans to use laser 3D scanner to visualize patient body as the mesh
that after some mapping could be directly used in the application. There is also a
wide area of how to obtain information on joint movement limitations. At this point
the counters used are not directly connected with the computer. The idea and pro-
totype of automatic angle and strength counter is the subject of future work and
publication.
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3. Plewa, M., Cieślinska-Świder, J., et al.: Effects of the Weight loss Treatment on Selected
Kinematic Gait Parameters in Obese Women. Journal of Human Kinetics 18 (2007);
Katowice

4. Kuszewski, M., Saulicz, E., et al.: Body Proportions and the Results of the Toe-Touch
Test. Journal of Human Kinetics 16 (2006); Katowice



Numerical Analysis of Spine Stabilizers on
Lumbar Part of Spine

Marta Kiel, Jan Marciniak, Marcin Basiaga, and Janusz Szewczenko

Abstract. The numerical analysis of spine stabilizers was carried out in the work.
The aim of the work was determination of more favourable stabilization variant.
Moreover, this analysis is the basis to determine an optimal geometry of the stabi-
lizer as well as to select mechanical properties of metallic biomaterial. The work
presents the results of biomechanical analysis of lumbar spine stabilization by plate
and transpedicular stabilizer. The finite element method was applied for biomechan-
ical characteristic of implants made of stainless steel Cr-Ni-Mo and Ti-6Al-4V alloy.
Geometrical models of part of spine L3-L4 and the stabilizer were discretized by
SOLID95 element. Appropriate boundary conditions imitating phenomena in real
system with appropriate accuracy were established. The result of numerical analy-
sis was calculation of displacements and reduced stresses in particular elements of
system in a function of the applied loading: 700 - 1600 N. The displacements cal-
culated for part L3-L4 show that the proposed type of stabilizer enables the correct
treatment process. The obtained numerical results should be verified in "in vitro"
tests.

1 Introduction

The spine is extraordinary important part of skeleton, where are performing three
fundamental functions: supporting, protecting (for core and roots of a spinal nerve)
and motor activity (thanks to segmental building and to muscles). Its upper part
(cervical part) is connecting with braincase. The particular vertebras are connecting
with each other by joints, ligaments and intervertebral discs. Movements between
vertebras have limited range, however their summation (especially in cervical and
lumbar part of spine) gives possibility of significant change of shape, what is very
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helpful for everyday life. Composed biomechanical functions of spine presents wide
spectrum of loading and deformation, which are submitted during movement. Cor-
rect distribution of load ensures the proper formation of anatomical characteristic in
osteo-muscular system and the correct functioning of spine [1, 2].

The spine is damageable in consequence of overload, pathological changes or in-
juries.It causes the dysfunctions which are the most often of pathological syndrome
state. Diseases of spine may be result of activity loss in social life. Its injuries are a
huge danger for health and life [1].

Increasing tendency of affections and dysfunctions of spine which result from
little mobile activity of society, communication injuries, sport activity, especially
extreme sports is observed in last years. This tendency is also supported by ageing of
population. Medical statistics indicate that the main reason of inefficiency in middle
age and older people is a spine pain. About 70 - 80 % of population are suffering
from this reason [3].

Degenerative and overloaded changes are often observed in lumbar part of spine.
There is the result of considerable load in this area. Human’s center of gravity is
located in lumbar part of spine and maximum loading forces influenced the vertebras
and intervertebral discs are observed. About 62 % of pathological changes in the
vertebra - intervertebral disc system refers to the L3-L4 segment [4, 5].

Post-injury and pathology state treatment of spine is realized with the use of
complex, multicomponent stabilizers and complicated operating procedures [6, 7,
8, 9].

Development of stabilization of spine with the use of metallic implants is con-
nected with the progress in medical technology.

The transpedicular stabilization system of spine enables treatment of thoracic,
thoracic - lumbar and lumbar segment of spine by posterior surgical approach. The
plate stabilizer system of spine enables treatment of cervical and lumbar part of
spine by anterior surgical approach. Applied of plate’ stabilizers in surgical treat-
ment of diseases of spine isn’t universal by difficult surgical approach (anterior
surgical approach), more post-operating complications also psychical and physical
loading of patient. Geometric features of stabilizers’ elements match individual an-
thropometric features of patients [10, 11]. Implants which are used can immobilize
the sick part of spine and let achieve the stable adhesion.

The numerical analysis of spine stabilizers was carried out in the work. The aim
of the work was determination of more favourable stabilization variant.Moreover, in
order to determine the more favourable variant of stabilization, a comparison of the
plate and the transpedicular stabilizers was done.

2 Materials and Methods

Two systems of stabilization of spine in the lumbar segment was analyzed in the
work: transpedicular stabilizing system by posterior surgical approach known from
the patent [12] and plate stabilizing system by anterior surgical approach. The
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Fig. 1 Geometrical model of transpedicular stabilizer

transpedicular system consists of transpedicular screws, clamp element, nut, con-
tact arm and supporting rod - Fig. 1.

The plate system consists of plate and bone screws - Fig. 2.

Fig. 2 Spine’s plate stabilizer

Stabilization of two vertebras of lumbar part of spine was analyzed in the work -
Fig. 3.

Fig. 3 Geometrical model of: a) lumbar spine - transpedicular stabilizer system, b) lumbar
spine - plate stabilizer system
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Models of stabilizers were modified with use of the ANSYS program for realized
calculations. The mechanical properties for analysis were as follows [13, 14]:

• for Cr-Ni-Mo steel: E = 2 ·105 MPa, Poisson’s ratio ν = 0,33,
• for Ti-6Al-4V alloy: E = 1,06 ·105 MPa, Poisson’s ratio ν = 0,33,
• for vertebras: E = 1,15 ·104 MPa, Poisson’s ratio ν = 0,30,
• for intervertebral discs: E = 110 MPa, Poisson’s ratio ν = 0,40.

In next step of the analysis the models were meshed. Meshing was realized with the
use of SOLID 95 element - Fig. 4.

In order to carry out calculations it was necessary to evaluate and establish initial
and boundary conditions which imitate phenomena in real system with appropriate
accuracy. The following assumptions were established:

• the fifth vertebra of lumbar spine was immobilized (all degrees of freedom of sur-
face nodes were taken away). It enabled displacements at last lumbar vertebrae,
blocking possible rotation,

• the second lumbar vertebra was loaded with forces: 700 N, 1000 N, 1300 N, 1600
N, on whole surface,

• in third and fourth vertebra the spine stabilizer was implanted according to the
operating technique.

The scope of the analysis included determination of displacements and stresses:

• in the part of lumbar spine,
• in the vertebras (L3-L4) - stabilizer system made of Cr-Ni-Mo,
• in the vertebras (L3-L4) - stabilizer system made of Ti-6Al-4V alloy.

Stresses and displacements obtained in the analysis are reduced values according
to the Huber - Misses hypothesis. The muscle system of spine was omitted in set-
tlement of boundary conditions. In the effect all the loads and displacements of the
parts of spine were carried by stabilizer - vertebras - intervertebral discs system.

Fig. 4 Meshed models
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3 Results

3.1 Results of Analysis of Lumbar Spine - Transpedicular
Stabilizer System

Results of the analysis of displacements carried out for the lumbar spine - transpedic-
ular stabilizer system are presented in Table 1 and 2 and Figs 5 and 6. On the basis
of the analysis it was affirmed that maximum displacements for stabilizer made of
Cr-Ni-Mo steel for the maximum forces of 1600 N were determine in the OZ axis
(which is cover with axis of compression force) - 0.93 mm. For other axis OY and
OX displacements were adequate 0.83 and 0.18 mm - Table 1. While the maximum
displacements for stabilizer made of Ti-6Al-4V alloy for the maximum forces of
1600 N were determine in the OZ axis (which is cover with axis of compression
force) too - 0.97 mm. For the other axis OY and OX displacements were adequate
0.86 and 0.19 mm - Table 1., Fig. 5.

Table 1 Relative displacements of transpedicular stabilizer for different loads and directions

Displacements, mm

Stabilizer made of stainless steel Cr-Ni-Mo Stabilizer made of Ti-6Al-4V alloyLoad,

N
OZ OY OX OZ OY OX

700 0,41 0,36 0,07 0,43 0,37 0,09

1000 0,58 0,51 0,12 0,61 0,53 0,12

1300 0,75 0,66 0,15 0,79 0,7 0,16

1600 0,93 0,83 0,18 0,97 0,86 0,19

Results of the analysis of stresses carried out for the lumbar spine - transpedicular
stabilizer system made of Cr-Ni-Mo steel are presented below -Table 2.

Table 2 Maximum equivalent stress values evaluated for the lumbar spine - transpedicular
stabilizer system

Reduced stresses, MPa

Stabilizer made of stainless steel Cr-Ni-Mo Stabilizer made of Ti-6Al-4V alloy
Load,

N
Connector Screws Vertebras

Intervertebral

disc
Connector Screws Vertebras

Intervertebral

disc

700 64 81 14 1,1 47 57 17 1,2

1000 92 116 21 1,6 67 81 24 1,8

1300 119 150 27 2,0 87 105 31 2,3

1600 147 185 33 2,5 107 129 38 2,8

Maximum equivalent stresses in the transpedicular screws loaded with the force
1600 N were equal to 185 MPa and were localized in the right upper screw in L3
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.064944

.086389

.107832

.129277

.150721

.172165

.19361

.215054

.236498

.257913

a)

-.994039
-.899025
-.80401
-.708996
-.613982
-.518967
-.423953
-.3289938
-.233924
-.138909

b)

c)
-1.236
-1.128
-1.021
-.91352
-.806155
-.591426
-.484061
-.376696
-.269332

Fig. 5 Displacements in the spine of stabilizer loaded with the force 1600 N (Ti-6Al-4V): a)
OX axis, b) OY axis, c) OZ axis

Fig. 6 Equivalent stresses in: a) the screws, b) contact arm, c) the vertebras L4-L5,d) the
intervertebral disc loaded with the force 1600 N

vertebra. Maximum equivalent stresses for connector (contain by supporting rod and
contact arm) loaded with the force 1600 N were equal 147 MPa. Area of maximum
stresses was localized in contact place rod - connector on the edge of contact arm.
Maximum equivalent stresses for vertebras loaded with the force 1600 N were equal
33 MPa and were localized in L4 vertebra the assembly hole of the stabilizer. Max-
imum equivalent stresses loaded with the force 1600 N in intervertebral disc L3-L4
were equal 2,5 MPa.
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While results of the analysis of stresses carried out for the lumbar spine -
transpedicular stabilizer system made of Ti-6Al-4V alloy are presented the follow-
ing - Table 2., Fig. 6.

Maximum equivalent stresses in the transpedicular screws loaded with the force
1600 N were equal to 129 MPa and were localized in the right upper screw in L3
vertebra. Maximum equivalent stresses for connector (contain by supporting rod and
contact arm) loaded with the force 1600 N were equal 107 MPa. Area of maximum
stresses was localized in contact place rod - connector on the edge of contact arm.
Maximum equivalent stresses for vertebras loaded with the force 1600 N were equal
38 MPa and were localized in L4 vertebra the assembly hole of the stabilizer. Max-
imum equivalent stresses loaded with the force 1600 N in intervertebral disc L3-L4
were equal 2,8 MPa - Fig. 6.

3.2 Results of Analysis of Lumbar Spine – Pate Stabilizer System

Results of the analysis carried out for the lumbar spine - plate stabilizer system are
presented in Table 3 and 4 and Figs 7 and 8.

Table 3 Relative displacements of plate stabilizer for different loads and directions

Displacements, mm

Stabilizer made of stainless steel Cr-Ni-Mo Stabilizer made of Ti-6Al-4V alloyLoad, N
OZ OY OX OZ OY OX

700 0,21 0,22 0,04 0,27 0,28 0,05

1000 0,32 0,33 0,06 0,38 0,39 0,08

1300 0,45 0,46 0,1 0,50 0,51 0,10

1600 0,61 0,62 0,11 0,61 0,63 0,12

On the basis of the analysis it was affirmed that maximum displacements for sta-
bilizer made of Cr-Ni-Mo steel for the maximum forces of 1600 N were determine
in the OY axis - 0.62 mm. For other axis OZ and OX displacements were adequate
0.61 and 0.11 mm - Table 1.

While the maximum displacements for stabilizer made of Ti-6Al-4V alloy for the
maximum forces of 1600 N were determine in the OY axis too - 0.63 mm. For the
other axis OZ and OX displacements were adequate 0.61 and 0.12 mm - Fig. 7.

Results of the analysis of stresses carried out for the lumbar spine - plate stabilizer
system are presented in Table 4 and Fig. 8.

Results of the analysis of stresses carried out for the lumbar spine - plate stabilizer
system made of Cr-Ni-Mo steel are presented below.

Maximum equivalent stresses in the plate loaded with the force 1600 N were
equal to 85 MPa. Area of maximum stresses was localized near the right hole. Max-
imum equivalent stresses for vertebras loaded with the force 1600 N were equal
32 MPa and were localized in L4 vertebra the assembly right hole of the stabilizer.
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a) c)b)
.059938
.07289
.085842
.098794
.111746
.124698
.13765
.150601
.163553
.176505

-.872592
-.8028
-.733009
-.663217
-.593426
-.523635
-.453843
-.384052
-.31426
-.244469

-.328735
-.259031
-.189327
-.119622
-.049918
.019886
.08949
.159194
.228898
.298602

Fig. 7 Displacements in the spine of stabilizer loaded with the force 1600 N (Ti-6Al-4V): a)
OX axis, b) OY axis, c) OZ axis

Table 4 Maximum equivalent stress values evaluated for the lumbar spine - plate stabilizer
system

Reduced stresses, MPa

Stabilizer made of stainless steel Cr-Ni-Mo Stabilizer made of Ti-6Al-4V alloy
Load, N

Plate Screws Vertebras
Intervertebral

disc
Plate Screws Vertebras

Intervertebral

disc

700 31 40 10 2,1 22 38 16 2,4

1000 51 63 17 3,2 32 54 23 3,5

1300 72 89 25 4,2 42 70 29 4,5

1600 85 115 32 5,4 52 86 36 5,6

a) b)

c)
d)

1.055
10.258
20.002
29.475
38.948
48.421
57.894
67.367
76.84
86.313

.071202
5.97
11.522
17.248
22.974
28.699
34.425
40.151
45.876
51.602

.140E-06
4.002
8.003
12.005
16.006
20.008
24.009
28.011
32.012
36.014

.02212

.645548
1.269
1.892
2.516
3.139
3.763
4.386
5.009
5.633

Fig. 8 Equivalent stresses in: a) the screws, b) plate, c) the vertebras L4-L5, d) the interver-
tebral disc loaded with the force 1600 N
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Maximum equivalent stresses loaded with the force 1600 N in intervertebral disc
L3-L4 were equal 5,4 MPa.

While results of the analysis of stresses carried out for the lumbar part of spine
- plate stabilizer system made of Ti-6Al-4V alloy are presented the following - Ta-
ble 4., Fig. 8.

Maximum equivalent stresses in the screws loaded with the force 1600 N were
equal to 86 MPa and were localized in the right lower screw in L4 vertebra. Max-
imum equivalent stresses for vertebras loaded with the force 1600 N were equal
36 MPa and were localized in L4 vertebra the assembly right hole of the stabilizer.
Maximum equivalent stresses loaded with the force 1600 N in intervertebral disc
L3-L4 were equal 5,6 MPa - Fig. 8.

4 Conclusions

On the basis of the carried out biomechanical analysis for lumbar spine - transpedic-
ular stabilizer system and lumbar spine - plate stabilizer system with assumed geo-
metrical features, the values of displacements and reduced stresses were determine
by the finite element method. Reduced stresses in the stabilizer system’s elements
were calculated. Spine’ stabilizers made of the most often metallic biomaterials Cr-
Ni-Mo steel and Ti-6Al-4V alloy were analyzed.

Effective stabilization of part of spine L3-L4 was the fundamental parameter for
flexibility all system for strains applied loading. Therefore the displacements be-
tween L3-L4 vertebras, for the maximum loading of 1600 N, were calculated - Fig. 5
and 7. Small difference registered in displacements in the gap between vertebras cal-
culated along the OZ axis were depended on the applied biomaterial - Table 1, 3. For
transpedicular stabilizer and plate stabilizer the displacements didn’t exceed value
of 1 mm. That proves the stability and stiffness of the analyzed systems.

Maximum reduced stresses for lumbar spine - transpedicular stabilizer system
were localized in transpedicular screws, in the right upper screw - Table 2, Fig. 6.
Maximum reduced stresses for lumbar spine - plate stabilizer system were also lo-
calized in screws - Table 4, Fig. 8. Assembly of the stabilizers in L3-L4 segment
and applying the maximum force of 1600 N does not cause the stress increase in the
vertebral segments exceeding the value 160 MPa [5], what is very fundamental fac-
tor for correct treatment. Reduced stresses generated during the numerical analysis
for stabilizers both made of Cr-Ni-Mo steel and Ti-6Al-4V alloy didn’t exceeding
yield point of metallic biomaterial (adequately Rp0,2 = 690 MPa, Rp0,2 = 790 MPa).

The lesser value of displacements and reduced stresses were observed for lumbar
spine - plate stabilizer system, what proves the larger stability of analyzed system.
The result of biomechanical analysis for transpedicular stabilizer and plate stabilizer
obtained by FEM are very valuable for determination of construction features of the
stabilizer, and for selecting mechanical properties of metallic biomaterial as well
as degree of strain hardening of the metallic biomaterial. The obtained numerical
results should be verified in "in vitro" tests.
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ical analysis of lumbar spine stabilization by means of transpedicular stabilizer. In: Infor-
mation Technologies in Biomedicine. ASC, vol. 47, pp. 529–536. Springer, Heidelberg
(2008)
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Numerical Analysis of Low Contact Plate Made
of Alternative Metallic Biomaterials

Marcin Kaczmarek

Abstract. The aim of the work was biomechanical analysis of a low contact plate
(patent no. P. 387934) applied in treatment of tibia. Shape of the plate was adapted
to anatomical curvature of the bone. Biomechanical analyses were carried out for
the implant made of two metallic biomaterials used in bone surgery - stainless steel
and Ti–6Al–4V alloy. Finite element method was applied to calculate displacements
and stresses. The obtained results allowed to work out biomechanical characteristics
of the analyzed systems. These characteristics can be a basis for selection of strain
hardening of the applied metallic biomaterials as well as the optimization of the
plate’s geometry.

1 Introduction

In the 60’s of XX century a plate osteosynthesis according to the AO was intro-
duced. Since the very beginning this method had many disadvantages, and the most
important one was an osteolysis in a contact area (metallic biomaterial - bone). The
another disadvantage was a bone atrophy in the fracture site. A large number of com-
plications was reported (4 - 43%) [1, 2]. That’s why the AO method should be recog-
nized as the over-rigid method of stabilization, which lead to the demineralization of
the bone tissue and the loss of the mechanical properties in consequence. The over-
rigid stabilization also leads to the stress increase in the elements of the stabilizer
which can cause the damage of the stabilizer. Furthermore, the initiation of cracks in
the plate can occur, increasing the danger of the metalosis and bone union compli-
cations. Biophysical processes in bones and their properties as a mechanoreceptor
are the justification for flexible methods of osteosynthesis. The methods guarantee
the possibility of cyclic elastic strains of the bone while loading, so they activate
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the bone union. These methods of stabilization are recently appreciated in a clinical
practice. However, flexibility of the fixation is not the only aspect that should be
taken into consideration. Another very important factor, determining quality of fixa-
tion and positive clinical effect in consequence, is geometry of implant, in particular
- the contact area of the applied bone plate. Large contact area causes necrosis of
the bone as well as other biomechanical disadvantages (e.g. stress shielding). Thus,
flexible low contact plates for osteosynthesis are the subject of research in many
centers [1, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16].

2 Materials and Methods

2.1 Geometrical Model

Geometrical model of tibia was worked out on the basis of data collected from
computer tomography of a real bone. The following parameters of tibia were estab-
lished: Young’s modulus E = 18600 MPa and Poisson’s ratio ν = 0.4. The geomet-
rical model of the low contact plate (LCP) was worked out in ANSYS v.11. The
following material properties were established:

• stainless steel - E = 2 ·105 MPa, Poisson’s ratio ν = 0.33
• Ti-6Al-4V alloy - E = 1.06 ·105 MPa, Poisson’s ratio ν = 0.33.

Geometrical model of the tibia - LCP system with oblique fracture in distal part of
the bone was presented in Fig. 1.

Fig. 1 Geometrical model of the analyzed tibia - LCP system



Numerical Analysis of LCP Made of Alternative Metallic Biomaterials 459

2.2 Numerical Model

The geometrical models were meshed with the use of SOLID95 finite elements -
Fig. 2. This type of element is characterized by 20 nodes and 3 degrees of freedom
in each node (displacements in x, y and z direction) - Fig. 3.

Fig. 2 Meshed model of the tibia - LCP
system

Fig. 3 The applied SOLID95 fi-
nite element

2.3 Boundary Conditions

The analysis was carried out in order to calculate displacements and stresses, de-
pending on the applied mechanical properties of the plate. In order to carry out the
calculations it was necessary to evaluate and establish initial and boundary condi-
tions which imitate phenomena in real system with appropriate accuracy. The fol-
lowing assumptions were established:

• distal fragment of tibia was immobilized (all degrees of freedom of surface nodes
were taken away). It enabled displacements of the proximal fragment, blocking
possible rotation,

• upper epiphysis of the tibia was loaded with forces from 100 N up to 2000N with
increment equal to 100 N.

Such high values of loading do not occur in reality during the fixation and reha-
bilitation. Such wide range of the loadings was established in order to present the
biomechanical characteristics of the fixation in the widest possible range (from so
called "biomechanical silence" - directly after the operation, till dynamic physiolog-
ical loading). The results of the numerical analysis were presented for the loading
F = 800 N that corresponds to statistical patient of weight equal to about 80 kg.
Furthermore, this value of loading is reported in the literature as the limit value
that provides safety of early rehabilitation. The analysis was carried out in order to
calculate stresses and displacements in:

• elements of the tibia - stainless steel LCP system,
• elements of the tibia - Ti-6Al-4V LCP system.

Stresses and strains obtained in the analysis are equivalent values according to the
Huber - Misses hypothesis.
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3 Results

3.1 Tibia - Stainless Steel LCP System

The results of the stress and displacement analysis for the tibia - stainless steel
LCP system were presented in Table 1 and Fig. 8. On the basis of the analysis, it
was concluded that maximum equivalent stresses, caused by the loading F = 800
N, were observed in the bone screw implanted closest to the fracture gap (proximal
tibia diaphysis). The stresses were not uniform on the bone screw surface. Maximum
stresses were observed in the region of direct contact between the plate and the
screw and were equal to σw = 415 MPa - Fig. 4, Table 1. The average equivalent
stress in the plate did not exceed the value of σp = 297 MPa. However, maximum
local stresses reached σpmax = 530 MPa and were placed in the proximal hole of the
plate - Fig. 5. The applied loading (F = 800 N) does not cause the exceeding of the
yield point of the material the plate and the bone screws are made of (stainless steel
- 690 MPa).

Fig. 4 Equivalent stresses in the bone
screws calculated for the applied loading
F = 800 N

σmax

(530 MPa)

Fig. 5 Equivalent stresses in the plate cal-
culated for the applied loading F = 800 N

Maximum displacements in the fracture gap, calculated for the loading F = 800 N
did not exceed the value of u = 0.37 mm - Fig. 6 and 8. The obtained displacements
were a basis to work out the biomechanical characteristics of the proposed implant.
Furthermore, the displacement analyses showed that the displacement limit in the
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fracture gap equal to 3 mm (determined on the basis of the clinical investigations)
was not exceeded. It enables the use of the electromechanical effects which acceler-
ate bone union. Maximum shear stresses in the bone were equal to τ = 145 MPa and
did not exceed the bone strength (∼ 180 MPa) - Fig. 7. Maximum equivalent stresses
in the bone were localized in the bone screws fixation regions. The biomechanical
analysis of the proposed solution (LCP) indicates that for the applied boundary con-
ditions, established on the basis of clinical recommendations (loading F = 800 N)
and experimentally determined mechanical properties of the steel (TS = 950 MPa,
YP = 680 MPa), this type of osteosynthesis can be applied in treatment of tibia
fractures.

umax

X

Z

Y

Fig. 6 Equivalent displacements in the
OZ axis calculated for the applied loading
F = 800 N

Fig. 7 Shear stresses in the bone calcu-
lated for the applied loading F = 800 N

3.2 Tibia - Ti-6Al-4V LCP System

The results of the stress and displacement analysis for the tibia - Ti-6Al-4V LCP
system were presented in Table 1 and Fig. 8. On the basis of the analysis, it was
concluded that maximum equivalent stresses, caused by the applied loading F = 800
N, were observed in the bone screw implanted closest to the fracture gap (proximal
tibia shaft). Maximum stresses were located in the region of direct contact between
the plate and the screw. Generally, the stress analysis of the tibia - Ti-6Al-4V LCP
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Table 1 Results of the numerical analyses of the tibia - stainless steel and Ti-6Al-4V LCP
system

Loading, N Maximum
equivalent

stress in the
bone

screws,
MPa

Equivalent stresses in
the plate, MPa

Maximum
shear

stresses in
the bone,

MPa

Displacements in the
fracture gap (OZ axis),

mm

average maximum stainless
steel

Ti-6Al-4V
alloy

100 51.9 37.1 66.3 18.2 0.05 0.065
200 103.8 74.3 132.6 36.3 0.09 0.13
300 155.6 111.4 198.9 54.5 0.14 0.19
400 207.5 148.6 265.2 72.6 0.19 0.26
500 259.4 185.7 331.4 90.8 0.23 0.32
600 311.3 222.8 397.7 108.9 0.28 0.39
700 363.1 260.0 464.0 127.1 0.32 0.45
800 415.0 297.1 530.3 145.2 0.37 0.54
900 466.9 334.2 596.6 163.4 0.42 0.58

1000 518.8 371.4 662.9 181.5 0.46 0.65
1100 570.6 408.5 729.2 199.7 0.51 0.71
1200 622.5 445.7 795.5 217.8 0.56 0.78
1300 674.4 482.8 861.7 236.0 0.60 0.84
1400 726.3 519.9 928.0 254.1 0.65 0.91
1500 778.1 557.1 994.3 272.3 0.69 0.97
1600 830.0 594.2 1060.6 290.4 0.74 1.04
1700 881.9 631.3 1126.9 308.6 0.79 1.10
1800 933.8 668.5 1193.2 326.7 0.83 1.17
1900 985.7 705.6 1259.5 344.9 0.88 1.23
2000 1037.5 742.8 1325.8 363.0 0.93 1.3

Fig. 8 Displacements in the fracture gap calculated in the OZ axis for the plates made of
stainless steel and Ti-6Al-4V alloy
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system indicated that the obtained equivalent stresses and their distribution are sim-
ilar to the ones obtained for the plate made of the stainless steel. The results indicate
that the applied loading (F = 800 N) does not cause the exceeding of the yield point
of the material the plate and the bone screws are made of (Ti-6Al-4V alloy). How-
ever, the displacement analysis of the tibia - Ti-6Al-4V LCP system showed dif-
ferences with respect to the plate made of stainless steel. Maximum displacements
in the fracture gap, calculated for the applied loading F = 800N, were equal to u
= 0.54 mm. The displacement analysis indicate that application of the Ti-6Al-4V
alloy increases the flexibility of the fixation - Fig. 8. The biomechanical analysis of
the proposed solution (LCP) indicates that also this type of osteosynthesis, realized
with the use of the implant made of the Ti-6Al-4V alloy, can be applied in treatment
of tibia fractures.

4 Conclusions

The aim of the work was the numerical analysis of the system for external stabi-
lization of tibia. Biomechanical analysis of the tibia - LCP system was carried out
for the implant made of two metallic biomaterials used in bone surgery - stainless
steel and Ti-6Al-4V alloy. Finite element method was applied in order to calcu-
late stresses and displacements in the system. The model of the tibia with oblique
fracture in distal part of the bone was applied. The proposed fracture region was
determined on the basis of the previously done analysis of unbroken bone. In the
proposed region the maximum strain is observed. Furthermore, this type of fracture
and its location is very common in clinical practice. In order to carry out the cal-
culations it was necessary to evaluate and establish initial and boundary conditions
which imitate phenomena in real system with appropriate accuracy. The analyzed
systems were loaded with forces from 100 N up to 2000N with increment equal to
100 N. On the basis of the numerical analysis, it can be concluded that for the ap-
plied loading (F=100÷ 2000 N), diverse values of stresses and displacements were
calculated. The maximum equivalent stresses, obtained for the axial loading with
force of 800N, did not exceed the yield point for both stainless steel and titanium
alloy. Implantation of the system and loading it with the force of 800N did not cause
overstressing of the bone. But the maximum shear stress in the bone was close to the
strength of the bone. Although, the allowable stresses in bone, equal to 180 MPa,
were not exceeded. Displacement analyses for both stainless steel and titanium alloy
showed that for the applied loading diverse values of displacements were observed.
Maximum displacements in the fracture gap (for the applied loading F = 800 N), cal-
culated for the stainless steel were equal to u=0.37 mm while for the titanium alloy
reached 0.54 mm. Furthermore, the displacement analyses showed that the displace-
ment limit in the fracture gap equal to 3 mm (determined on the basis of the clinical
investigations) was not exceeded. Moreover, the displacement analyses showed that
application of the plate made of Ti-6Al-4V alloy ensures more flexible osteosyn-
thesis that could enable the use of the electromechanical effects which accelerate
bone union. Generally, the obtained results allowed to work out the biomechanical
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characteristics of the analyzed systems (u = f(F)). The biomechanical analyses of
the both proposed solutions (LCP made of stainless steel and Ti-6Al-4V alloy) indi-
cate that these types of osteosynthesis can be applied in treatment of tibia fractures.
The obtained biomechanical characteristics can be a basis for selection of strain
hardening of the applied metallic biomaterials as well as optimization of the plate’s
geometry.
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Metatarsal Osteotomy Using Double-Threaded
Screws - Biomechanical Analysis

Anna Ziebowicz, Anita Kajzer, Wojciech Kajzer, and Jan Marciniak

Abstract. The fundamental purpose of this research was to determine the biome-
chanical characteristics of the first metatarsal bone - double-threaded screws system
made of stainless steel (Cr-Ni-Mo) and an assessment of its stability. To define the
biomechanical characteristics of the system, the finite element method and exper-
imental method were applied. Geometric models of metatarsal bone and double-
threaded screws, were discretized by means of SOLID 95 element. Appropriate
boundary conditions imitating phenomena in the real system with appropriate ac-
curacy were established. The aim of biomechanical analysis was calculation of dis-
placements and stresses in the bone and the stabilizers in a function of the applied
loading. The experimental method was carried out to calculate displacements of the
analyzed system. The obtained results can be applied to determine the construction
features of the stabilizer and to select mechanical properties of metallic biomaterial
(selection of degree of strain hardening).

1 Introduction

The metatarsal bones are some of the most commonly fractured (broken) bones in
the foot. There are two main types of metatarsal fractures:

• acute fractures - due to a sudden injury to the foot (commonly dropping a heavy
object onto the foot, a fall or a sporting injury) [1]

• stress fractures - due to overuse, or repetitive, injury to a normal metatarsal
bone [2].

The kind of fracture should be characterized and treatment initiated. Metatarsal frac-
tures are divided into three sections - 1st, 5th and 2nd÷4th [3, 4]. Due to the head of
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the first metatarsal being thought to bear one third of our body weight, any evidence
of instability requires operative fixation [5].

The present-day alternative of small-bones reconstructions in orthopaedics is the
double-threaded screws, that indicate many favorable features especially with refer-
ence to minimization of tissue traumas. The matter of these solutions is application
of two threads of diverse diameter, that assure stabilization of bone fragments with
the use of physiological effects [6]. From the biomechanical point of view, deter-
mination of hard tissue structures is crucial as well as stiffness of a bone-implant
system.

2 Materials and Methods

The main aim of the work was the determination of the biomechanical character-
istics of the first metatarsal bone - double-threaded screws fixation. On the basis
of technical documentation, the geometrical model of screws was carried out in
ANSYS v.10. In order to carry out the numerical analysis, the following material
properties were as follows:

• bone: E=18600 MPa, ν=0.3
• Cr-Ni-Mo steel: E=200000 MPa, ν=0.33 [7, 8, 9].

The geometrical model of metatarsal bone - the double-threaded screws system
takes into consideration the operation technique was presented in Fig. 1.

Fig. 1 Geometrical model of: a) human foot, b) metatarsal bone "I" - screw system

On the basis of the geometrical models a finite element mesh was generated with
the use of SOLID95 finite elements. In order to carry out calculations, it was nec-
essary to evaluate and establish initial and boundary conditions which imitate phe-
nomena in the real system with appropriate accuracy [10, 11, 12]. The following
assumptions were established:

• lower part of the metatarsal bone was immobilized (all degrees of freedom of
nodes on external surfaces of condyles were taken away)
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• there were three stages of solution performed: 1 - displacement 1 mm was es-
tablished at the basis of metatarsal bone, 2 - force F=500 N was applied at the
basis of metatarsal bone (Fig.2a), 3 = force F=3000 N was applied according to
bending and compression tests (Fig. 2b).

F

F

F

a) b) c)

l=1mm
or F=500N

max F=3000N

Fig. 2 Loading scheme of model

The scope of the analysis included the determination of displacements and
stresses in elements of the metatarsal bone "I" - double-threaded screws made of
stainless steel.

Stresses and strains obtained in the analysis are reduced values according to the
Huber-Misses hypothesis.

In the experimental research of the metatarsal bone - double-threaded screws
system (anatomical fracture simulated) the universal testing machine Zwick/Roell
Z100/SN5A was applied. The experimental model was placed between cross-beams
in order to do a compressing test. Measurement of the displacement values were
done on the z axis direction - Fig. 4a. Measurement of the displacement values
during the bending test were registered in the direction of the y axis - Fig. 4b.

Fig. 3 Universal testing machine: a) compressing test, b) bending test
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3 Results

The obtained results for the given boundary condition were presented in Table 1 as
well as in graphic form - Fig. 4–7.

Table 1 Results of the numerical analysis of the metatarsal bone "I" - double-threaded screw
system

Strain, Stress,
Displacement, mm % MPa

Load steps
x y z ∑

1 Displacement System 0.300 0.030 0.160 1.069 0.32 4762
1mm Double-threaded screws 1389

2 Force System 0.006 0.005 0.05 0.529 0.44 4525
F=500N Double-threaded screws 541

Compression 0.009 0.019 0.004 0.329 0.034 1655
3 Force Bending 0.001 0.011 0.031 0.148 0.031 818

F=3000N Double-threaded screws 690

Maximum stresses in the screws were localized in the transition zone between
threads for the displacement equal to 1 mm. For the stainless steel screws and for the
applied boundary conditions, maximum stresses were equal to 1389 MPa. However,
the stresses on the whole surface for the applied force 500 N and the displacement
equal to 1 mm, did not exceed 500 MPa.

a) b)

c) d)

Fig. 4 Displacement distribution in bone - double-treaded screws system: a) axis OX, b) axis
OY, c) axis OZ, d) displacement vector sum, load step 1
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a) b)

c) d)

Fig. 5 Displacement distribution in bone - double-treaded screws system: a) axis OX, b) axis
OY, c) axis OZ, d) displacement vector sum, load step 2

a) b)

c) d)

Fig. 6 Displacement distribution in bone - double-treaded screws system: a) axis OX, b) axis
OY, c) axis OZ, d) displacement vector sum, load step 3 (compressing)

On the basis of the performed analyses, it can be stated that the displacement
characteristics of the first metatarsal bone - double-threaded screws system in the
experimental and numerical conditions were similar - Fig. 8.

Observations of the experimental model after the compression test revealed that
one of the compression screws was broken.

Damage localization corresponded with the maximum values of stresses obtained
from the numerical analysis - Fig. 9.

Analogous, stress analysis of the numerical model revealed that the maximum
values of stresses obtained from the bending loads were localized in the place of
screw narrowing - Fig. 10.

On the basis of the analysis, it was concluded that maximum equivalent stresses
were localized the fixation site of the model and at the point of the applied loading.
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a) b)

c) d)

Fig. 7 Displacement distribution in bone - double-treaded screws system: a) axis OX, b) axis
OY, c) axis OZ, d) displacement vector sum, load step 3 (bending)
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Fig. 8 Comparison of displacements for experimental and numerical analysis
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Fig. 9 Compressing test: a) the place of screw damage, b) displacement distribution in bone
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b)a)

mm

Fig. 10 Bending test: a) the place of the maximal screw effort, b) displacement distribution
in bone

The obtained displacements for the metatarsal bone - compression screws system
for both tests: compression and bending revealed, that maximum values did not
exceed 0.22 mm and 0.15 mm respectively whereas displacements obtained from
the experimental analysis were equal to 0.23 mm for the compression and 0.19 mm
for the bending test.

4 Conclusions

The work presents results of biomechanical analysis of the first metatarsal bone -
double- threaded screws system. The analyses were carried out with the use of finite
element method and experimental method.

Proposed numerical solutions were followed by biomechanical analysis which
allows the determination of characteristics connected with displacements in a func-
tion of applied loading. This fact is of great importance in risk assessment of the
operation and the rehabilitation as well.

Knowledge of overloading causes dysfunctions as a consequence of instability
determine further therapeutic management - both operative and rehabilitation. Of
the back of the postoperative effects like decreased first metatarsophalangeal joint
motion, shortening of the first metatarsal, dorsal displacement of the capital frag-
ment deformation causes - generally functional disorders and dysfunctions of the
foot - can be observed.

Displacements and stresses in the systems’ elements were calculated. In the work
presented, the most often using metallic biomaterial - Cr-Ni-Mo steel. Susceptibil-
ity of the system to displacement caused by the applied loading is the important
parameter influencing the effectiveness of the proposed stabilization. Therefore, the
numerical analysis of the metatarsal bone - double-threaded screws system for the
applied metallic biomaterial indicated dangerous areas of the screws and is a start-
ing point for the geometry optimization. The analysis of the obtained results showed
that for the given way of loading, the damage of the screws is highly probable in the
most vulnerable area i.e. the transition zone between threads. Experimental research
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of double-threaded screws was focused on stability tests in order to verify the results
of the numerical analysis.

On the basis of the obtained results, it can be stated that:

• the displacement characteristics of the first metatarsal bone - double-threaded
screws system received with the use of the experimental method showed good
correlation with the numerical results

• the maximum values of the screw stresses obtained from the numerical method
confirm the damage localization of the canullated compression screw observed
during the experimental analysis

• the obtained results are the basis for the selection of the structure and mechan-
ical properties of the metallic biomaterial and geometrical features of the im-
plant, it can also be applied in the selection of stabilization methods of metatarsal
fractures.

Acknowledgements. The work was supported by the research and development project no.
R0801601 founded by the Ministry of Science and Higher Education.
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Biomechanical Behaviour of Surgical Drills in
Simulated Conditions of Drilling in a Bone

Marcin Basiaga, Zbigniew Paszenda, and Janusz Szewczenko

Abstract. The main aim of this work is a biomechanical analysis of a surgical
drill-femur system under conditions simulating the bone drilling process, using a
finite-element method. The geometrical model of the surgical drill was prepared for
different point angle values of the drill tip (2κ1 = 90o and 2κ2 = 120o) and different
diameters (d1 = 9.0 mm, d2 = 4.5 mm, d3 = 3.2 mm and d4 = 1.0 mm). The analy-
sis included two variants of the drilling process: Variant I included drilling a single
layer of the cortical tissue of a femur, while Variant II included the simulation of
another step of the drilling process - drilling in the opposite area of cortical tissue.
Calculations were made for two types of drill material. The biomechanical analysis
may form the basis for improving the geometry of surgical tool tips and optimis-
ing a selection of the mechanical properties of the material used to manufacture
them.

1 Introduction

In recent years there has been significant progress in medicine due to continuing
efforts to improve the efficiency of treatment techniques. Modern medicine uses
the achievements of many technical sciences, and this is particularly significant in
methods used for the treatment of the human skeletal system. The continuing de-
velopment of methods, as well as orthopaedic implant structural solutions, forces
the need for constant modification and improvement of surgical instruments. Cut-
ting tools are basic surgical instruments used in bone surgery, and comprises single,
double and multiple tip cutting tools. The most frequently used multiple tip tools
include drills and surgical taps, and they are most frequently used during osteosyn-
thesis with the use of stabilizing-manipulating systems, such as Polfix [1].
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Drills used in bone surgery are instruments where use is forced by the devel-
opment of osteosynthesis techniques. The variety of surgical techniques, the need
to modify instruments to suit individual anatomical conditions and the tendencies
towards the simplification of surgery has resulted in different drill types being man-
ufactured. Apart from standard surgical drills, tools with special working elements
and shank structures are being manufactured, such as drills with guided ends and
cannulated drills. Drills used in machining are not the same as those used in surgery:
they feature different end geometry due to the different mechanical properties of the
material being machined: in this case, bone tissue [2, 3, 4, 5].

The huge demand made on surgical instruments means manufacturers try to im-
prove the durability of their products. The literature on biomechanical aspects of
these tools is, however, scant and mainly concerns analyses of dislocations, defor-
mations and stresses and their functional purposes.

Such an analysis forms the basis for the optimisation of the geometric features of
a tool and the selection of mechanical properties of the material used to make it. In
most cases, issues concerning the thermal analysis of drills are described [6, 7]. This
work concentrates on the analysis of the durability of surgical drills under conditions
simulating the bone drilling process, with the use of a finite-element method.

2 Materials and Methods

2.1 Geometrical Model

Geometric models of drills were made on the basis of real tools selected according to
their dimensions. Four tools with cylindrical shanks were selected; their diameters
being: d1 = 9.0 mm, d2 = 4.5 mm, d3 = 3.2 mm and d4 = 1.0 mm. Additionally, the
drill models analysed included two point angle values: 2κ1 = 90o and 2κ2 = 120o .
Total length and the length of the working section of each drill was constant at L =
150 mm and l = 60 mm respectively - Fig. 1a.

In order to perform the numerical analysis in conditions simulating the drilling
process, a numerical model of a femur was prepared - Fig 1b. Due to the scope
of the analysis, the femur model was simplified by removal of any condyles. This
model also included an initial simulation of an opening having the same diameter as
the drill and reflecting the geometry of the tool tip. Moreover, the model of a collet
simulating the drill chuck was adapted - Fig. 1c. Geometrical models were made
using Inventor Professional 2008 software.

Next, a geometrical model of a surgical drill-femur system for two drilling op-
eration variants was prepared. The first variant reflects drilling in a single layer of
the femur’s cortical tissue. The second variant simulates another step of the drilling
process - drilling in the opposite area of cortical tissue, and in this case the drill was
inserted through a previously prepared opening - Fig. 2.
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Fig. 1 Geometrical model: a) surgical drill, b) femur, c) collet simulating the drilling
machine’s chuck

Fig. 2 Geometrical model of a surgical drill-femur system: a) variant I, b) variant II

2.2 Numerical Model

A grid for finite-element method calculations was generated for the geometrical
models. The analysed elements of the system were digitalized by means of ANSYS
Workbench v11 software. This software allows the automatic selection of an ele-
ment type according to the geometry of the analysed object. In addition, the finite
element network was made denser where it was suspected of having maximum shift,
deformation and stress values - Fig. 3.

2.3 Boundary Conditions

In order to make the calculations, it was necessary to specify and set the initial
and edge conditions to reflect appropriately the phenomena taking place in the real
system. The following conditions were assumed [8]:
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Fig. 3 Discrete models: a) surgical drill, b) femur, c) collet simulating the drilling machine’s
chuck

• drill loaded by an axial force, F = 60 N with a torque value, T = 0.04 Nm,
• supports were used to ensure the bone and chuck was unable to dislocate along

the X, Y and Z axes,
• contact between the drill and bone along the cutting edges, the chisel edge of

the drill and the drill margins near the opening made in the cortical tissue was
simulated (variant II).

The analysis included designation of dislocations, deformations and stresses at sep-
arate points on the surgical drill in relation to each drilling process variant. The
following material properties were assumed [9]:

• surgical drill,
- X39Cr13 martensitic steel - E = 215,000 MPa, υ= 0.35,
- Cr-Ni-Mo steel according to PN-ISO 5832-1 - E = 200,000 MPa, υ = 0.35,

• femur cortical tissue - E = 18,600 MPa, υ = 0.33.

3 Results

3.1 Strength Analysis Results - Variant I

The calculated results of the analysed diameters of a variable geometry drill are
presented in Table 1. The analysis of these results shows that the distribution of de-
formations and reduced stresses across the tool working section vary. It was noticed
that, independent of the diameter d, the maximum values of deformations and re-
duced stresses are present along the cutting edges in the external part of those drills
with a point angle of 2κ2 = 120o . Maximum perpendicular dislocations in respect
to the axis of each drill (along the OZ axis) were observed for drills with a diameter
of d4 = 1.0 mm - Table 1, Figs. 4-6.



Biomechanical Behaviour of Surgical Drills 477

Table 1 Results of numerical analysis for X39Cr13 and D alloy drills - variant I

Dislocations Reduced Reduced

along OZ deformations stresses
mm εmax , % σmax, MPa

Force F = 60, N

Tool diameter, Point

angle

d, mm 2κ,°

X39Cr13 D alloy X39Cr13 D alloy X39Cr13 D alloy

90° 0.25 0.24 0.60 0.59 1480 1415
1.0

120° 0.31 0.30 0.93 0.89 2113 2100

90° 0.061 0.060 0.43 0.42 395 389
3.2

120° 0.075 0.074 0.61 0.60 489 483

90° 0.013 0.012 0.17 0.17 226 224
4.5

120° 0.015 0.014 0.28 0.27 313 308

90° 0.003 0.003 0.05 0.04 81 79
9.0

120° 0.005 0.004 0.10 0.10 230 221

Fig. 4 Discrete models: Results of dislocation state analysis for X39Cr13 steel drill with the
point angle of 2κ2 = 120o: a) d1 = 9.0 mm, b) d2 = 4.5 mm, c) d3 = 3.2 mm, d) d4 = 1.0 mm

3.2 Strength Analysis Results - Variant II

The calculated results of each analysed diameter of a variable geometry drill are
presented in Table 2. This section mainly describes the strength analysis of the drills
at the point of contact between the drill margin and model opening in the cortical
tissue - Fig. 2b. The calculated results show that the distribution of dislocations,
deformations and stresses in this section of the tool vary. Among all the analysed
variants, the highest dislocation, deformation and reduced stresses were observed
for drills with a diameter of d4 = 1.0 mm - Table 2, Figs. 7-9.
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Fig. 5 Discrete models: Results of reduced deformations state analysis for X39Cr13 steel
drill with the point angle of 2κ2 = 120o: a) d1 = 9.0 mm, b) d2 = 4.5 mm, c) d3 = 3.2 mm, d)
d4 = 1.0 mm

Fig. 6 Discrete models: Results of reduced stress state analysis for X39Cr13 steel drill
with the point angle of 2κ2 = 120o: a) d1 = 9.0 mm, b) d2 = 4.5 mm, c) d3 = 3.2 mm, d)
d4 = 1.0 mm

Fig. 7 Results of dislocation state analysis for X39Cr13 drill with the point angle of
2κ2 = 120o: a) d1 = 9.0 mm, b) d2 = 4.5 mm, c) d3 = 3.2 mm, d) d4 = 1.0 mm
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Table 2 Results of numerical analysis for X39Cr13 and D alloy drills - variant II

Dislocations Reduced Reduced

along OZ deformations stresses
mm εmax , % σmax, MPa

Force F = 60, N

Tool diameter, Point

angle

d, mm 2κ,°

X39Cr13 D alloy X39Cr13 D alloy X39Cr13 D alloy

90° 0.12 0.12 0.41 0.40 562 555
1.0

120° 0.15 0.14 0.61 0.61 608 600

90° 0.021 0.020 0.33 0.32 215 211
3.2

120° 0.042 0.041 0.35 0.34 280 270

90° 0.007 0.007 0.15 0.14 152 147
4.5

120° 0.008 0.008 0.16 0.15 180 169

90° 0.001 0.001 0.01 0.01 52 47
9.0

120° 0.002 0.002 0.06 0.05 95 91

Fig. 8 Results of reduced deformations state analysis for X39Cr13 steel drill with the point
angle of 2κ2 = 120o: a) d1 = 9.0 mm, b) d2 = 4.5 mm, c) d3 = 3.2 mm, d) d4 = 1.0 mm

Fig. 9 Results of reduced stress state analysis for X39Cr13 steel drill with the point angle of
2κ2 = 120o: a) d1 = 9.0 mm, b) d2 = 4.5 mm, c) d3 = 3.2 mm, d) d4 = 1.0 mm
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4 Conclusions

This work concentrates on the numerical analysis of selected surgical drills under
conditions simulating the bone drilling process. The analysis included two variants
of the drilling process. Variant I of the analysis reflects drilling in a single layer of
the femur’s cortical tissue and was intended to specify the correct value of point
angle 2κ . The results show that, independent of the drill diameter value (d) and
type of drill material, the highest deformation and reduced stress values can be seen
at a point angle of 2κ2 = 120o- Table 1, Figs. 4 to 6. Thus the most favourable
solution was to use drills with a point angle of 2κ1 = 90o. Moreover, it was found
that in case of drills having a diameter of d4 = 1.0 mm (independent of the value
of 2κ angle) generated stresses exceeding the yield point, Rp0.2, for both analysed
materials. Thus as a consequence of the femur drilling process with load, F = 60 N,
and torque, T = 0.04 Nm, excessive drill wear in the area of its cutting edges can
occur.

Due to cases occurring where the drill breaks, the aim of variant II was to de-
termine the distribution of dislocations, deformations and stresses at the point of
contact between the tool and model opening in bone - Fig. 2b. The determined de-
formation and reduced stress values are lower than in case of area of cutting edges
(determined in variant I). The perpendicular dislocations in respect to the drill axis
(in both variants - I and II) were negligible - Table 1, 2.

This work is one excerpt from a research project by its authors looking into the
functional properties of surgical tools used in osteosynthesis. A later stage of the re-
search will include the analysis of the thermal phenomena accompanying the bone
drilling process. Such a comprehensive study should be an important source of in-
formation for orthopaedic surgeons.
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FEM Analysis of Instruments Used in Root
Canal Preparation

Witold Walke, Zbigniew Paszenda, and Piotr Winiarski

Abstract. This work describes the structural strength analysis of selected drills used
for mechanical root canal preparation. The assumptions made in the biomechanical
analyses included both the technique of performing the surgery and various shapes
of root canal. The calculations were using two alternative types of metal materials
used to manufacture surgical instruments - X39Cr13 martensitic steel and Ni-Ti
alloy with super-elastic properties. The results of the analyses indicate that using
Ni-Ti alloy in the production of endodontic drills assures safety during root canal
treatment processes.

1 Introduction

Modern stomatology supports the trend towards minimising the need for causeless
removal of problem teeth. Dental extraction causes the natural teeth arrangement to
change, which can result in different complications or the need for an implant, in
which case the patient’s organism may react to the biomaterial. Taking into account
possible problems connected with tooth extraction due to the irreversible patholog-
ical state of the pulp, dentists use a method of biomechanical root canal preparation
which relies on removal of the inflamed pulp and tight filling of the canal with a
filling material. This is known as endodontic treatment [1, 2, 3, 4].

The morphology of root canals depends mainly on such factors as: patient’s age,
presence of tooth decay or former injuries. Apart from the above factors, the process
of endodontic treatment is difficult due to the large percentage number of canals
having different curve profiles, and which are determined by radius and angle of
curvature [1, 2].
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As endodontic treatment methods developed, many types of drills required in the
process of mechanical preparation of tooth roots canals were manufactured. Using
such tools, however, poses the risk of drill breaking while treating a root canal. If
removal of a broken drill is impossible, it is necessary to perform a resection of the
upper part of the tooth. The literature is scant on the influence of drill geometry
and the mechanical properties of the material used to manufacture them concerning
safety of operation during canal treatment - in particular literature concerning the
assessment of the susceptibility of drills to deflection [5, 6]. This work is the initial
stage of a comprehensive analysis of endodontic tools used for tooth canal treatment.

2 Materials and Methods

The main aim of this work was the strength analysis of an endodontic drill used
in the root canal treatment process, with different anatomical structures taken into
account. The analyses were made for the Dentsply Maillefer tool designed for me-
chanical root canal preparation; the tool’s point angle ϕ = 4o and the working length
l = 25 mm (ProFile 25.04.). The geometrical model of the tool’s structure was made
using SolidWorks 2009 software. During preparation of the tool model, geometric
features and structural features typical for such drills were taken into account. Actual
flute profiles and mutual position of flutes were utilised and a safe, non-sharpened
tool tip was used - see Fig. 1.

Fig. 1 Geometrical model of drill used in mechanical root canal preparation

For the need of analyses, the root canal model was simulated in the form of
three rollers of diameter D = 2 mm [7]. This allowed three tool support points to be
obtained - see Fig. 2,3. This system makes it possible to obtain variable angle values
and radii of root canal curvature.

The geometrical models were used to generate a grid of finite elements, which
were used for calculations using the finite-element method. The drill models and the
three-roller system were digitalized using SOLID187 finite element. The scope of
the analysis included determining of stresses generated by:

• distal fragment of tibia was immobilized (angular dislocation in the drill working
section in the range ϕ = 0−30o (simulation of tool operation in a canal curved
across its entire length) for two types of tool material - X39Cr13 martensitic steel
and Ni-Ti alloy - see Fig. 4a),

• angular dislocation in the rage ϕ = 0− 30o on the variable length of the drill
working section (simulation of tool operation in a canal curved in its lower part)
for Ni-Ti alloy drills - see Fig. 4b.
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Fig. 2 Geometrical models of root canals: a) straight, b) curved in its lower part, c) curved
on its entire length

Fig. 3 Three roller system model allowing for simulation of different tooth canals

The following material properties were assumed: X39Cr13 martensitic steel [8]:

• E = 215,000 MPa,
• Poisson’s ratio υ = 0.3,
• Rm = 760 MPa,
• Rp0.2 = 345 MPa,

Super-elastic Ni-Ti alloy with elastic memory [9]:

• E = 20,000 MPa,
• Poisson’s ratio υ = 0.3,
• Rm = 1068 MPa,
• Rp0.2 = 814MPa,

Dentine material [9]:

• E = 13,800 MPa,
• Poisson’s ratio υ = 0.3.

In order to make calculations, it was necessary to specify and set initial and bound-
ary conditions which reflected appropriately the phenomena taking place in a real
system. The following conditions were assumed for the needs of analyses:

• degrees of freedom of drill shank section end face and of the 1st roller were pro-
vided for all directions thus allowing for the rigid fixing of the drill’s geometry,
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a)

b)

Fig. 4 Diagram of analysed calculation variants: a) simulation of drill’s operation in a canal
curved on its entire length, b) simulation of drill’s operation in a canal curved in its lower part

• all nodes of the 2nd roller were dislocated along the drill axis by the following
values: r1 = 3, r2 = 4, r3 = 5, r4 = 6 thus allowing the positioning of canal
curvatures in relation to its top in the range, r = 3-6 mm,

• deflection of the drill tip in the angular range, ϕ = 1− 30◦ was obtained by
dislocation of the 3rd roller perpendicularly in relation to the tool axis.

• a contact point was defined between the surfaces and edges of the system’s ele-
ments to allow for their mutual dislocation.

The analyses did not include the rotational speed of the drills. According to the
Huber-Mises theory, all deflections and stresses were reduced.

The results of the analyses show that higher reduced stress values for respective
angular dislocations (ϕ) appeared in the working section of drill, the strength prop-
erties of which were the same as in case of X39Cr13 steel. The maximum stress val-
ues were generated in the area where tool’s working section transits into the shank.
Due to the values of generated stresses, higher strength properties than assumed for
steel (Rp0.2, Rm) were present only for angular dislocations in the range, ϕ = 1−5◦.

3 Results

The first stage of analyses included determining the influence of angular dislocation
(ϕ) on the distribution of stresses generated in the working section of an endodontic
drill for two alternate metal material types - X39Cr13 martensitic steel and super-
elastic Ni-Ti alloy. The calculated results are presented in Table 1, Figs. 5 and 6.
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Table 1 Results of numerical analysis of endodontic drills

Reduced stresses σmax, MPa

1° 2° 3° 4° 5° 10° 15° 20° 25° 30°

Ni-Ti alloy

29 59 89 119 149 298 447 596 746 895

Martensitic steel – X39Cr13

298 596 895 1193 1492 - - - - -

Fig. 5 Distribution of reduced stresses in X39Cr13 steel drill’s working section: a) ϕ = 1◦,
b) ϕ = 2◦, c) ϕ = 1◦

Fig. 6 Distribution of reduced stresses in Ni-Ti alloy drill: a) ϕ = 1◦, b) ϕ = 15◦, c) ϕ = 25◦
d) ϕ = 30◦

On the basis of the results obtained for both alternative materials, the biome-
chanical characteristics of the drill was also determined, showing the relationship
between the maximum reduced stresses as being a function of angular dislocation
ϕ - Fig. 7.

The aim of the second stage was to determine the influence of root canal geometry
changes (in its lower part) on stresses generated in the Ni-Ti drill working section.
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Fig. 7 Relationship between maximum reduced stresses as a function of angular dislocation
ϕ for martensitic steel and Ni-Ti alloy drills

The results of the analyses are presented in Table 2. The results show that the stress
values for respective angular dislocations (ϕ) are higher at lower radii of curvature

Table 2 Results of numerical analysis of Ni-Ti alloy drill for different angular dislocation
values ϕ and radii of root canal curvature r

r, mm
Reduced stresses σmax, MPa

5° 10° 15° 20° 25° 30° 35°

3 196 392 456 615 750 889 1020

4 136 262 395 527 664 770 890

5 113 226 338 447 552 653 701

6 99 210 313 413 511 605 693

Fig. 8 Relationship between maximum reduced stresses as a function of angular dislocation
ϕ and different radii r for Ni-Ti alloy drill
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(r). Maximum values of reduced stresses were observed on the internal part of tool
bending. The results were also used as the basis for specifying the biomechanical
properties of the drill which determine the relationship between maximum reduced
stresses generated in the tool’s working section as a function of angular dislocation
for different angle of curvature values (r) - Fig. 8.

4 Conclusions

This work describes the structural strength analysis of selected drills (Profile 25.04
manufactured by Dentsply Maillefer) used for mechanical root canal preparation.
The assumptions made in the biomechanical analyses included both the technique
of performing surgery and different shapes of root canal.

Using this type of tool poses the risk of them breaking inside a tooth root canal.
Taking this into consideration, the first stage of the biomechanical analyses included
an assessment of the drill’s strength under conditions simulating its operation with a
tooth root canal curved across its entire length. This calculation variant was made for
two alternative types of metal materials used to manufacture surgical instruments -
X39Cr13 martensitic steel and Ni-Ti alloy with super-elastic properties. The results
show that in the case of martensitic steel drills a slight root canal curvature (ϕ > 1◦)
generates stresses higher than Rp0.2, and even the Rm value of the material - table
1, Figs. 5 and 7. Thus drills manufactured from martensitic steel can break inside a
tooth root canal. It is advised to use a Ni-Ti alloy with super-elastic properties for
drill production. The results of the analyses made for this variant show that only
the bending of the drill’s working section at an angle of ϕ = 30◦ generates stresses
exceeding the alloy’s yield point, Rp0.2. One can thus assume that using Ni-Ti alloy
(due to its resistance to elastic strain) in the manufacture of endodontic drills assures
safety during root canal treatment processes.

The second stage of the calculations included the assessment of Ni-Ti drill
strength under conditions simulating its operation with a tooth root canal curved
across its entire length - see figs. 2b, 4b. This was possible thanks to a three-roller
system and the ability for longitudinal and perpendicular movement in relation to
2nd and 3rd drill axis roller. These calculations confirmed the advantages of using
such an alloy in the endodontic drill manufacturing process. Values of stresses ex-
ceeding the alloy’s yield point Rp0.2 were observed only for angular dislocations of
ϕ = 30◦ and for tool radius of curvature r ≤ 4mm.

These analyses are the initial stage of a research project, and the next phase
should include tests on the influence of the tool’s rotational speed on the biome-
chanical properties of drills and accompanying thermal phenomena. Such a com-
prehensive study should form an important source of information for dentists.
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Specific Evaluation of Pelvic Radiograms and
Hip BMD in Structural Scoliosis Reflectorica
and Reactive Pain Conditions of the Backbone

Andrzej Dyszkiewicz, Paweł Połeć, Damian Chachulski,
Paweł Kępiński, and Jakub Zajdel

Abstract. An upright posture is a dynamic motion process, the stability of which
depends on how the centre of gravity is projected onto the base of support. One
of the basic external manifestations of this function is the dimensional symmetry
of vectorial, angular and amplitudinal motion determinants. The nervous system, in
its reaction to pain or to developed anatomical alterations (e.g. the shortening of a
limb), strives to correct the body structure symmetry and its dynamic parameters,
hence the asymmetry determiner of a feature related to a foci of pain or dysfunc-
tion may be used indirectly and directly to achieve a clinical quantitative evaluation.
The aim of the study was to perform a comparative evaluation of the symmetry of
standard densitometric parameters of the pelvic joints in relation to determinants
of the pelvis x1-6 and lower body limbs, as well as to the difference in length of
the lower limbs and symmetry of the shoulder girdle muscle structure determiners
y1-3 in selected pain conditions. Following a radiogram analysis of selected patient
groups, a high correlation of y1-3 asymmetry determiners in relation to the differ-
ence in length between the lower limbs and to the x1-6 asymmetry determiners was
observed. The study showed only a slight correlation with the asymmetry of densit-
ometric parameters of the hips evaluated using a DXA absorption meter.

1 Introduction

An externally perceivable symmetry of the human body is the result of symme-
try within the sagittal plane, especially with regard to the structure of the skeletal,
muscular, nervous, articular and ligament systems. Even dimensions of the subse-
quent bone pairs of the limbs and their correct ligamental stabilisation in the joints
are a condition to achieve a balanced upright posture maintaining the pelvis and
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shoulder girdle plane parallel to the ground. A similar situation occurs with regard
to twin skeletal muscle pairs of the trunk and limbs, which causes muscles capable
of generating the same concentric and eccentric power, to affect joints manifesting
a comparable level of ease of motion and movement range [15, 16].

However, for structural symmetry to demonstrate a symmetry of motion, on top
of a mirrored bone, joint and muscle pair structure, it is necessary to have a sim-
ilarly symmetrical structure of peripheral nerves linked to efferent pathways of
the spinal cord, which are connected to the proper areas of the motor cortex. The
presented structural features demonstrate only a few ways in how functional sym-
metry assumes and maintains a balanced upright posture or how well it performs
cyclic motions. An upright posture is a dynamic motion process which results in the
projection of the centre of gravity on the base of support. One of the external man-
ifestations of the correct delivery of this function is a symmetric alternation of sta-
tokinetic reactions made by twin skeletal muscle systems. That is why both the
determiners of statokinetic micromotions in an upright posture and walking phases
demonstrate symmetry and alternation, indicating the proper operation of the artic-
ular, joint, muscular and most importantly nervous systems [17, 18].

During infancy, subsequent phases in the motor learning process, depend not only
on the symmetry of the anatomic structure, but most importantly on the performance
of the muscles, nerves and nerve-muscle connections. Key to this are the processes
of myelinization and development of those parts of the brain, which in the process of
flexor and extensor use, perform experimental motions and encode multi-muscular
coordination engrams of the most successful movements.

The creation and consolidation of optimal coordination engrams is the result of
an averaging of all the gathered experiences resulting from millions of motion ex-
periments. Motion skills, which are gradually developed and become increasingly
simplified, are the basis for the development of further motions, and subsequently
become incorporated into more complex motion patterns.

Control of the skeletal muscle system, which is performed by the brain and has
been accepted based on previous experiences, is not a static condition, but oscil-
lates around the centre of balance and demonstrates a tendency for optimisation. If
then osteosynthesis disorders occur in a developing body, which in turn lead to an
uneven length of one of the lower limbs causing asynchrony of the pelvis motion
determiners, the system works to compensate the dysfunction in the backbone side
bend mechanism and to limit the extension of the other leg in the knee joint.

If the problem involves a shortening of a limb in the early stages of develop-
ment, even an experienced therapist will find it difficult to notice qualitative, not
to mention quantitative changes in the symmetry of a patient’s motions. The situ-
ation appears to be completely different when the dysfunction concerns a sudden
anatomic change in a person with a previously developed pattern of coordination.
This may happen for instance if a limb has been shortened as a result of fracture. A
engram then created, which compensates the anatomic change, is less effective and
significantly distorts the symmetric alternation of motion [19].

Pain to a large extent modifies the motions of a body as well. It serves as an emer-
gency reaction location indicator and alters the motion coordination engram which
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has so far remained symmetrical, and decreases the amplitude of motion vectors
which lead to the stimulation of a foci of pain. An invariable decision imperative,
which focuses on performing a motion task despite the existing pain, tolerates the
necessity for a one-sided decrease in the amplitude of motion, and in turn causes a
compensating increase of motion in another, generally symmetrical area of the body
and includes additional balancing reactions from the head and trunk, which distorts
a fluid and alternating sequence of walk determiners.

The basic biomechanical criterion for the existence of a symmetrical limb system
is the automatic effort a body makes to equally balance the load on both the limbs,
which ensures their balanced wear and tear and guarantees their proportional us-
ability. Practically speaking, every clinical problem linked directly or indirectly to
the locomotor system has a modifying effect on the walk mechanism, affecting the
size and range of lower limb bone and joint load asymmetry, which after a a longer
period of time leads to the alteration in the particular components of the anatomic
structure.

The question thus is what kind of an effect does short-term or long-term asyn-
chronous compensation of motion determiners have in the biomechanical and
molecular context of bone tissue?

The bone is a tissue which is subject to constant reconstruction during its lifetime,
thus its present state is a consequence of 2 undergoing processes i.e. osteolysis and
rebuilding, which serve to adapt the skeleton to changing mechanical loads. The
direction vector for the modification of local bone tissue strength is the spatial dis-
tribution of force affecting bone trabeculae trajectory nodes, or concentrations of
bone cortex (Fig. 1a,b). Mechanical forces alter the dimensions of bone trabeculae
below their normative values and produce a microscopic piezoelectric effect in the
protein crystal tissue, which leads to an inhibition in the activity of hematopoietic
cells, osteoblasts and initiates and intensifies the activity of osteoclasts. A reverse
reaction occurs when strong mechanical forces lead to overnormative deformations
leading to increased piezoelectric potential in a bone which is unprepared for such
circumstances, and leads to the inhibition in the osteolytic activity of osteoclasts
and intensifies osteosynthesis by osteoblasts. In this situation the piezoelectric po-
tential gradient is one of the key factors determining the spatial location and scale
in the balance between osteosynthesis and osteolysis, leading to alterations in the
trajectory of maximum mechanical load on the bone[1, 3, 4].

Putting aside for a moment the consequences of anatomical skeletal asymmetry,
in good health, the processes of resorption and bone formation remain balanced until
the fourth and fifth decade of a human’s life. In the initial period of menopause and
in various metabolic disorders that come with age, and as a result of treatment using
some types of medicine or due to immobilisation, the balance becomes distorted and
resorption (Fig. 2b) takes lead over bone formation (Fig 2a). This eventually results
in progressive loss of osseous tissue and dissipation of bone trabeculae as well as
bone cortex osteones, which in turn leads to a decrease in the mechanical strength
of the skeleton and higher potential for fracture[5, 6, 7, 8].

For many years now medicine has sought to counteract osteoporosis by using
antiresorption treatment in cases justified by age or symptomatology, all the more
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Fig. 1 Image of Havers’ osteome of the bone cortex in: (a) an optical microscope; (b) a
polarising microscope

Fig. 2 Synthesizing cells, which modify the structure of osseous tissue: (a) osteoblasts during
osteosynthesis; (b) osteoklasts in a resorption bay during osseous erosion

that the course of osteoporosis is often asymptomatic. Radiological diagnostics for
a long time failed to fulfil the criteria required in assessing bone density due to a
lack of sufficient standards regarding the photochemical processing of film. Many
interesting bone tissue studies failed due to a high fluctuation of densitometric im-
age parameters[11, 12, 13, 14, 20, 22]. In addition, limitations in the successful
ability to perform a visual assessment of bone density alterations by a radiologist
were of great significance. A significant improvement occurred once photonic ma-
trix converters were introduced, which allowed for a direct breakdown of X-rays to
electronic and digital formats.

The bone densitometers used these days make use of the same method used in
absorption meters i.e. measure the dispersion and reflection of an X-ray, gamma
ray or mechanical vibration wave. The device incorporates assemblies which emit
ionizing radiation or ultrasounds. They are also equipped with sensitive detectors
connected to analogue and digital converters, which are linked up to a computer. X-
ray radiation or ultrasound emission through tissue leads to a weakening of the beam
in relation to the standard encoded in the computer. Apart from the unquestionable
advantages such a solution brings, the main shortcoming is the difficulty in finding
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representative skeletal bone density areas, which in standard cases can improve the
screening process but where there are complications, it may lead to omission of a
pathological foci in an apparently well formed skeleton. Unfortunately, in rheuma-
tology, such cases occur very often [10]. The reason why this problem occurs is
the common and heedless use of algorithms which calculate average values in se-
lected measurement areas without the possibility to highlight anatomical structures
constituting markers of particular skeletal disorders [27, 26, 25, 24, 23, 21]. As a
result, screening methods which are built thus are reliable only in simple clinical
conditions [4, 9].

The axial load of the backbone is transferred to the sacroiliac joints, hip joints and
then through the thigh bones to the knees and along the shin bones through to the
ankles and feet. The symmetry of force distribution has a visible impact on the de-
velopment of an internal symmetrical structure of twin bone components. The con-
centration of trabeculae and osteones of the bone cortex, which occurs in reaction
to external forces, is visible on X-ray images as bold white lines, which represent
trabeculae groups. Single trabeculae can be assessed by means of microtomography.

Leonardo da Vinci once said that "Mechanics is the paradise of the mathematical
sciences, because by means of it one comes to the fruits of mathematics." The au-
thor of one of the first studies ever, which covered stress within a bone structure was
Galileo. In the 19th century, Meyer’s studies pointed to the relationship between the
architecture of bone fracture and its statics and mechanics, while in 1866 Culmann
linked the structure of the spongy bone to the trajectory of main stress and intro-
duced the model of the so-called Culmann’s rod. In 1869, Julius Wolf announced
a thesis that biosynthesis and resorption of the bone is a biological and controlled
process and depends on the value of local stress loads. This thesis, following some
corrections made by Roux in 1881, became the official theory behind the "func-
tional adaptation of the bone", which single-handedly shows the abilities of osseous
tissue to adapt to particular functions in the body and treats the state of main stress
trajectories as a balance between two-way modelling processes, allowing supportive
tissues to transfer external forces while maintaining optimal material wear.

Strengthening of the structure of the bone results from the thickening of the cor-
tex layer and an increase in the saturation of the existing trabeculae. This process
is visible in radiograms and is generally noticed by experienced radiologists. Thus,
when asymmetric load distribution, resulting from a shorter limb occurs, the load
bearing elements of the shorter limb become stronger and thicken in size. Experi-
ments have shown that reflectoric assymetry in the distribution of osseous density
is not an ultimately defined matter. Radiological image analysis performed after a
10 month period since a limb was levelled by use of a levelling insert, has proven
the existence of two parallel processes: (1) lowering of the osseous density in the
bones of the limb bearing a greater weight (the shorter one), the length of which
was increased by use of a levelling insert /thus decreasing the load/; (2) increasing
of the osseous density in the bones of the longer limb, the load on which increased
after application of an insert under the initially shorter limb [18, 19, 20].

Methods for local and sectorial estimation of the symmetry of density features
within visually perceivable groups of trabeculae, allow for the evaluation of the
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results of a previous history of unbalanced static and dynamic exposure on the skele-
tal system. These estimates are based on the assumption that the distribution of force
trajectories, which had remained balanced for a long time, leads, within the load-
bearing elements, to a modelling of the structural density, the features of which work
to achieve symmetry. Dynamic motion pattern changes, which persist for a period of
weeks or months and which are defined by pain or by the shortening of a limb, lead
to the consolidation of an altered, asymmetric trajectory of forces in the skeleton’s
nodes and consolidation of bone remodelling compensation effects.

1.1 Study Objective

The objective of the study was to perform a comparative analysis involving the
symmetry of standard densitometric parameters of the hip joints and the symmetry
of the optical density in reference points of pelvic radiograms (X1-6) and comparing
the two to back muscle symmetry determiners (Y1-3) and the lower limb length
difference (Z) in patients with: (1) LS pain without scoliosis reflectorica or neuro-
vertebral conflict, (2) LS pain lasting for 1-3 months, with neuro-vertebral conflict
and scoliosis reflectorica and without a shorter limb, (3) LS pain without neuro-
vertebral conflict, with scoliosis reflectorica caused by a shorter lower limb present
for at least 2 years. The following research questions were posed:

(1) Is there a difference between the asymmetry coefficient BMD (Bone Mineral
Density) in the hip joints and the averaged values of x1-x6 pelvic radiogram
image optical density asymmetry determiners in patients in groups A, B, C?

(2) Is there any difference between the averaged back muscle tension asymmetry
determiners (y1-3) in patients in groups A, B, C?

(3) Is there any correlation between the BMD asymmetry determiner of the hips
and the pelvic radiogram asymmetry determiner(x1-x6); and between the back
muscle tension asymmetry determiner(y) and the lower limb length asymmetry
determiner(z)?

1.2 Patients Studied

89 patients who qualified for the study were subdivided into the following groups
(Fig. 3):

1. Group A consisting of 28 patients including 16 women and 12 men 46.8 ± 7.5
years of age. All the patients reported pain in the LS region of the backbone
and had no history of scoliosis reflectorica or any radiological alterations in the
L1-L5 areas.

2. Group B consisting of 32 patients, including 18 women and 14 men 45.2 ± 5.8
years of age experiencing pain and with scoliosis reflectorica caused by a neuro-
vertebral conflict in the L3/4, L4/5 lub L5S1 areas. The pain occurred suddenly
following an instance of physical motion or as exacerbation following a period
of remission lasting at least 6 months.
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3. Group C consisting of 31 patients including 15 women and 16 men 48.6 ± 8.3
years of age with no history of radiculitis, experiencing pain in the LS region
of the backbone lasting for at least 2 years, caused by scoliosis resulting from a
shorter limb.

Fig. 3 Posture patterns in groups: (a) symmetrical (horizontal pelvis); (b) reflectoric, caused
by pain and muscle tension (horizontal pelvis); (c) reflectoric caused by a shorter limb (tilt-
edpelvis)

1.3 Exclusion Criteria

Group A:

(1) LS pain syndrome lasting for 1-3 months without radiculitis features nor scol-
iosis reflectorica. (2) positive bowstring sign, (3) negative Lasegue sign, (4) nega-
tive downward head compression test, (5) X-ray image showing level pelvis and no
changes in the L3/4, L4/5, l5/S1 regions.

Group B:

(1) symptoms of radiculitis lasting for 1-3 months with LS-type scoliosis reflector-
ica, (2) positive Lasegue sign, (3) positive bowstring sign, (4) positive downward
compression test, (5) radiological narrowing of one of the following regions L3/4,
L4/5, L5S1.

Group C:

(1) one lower limb shorter by at least 6mm, (2) LS-type pain with no signs of radi-
culitis and with structural scoliosis reflectorica, (3) X-ray image showing a tilted
pelvis with LS-type scoliosis, no changes in the L3/4, L4/5, l5/S1 regions.
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Exclusion criteria:

(1) LS region or lower limb injury, (2) cancer, (3) collagenogenosis, (4) systemic
muscle and nerve disease, viral hepatitis, pancreas diseases, atherosclerotically in-
duced pain radiating to the LS region, (5) a history of operations of the backbone,
bones or lower limb joints, (6) condition following endoprosthetics of the joints or
backbone.

2 Methods

2.1 Scoliosis Angle Assessment

During the patient pre-selection stage, LS X-ray images were performed at a front
and back projection in a 60 x 40 cm format. The images were scanned to bmp for-
mat and then assessed by means of a three-layer (with one layer hidden), one-way
neuron network implemented into a Qnet 2000 Trial environment (Fig. 4), which au-
tomatically assessed radiograms allowing the studied patients to be divided into two
groups: (1) Group A (Cobb’s angle) < 10◦ ; (2) Group B, C (Cobb’s angle) > 10◦.

Fig. 4 Software dialog box used to measure the scoliosis angle by means of Cobb’s, Grucy’s
and Fergusson’s methods

2.2 Assessment of the Hip Column by Means of the DXA Method

Testing of the density of the hip column was performed by using a standard DXA
bone densitometer in the left and right hip joints and assessed by means of a stan-
dard diagnostics screening program (Fig. 5). The BMD parameters obtained, ex-
pressed in [g/cm3] were used to calculate the BMD asymmetry coefficient of the hip
joints (D).
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Fig. 5 Hip column test report performed using the DXA method, containing a sample image
with a measurement field

2.3 Assessment of the Reference Points in the Pelvis

Another planimetric module allows for the subtraction of the image, containing the
load-bearing elements of a selected part of the skeleton (Fig. 8), with the use of
erosion at a defined binarisation threshold, followed by colour indexation, as per
the optical density scale, and application of active edge contour to expose the views
of the load-bearing elements on a 2-dimensional image matrix. In and around the
pelvis of patients diagnosed with scoliosis, 6 sectors were selected X1, X2, X3,
X4, X5, X6, thus creating a type of measurement mask for the evaluation of fur-
ther images (Fig. 7). The mask reflects the course of the main trajectories of forces
transferred from the backbone through the sacro-iliac joints to the socket of the hip
joint, next to the head of the thigh bone and the cortex layer of the thigh bone shaft.
The process of matching the measurement mask to the individual changes in the
size of radiograms was performed manually. In the future, an active-contour model
based program will be used. Measurements performed in each sector’s left and right-
handed areas were averaged and then the optical density asymmetry determiner of
that sector was estimated (Fig. 6).

Optical density tests of radiograms in a measurement window net was performed
using the author’s "Densytometria 1.0" software (Fig. 9,10), the algorithm of which
is based on the Finite Element Theory. The program performs an erosion of the
matrix of the image for the binerisation threshold processed earlier, and then adds
up and averages the greyness of pixels in the subsequent symmetrical measurement
fields and calculates the quotient of the left and right field as coefficients X1-6.
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X(1) =
A(l)
A(p)

;X(2) =
B(l)
B(p)

;X(3) =
C(l)
C(p)

; (1)

X(4) =
D(l)
D(p)

;X(5) =
E(l)
E(p)

;X(6) =
F(l)
F(p)

; (2)

Fig. 6 Method of asymmetry coefficients (X1-6) estimation

Fig. 7 Pelvic image processing stages: (a) image following binary erosion; (b) overlaying the
measurement mask onto the image

Fig. 8 Tests of the system on various osseous tissue elements: (a-b) Longisections of verte-
bral bodies; ( c) trabeculae; (d) erosion trabecula at the verge of breaking; (d) broken trabecula

Fig. 9 Program dialog box used for performing a binary erosion of an image, classifying
its structure by means of the Finite Element Method and finally determining the quantitative
proportion between the number of pixels corresponding to continuous and closed structures
in contrast to the entire image matrix: (a) 51%; (b) 40%
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Fig. 10 Program dialog box: (a) erosion trabecula at the verge of breaking 22%; (b) stub of
a broken trabecula 10%

2.4 Photoplanimetric Assessment of the Muscular Structure of
the Back

Static contourography is a valuable method which makes it possible to assess the
indicator of silhouette contour asymmetry of the body or feet, which is the result
of injury or pain stimulus. It enables for the precise determination of the initial
condition, which can then be compared with measurements performed during the
observation of a patient (Fig. 11). Pain leads to a muscle-activated defensive re-
sponse from the backbone, which involves the back muscles flexing asymmetrically
and serves to limit the mobility range of structures exposed to the pain-inducing
nerve. Muscle asymmetry can be easily recognized by the naked eye. In the course
of treatment, the back gradually returns to its initial shape. By using a digital camera
generated photograph, thanks to image processing, a level oriented structure of the
muscle build of the back can be obtained. Additionally, the left and right side of the
back muscle structure can be compared to each level. This is how the back structure
asymmetry indicator (y1-3) is determined in practice (Fig. 12, 13).

Fig. 11 Back muscle build structure (1-yellow, y2-violet, y3-blue); (a) before, (b) after pain
treatment
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Fig. 12 Image of a patient’s back, muscle build contourography and a patient’s radiogram
with slight silicosis reflectorica of the backbone in a condition of radiculitis

Fig. 13 Image of a patient’s back, muscle structure contourography and a patient’s radiogram
with visible scoliosis reflectorica of the backbone as a result of a shorter right lower limb

3 Results

Average values and standard deviations of the coefficients W(BMD), X(1-6), Y(1-3)
and Z in groups A,B,C have been presented in Table 1.

Table 2 shows the significance level of the difference between the values of the
coefficients (BMD), X(1-6), Y(1-3), Z in groups A, B, C
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Table 1 Average values and standard deviations of the coefficients W(BMD), X(1-6), Y(1-3),
Z in groups A,B,C

indicator group A (n = 28) group B (n = 32) group C (n = 31)

w(BMD) 0.94±0.16 0.92±0.18 0.88±0.21
x1 0.93±0.11 0.91±0.17 0.84±0.17
x2 0.95±0.12 0.91±0.14 0.7±0.16
x3 0.94±0.17 0.93±0.15 0.75±0.14
x4 0.96±0.15 0.935±0.14 0.8±0.12
x5 0.93±0.15 0.91±0.17 0.72±0.13
x6 0.95±0.12 0.92±0.13 0.77±0.14
y1 0.92±0.085 0.69±0.12 0.7±0.12
y3 0.9±0.11 0.72±0.13 0.67±0.14
y3 0.88±0.12 0.71±0.11 0.73±0.12
z 0 0 0.82±0.13

Table 2 the significance level of the difference between the values of the coefficients (BMD),
X(1-6), Y(1-3), Z in groups A, B, C

indicator Group A group B group C

w(BMD) W(BMD)A -
W(BMD)B
P < 0.5

W(BMD)B -
W(BMD)C
P < 0.1

W(BMD)A -
W(BMD)C
P < 0.1

x1 X(1)A - X(1)B
P < 0.1

X(1)A - X(1)C
P < 0.05

X(1)B - X(1)C
P < 0.05

x2 X(2)A - X(2)B
P < 0.05

X(2)A - X(2)C
P < 0.01

X(2)B - X(2)C
P < 0.01

x3 X(3)A - X(3)B
P < 0.5

X(3)A - X(3)C
P < 0.01

X(3)B - X(3)C
P < 0.01

x4 X(4)A - X(4)B
P < 0.5

X(4)A - X(4)C
P < 0.01

X(4)B - X(4)C
P < 0.01

x5 X(5)A - X(5)B
P < 0.5

X(5)A - X(5)C
P < 0.01

X(5)B - X(5)C
P < 0.01

x6 X(6)A - X(6)B
P < 0.5

X(6)A - X(6)C
P < 0.05

X(6)B - X(6)C
P < 0.05

y1 Y(1)A - Y(1)B
P < 0.01

Y(1)A - Y(1)C
P < 0.01

Y(1)B - Y(1)C
P < 0.1

y3 Y(2)A - Y(2)B
P < 0.01

Y(2)A - Y(2)C
P < 0.01

Y(2)B - Y(2)C
P < 0.1

y3 Y(3)A - Y(3)B
P < 0.01

Y(3)A - Y(3)C
P < 0.01

Y(3)B - Y(3)C
P < 0.1
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Fig. 14 Average values of the coefficients W(BMD), X(1-6), Y(1-3), Z in groups A,B,C

4 Conclusions

1. The non-specific asymmetry coefficient BMD in the hip joints produced a
slightly higher value among patients in group C than in groups A and B, how-
ever, it failed to reach a statistical significance value in test t, nor any relevant
correlation with the specific optical density asymmetry determiners of the pelvic
diagrams (x1-x6) and back muscle structure symmetry determiners (y1-y3).

2. The back muscle tension asymmetry expressed by the determiners (y1-3) is sta-
tistically significant among patients in groups B and C, it does not however ap-
pear so in group A.

3. Statistically significant asymmetry of specific optical density determiners of
pelvic diagrams, shown in the following order: X2 >X5 >X3 >X6 >X4 >X1 was
observed, statistically insignificant slight asymmetry in group B, and no relevant
asymmetry was seen in group A (Fig. 14).

4. In contrast to groups A and B, group C showed a significant correlation of spe-
cific asymmetry determiners in the pelvic diagrams (x1 âĂŞ x6) compared to
back muscle tension asymmetry determiners (y1-3) and lower limb length differ-
ence (z), without correlation to the non-specific BMD asymmetry determiner.

4.1 Discussion

Osseous tissue, despite its high mechanical resistance, is subject to constant rede-
velopment due to the forces affecting the skeleton, that is why the assumption was
made in the study that the symmetry of the mineral composition of mirror parts of
the skeleton should constitute a derivative of the symmetry of their mechanical load.

X-ray image analyses in groups of people experiencing back pain but not suf-
fering from scoliosis (group A), persons with back pain and scoliosis but without
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a tilted pelvis (group B) and people with back pain, scoliosis reflectorica with a
shorter limb showed significant variation in the correlation range between the types
of biomechanical disorders in particular groups and the type of assessment method
used.

Evaluation of the hip joints using the preferred DXA method showed that the
non-specific asymmetry coefficient BMD, the measurement of which is based on
the density asymmetry of the hip column, demonstrates only a slightly greater value
among group C patients than patients in group A and B, and does not reach any
statistical significance in the t test, nor any significant correlation with specific op-
tical density asymmetry determiners of pelvic radiograms (x1-x6) and back muscle
asymmetry determiners (y1-y3). Such a result may come as a big surprise and may
be a signal that the DXA image analysis methodology requires thorough redevelop-
ment focusing on the need to analyse discrete elements, which are more important
from the point of view of bone reaction to load.

The analysis of pelvic structure discrete elements analysis, defined as specific
determiners X(1-6), produced much more interesting results. Group C recorded a
statistically significant asymmetry of specific optical density determiners of pelvic
radiograms, projected in the following order: X2 >X5 >X3 >X6 >X4 >X1, group
B produced slight asymmetry with no signs of statistical significance and no rele-
vant asymmetry was noted in group A. The sequence of the significance of changes
among the determiners used, which have been demonstrated by the above relation
and referenced by the image, reflects well the asymmetry of the main stress preva-
lent in the pelvic structure which has been tilted as a result of lower limb shortening.

An analysis of the tension of the back muscles expressed with the determiners
(y1-3), based on photographic images, has been just as interesting. It showed very
clear asymmetry in patients suffering from pain and shorter limb-induced scoliosis
(group B). Back muscle structure parameter symmetry fluctuations not exceeding
10.

By studying the correlation between the particular parameter groups, only in
group C, in contrast to groups A and B, was there a significant correlation observed
between the specific pelvic radiogram asymmetry determiners (x1 - x6) compared
to the back muscle tension asymmetry determiners (y1-3) and the lower limb length
difference (z), and no correlation was seen to exist with the non-specific BMD asym-
metry coefficient.

As a final remark it has to be mentioned that the study, however interesting it
may seem, was performed on a small group of patients and the results must be ap-
proached carefully. Despite achieving very clear differences in the optical density
symmetry of mirror discrete skeletal components in reaction to pelvic biomechan-
ical asymmetry, this method, in its current form, which is based on the interval
scale, is not suitable for determining osseous tissue estimates expressed in g/cm3.
However, the results achieved give us hope that supplementing the software with a
relational osseous density base of patients sequenced in ascending age groups will
eliminate this shortcoming.
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The BRONCHOVID – Computer System
Supporting Bronchoscopy Laboratory

Mariusz Duplaga, Jarosław Bułat, Mikołaj Leszczuk, Mirosław Socha,
Piotr Romaniak, and Paweł Turcza

Abstract. The bronchoscopy diagnostics consists of numerous tasks including but
not limited to the treatment planning on the basis of computed tomography, reg-
istration and analysis of endoscopic images during the inspection of the tracheo-
bronchial tree and procedure management. There is no comprehensive solution for
a computer system supporting bronchoscopy laboratory. Since the limited time of
medical personnel, high volume and multimodal data created during bronchoscopy
procedure and complex workflow we decide to build a dedicated system addressing
these issues. The paper presets an overview of the bronchoscope diagnostics, user
needs and requirements related to the procedure and the proposed solution. Finely,
the deployment results as well as future plan is presented.

1 The Rationale for Development of Next Generation
Computer System for Bronchoscopy Support

The main element of the bronchoscopy is an inspection of the tracheo-bronchial
tree carried out by a physician performing bronchoscopy. His or her knowledge and
experience determines the ability to detect abnormal images and structures. With
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technological progress, the quality of the images obtained during the procedures
improved considerably. The process of digital registration of endoscopic images
results in a whole range of new options related to the image processing as well as
archiving and managing the stored contents. The areas of interest for bronchoscopy.

1.1 The Role of Bronchoscopy in Respiratory Medicine

The diagnosis in respiratory medicine is based on the employment of the whole
scope of different techniques and procedures. The main diagnostic domains rele-
vant for this speciality include imaging, pulmonary function tests and endoscopy.
The endoscopy of respiratory system may be performed with a rigid or flexible
bronchoscope. Development of bronchofiberoscope was possible due to the ap-
plication of optical fibers. In most cases, pulmonary diagnostics is based on the
bronchofiberoscopy as it is related with better acceptance by patients, ease of ex-
amination and the scope of the bronchial tree available for inspection in compar-
ison to rigid bronchoscopy. The strategy of bronchoscopic examination relies on
the inspection of tracheo-bronchial tree in the range available for assessment and,
subsequently, on performance of the sampling procedures for specific tests per-
formed in different laboratories according to indications of a referring physician
or those araising from the findings during the examination. The bronchoscopist is
obliged to check if the structure of tracheobronchial tree is normal and if it corre-
sponds to anatomical variants. The assessment of potency and mobility of all parts
of the airways available for evaluation is one of key elements of the evaluation. The
appearance of mucosa and contents in trachea and bronchi is also checked. Dur-
ing the whole procedure, bronchoscopist is able to evacuate liquid contents from
the lumen of the airways, e.g. secretion or blood. Furthermore, he can also rinse
the endobronchial space with saline or solutions of therapeutic agents if needed.
The working channel of the bronchoscope serves also for introduction of different
types of tools, e.g. scissors or needle on guide wire.

The bronchoscopy is a procedure which strongly relies on the subjective assess-
ment of images. Thus, the experience of the endoscopist is a key factor influencing
the reliability of the bronchoscopic assessment. His or her agility and ability to de-
tect characteristic features of the endobronchial image remains of key importance
in search of early malignant lesion in tracheobronchial tree. It is also a precondition
for the appropriate selection of the sampling site for further pathological workup
and final diagnosis.

The progress in endoscopy results in equipment enabling delivery of procedures
reserved so far to rigid bronchoscopy with bronchofiberoscopy. Currently, tradi-
tional optical bronchofiberscopes are substituted with videobronchoscopes. The tip
of the videobronchoscopes is equipped with CCD (charge couple device). Endo-
bronchial images are registerd digitally and transmitted to a video processor dis-
playing them on the screen. Such an approach results in a considerable improvement
of the image quality and possibility of procedure performance with several people
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simultaneously. The use of videobronchoscopes affects positively dissemination of
the digital registration and archiving bronchoscopic examinations.

1.2 The Evolution of User Needs in Relation to Computer
Support for Bronchoscopy Procedures and Data Management

The areas of interest for bronchoscopy environments in terms of potential applica-
tion of computer systems include:

• archiving and indexation of video records registered during bronchoscopy proce-
dures,

• (semi)automatic detection of pathological lesions on bronchoscopy images per-
formed in real time or retrospectively on the recorded content archived in digital
video library,

• bronchometric measurements performed on acquired images,
• automatic classification of lesions detected with different imaging techniques

(white light imaging, narrow band imaging, autofluorescence, and tomographic
method - endobronchial ultrasonography and optical coherence tomography),

• the support for invasive sampling procedures, particularly transbronchial needle
and lung biopsies, with three-dimensional presentation of the tracheobronchial
tree and surrounding structures from data obtained with computed tomography
or other imaging modalities,

• the use of navigational tools based on the electromagnetic tracing of the sensor
integrated with tools used for tissue sampling and registering of the imaging
space to three-dimensional space of data obtained with imaging modalities.

Most of the computer systems offered currently to bronchoscopists is driven mainly
by the aim of improved patient data management and simple registration of still
images or video recording during the procedure. Advanced options for real-time
support or image processing are limited to few products available on the market, e.g.
SuperDimension [3] or Arthemesis [2] (dedicated to the colonoscopy procedure).
Surpaisingly, the adoption of the software based on the use of DICOM standard in
relation to CT or MRI data by bronchoscopy suits is limited. Software packages for
DICOM data display provided on free basis with imaging data of individual patients
usually offer only limited options for standard two-dimentional data presentation.

The function of video registration is a routine option included in software pack-
ages offered by the providers of endoscopy equipment. It relies on the storage of the
data of patients undergoing endoscopic procedures accompanied by still images or
video recordings taken during the procedure. More advanced options of classifica-
tion of the video recordings or separate frames, selection of sequences or generation
of summaries is not covered and requires off-the-shelf products for video process-
ing. Advanced options for processing the images from endoscopy video recordings
are rarely available in commercial products. The use of several software packages
for efficient management of video resources generated in bronchoscopy suit is un-
realistic due to time pressure experienced by most physicians.
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The concept of the BRONCHOVID system is a response to potential needs of
the pulmonologist involved in bronchoscopy procedures. Apart from the standard
functions including management of patients’ data, registration of the video record-
ings of the procedures and archiving the recorded videos within digital video li-
brary, the system brings additional functionalities useful either for management of
the archived resources in routine work of the bronchoscopy suit or for advanced
image processing and classification. The system integrates also the function of the
presentation of individual patient’s CT data for support and guidance during bron-
choscopic biopsy procedures. CT data can be displayed as multiplanar reconstruc-
tions (MPR) or as three dimensional models of the thoracic structure including
virtual bronchoscopy option.

2 Requirements

The analysis of the user requirements for the BRONCHOVID system was performed
by the interdisciplinary team of computer specialists and users involved in bron-
choscopy diagnostics. The general assessment of the user needs and specific re-
quirements for the system functionality was based on the initial broad approach.
In the next phase, the cluster of priority requirements was determined in order to
accommodate for the limited resources available for the system development.

The concept of the BRONCHOVID system relies on the integration of all those
functionalities which are relevant for the support of bronchoscopy procedures and
workflow in the bronchoscopy suit. The range of perceived needs of the physician
and researchers involved in the bronchoscopy was treated as a starting point to define
specific functions supporting administrative, clinical and research tasks.

The process of the user requirement analysis was performed within several it-
erations to improve the understanding between developers and users. The main re-
quirements resulting from these iteration are summarized in the Table 1.

3 System Architecture

The concept of the system is a response to expectations and requirements of the
bronchoscopists in the areas summarized in the Table 1.

On the basis of the requirements the system consists of the following components
which have been built (see Fig. 1): data base - comprehensive repository of informa-
tion gathered and created during medical procedure, video recorder and real-time
analyser - gathering video stream from bronchoscope, analysing (on-line/offline)
and recording to the file repository, virtual bronchoscopy - visualization of CT data
in 3D environment and treatment planning, Editor - tool for creating referential im-
age library and ontology, user interface - on site and remote (WWW based) interface
for data management, searching and the starting point of each action performed on
the BRONCHOVID system.

During the procedure, bronchoscopists as well as medical personnel are engaged
in the procedure. That is why, the system should be easy to use (eg. support touch
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Table 1 The inventory of the functional requirements for the BRONCHOVID system from
the users’ community

Requirement Additional features comments

Video recording of
bronchoscopy

– the registration of the whole procedure
– easy initiation and termination of the recording procedure
– data entry before and after completion of the bronchoscopy
– direct transmission of the video signal from the endoscopy equipment
– the view of the video from the graphical workstation

Automatic detection
of meaningful im-
ages

– automatic detection of non-informative frames
– real-time detection of the significant images during the bronchoscopy
– retrospective detection of preselected lesion within the resources stored

in the digital video library

Annotation of re-
sources (frames,
sequences) with
meaningful content

– manual annotation of selected frames
– management of the library of exemplary images
– automated annotation of video resources stored in a video library
– user-driven modification of the classification system for contents an-

notation

Management of the
resources stored in
the digital video li-
brary

– access to the resources
– advanced search options based on the query-by-example approach
– definition of the parameters of the summaries generation
– definition of the parameters for long-term archive
– automatic exclusion of non-informative frames based on predefined

detection algorithms
– generation of the custom-made summaries and short video previews
– anonymisation of the resources for the authorized external users of the

digital video library

Management of the
patient record

– entry of patient-specific information before and after the procedure
– generation of the bronchoscopy report for medical history
– access to imaging data (CT) and video recordings of the patients
– search function within the patient data categories
– access to data base for stratified reports generation

Advanced interface
for exploration and
presentation of the
data from other
imaging modality

– upload of CT data
– MPR and three-dimensional CT data presentation before and during

the bronchoscopy
– planning of the biopsy sites
– navigation support during bronchoscopy

Support during the
bronchoscopy

– automatic detection of the priority pathological lesions
– software-based image enhancement
– accompanying CT data presentation
– biopsy site tracing for repetitive sampling procedures
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Fig. 1 Architecture of the BRONCHOVID system: main system components and the infor-
mation flow

screen) and prompt useful information such as automatically detected features in
real-time.

Furthermore, the ontology should be built during the creation of referential image
library. With the help of QbE (Query by Example) algorithm and the knowledge
from ontology the automatic classification of new video fragments or individual
frames could be performed.

In the following subsections detailed information about all of the BRONCHOVID
components is presented in details.

3.1 Hardware and Software Solution

Because of large number of archived video recordings, real-time analysis and
limited time of medical personel the bronchoscopy laboratory need a dedicated
solution. We decided to build it around a standard server/workstation, high grade
software libraries and stable, high performance operation system.

The system uses a 4-way UniWide workstation (www.uniwide.com) equipped
with two core Opteron processor, 16 GB RAM, 5TB RAID-5 disk array, NVidia
GeForce 9800 GX2 graphics card and two 24” LCD displays. Large redundant ar-
ray disk is necessary to store video stream without additional compression. Video
recording is gathered from bronchoscope by FireWire interface and requires 2GB
disk storage on average. It is stored in DVSD format (MJPEG codec) with reso-
lution 720x576 and 28800.0 kbps data stream. Unfortunately, there is no way to
acquire raw video stream by means of digital interface from the bronchoscope we
use in system implementation. Eight core server with 16 GB RAM help us pro-
cess large amount of data and real-time video analysis. Additionally, graphics card
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accelerates OpenGL library as well as general purpose computing with the help of
CUDA interface [4].

The system was built around high grade Open Source library and Linux operat-
ing system. The reason for using Linux was its proved stability, performance and
flexibility. For the user interface we use cross-platform Qt4 library [1] which help
us with rapid application development. Remote access to the system has been built
as a dynamic WWW page with the help of Apache web server and PHP script-
ing language. All the information acquired and generated by the system is stored
in a MySQL relational database except the video streams. For data processing the
following libraries are used: VTK, ITK, GDCM, OpenCV and various other Open
Source libraries with C/C++ bindings as well as algorithms written in C/C++ lan-
guage. Another issue is an algorithm parallelization. We chose an MPI [12] frame-
work in order to create a message-driven system which is able to take advantage of
all available processors simultaneously. In that way, real-time analysis and off-line
analysis, which are the most time-consuming parts of the BRONCHOVID system,
were divided into several processes performed simultaneously.

All the libraries and frameworks used in the system are cross-platform (at least
Linux and Windows) and distributed under LGPL or more liberal license. It allow
us to produce a commercial system without incurring the cost of external libraries
and avoiding vendor lock-in (eg. Linux only or Windows only system).

3.2 Data Repository

Central point of the BRONCHOVID system is a data repository. It consists of a file
system and SQL database.

Patient’s personal data and bronchoscopy examination results are stored in the
highest level of the proposed database structure. Another level refers to the meta-
data of visual recordings from the examinations stored in the file system using DV
(Digital Video) video format. Each examination may be assigned with one or more
recordings. Additional information stored on this level allows us to identify video
frames containing artifacts and other content to be neglected in further procedures.
All annotated frames (frames that were assigned with pathological changes dur-
ing the manual procedure) are stored in the file system as lossless PNG (Portable
Network Graphics) files. The set of pathological changes which constitute the on-
tology was defined by bronchoscopy experts and is stored in the same database as
the predefined list. Also, one or more regions of interest may be selected on each
frame with possibility to assign any (distinctive) pathological changes to each. Such
regions (called masks) are stored in binary PNG form in the file system. Each man-
ually generated annotation (referred to as the truth) stores also information about its
creator. The other type of supported annotations stored in the databases refers to the
results obtained from recognition algorithms operating in automatic, and preferably,
real time mode.

Another stored data type, supported by the proposed database structure, is related
to virtual bronchoscopy. Similarly to the real visual recording, metadata is related to
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a certain bronchoscopy examination and stored in analogical video and frame levels.
The binary data from CT scans is stored in the file system in the DICOM (Digital
Imaging and Communications in Medicine) format.

As a database engine we used MySQL server. For the purpose of data storage,
ext3 (third extended filesystem) journaled file system has been used.

3.3 Real Time Analysis

One of the most important features of BRONCHOVID system is recording and
analysing video stream. It is designed to capture video stream from videobron-
choscobe by means of FireWire interface, recording video into the repository as
well as patient’s personal data, procedure parameters and partial treatment results.
Additionally it performs real-time video adjustment such as: brightness, contrast
and gamma, video enhancement as a deinterlace, histogram equalization and selec-
tive sharpening for better feature detection. What is more, each frame is analysed
for automatic detection of the following features: artifacts, overexposure, carinas
and bleeding. On the basis of SIFT (Scale-invariant feature transform) algorithm
the navigation aid has been implemented.

All the above presented algorithm (sharpening and bleeding detection are still un-
der development) could be switched on/off from the graphics user interface. Results
of the operating algorithms are presented in real-time on the screen. This system is
able to operate off-line, without user interface. In this operation mode it automat-
ically analyses all recently recorded videos and saves results of all algorithms for
each frame into the repository. Stored data can then be used for other purposes (eg.
video summarization of bronchoscopy procedures).

This part of the system is created as stand-alone application written in C/C++ lan-
guage. Since the system needs to perform multiple tasks simultaneously, we decide
to apply a message driven approach with several asynchronous processes. The com-
ponent architecture and data-flow are presented in the Fig. 2. Arrows and rectangles
represent messages and processes respectively. Messages are implemented as struc-
tures in C/C++ language which are queued in a non-blocking way and transmitted
by means of MPI [12] framework operating in the point-to-point mode.

In that way, the pipeline of data processing is created. First step consist of video
stream acquisition and decompression (streamer), then image frame is deinterlaced
and spread over several processing engines (RT0). Each engine (RT1 – RT7) process
video frame, calculate results and send it to the Master or GUI. Process called Mas-
ter is responsible for system logics and high level data processing, in turn GUI is
a user interface presenting original and enhancement video stream, results of anal-
ysis. What is more, it is responsible for any interaction with user such as: system
configuration or patient data recording.

The system is flexible and highly configurable. For example, we can easily add
a new data processing algorithm by increasing the number of RT processes and
adjusting a message flow. Moreover, for an algorithm which is too slow to operate
in the real time we can perform an analysis by means of two processes separately
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Fig. 2 Diagram of data-flow in the system for video stream recording and analysis

for even and odd frames. In that way, the algorithm will be accelerated by factor 2
at an expense of a larger delay.

3.4 Editor

The editor was designed for video manipulation after recording. It is an easy-to-use
tool for video analysis, performing frame annotation - assigning it with pathological
changes, building and manipulating the ontology. Among others it allows for basic
video manipulation such as: play with different speed, stop, fast-forward, adding a
mask with pathological changes to a chosen frame, review and manipulate previous
recordings.

The technology behind the Editor is exactly the same as the implementation of the
component for real time recordings and analysis described in Sec. 3.3. It is created
in C/C++ with the help of MPI and Qt4 framework. All the data generated during
video editing is stored in the repository.

With the help of the editor, the ontology has been created as well as a description
of pathological changes for thousands of frames. This data is essential for further
analysis and other components of the BRONCHOVID system. It is used for example
in QbE (Query by Example) engine.

3.5 Virtual Bronchoscopy

The visualization component use Visualization ToolKit (VTK) [6] for visualization,
Insight Segmentation and Registration Toolkit (ITK) [9] for data processing and
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Qt4 library [1] in order to build a user interface. It can read and write CT data from
DICOM files, using GDCM library [11]. With the help of the OpenGL the VTK is
capable of efficient, hardware accelerated presentation and manipulation of 3D data.
The visualization is fully interactive. It can be controlled in various ways by the user.
An exemplary screenshot of a working application is presented in the Fig. 3.

Fig. 3 User interface of visualization software with DICOM input dialog and sample visual-
ization

This component offers a number of data visualization techniques widely used for
computer aided software for diagnosis and therapy planning [8]. Four planes are
used for a slice-by-slice data examination. It is a sample of a two-dimensional Mul-
tiplane Reformatting (MPR) visualization. There are four planes for visualization
of volume data intersection (slice). Three of them are fixed and orthogonal to each
other, the fourth is free and can be moved, rotated and scaled around the data. Widely
known from the medical workstation Surface Shaded Display (SSD) is the use of
interactive virtual bronchoscopy visualization. In this case, the computed isosurface
is represented by polygons, which are efficiently handled and accelerated by the
graphic card. Surface rendering is used for virtual bronchoscopy (VB) visualization
as well as the presentation of the results from the segmentation algorithm.

Additionally, volume rendering is implemented in two different modes. First can
generate 2D projection of volumetric data with the help of Maximum Intensity Pro-
jection (MIP). It is mainly useful in diagnosing of vascular structures. Second mode,
uses two transfer functions: one for colour determination and the second for pixels
transparency. This kind of visualization allow us to "see through" the medical data.
The VB component uses fast, but low quality (draft) volume rendering during in-
teractive manipulation of virtual camera position. When the camera stops, the high
quality visualization is applied.

All the above presented techniques could be applied at the same time for visu-
alization. Additionally, the real endoscopy light has been simulated for the virtual
bronchoscopy which makes use of SSD technique for visualization of the trachea
surface.
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3.6 Data Browser

The system contains a Web-based GUI (Graphical User Interface) that allows for
resource searching and browsing. The search functionality is based on simple meta-
data search and more advanced, QbE (Query by Example) mechanism.

The first method is based on regular SQL queries. Found frames are clickable,
allowing the doctor to be automatically transferred to the video editor, tuned to the
desired patient, video and frame.

The QbE method allows for a content based search on a library of patterns of
endoscopic images. The result is a way to search for lesions in database created by
a QbE mechanism [10]. The mechanism of this interest (in this case, your doctor or
student) gives as an example query an interesting lesion in the form of the recorded
image change. Changes similar to those indicated in the example are searched in a
database and cataloged. The tool can be an invaluable assistance both in diagnosis
and education. On the basis of login/password it supports to the level of data access,
with or without data anonymization.

This component uses MPEG-7 descriptors [5] to extract features of an example
and compare them with the characteristics of the data contained in the database [7].
Since the descriptors for MPEG-7 are vectors, the comparison is quick and can get
an almost immediate response.

4 Deployment, Results and Future Development

The BRONCHOVID system has been implemented in the Bronchoscopy Laboratory
of Department of Pulmonology, Jagiellonian University Medical College in Kraków.
The system successfully replaced the existing solution built around the Endobase
(The Endoscopy Management and Image Filing System).

A year and a half (since September 2008) of continuous operation has resulted in
a vast amount of bronchoscopy data including video recordings, metadata and anno-
tations which were gathered. Around 2.1 TB of data was stored in the repository of
the BRONCHOVID, but the number is still growing. Currently, the BRONCHOVID
contains data (personal as well as examination) of 803 distinctive patients and 1011
related video recordings (163 hours of bronchoscopy examinations). A number of
over 14 million of video frames with related metadata is stored in the system repos-
itory. The set of pathological changes proposed by the bronchoscopists contains 82
distinctive classes. Currently 204 out of 1011 videos were manual annotation result-
ing in identification of 5264 pathological changes.

Recently implemented module for real-time recording, image enhancement and
analysis is the last stage of the BRONCHOVID system deployment. During the test
run in the off-line mode, the system performs analysis of all the video frames stored
in the repository within last 30 hours.

Despite the implementation of core BRONCHOVID functionality a number of
features are still under development and testing. In the future we would like to
add new algorithms for real-time analysis to the system as well as improve Virtual
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Bronchoscopy component by means of implementing real-time synchronization
with a video stream gathered from bronchoscope.
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3D Segmentation and Visualisation of
Mediastinal Structures Adjacent to
Tracheobronchial Tree from CT Data

Andrzej Skalski, Mirosław Socha, Mariusz Duplaga,
Krzysztof Duda, and Tomasz Zieliński

Abstract. In the paper, an advanced visualisation module of recently developed
BRONCHOVID system designed for efficient data exploration and bronchoscopy
guidance is presented. It brings an intuitive and user-friendly interface developed
with several open source subroutines as well as diversified modes and algorithms
of thoracic CT of data segmentation and visualisation including a surface shaded
display (SSD), volume rendering and multiplanar reformatting. For enhanced con-
current visualisation of thoracic structures located in the vicinity of or adjacent to
trachea and bronchial tree (lymph nodes, blood vessels, pathological masses) a new
dedicated segmentation algorithm has been developed. It is based on a region grow-
ing method followed by the use of deformable models. The module integrates also
the options of central path calculation by means of distant transform in lower air-
ways and interactive virtual bronchoscopy. Its functionality covers also an option
for measurements of dimensions in volume of CT data.

1 Introduction

The use of computer technologies for the support of medical interventions is
a promising domain. Great progress in computational power resulted in many
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applications enabling for three-dimensional (3D) presentation of data obtained with
various medical modalities during or before medical procedures. This field is usu-
ally referred to as computer-assissted surgery (CAS) [1], but the scope of possible
solutions spans from relatively simple interventions or therapy planning to real-time
guidance for complex surgical operations. This trend comes in parallel with the re-
quirements for broader introduction of medical procedures of limited invasiveness
but preserved or greater effectiveness and increased patient safety. Nowadays, we
observe a radical transformation of diagnostic and therapeutic procedures due to ex-
tensive use of endoscopic and videoscopic approach. New innovative strategies are
developed e.g. natural orifice transluminal endoscopic surgery (NOTES) [17].

The use of surgical robots and broad use of videoscopic techniques excited inter-
est in advanced simulation environments enabling data exploration before planned
interventions, support during interventions and initial training of medical profes-
sionals before their involvement in real operations. The most advanced solutions
are based on the use of virtual reality solutions to set up training conditions with
the data set of individual patients selected for a real operation. This approach is
called by some authors a virtual reality assisted surgery programme (VRASP) [12].
The simulation of the operation in the space of imaging data obtained from the pa-
tient before the surgery prepares the surgeon or other specialist to specific, highly
variable, anatomical and pathological conditions which can occur in an individ-
ual. It has a positive positive effect on risk contingency and effectiveness of real
intervention. Opportunities related to advanced techniques of presentation of imag-
ing data were widened significantly with increased computational power of com-
puter stations which can be introduced to the operating theatre. The resolution of
data generated with modern equipment used for medical imaging was also consid-
erably improved. All these favourable circumstances lead to an extensive use of ad-
vanced display modalities in clinical practice. The modelling of imaging data with
associated molecular, histological or physiological information has become an im-
portant research and development direction emphasised also in current Framework
Programme of European Commission as Virtual Physiological Human priority [7].

This paper is focused on the task of computed tomography (CT) data segmen-
tation and visualisation for support and guidance during bronchoscopy. The overall
progress in medical technologies results also in the increasing use of endoscopic
approach for diagnostic and therapeutic purposes. The effectiveness of these pro-
cedures depends frequently on the perfect spatial orientation of the performing
physician in anatomical structures located near tubular organs examined with an
endoscope. The surroundings of the tubular structures (trachea, bronchial tree, gas-
trointestinal tract) may be visualised during endoscopy with endobronchial ultra-
sonography. Another option, explored in the paper, is based on the provision of
two- and three-dimensional (2D, 3D) visualisation of the CT data in endoscopy suit.
In case of bronchoscopy, the presentation of CT data in virtual bronchoscopy (VB)
mode is also of value [8, 20]. This mode may be used for earlier selection and mark-
ing of potential sites of tissue biopsies.
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The authors describe dedicated segmentation and visualisation module included
in the BRONCHOVID system which was developed within the project funded from
a national research and development programme.

The module allows for the visualisation of thoracic CT data in different modes
with the use of both 2D and 3D data presentation with the options of a standard
sequence of slices, multiplanar reformatting, maximum intensity projection. 3D im-
ages are generated with a surface shaded display (SSD) and volume rendering (VR)
algorithms. For enhanced support of sampling procedures the interactive virtual
bronchoscopy (VB) is available. The support of bioptic techniques with thoracic
CT data required development of several advanced algorithms for segmentation for
thoracic structure (tracheobronchial tree, lymph nodes, blood vessels), a navigation
path generation and a semitransparent effect.

The paper is structured as follows. Section 2 presents the segmentation algo-
rithm implemented in BRONCHOVID system. Section 3 describes the method of
automatic generation of the navigation path used in VB mode of data presentation.
Visualisation methods and GUI are described in Section 4. Section 5 includes the
discussion of the results for BRONCHOVID advantaged and conclusions.

2 Segmentation of Mediastinal Structures Located in the
Vicinity of the Tracheobronchial Tree

The segmentation module included in the BRONCHOVID system was developed
with the aim of the efficient CT data presentation and support for invasive sampling
procedures performed within a bronchoscopic examination. The authors
implemented a two step procedure based on a region growing algorithm in con-
junction with deformable models technique. Main target structures for this approach
included lymph nodes blood vessels and possible pathological lesions adjacent to or
surrounding the tracheobronchial tree.

Efficient segmentation of thoracic structures which is supposed to yield high
quality 3D data presentation is a challenging task. Pixels corresponding to the aorta,
lymph nodes and pulmonary arteries usually reveal the values of the coefficient of
absorption in the range from -80 to 100 HU.

Irregularity of intensity decomposition is another difficulty in the process of tho-
racic CT data segmentation. This results in a situation when pixels belonging to the
same anatomical structures have different density values depending on their loca-
tion. Pathological lesions affecting these structure, e.g. the presence of calcifications
or infiltrates increases their heterogeneity.

3D reconstruction of mediastinal lymph nodes seems to be the most difficult tasks
in the automatic segmentation of thoracic CT data. They may differ significantly in
size (from a few millimetres to even several centimetres in some diseases) and their
usual kidney-like shape also may be distorted by a pathological process. Depending
to their location, lymph nodes are classified in tophograhic groups highly important
for the assessment of the tumour stage.
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A simple approach to segmentation tasks relies on the intervention of a medical
professional with relevant background in medical imaging and manual segmenta-
tion of mediastinal structures (contours outlined on the consecutive CT scans). The
process is time consuming and not feasible in clinical practice. Another approach
based on the active contour segmentation technique applied separately to every CT
scan [9]. This method requires definition of an initial contour. It should be located
near the boundary of the object planned for segmentation.

Next approach was presented in [18]. It is based on a fast marching algorithm
which is a special version of a level set technique proposed by other authors [13, 14].
Additionally, the authors applied information about intensity values and gradient
information on the evolution equation. Stop condition proposed in [18] remains in
contrast with the classical condition based on gradient absolute value. It introduces
a "hard" criterion based on the circle equation. A user is supposed to mark two
points: one in the centre of a segmented lymph node and another one near its border.
Using this information the circle equation is calculated. When the contour evolution
reaches the circle, the algorithm is stopped.

Sun et al. [15] use a mean shift slice by slice algorithm. The algorithm is ini-
tialised in 32 x 32 regions, suggested with a region growing technique.

Dornheim et al. [6] were using 3D spring-mass models described earlier [5]. On
the basis of 25 CT data sets and the results of manual segmentation they created
a model of lymph nodes used for a segmentation process consisting of three steps.
First, an initial placement of the model within the data set is indicated by a user.
Then, a value range corresponding to lymph nodes is calculated. It is based on the
point indicated by the user and on two values deduced from the application of the
experimental model. Finally, model adaptation is performed with respect to a set of
parameters. The parameters were initially adjusted and then applied to all data sets
during the evaluation phase.

2.1 Segmentation Method Based on Region Growing and
Deformable Models

In this section a novel algorithm for segmentation of anatomical structures located
close to or adjacent to the trachea and bronchial tree is presented. Its originality lies
on sequential usage of two methods: region growing and deformable models.

Fast and simple initial segmentation is a first step of the proposed algorithm. It
gives preliminary knowledge about locations, geometry and number of structures
that should be segmented from the CT data.

As an initial segmentation procedure the confidence connected region grow-
ing [19] has been selected. It is based on voxels classification with a pre-defined
condition. The algorithm is started from a seed point indicated by a user. Then, the
region growing procedure is executed. If a voxel located near the voxels belonging
to the region satisfies the condition e.g. its value belongs to the pre-defined range, it
is added to the growing region. Then, the process is repeated until all the possible
voxels are tested and added to the region. In the confidence connected version, the
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algorithm calculates the mean value μ and the standard deviation σ of voxels that
have already been added to the regions. If the value of the neighbouring voxel is in
the range:

I(x,y,z) ∈ [μ − f ·σ ,μ + f ·σ ], (1)

where f is a constant coefficient, then this voxel is attached to the region. If no, the
voxel cannot satisfy this above condition, μ and σ values are calculated for a new
voxel set. The process is repeated a defined number of times [19].

The binary masks received from the region growing algorithm are filtered with
morphological operations in order to remove topology errors and small holes. The
obtained results are treated as an initial surface in deformable models (DM) algo-
rithm proposed in [3] used in our research. For a 3D binary mask, deformable mesh
are calculated with marching cubes algorithm [11].

3D deformable models are defined as deformable surfaces which are influenced
by two forces: external and internal. The external force usually uses information
present in the image or it is defined as a physical process e.g. balloon force [4].
Image force is usually related to gradient information. Internal forces help keep
continuity of the surface and incorporate the a priori knowledge. Model dynamics
can be presented as Lagrange equation [3, 19]:

ḋ+ Kd = Fext, (2)

where d represents local deformations, and K is a matrix representing model stiff-
ness. Details concerning d and K matrix K can be found in [3, 16, 19].

For the noise reduction, the Gauss filtration in the external field has been used [3]:

Fext =−∇(α|∇conv[G(x,y,z), I(x,y,z)]|)2, (3)

were α is a positive weighing factor, G - 3D Gauss function, ∇ - gradient and conv
- convolution operator. Deformation updating for each mesh knots in eq. 2 is made
consecutively according to the following equation [3]:

dnew = ḋ ·Δ t + dold. (4)

2.2 Analysis of Segmentation Effectiveness

The algorithm described above has been tested on 8 CT data sets. Exemplary results
of lymphatic nodes segmentation, presented in Fig. 1 confirm the effectiveness of
the proposed method. Since visual examination is usually insufficient the results of
automatic segmentation are compared to those obtained with manual segmentation.
In our work such verification has been applied to large medical structures like the
bronchial tree or blood vessels because small error in manual segmentation does
not propagate to calculation of segmentation effectiveness as opposed to smaller
structures (e.g. lymphatic nodes).

In our work a 3D computer model (Fig. 3) of lymphatic nodes has been de-
veloped. The model takes into account probability distribution of voxel values
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Fig. 1 Exemplary results of
lymphatic nodes segmenta-
tion

Fig. 2 Probability density function used to model generation

Fig. 3 a) 3D model of lymphatic nodes; b) 2D profile of model; c) segmentation error (white
pixels)
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belonging to object and background the same as in real CT data (Fig. 2). Probability
density functions have been calculated based on the manual segmentation done by
an expert.

In all tests the segmentation effectiveness has been estimated with the following
equation:

FF3D =
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M

∑
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L

∑
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⎞
⎟⎟⎟⎟⎠ ·100%, (5)

In which a relative number of wrong classification is calculated (IGT is binary mask
received from manual segmentation, IS - mask received from algorithm).

Segmentation effectiveness is presented in tab. 1.

Table 1 Segmentation effectiveness of the proposed method calculated from eq. 5

Anatomical structures Effectiveness [%]

Bronchial tree 88.63%
Blood vessels 82.07%
Lymphatic nodesa 91.33%

a Results for 3D model described in text.

3 Automatic Generation of the Navigation Path

The navigation path enables an efficient inspection of the 3D visualization of tra-
cheobronchial tree. It should be noticed that, contrary to the real bronchoscopy, in
virtual bronchoscopy the camera is not limited by physical objects (i.e. bronchial
wall) and may easily go through the virtual walls. The navigation path should keep
the virtual camera in the centre of the bronchial lumen which is inspected. For prac-
tical reasons, a fully automatic computation of the path is strongly desired and our
algorithm fulfills this requirement.

The computation of the navigation path is based on the following stages:

1. Pre-processing of the CT data.
2. Bronchial tree segmentation.
3. Evaluation of the distance transform (DT).
4. Selection of the local maxima of the DT.
5. Selection of the navigation nodes.

Pre-processing of the CT data includes data cropping, intensity reversing and op-
tional data smoothing. The original size of a single CT scan is 512x512 pixels as
shown in figure 4a, but the volume of the data set containing bronchial tree, de-
picted in figure 4b, is significantly smaller. For a number of different CT data the
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cropping illustrated in Fig. 4 resulted in a significant reduction of the memory re-
quired to handle the data. The data was reduced an average 15 times (e. g. orig-
inal CT data file size of 104 005 062 bytes reduced to size of 6 540 436 bytes
cropped CT data file). Intensity reversing represents the bronchial tree with high
levels (ones), and not zeros, which is a standard approach in Matlab toolbox [10].
Optional smoothing is performed to aid the segmentation, which is the next step.
We use a 3D Gauss filter. Bronchial tree segmentation is performed with a global
threshold and 26-connectivity model of the voxels representing the same object.
Before DT, the segmented bronchial tree is morphologically dilated. This operation
removes any artifacts that may be still present after segmentation. In that way, our
algorithm is, to a certain degree, resistant to segmentation errors.

It is visible in figure 5a that some artifacts remained after segmentation inside
the bronchial tree between nodes no 2 and 3; nevertheless, the computation of the
navigation path is correct. After DT computation we determine the local maxima
as follows. For the current DT voxel the values of its neighbors are checked, if the
value of the neighboring DT voxel is higher then this voxel, it becames a new current
voxel. This algorithm rejects the DT voxels with small values, thus the remaining

Fig. 4 Cropping CT data: a) original data, b) region of the bronchial tree with reversed
intensity

Fig. 5 a) Navigation nodes in the bronchial tree; b) The view from the node no 6 in the
direction of the node no 7



3D Segmentation and Visualisation of Mediastinal Structures 531

voxels are placed in the centre of the bronchial lumen. Stages 1-3 are implemented
with the standard image processing algorithms available in the Matlab toolbox [10],
whereas algorithms behind stages 4-5 were implemented as a result of the analysis
of different CT data sets.

The final result is a data structure containing navigation nodes as those presented
in Fig. 5a. With each node some additional nodes visible from this node are asso-
ciated in the structure. As an example, consider node 1 in figure 5b for which, the
associated nodes may be those in position 2, 3, 4, 5, 6, 7 but definitely not 25 because
this node cannot be seen from node 1 "through the tree". Thus it is possible to go
from the current node to any associated node following the straight line and remain
in the lumen of the tracheobronchial tree. Then the navigation nodes are used for
moving the virtual camera by the user. Figure 5b shows the view from node no 6 in
the direction of node no 7. From node 6 the user may travel to any associated node
for example: 5 (backwards), 7 (forwards), 8 (forwards-right), or 18 (forwards-left).

4 Visualisation

An advanced visualisation based on the individual patient’s data is widely used for
diagnostic, therapeutic and training purposes [2]. Visualisation techniques generate
images with 2D projection (e.g. image on monitor) of volumetric (tree-dimensional)
medical data. The presentation of the three-dimensional views from CT data is avail-
able in the BRONCHOVID system with following options:

• Maximum Intensity Projection (MIP) - the images are generated with a tracing
ray from camera through volumetric data. The maximum intensity value found
in the ray path determines pixel colour of the view-plane. The MIP display mode
does not require a user interaction and is mainly used mainly in imaging of vas-
cular structures.

• Surface Shaded Dispay (SSD) - the generated image is a 3D surface created with
polygonal meshes connecting adjacent voxels with the given threshold value.
Surface details are produced with virtual light source and photo-realistic or non-
photo-realistic surface illumination models. This technique receives a strong
hardware acceleration in modern graphics card.

• Volume Rendering - presented image corresponds to a whole data set visualised
with semitransparent renditions based on two transfer functions. One is used
for mapping intensity values to color coding, and another for generating trans-
parency values.

• Multiplanar Reformatting (MPR) - contrary to slice-by-slice 2D mode of data
presentation, the MPR slice can be rotated and moved within the volume of the
data set. It allows for a demonstration of 2D cross-sections in any direction.

• Virtual Bronchoscopy - data presentation mode simulating view from a real bron-
choscope.
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Fig. 6 User interface of visualisation software with surface and volume rendering of CT data

The visualisation module of the BRONCHOVID system was developed with a
cross-platform Open Source library Visualization ToolKit (VTK)1, Qt42 and In-
sight Segmentation and Registration Toolkit (ITK)3. The Visualization ToolKit uses
OpenGL API for 3D graphic card which supports hardware acceleration of image
generation. Qt4 library has been used for user interface and the ITK was employed
for data processing. The what was shown in 6. The central part of the screen demon-
strates an exemplary image of 3D data presentation. The floating widget with a con-
trol interface for data processing and visualisation can be docked in the interface.

The visualisation model implemented in the BRONCHOVID system enables
fully interactive virtual bronchoscopy on the basis of the series of CT data in DI-
COM format. Additionally, in the virtual bronchoscopy mode of data presentation,
the light source from the endoscope tip is simulated (Fig. 8b). In order to increase
the depth perception the optical depth-of-field is simulated as well. An exemplary
visualisation in different modes is shown in figures 7 and 8.

5 Summary

The pilot implementation of the BRONCHOVID system was carried out in the
Bronchoscopy Laboratory of Department of Pulmonology, Jagiellonian University
Medical College. The segmentation and visualisation module is currently tested in
conditions of a routine bronchoscopic examination performed in the Laboratory.
First feedback from the users is promising. The use of general purpose multicore and
multiprocessor hardware platform, standard CUDA nVidia graphics cards (acceler-
ators), open source Linux operating system and VTK Visualization Toolkit adds to
a good profile of cost-effectiveness of the BRONCHOVID system as well as its con-

1 http://www.vtk.org
2 http://qt.nokia.com
3 http://www.itk.org
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Fig. 7 Sample view of visualization: a) orthogonal slice (MPR) with result of segmentation
and b) surface rendering of trachea and volume rendering of lymph nodes tissue

Fig. 8 Sample view of visualisation: a) MIP projection with MPR slices and segmented iso-
surface (SSD) b) Virtual bronchoscopy with bronchoscopy lighting simulation c) depth of
field simulation presented on wireframe trachea surface

siderable efficiency in graphic data processing. After the completion of pilot phase,
a broader implementation of the system is planned. The authors anticipate further
research and development activities related to real-time synchronization of 3D CT-
based views with real endobronchial images coming from a bronchoscope in order
to determine its position in tracheobronchial tree and to guide bioptic procedures.

Acknowledgements. Work presented in this paper was supported by the Ministry of Science
and Higher Education of the Republic of Poland, under the project BRONCHOVID (Grant
No. R13 011 03).
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Algorithms for Automatic Recognition of
Non-informative Frames in Video Recordings of
Bronchoscopic Procedures

Michał Grega, Mikołaj Leszczuk, Mariusz Duplaga, and Rafał Fraczek

Abstract. The video recordings of endoscopic procedures performed within respira-
tory tract include both frames of adequate and inadequate quality for the assessment
by the endoscopist. The frames of inadequate quality were called by some authors
blurred or “non-informative”. The fraction of blurred frames within video recording
of bronchofiberoscopy may be considerable and it varies from case to case. There-
fore, the function of automatic exclusion of “non-informative” frames would bring
substantial benefits in terms of the volume of the archived video recordings of bron-
chofiberoscopic procedures. Furthermore, it could also save the time of users ac-
cessing medical video library established with archived resources. In this paper, the
authors have proposed, tested and compared several algorithms for detecting blurred
video frames. The main focus of this paper is to compare various, independent algo-
rithms for automatic recognition of “non-informative” frames in video recordings of
bronchoscopic procedures. The results demonstrated in the paper show that the pro-
posed methods achieve F-measure, sensitivity, specificity and accuracy of at least
87% or higher.

1 Introduction

Although medical image processing is one of the most rapidly growing fields of
research, relatively low interest was assigned to endoscopic procedures. Research
focused on the processing of images obtained during bronchofiberoscopy has been
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particularly neglected. Furthermore, most of the systems enabling recording of bron-
chofiberoscopic procedures do not offer more advanced functions of automatic im-
age indexing or recognition.

The authors are involved in the project whose aim is to develop a computer
system supporting management of video recordings created during routine bron-
chofiberoscpic procedures performed on an every day basis in a bronchoscopy lab-
oratory. The system is supposed to improve the work-flow within the laboratory
by means of video recording, archiving, indexing of recorded videos as well as the
automatic image recognition both with archived resources and in real-time during
bronchofiberoscopic procedures.

The video recordings of endoscopic procedures performed within respiratory
tract include both frames of adequate and inadequate quality for the assessment
by the endoscopist. The frames of inadequate quality were called by some authors
blurred or “non-informative” (see Fig. 1). The fraction of blurred frames within
standard video recording of bronchofiberoscopy may be considerable and may vary
from case to case. It is known that even 30% of frames within video recordings
of colonoscopy (being a procedure visually similar to bronchofiberoscopy) may
be blurred. This fraction may be even higher in video recording of bronchofibero-
scopies as the occurrence of the factors which can impair endoscopic image quality
is higher (relatively small diameter of the lumen of bronchi, frequent accumulation
of mucous or pus in pathological cases, coughing and respiration movement over-
lapping with manipulations with bronchofiberoscope) [1].

The “out-of-focus” frames make a considerable part of “non-informative” frames
in video recording of bronchofiberoscopy. It depends partially on the fact that the
vision system of the endoscope usually includes only single wide-angle lens located

(a) The “non-informative” frame (b) The “informative” frame

Fig. 1 Examples of the “non-informative” and “informative” frames
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at the tip. In the situation when the bronchofiberoscope or surrounding bronchus
is moving rapidly, “out-of-focus” frames may easily be captured. The lens of the
bronchofiberoscope may also be covered with the fluids or substances occurring in
physiological or pathological conditions in the lumen of trachea and bronchi (spu-
tum, pus, blood).

Furthermore, it may also occur that all the light coming from the source within the
endoscope will be totally reflected and white/mirror spot will be seen in some area of
the endoscopic image. It happens that during bronchofiberoscopy this phenomenon
is augmented by the presence of blood filling the lumen or covering the wall of
bronchi.

The function of automatic exclusion of “non-informative” frames could bring
substantial benefits in terms of the volume of archived video recordings of bron-
chofiberoscopic procedures. Furthermore, it would also save the time of users
accessing medical video library established from archived resources.

For this reason an appropriate algorithm of automatic recognition of blurry or
“non-informative” frames should be proposed. One of the works that tackles the
problem of blurring detection (“non-informative” frames) is [2]. The authors pro-
posed a method based on texture features extraction by means of DFT (Discrete
Fourier Transform). Extracted features are classified with a clustering algorithm.
The method attains 97% classification accuracy. The main downside of the proposed
method is the fact that the difference between Fourier spectrum distribution of in-
formative and non-informative frames is not significant. This fact makes the DFT
unsuitable for some video frames. In order to overcome this drawback, another ap-
proach has been proposed. Other authors [3] proposed a method which makes use
of the Discrete Wavelet Transform (DWT) and automatic classification using Sup-
port Vector Machine (SVM) algorithm. The source image is decomposed into a
set of sub-bands using Daubechies orthogonal wavelet family with four vanishing
moments. Given image decomposition, twenty features are extracted (e.g. entropy,
homogeneity, correlation, energy and histogram). In order to classify a given frame,
a 20 element feature vector is classified using the SVM method with a linear kernel
function and Least-Squares distance measure. The method was tested on two sets of
video frames and achieved 95% accuracy. The method also scored 97% sensitivity
which is important in the context of diagnostic content selection where no frame
with symptoms of pathology can be omitted.

Liquid and bubble-like shapes are the other type of blurring that may be seen in
the bronchoscopy videos. The possible approach, mentioned in the literature [4], to
detect this type of blurring is to use a bank of Gabor [5] filters. The method has
been proved to perform best in the detection of bubble-shaped blurring. The idea
is to filter each frame with a set of 16 filters with 4 different orientations and 4
different scales. As a result, 16 filtered images are obtained. The filters provide a
high response in all regions where bubble-like blurrings are present. The next step
is thresholding which is applied in order to separate two regions of a video frame:
the region with liquid and the one with no liquid evidence. Finally, frames with the
detected region of bubbles grater than 50% of the visualisation area are considered
as not valid for further analysis. The method has been proved to perform well in
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the detection of bubble-shaped blurring. Another solution [6] makes use of second
order statistics of the wavelet domain. The statistical information is obtained using
co-occurrence matrices forming textural signatures of the corresponding regions.
Neural networks are used for classification purposes of the the frames examined.
Other approaches make use of mpeg-7 descriptors [7], features from the texture
spectra in the chromatic and achromatic domains [8], color pattern changes [9],
edges extraction and anlysis [10].

In this paper, the authors have proposed, tested and compared several algorithms
to detect video frames impacted by blurring. The general methodology was based on
the assumption that a frame can be classified as either useful (not blurring) or use-
less (blurring). Methods based on edge detection, HSV (Hue, Saturation, Value) his-
togram with neural networks, MPEG-7 descriptors as well as DCT (Discrete Cosine
Transform) have been developed and tested. All the four approaches have been fine-
tuned to achieve the best possible accuracy (expressed in terms of the commonly
used benchmarks, including sensitivity and specificity). Then, the approaches have
been faced with each-other, in order to draw conclusions on their applicability.

The main novelty of the presented research is related to comparison of various,
independent algorithms for automatic recognition of “non-informative” frames in
video recordings of bronchoscopic procedures. Most of the proposed algorithms are
tunable in terms of maximising their F-measure, sensitivity, specificity or accuracy.

The remaining part of the paper is structured as follows. Section 2 presents the
algorithms developed for the purpose of the detection of non-informative frames.
Section 3 presents the results of the evaluation of the performance of the algorithms.
Section 4 concludes the paper. Section 5 gives an insight into the further develop-
ment of the presented research project.

2 Approaches to Detection of “Non-informative” Frames

This section presents four approaches for detecting “non-informative” frames. Meth-
ods based on edge detection, HSV histogram, MPEG-7 descriptors as well as DCT
are presented.

2.1 Edge Detection

The method of detection of “non-informative” frames in the bronchoscopy video
recording with use of edge detection algorithms is based, similarly to other pre-
sented methods, on the fact, that the “non-informative” frames of the recording
usually do not contain many edges. Fig. 2 depicts two examples of edges of “non-
informative” and “informative” frames. It can be observed that the edges almost do
not occur in the “non-informative” frames whereas they are commonly seen in the
“informative” frames.

In the edge detection-based approach, edges were detected using the zero-cross
method. The classification was based on the value of the sum of the pixels repre-
senting the detected edges. The algorithm is depicted in Fig. 3.
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(a) Edges of the “non-informative” frame (b) Edges of the “informative” frame

Fig. 2 Comparison of occurrence of edges in the “non-informative” and “informative” frame
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Fig. 3 The blurring classification algorithm based on the zero-cross edge detection method

2.2 MPEG-7 Descriptors

The method of “non-informative” frames detection in the bronchoscopic examina-
tion recording with use of the MPEG-7 [11] descriptors is based, like other presented
methods, on the fact that the “non-informative” frames of the recording usually do
not contain many edges.

In this method, an image containing the detected edges is generated by means of
the MPEG-7 descriptor extraction tool “EdgeHistogram”. This descriptor creates a
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histogram of edges contained in the picture. It takes into account the vertical, hori-
zontal, 45-degree, 135-degree, 225-degree and non-directional edges. It is expected,
that for the “non-informative” frames the total number of edges in the image will be
low, when compared with the informative frames. The classification is based on the
sum of values of the EdgeHistogram descriptor. The algorithm is depicted in Fig. 4.

Classify
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recording

Calculate the value of the 
EdgeHistogram descriptor

EdgeHistogram 
value

Calculate the sum 
of the histogram -

 
frame

 
frame

Fig. 4 The blurring classification algorithm based on the EdgeHistogram descriptor of the
MPEG-7 standard

2.3 HSV Histogram and Neural Networks

This method makes use of a colour histogram in order to classify frames as informa-
tive and non-informative. Each frame is processed in the following way. First, the
given image is converted from RGB to HSV colour space. Then, three histograms
(for H, S and V channels) are calculated. H and S histograms consist of 40 bins and
V histogram has 20 bins. The reason is that H and S components are more important
in context of blurring detection, so it is reasonable to have a better resolution in case
of these components. Finally, we obtain a vector containing 100 coefficients. Now,
all 100 values are normalised so that the maximum value is 1. The next step is the
classification with a neural network. We use a 3-layer non-linear feed forward net-
work. The input layer consists of 100 non-linear neurons, the second layer contains
10 non-linear neurons. Both non-linear layers are composed of neurons with the
hyperbolic tangent transfer function. The output layer consists of 1 linear neuron.
The network is trained on the test set using the standard back-propagation training
algorithm. After training, the network recognises both types of frames.
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2.4 Discrete Cosine Transform Method

This method of detection of the “non-informative” frames is based on the fact, that
images which do not contain numerous edges are easier to compress using algo-
rithms based on Discrete Cosine Transform (DCT) such as the JPEG algorithm.
Such images have much narrower spectra in the frequency domain than the images
which contain numerous edges. This feature of the DCT allows one to use it as a
simple yet effective edge detection algorithm. Unlike more sophisticated edge de-
tection algorithms when using DCT we can only have information whether there are
any edges in the image, but we are unable to locate them. This is however enough
for the task of the blurred frame detection.

The algorithm of the DCT-based blurring detection is presented in Fig. 5. In
the first step a frame of the bronchoscopic recording is converted into the grey-
scale by discarding the hue and saturation while retaining the luminance. In the
second step the DCT coefficients of the image are computed. In the third step the
values of the magnitude which are lower than 20 are set to 0. The value of 20 was
selected experimentally as giving the best results in terms of precision and recall (see
section 3). In the final step non-zero elements of the DCT matrix are counted and
used for discrimination.

Classify
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frame

Calculate the 
DCT

-
 

frame

 
frame

DCT 
matrix

If coefficient<20 than 
coefficient=0

Reduced 
DCT matrix

Count nonzero 
elements

Fig. 5 The classification algorithm based on the Discrete Cosine Transform for “informative”
and “non-informative” frames
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3 Evaluation and Results

This section discusses evaluation of the above-mentioned algorithms. The evalua-
tions environment, the results as well as their analysis are presented.

3.1 Evaluation Environment

The evaluation has been performed on a set of 1538 frames, manually annotated as
“non-informative” (669 images) and “informative” (869 images) by the experienced
bronchoscopist. The set acted as a ground-truth. Then, the images have been evenly
(but randomly) split to: the training set and the testing set (see Fig. 6). The algo-
rithms have been trained over the training set solely, whilst the results presented in
the subsection 3.2 were obtained with the testing set only.
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Fig. 6 The ground truth

3.2 Analysis of Results

Four metrics have been used in order to analyse the performance of the algorithm:
F-measure, sensitivity, specificity and accuracy. This set of metrics allows for a de-
tailed assessment of the performance. It is a standard set of metrics used for the
assessment of the performance of the binary classification.

In order to formally define those four metrics four terms have to be introduced.

• True Positives (Tp) — are the correctly recognised non-informative frames. #Tp

is the number of true positives in a test set.
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• True Negatives (Tn) — are the correctly recognised informative frames. #Tn is the
number of true negatives in a test set.

• False Positives (Fp) — are the incorrectly recognised non-informative frames. In
other words – non-informative frames recognised as informative frames #Fp is
the number of false positives in a test set.

• False Negatives (Fn) — are the incorrectly recognised informative frames. In
other words – informative frames recognised as non-informative frames #Fn is
the number of false negatives in a test set.

Sensitivity (1), also referred to as recall, is a measure of correctly identified posi-
tives in a test set. Specificity (2) is a measure of correctly identified negatives in a
test set. Accuracy(3) is a proportion of true positives in relation to the whole popu-
lation of the results. Precision(4) is a fraction of true positives calculated against the
sum of true and false positives. F-measure (5) is a harmonic mean of precision and
sensitivity. F-measure allows us to express the overall quality of the classification
method with a single value (the higher the better, ideal at value of 1).

Se =
#Tp

#Tp + #Fn
(1)

Sp =
#Tn

#Tn + #Fp
(2)

Ac =
#Tp +#Tn

#Tp +#Tn +#Fp +#Fn
(3)

Pr =
#Tp

#Tp +#Fp
(4)

Pr =
Pr·Se

Pr +Se
(5)

The results of the performance assessment are presented in Table 1. The last col-
umn, “Tunability” informs whether the algorithm can be tuned in terms of tradeoff
between sensitivity and specificity without the learning process. The only algorithm,
that cannot be tuned is the NN based algorithm, as it would require re-training of
the whole neural network. In case of other algorithms – tuning requires adjustment
of a threshold value.

The authors were unable to compare the accuracy of classification of the pre-
sented methods to the methods described e.g. in [2] or [3]. In order to make such
comparison the algorithms would have to be tested on a common image test set.
Unfortunately, the research community does not have a common and standardised
test set for such purposes.

One of the algorithms, the DCT-based one, has been chosen for implementation
in the system used to summarise of the bronchoscopic examination recordings [12].
This algorithm has been chosen as it offers good classification results, is relatively
easy to implement and offers highest performance in terms of classification time.
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Table 1 The evaluation of the performance of the blurring detection algorithms

Metric F-measure Sensitivity Specificity Accuracy Tunability

Edge 0.92 0.91 0.94 0.93 ✓

EH 0.87 0.90 0.89 0.89 ✓

DCT 0.92 0.93 0.93 0.93 ✓

NN 0.89 0.89 0.90 0.90 ✗

In the final implementation in the C++ programming language the classification
decision was made in approximately 10ms, excluding the time needed to load the
frame into the memory. It is short enough to allow the algorithm to analyse the
recording of the bronchoscopic procedure in real time on a 25 FPS video stream.

4 Conclusions

The paper has presented four methods to detect blurring in video frames recorded
during bronchoscopic procedures. Three of the methods are based on the analysis
of the edges present in the frame. These algorithms utilise the MPEG-7 Edge His-
togram descriptor, the zero-cross edge detection method and the analysis of the Dis-
crete Cosine Transform spectrum of the frame. One method is based on the artificial
neural network.

The training and verification of the algorithm was performed with the use of a
large database consisting of approximately 1500 images extracted from broncho-
scopic examination recordings.

The results demonstrated in the paper show that all of the presented meth-
ods achieve F-measure, sensitivity, specificity and accuracy of at least 87% or
higher. Three of the proposed algorithms are tunable in terms of maximising their
accuracy-related measures. This allows for tuning the algorithms to be under- or
over-sensitive.

5 Further Work

The next research step anticipates preparation of the super-classifier, considering the
above-presented algorithms as tributary classifiers. The plans also include inclusion
of algorithms not described in the paper, as for example the algorithm presented in
[3]. Efforts on automatically recognising other features of the bronchofiberoscopic
images are currently being investigated as well.

Acknowledgements. The work presented in this paper was supported by the Ministry of
Science and Higher Education of the Republic of Poland, under the project “BRONCHOVID”
(Grant No. R13 011 03).
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Using MPEG-7 Descriptors and Scoring Model
to Automatically Recognize Medical Events in
the Record of Bronchoscopy Video

Lucjan Janowski, Mariusz Duplaga, and Krzysztof Suwada

Abstract. A medical digital video library can contain numerous bronchoscopy
video sequences. Searching such database is very difficult and can take lots of time
of a medical specialist. Therefore, automatic searching algorithms should support
such a task. In this paper we presented two models supporting automatic detection
of bleeding and mucosal pallor. Both models are based on MPEG-7 descriptors and
both were built with a scoring model. The presented ROC plots show that the ob-
tained results can be very helpful in a real system.

1 Introduction

The frames with significant contents within bronchoscopy video make of a rela-
tively small fraction of a total number of frames. On the other hand, the volume of
the video recordings stored in the medical digital video library of the bronchoscopy
laboratory is continuously growing and the use of efficient algorithms of meaningful
frames retrieval is of key importance for the usability of the archived resources. An
optimized approach to storage and retrieval of video resources collected in the med-
ical video library is based on two strategies. First of them is focused on the removal
of non-informative frames. This strategy reduces the quantity of stored video re-
sources and spares time of a medical professional searching for meaningful frames.
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Another strategy is based on detecting images of significant informative value through
the application of the appropriate algorithm to automatically classify the video con-
tents. According to the predefined criteria, this strategy should lead to the extrac-
tion of those parts of the video recordings which fulfill expectation of the medical
professional.

Automatic detection of predefined objects or images remains a challenge not only
in the domain of medical video recordings. Numerous papers related to this topic
are published every year. This paper is focused on the domain of predefined im-
age detection in digital video library developed for the bronchoscopy laboratory.
Medical domain offers a large number of areas for automatic image recognition and
retrieval. Development of new diagnostic tools brings about new challenges related
to the image processing. This applies to the use of capsule endoscopy to diagnose
gastrointestinal diseases [1, 2]. The application of capsule endoscopy presents us
with two types of research challenges: development of efficient positioning system
and automatic recognition of pathological lesions in gastrointestinal tract. Efficient
screening of the video recordings of capsule endoscopy could be supported with the
function of automatic exclusion of non-informative frames [3]. Automatic detec-
tion of specific types of lesions creates the potential for further improvement of the
screening process [4, 5]. An ideal system for automatic detection of medical images
should have effectiveness comparable with a medical specialist.

Automatic recognition of objects or events in images and video sequences is
an important issue addressed also by the MPEG (Moving Pictures Expert Group)
community which proposed the MPEG-7 standard describing different image, video
and sound features. MPEG-7 specifies descriptors’ definitions i.e. for algorithms
used to extract specific features. These features combined with a statistical tool help
to build an index useful in detecting events.Such methodology was used by some
authors [4] to detect frames with images of bleeding and ulcers.

To the authors’ best knowledge the MPEG-7 descriptors were not applied to bron-
choscopy videos. One of the main obstacles in the development of the systems for
automatic contents detection in video recordings is making it easier to access medi-
cal digital video libraries with annotated different examples of pathological lesions.
This obstacle was overcome with the development of the BRONCHOVID system
enabling the annotation of representative examples of key pathologies on frames
contained in bronchoscopy video recordings and close collaboration with bron-
choscopy community. The project supported with the grant from Polish Ministry
of Science resulted in the development of a large data base of bronchoscopy videos
with annotations prepared by experienced pulmonologists. From this database the
authors selected ten typical features of bronchoscopy images represented on a suffi-
cient level in the data base to build a model. For each image type a scoring analysis
was performed. In two cases , the results were sufficiently convincing to consider
their application to resources stored in the bronchoscopy digital video library.

This papers contains the description of MPEG-7 descriptors and BRONCHOVID
data base (Sect. 2), scoring methodology implemented in STATISTICA [6] and a
review of results (Sect. 3). The obtained results are presented in Sect. 4. The last
section includes a short summary and a description of future research plans.
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2 MPEG-7 and Collected Data

The BRONCHOVID system enables the collection, storage and annotations of bron-
choscopy video recordings resulting from the activities performed in the Bron-
choscopy Laboratory of the University Hospital in Krakow. MPEG-7 descriptors
were applied to index the frames with XM (eXperimentation Model) driven soft-
ware. This section includes descriptions of the MPEG-7 descriptors and a structure
of the BRONCHOVID database.

2.1 MPEG-7 Description

MPEG-7 is a standard proposed by the MPEG group and defined by ISO/IEC 15938
documents. Contrary to the previous MPEG-1, MPEG-2 and MPEG-4 standards, it
does not describe a compression algorithm but provides a formal way to describe an
image, video and sound. This information can be stored in an XML format which
supports its availability to different systems. The concept was explored by some
authors [7] who used XML format to store additional medical information.

MPEG-7 defines not only a storage format. It also defines descriptors for images,
videos and sounds . A descriptor is an algorithm extracting some specific features
of images, videos or sounds. In this paper, we are focusing on the frames and the
image analysis; therefore, in the remaining part of the paper we shall refer to the
image descriptor as descriptor.

The image descriptors are grouped in different categories related to such features
as colour, texture and shape. We have implemented seven different descriptors. The
short explanation of the features of these descriptors and the notation used through-
out the paper is given below.

We used four colour descriptors [8]

• Colour Layout Descriptor (CLD). It is prepared to represent correctly spatial
distribution of colours. It is represented by 192 values grouped in three groups
(denoted by Yi, Cbi, and Cri) each representing a different colour dimension.

• Colour Structure Descriptor (CSD). It jointly represents colour distribution and
the local spatial structure. It can be represented by various different values, on
our research we used 32 values (denoted by h̄s(i)).

• Dominant Colour Descriptor (DCD). It describes the most common colours in
the frame. The number of colours being described ranges from one to seven,
depending on the overall colour variance in the frame. For each colour (described
by ci j where i denotes the colour value (Y , V , and U) and j the extracted colour
index) additional information i.e. colour variance vi j, percentage p j and special
coherency s j is also extracted.

• Scalable Colour Descriptor (SCD). It is a Haar transform run on a specially pre-
pared colour histogram. It is represented by 256 values (denoted by SCi).

We also implemented two texture descriptors [8]

• Edge Histogram Descriptor (EHD). It counts edges in different picture regions
and directions. EHD is represented by 80 values (denoted by h(i)).
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• Texture Browsing Descriptor (TBD). It represents perceptual characteristics of
the texture and it is represented by 5 values v1 to v5.

The last used descriptor is Region Shape Descriptor (RSD). It represents a shape as
a combination of orthogonal shapes. RSD is represented by 62 values (denoted by
Mi).

Since we used such a set of descriptors, each frame block was represented by 683
values. For some medical events some descriptor values have not changed, therefore,
in the final analysis, a subset of descriptor values has been analyzed.

2.2 Describing Bronchoscopy Videos Examinations

The mian aim of the BRONCHOVID project was to develop the the environment
supporting registration and analysis of the resources collected in the bronchoscopy
digital video library. Diversified modules were developed and implemented in the
BRONCHOVID system. One is a recording software installed on a dedicated hard-
ware enabling storage of many video recordings. Next module is used for the an-
notation of the recorded frames by the experienced pulmonologists. Other modules
bring about extended search functions, including a query-by-examples interface.

Within a frame a medical specialist can draw a shape bordering a frame region
and link it with a name of a medical event that he/she recognizes in it. On a single
frame numerous regions can be drawn, therefore, a single frame may contain differ-
ent medical event descriptions. Note that different medical events shapes (bordered
by a medical specialist) can overlap with each other.

A medical specialist can add a new name if a new medical event is detected. Note
that some medical events are rare thus adding a new one is always possible.

Thanks to a medical specialist and the created tools it was possible to create a
large database of the described frames. In total more than 1.000 videos have been
recorded or linked in the database (some old records can also be added). 3.078
different regions were described. 92 medical events and bronchial tree regions have
been represented. Of course, for some of them just a few examples are recorded
since they are rare. In such a case we were not able to build an automatic detection
model.

3 Scoring Methodology

Thanks to MPEG-7 descriptors each frame is represented by a large number of
values. Some of the values are not correlated with the considered medical event.
Therefore, we need a statistical tool which would make it possible to select the most
important descriptor features and then build a model predicting a specific medical
event.

Numerous statistical tools can be used to choose the correct explanatory vari-
ables which can help to predict a medical event. One of the interesting options are
clustering algorithms which can support the division of a highly dimensional space
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into some groups, where each group could represent a different medical event or a
group of medical events [9].

The clustering algorithms are effective tools. However, the data which we are
analyzing is strongly unbalanced, i.e. a number of frames within a particular med-
ical event is much smaller than the total amount of frames. Note that one could
think about solving this problem by sub-sampling the data set in such a way that a
more balanced sample is obtained. Nevertheless, such a methodology may result in
a model which is very sensitive (it detects an event with high probability) but with
high false positives (i.e. a large number of frames would be described as containing
a particular event even if they are not). The problem of unbalanced sample occurs
in many different situations for example churn analysis, modeling probability of de-
fault or fraud detection. There are some modeling techniques like boosted trees that
can be used in such case but we decided to use simpler linear model.

The goal of building a scoring model is to predict, if a credit will be paid on time
by a person or a company [10]. Our prediction (score) has to be based on the history
of mature credits - clients who already know if they have paid the credit (“good”
ones) or not (“bad” ones). Since most of the clients paid their credits on time and
just a small percentage did not, the historical sample is strongly unbalanced.

The scoring methodology is complicated and it will not be described here in
detail. Just the most important parts, used in our analysis, are shown. The main
idea of scoring methodology can be divided into steps (see Fig 1). Each step is
computed separately with a different part of the scoring module (called STATISTICA
Scorecard) of STATISTICA software [11].

It is worth mentioning that a score is not simply a number - it has an interpreta-
tion. Every N point, the odds of falling to the “good” class, doubles. That parameter
is called PDO - points to double the odds.

In the first step we have to find out which explanatory variables (descriptor val-
ues) best predict the response variable (a variable being 1 if a medical event appears
in the frame, such a frame is called negative - “bad” or 0, in case of a positive frame
- “good”). In order to initially rank variables the IV (Information Value) is computed
[10].

Fig. 1 The brief explanation
of scoring methodology.
Only steps used in our
research are presented.
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The IV is an indicator of the overall predictive power of characteristic. We can
compute this measure as

IV =
n

∑
i=1

(Goodi−Badi) · ln
(

Goodi

Badi

)
, (1)

where n is the number of attributes (levels, intervals, bins) of variables, Goodi and
Badi refer to the column-wise percentage distribution of the total “good” and “bad”
cases.

The obtained results can be interpreted as the strength of the relation between par-
ticular descriptor value and the response variable. Note that the considered relation
is one to one, only.

The second step is to remove some variables. We could simply remove all vari-
ables with low IV. However, using the first n predictors (in sense of IV) does not
necessarily lead to the best model estimation. Some explanatory variables could cor-
relate strongly. One of the consequence of strong correlation is that actual additional
information brought by the two correlated variables is very close to the information
which we already have by using just one of them. Therefore, the second step is to
remove variables which are strongly correlated. This step is not fully determinis-
tic since we cannot define clearly what “strong correlation” means. Moreover, if
two variables are strongly correlated but their origin is different (for example, these
are different descriptor values) it can be a good idea to preserve both of them - it
will also result in a more stable scorecard. The final criteria used in this research
was to limit explanatory variables number to about 12 (a dozen variables is usually
recommended when building a credit scoring model).

The third step is to build attributes because a scorecard model is always built
using discrete data. Each attribute (bin) is an interval (if the variable is continuous)
or a set of values (if variable is discrete).

We are trying to divide the explanatory variable into classes where each class can
be clearly interpreted. It means that for two different classes we should observe a
different relationship between positive and negative frame number (frames with and
without a medical event).

This step can be seen as information lost, since we change a continuous variable
into a few discrete values. For example, the response difference between value 10
and 11 can be very high if the interval boundary is 10.5. This is a drawback of
digitalization nevertheless if we use an explanatory variable x as a linear continuous
predictor then the difference between 10 and 20 is large even if in fact a value larger
than 10 indicates that a frame does not contain a particular medical event at 80%.

The digitalization step is also complicated. Best results can be obtained by
proposing the intervals by a specialist. In our case, where MPEG-7 descriptors are
used, it is difficult for a medical specialist to specify particular boarding values.
Therefore, in the research we used a standard methodology which makes it possible
to estimate automatically the interval borders. The STATISTICA Scorecard builds
bins using CHAID analysis described (for example in [12]) and Weight of Evidence
(WoE).
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Weight of Evidence is a statistical measure that is very helpful in assessing good-
ness of attributes. It is based on the log of odds formula and is calculated as follows.

WoE = ln

(
Good
Bad

)
·100 (2)

Notice that if there is a strong lack of balance in a particular bin - for example there
is 90% “good” and 10% “bad,” WoE will be high (>> 0). On the other hand, if
there is 15% “good” and 85% “bad,” WoE will be low (<< 0). Big absolute values
of WoE indicate strong relation with the dichotomous dependent variable, where for
the balanced bins with more or less 50% the observations in each class, WoE is very
close to 0.

In most cases CHAID analysis generates three different intervals where one of
them indicates high probability of the negative answer (WoE << 0) the second one
suggests that the answer should be positive (WoE >> 0) and one can be described
as abstaining from the answer (WoE ≈ 0).

Changing all the variables, to discrete values which additionally can be easily
interpreted as pro or against a particular answer, helps to understand and use the
scoring model. Note that a specialist can change a particular suggestion since he/she
understands each answer.

Using “variables voting” is correct from the democratic point of view but it is not
optimal. Note that for one variable can predict the negative answer can be predicted
with 80% of accuracy, on the other hand, a different variable can give only 60%
of accuracy. Therefore, each class of value is described by a number indicating the
strength of the particular conclusion.

Combining all the considered variables results in the final scoring model. From
medical point of view it is important that the final model can be understand. It is
understandable as long as each explanatory variable is. Additionally, the model an-
swer is a score, the interpretation is done by a specialist. Therefore, we can easily
exchange the specificity and the sensitivity of the obtained results.

4 The Model Estimation

The medical records collected in BRONCHOVID project and described by a med-
ical specialist contained numerous medical events. Some medical events overlap
with each other (see description given in Sec 2.2). For example, in case of specific
veins’ structure commonly seen in cancer a specialist will mark both the cancer and
the veins’ structure as two separate medical events. They are in fact separate events
since each of them can occur separately.

Such a database structure is more difficult to analyze since if a region is marked
as a medical event a we cannot say for sure that each region with description b is
not a since in some cases it is. Therefore, the first step of our analysis was to choose
a subset of medical events in such a way that the considered medical events do not
overlay with each other.



554 L. Janowski, M. Duplaga, and K. Suwada

It is quite obvious that same events are more frequent than others. On the other
hand, we need to have at least 3-4 examinations with a particular medical event to
try to build a model. This constraint was another limitation.

Contrary to the previous restriction we suffered from too many similar frames.
Note that the created database is not only dedicated to support automatic recogni-
tion. Therefore, an interesting case of a specific medical event could be represented
with up to 20 frames and a less interesting case of the same medical event could
be represented with just a few frames. Note, that using all the cases of a specific
medical event could result in creating a tool which would recognize a specific case
of the medical event but would not be able to generalize the obtained results just
because one of the events is over-represented. Therefore, we had to limit the max-
imum number of frames with a specific medical event and coming from a single
medical examination (a single record). To obtain the optimal balance we decided to
use 3 frames.

The last considered problem was the medical event size. Note that most of the
events cover less than half of the frame. Therefore, using descriptors computed for
the whole frame has to result in a poor model. The best possible solution would be
to compute the descriptor value from the region bounded by a medical specialist.
Nevertheless, the final algorithm cannot properly chose the region in which descrip-
tor should be counted. Therefore, we decided to divide each frame into blocks of
64x64 pixels.

Each block can share a different percentage of bounded region i.e. a different
percentage of the medical event is “seen” in a particular block. We decide that a
block contains a medical event if the event covers at least 80% of the block. Note
that if 30% of the frame pixels were bounded by a medical specialist and named
bleeding then more than 60% of blocks are counted as positive. Moreover, in case
of the bleeding model, all other medical events are counted as positive, since they
are positive in the sense they are not bleedings. Such data construction is one of the
reason why the rations between positive and negative values is so huge.

The final database used in the learning and testing process consists of ten dif-
ferent medical events and the total number of 42.729 blocks. The chosen events
are widening/blunting of carina, narrowing/constriction of bronchial lumen, mu-
cosal pallor, endobronchial tumour mass, bleeding, mucosal infiltration, vascular
engorgement/widening, purulent secretion,extravasations, and mucosal atrophy. All
considered blocks were divided into a training set (75% of the cases) and a test set
(25%) of the cases. All the models were built on the same training. For each medical
event different records were marked as negative and positive values.

For each considered event a model was built. Nevertheless, for eight of them the
obtained results were not good enough to be implemented in real environment. Two
best models, however, are good enough and they are presented in this paper.
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4.1 Bleeding

Based on the scoring methodology presented in Sec. 3 12 best explanatory vari-
ables were chosen. The explanatory variables were taken from all the considered
colour descriptors: CLD, DCD, CSD and, SCD (see Sec. 2.1). From CLD and CSD
only one value is used. From DCD and SCD five values are used. The correlation
between the variables are not higher than 0.75 and most of them is lower than 0.2
(see Table 1).

Table 1 The correlation matrix for explanatory variables used in the bleeding model. The
variables names are explained in Sec 2.1.

Cb0 hs(1) cU0 cU1 cU2 vU0 vU1 SC12 SC48 SC56 SC88 SC96

Cb0 1.00 -0.73 -0.74 -0.42 -0.27 -0.38 -0.23 -0.56 -0.27 -0.21 -0.19 0.01
hs(1) -0.73 1.00 0.71 0.50 0.37 0.40 0.29 0.59 0.46 0.51 0.42 -0.36
cU0 -0.74 0.71 1.00 0.47 0.28 0.43 0.23 0.67 0.13 0.25 0.25 -0.16
cU1 -0.42 0.50 0.47 1.00 0.55 0.27 0.53 0.33 0.27 0.27 0.13 -0.12
cU2 -0.27 0.37 0.28 0.55 1.00 0.18 0.25 0.14 0.29 0.27 0.13 -0.10
vU0 -0.38 0.40 0.43 0.27 0.18 1.00 0.24 0.24 0.22 0.16 0.13 -0.08
vU1 -0.23 0.29 0.23 0.53 0.25 0.24 1.00 0.05 0.27 0.20 0.12 -0.05
SC12 -0.56 0.59 0.67 0.33 0.14 0.24 0.05 1.00 -0.06 -0.06 -0.04 -0.16
SC48 -0.27 0.46 0.13 0.27 0.29 0.22 0.27 -0.06 1.00 0.52 0.39 -0.41
SC56 -0.21 0.51 0.25 0.27 0.27 0.16 0.20 -0.06 0.52 1.00 0.44 -0.42
SC88 -0.19 0.42 0.25 0.13 0.13 0.13 0.12 -0.04 0.39 0.44 1.00 -0.30
SC96 0.01 -0.36 -0.16 -0.12 -0.10 -0.08 -0.05 -0.16 -0.41 -0.42 -0.30 1.00

The final model is the final score being a sum of 12 different individual scores ob-
tained for each descriptor value. Note that, the final score is obtained for each frame
block. Each block can be positive (non bleeding) or negative (bleeding), therefore,
scoring can be understood as mapping all blocks to a single number. The obtained
mapping does not divide the set of blocks into positive and negative values. A spe-
cialist has to choose the Cut-off level (the border between negative and positive
answer). The big advantage of scoring methodology is that such a decision can be
easily changed. In order to help choose the correct threshold we can use ROC plot
(Receiver Operating Characteristic) where sensitivity versus 1-specificity is drawn.
The ROC plot obtained for the test set of bleeding scoring model is presented in
Fig 2.

The presented ROC plot shows that with specificity 0.9 we can obtain sensitivity
close to 0.7. Such a result helps in reduct searching time significantly.

4.2 Mucosal Pallor

Based on the scoring methodology presented in Sec. 3 11 best explanatory vari-
ables were chosen. The explanatory variables are taken from three different colour
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Fig. 2 ROC plot obtained for bleeding model using test set

descriptors, CLD, DCD, and, SCD (see Sec. 2.1). The correlation between the vari-
ables is not higher than 0.7 and for most of them it is lower than 0.2, similarly to
bleeding model (see Table 2).

Table 2 The correlation matrix for explanatory variables used in the mucosal pallor model.
The variables names are explained in Sec 2.1

Cr0 cU1 cU2 vU0 SC12 SC24 SC27 SC56 SC200 SC208 SC216

Cr0 1.00 0.44 0.25 0.45 0.66 0.06 -0.09 0.16 -0.09 -0.35 -0.37
cU1 0.44 1.00 0.55 0.27 0.33 0.01 -0.12 0.27 0.02 -0.17 -0.34
cU2 0.25 0.55 1.00 0.18 0.14 -0.07 -0.09 0.27 0.04 -0.09 -0.24
vU0 0.45 0.27 0.18 1.00 0.24 -0.03 -0.05 0.16 -0.06 -0.22 -0.26
SC12 0.66 0.33 0.14 0.24 1.00 0.51 -0.22 -0.06 -0.01 -0.39 -0.45
SC24 0.06 0.01 -0.07 -0.03 0.51 1.00 -0.11 -0.07 -0.04 -0.28 -0.28
SC27 -0.09 -0.12 -0.09 -0.05 -0.22 -0.11 1.00 0.03 -0.28 0.05 0.10
SC56 0.16 0.27 0.27 0.16 -0.06 -0.07 0.03 1.00 0.02 0.11 0.09
SC200 -0.09 0.02 0.04 -0.06 -0.01 -0.04 -0.28 0.02 1.00 0.49 0.05
SC208 -0.35 -0.17 -0.09 -0.22 -0.39 -0.28 0.05 0.11 0.49 1.00 0.41
SC216 -0.37 -0.34 -0.24 -0.26 -0.45 -0.28 0.10 0.09 0.05 0.41 1.00
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The mucosal pallor model is based mostly on SCD and U colour part of DCD.
Similarly to the bleeding problem, we can easily change the threshold separating
negative and positive answers. The threshold change can be used to specify the
correct specificity or sensitivity depending on the particular case. The overall ROC
curve obtained for the test set is presented in Fig 3.

Fig. 3 ROC plot obtained for mucosal pallor model using test set

The presented ROC plot shows that similarly to the bleeding recognition with
the specificity 0.9 we can obtain sensitivity close to 0.7. Moreover, in this case if
sensitivity is decreased to 0.5 we will detect all mucosal pallor cases.

5 Conclusions

The presented work shows that using MPEG-7 descriptors and score models may
result in obtaining an effective and useful recognition model. The two obtained mod-
els have ROC plots showing high sensitivity and specificity which additionally can
be easily exchanged. Such an easy exchange, which results from the use the scoring
methodology, can be specially important from the medical point of view.

Scoring methodology has an additional advantage. In case where the descriptors
values are known or can be computed very fast (using CUDA, for example) the score
it self is easily obtained since a few variables discretization and a sum are needed.
Scoring models can also be adjusted since the obtained ROC plot shows different
threshold levels which could be chosen.
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In our research not only Bleeding and Mucosal Pallor were analyzed. For eight
other medical events the obtained results are not good enough to be implemented in
practice. It does not mean that a better model cannot be built. Nevertheless, to do
so a different set of descriptors could be considered. Additionally more examples of
medical events could help to build a precise model. These tasks are left for future
research.
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Three Stage Method Assisting Endobronchial
Tumor Mass Recognition in Bronchoscopy
Images

Artur Przelaskowski and Rafal Jozwiak

Abstract. Current problem of computer assistance of bronchoscopy neoplasmatic
lesion interpretation is still open and exceptionally challenging question. Strongly
diversified pathology appearance, lack of reference patterns, subjective criteria of
lesion assessment and often unsatisfactory quality of registered video limit diag-
nostic effectiveness of bronchoscopic studies. Fundamental part of presented re-
search is an analysis of various endobronchial tumor manifestations in a context
of acquired image sequences, bronchoscope navigation, artifacts, lightening and re-
flections, changing color dominants, unstable focus conditions, etc. Representative
patterns of pathologies in bronchoscopy images and standardized features of malig-
nancy were sought. Proposed method of neoplasmatic areas indication was based
on three fundamental steps of preprocessed video analysis: 1) informative frame
selection, 2) block-based unsupervised determining of enlarged textural activity,
3) indication of the regions with potentially tumor signatures, based on feature se-
lection in different domains of transformed image followed by SVM classification.
Efficiency of pathology recognition was verified with a reference image dataset of
14 examinations containing diversified neoplasmatic endobronchial tumor patterns.
Experimental results reveal promising accuracy of recognition for differential forms
of endobronchial tumor manifestations. Test set of selected informative blocks was
classified as pathological or normal with accuracy of 85%.

1 Introduction

Growing amount of diagnostic images and videos in medicine are captured, inter-
preted and stored in digital forms during everyday clinical practice. Easy and unre-
stricted access to 3D medical data sets (CT, MRI, etc.) and medical videos together

Artur Przelaskowski · Rafal Jozwiak
Institute of Radioelectronics, Warsaw University of Technology, Nowowiejska 15/19, 00-665
Warszawa, Poland
e-mail: arturp@ire.pw.edu.pl, rjozwiak@ire.pw.edu.pl
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with full availability of advanced visualization techniques have shown a marked im-
provement in diagnosis and treatment efficiency. However, the growth of imaging
capability requires advanced computer assistance in analysis and interpretation of
huge amount of additional data with highly detailed content. Generally, objectified
criteria guide to standardized reasons of diagnostic decisions and increased clinical
usefulness of image information.

Recent advances in video technology used for endoscopic imaging allow en-
hanced quality of visual inspection for diagnosis or treatment of the inside of the
human body without or with a very small scars. This trend is highly correlated with
modern medicine requirement for lowering the invasiveness of the medical proce-
dures with simultaneous preserved effectiveness and safety. The introduction of the
more sophisticated diagnostic and therapeutic endoscopy methods is closely related
to this trend [1]. Even though endoscopic examination procedures still impose di-
rect contact with patient and results interpretation process is highly subjective and
strongly depends on individual physician skills and knowledge.

Stored in digital video databases, different forms of medical endoscopy proce-
dures are characterized by high amount of diversified and often ambiguous medical
information. For example, medical video endoscopy examinations (e.g. gastroscopy,
colonoscopy, bronchoscopy, etc.) contain different diagnostic and therapeutic events
related to presence of versatile pathological changes and realized therapeutic proce-
dures (e.g. biopsy). This diagnostically useful video content usually compose only
a small fraction of whole video data, while the greater part of the record usually is
poor quality or it contains completely non-informative frames (e.g. blurred, out-of-
focus, damaged, etc.).

1.1 Informative Frames in Videobronchoscopy

A basic diagnostic procedure used in pulmonology that involve visualization of the
inside of a patient’s lung is bronchofiberoscopy. It becomes nearly obligatory when
lung neoplasm is suspected in the patient. The procedure is usually accompanied by
other diagnostic modalities enabling sampling of suspicious tissues for pathology
evaluation. The modern video technology exerted an influence also on bronchoscopy
examination procedures and equipments - the new video fiberbronchoscopes have an
integral video camera system at the distal end, which is illuminated by optical fibers,
and finally the real-time video image is observed on the screen by the physician.
Unusually important factor is wide skill level variation between different physicians
in performance and interpretation. The assessment of bronchoscopic video has not
been standardized and currently relies solely on procedure logbooks and subjective
letters of competency [2].

Bronchoscopic images demonstrate many common features with natural video
sequences, e.g. general image features and natural content perception, color space,
textural features, data dynamics, dominant objects properties. Different parts of
bronchoscopic examinations are distinguished by diversified movement characteris-
tics - from slow motion to dynamic video with fast camera movement across variable
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diagnostic content. Reviewing bronchoscopy videos for the presence of pathology
signs, where we may see one pathology instance only after having seen thousands
of different video frames, is really difficult and diagnostically challenging task.

In bronchoscopy video there are typically a significant number of illegible, redun-
dant video fragments or manifesting itself in a form of unreadable or insignificant
frames. While the content of the frames cannot be recognized and interpreted by any
means because of limited acquisition conditioning or case-dependent specific image
appearance, it is impossible to extract any diagnostic information. Such frames with
unrecognized content was described as non-informative frames [3]. The appearance
of this frames is strongly diversified due to different origin and unlike arising mech-
anism. Essentially, we can distinguish: out-of-focus frames (occurred due to wrong
camera position - too far/too close focus into/from mucosa of bronchi), blurred (mo-
tion blur due to rapid camera movement through the bronchial space), bloody (due
to pathology presence or as a result of sampling of suspected tissues for pathology
evaluation) and bubbled (as a result of camera lens cleaning). Informative frames
carry potentially important amount of diagnostic information.

However informative frames are not equal in the sense of visual quality, which
change rapidly depending on current camera situation, position and movement. For
example, any camera movement introduce versatile amount of motion blur (rapid
or very fast camera movement can even lead to total loss of frame readability),
while camera lance being temporally covered by body fluids or secretions cause
loss of global focus condition. Despite of the diversified visual quality, most of
informative frames represent normal tissue manifestation and different anatomical
parts of bronchi tree. The most important video content compose relatively short
and diagnostically important frame groups, which reveal the presence of differ-
ent pathology forms. Various pathology manifestations are strongly diversified both
inter-class (between different types of lesions) as well as intra-class (between dif-
ferent manifestations of the same pathology). Additionally every informative frame
can be potentially affected by additional artifacts or distortions (e.g. specular re-
flections, lightening, etc.) which additionally hamper process of analysis. Examples
of bronchoscopy video content, including non-informative and informative frames,
different lesions manifestations and diversification as well as possible distortions
are presented in Fig. 1.

1.2 Computer Assistance of Bronchoscopy Diagnosis

Different forms of computer assistance for bronchoscopy are mainly concentrated
on advanced visualization aspects like virtual bronchoscopy [4, 5] or video (camera
motion) tracking [6, 7]. Our research was focused on computer assisted automatic
detection of suspicious lesions in bronchoscopy video. To the best of our knowledge,
similar researches have been reported so far only for other endoscopic modalities
like colonoscopy [8], but not for bronchoscopy.

Among different pathology manifestations, first of all explicit signs of tumor
are the object of interests. Endobronchial tumor mass constitutes one of the most
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Fig. 1 Bronchoscopy video content. First row shows examples of non-informative frames.
Second row illustrates informative frames, readable with good visual quality. Example of
onerous visual quality diversification is presented in third row (adjacent frames from the
same part of video examination). Finally various bronchi lesions are presented in fourth row.

common form of neoplasmatic bronchial lesion manifestation - Fig. 2. Most of tu-
mors develop within a bronchus of subsegmental size or greater. Usually appear as a
soft masses covered with intact bronchial epithelium, mostly very vascular and pink
to purplish in color.

The general purpose of reported research was computer aided detection of sus-
picious neoplasmatic lesions, especially extraction, indication and visualization of
highly probable tumor mass manifestations in bronchoscopic images. Presented
method was based on texture analysis of preprocessed images with different forms
of useful information selection. Firstly, enhanced textures were classified as infor-
mative or non-informative indicating diagnostically useful frames. Next, regions of
increased texture activity of informative frames were selected to be finally verified
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Fig. 2 Examples of different endobronchial tumor mass manifestations. Pathology were out-
lined manually by experienced physician.

as probably containing tumor symptoms. Implemented algorithms were optimized
and verified experimentally.

2 Material and Methods

General task of effective recognition of diagnostically significant features in bron-
choscopic images is really tough, challenging and case dependent because of un-
stable, seriously limited quality of image information. To succeed, endobronchial
tumor mass recognition was based on an analysis of bronchoscopic video frames
according to precise successive selection of specified regions of interests (ROIs):
informative frames, blocks of important content and blocks of potentially mass ap-
pearance.

Because dominant image feature used for recognition was texture, ROIs selection
was based generally on textural data characteristics complimented with the factors
of energy distribution in different data domains, entropy-based characteristics of
stochastic information and other statistical measures of dominant signal trends.

2.1 Three Stage Method Description

Proposed method of neoplasmatic areas indication was based on three fundamental
steps of video analysis:

• IFS procedure, i.e. Informative Frame Selection, based on a whole frame char-
acteristics of possible artifacts, unusual data and dominant texture recognition;
texture features extraction and selection with supervised classification were used;

• BUD method, i.e. Block-based Unsupervised Determining of blocks of interests,
i.e. enlarged textural activity areas in IFS frames, based on energy distribution
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analysis and directional image characteristics in polar 2D Fourier space; unsu-
pervised classification of several local block features was applied;

• BRT method, i.e. Block-based Recognition of Tumor tissue, based on texture
feature extraction and selection in image, frequency, wavelet, and contourlet do-
mains of BUD blocks, followed by supervised classification.

Prior all of those successive procedures, wavelet-based image preprocessing was
applied to extract texture image for further analysis.

2.1.1 Initial Texture Extraction

A sequence of the following procedures was used:

• broncho frame normalization by successive conversions: a crop of source bron-
cho image area with mirror fulfilling of irregular corners, and conversion to
grayscale image (G_I) - see Fig. 3;

• contrast-limited adaptive histogram equalization (CLAHE) of G_I with 4× 4
pixel blocks and contrast function adjusted to 0.02: CL4×4,0.02(G_I) = IAC;

• distorted wavelet synthesis of smoothed source image IS = W −1(W (IAC)) and
differential, texture image estimation as: IT = |IAC − IS|, where W is 2-scale
dyadic wavelet transformation based on non-perfect reconstruction filter bank;

• adaptive histogram equalization of texture image as follows: IAT =CL4×4,0.02(IT ).

Selected results of texture extraction were presented in Fig. 3.

Fig. 3 The effects of successive image preprocessing procedures: (left-right, top-down)
source broncho frame, cropped image window, image with fulfilled corners, greyscale nor-
malized version (G_I), adaptively enhanced G_I, textures extracted by wavelet-based proce-
dure, texture enhanced by CLAHE.
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CLAHE enhances local contrast of images by transforming the values in the
intensity image. It operates on small data blocks so that the histogram of the output
region approximately matches the uniform histogram. The neighboring blocks are
bilineary interpolated to eliminate induced discontinuities on the block boundaries.
The contrast, especially in homogeneous areas, is limited by contrast enhancement
limit parameter to avoid amplifying the actual image noise or insignificant textures.

Multiresolution signal analysis according to wavelet-based concept is typically
implemented with specific types of digital filter banks (FBs) known as two- channel
perfect reconstruction (PR) filter banks. Those filters are associated with scaling
functions (low pass one h) and the wavelets (high pass one g) of the transform
kernel according to the following two equations (scaling and wavelet, respectively):
φ(t) =

√
2∑n hnφ(2t−n) and ψ(t) =

√
2∑n gnφ(2t− n). Conditions of the perfect

reconstructions (Y is almost, i.e. according to the assumed precision, equal to X )
with l delays for two-channel FB are as follows:

h(z)h̃(−z)+ g(z)g̃(−z) = 0 (1a)

h(z)h̃(z)+ g(z)g̃(z) = 2z−l (1b)

Generally, wavelet decomposition requires the filters to be FIR (finite impulse re-
sponse) and linearly phased to form orthogonal FBs. However, only Haar filter fulfill
such requirements. Often used solution is biorthogonal FBs with insignificant redun-
dancy of wavelet representation. For texture-oriented image processing we decided
to design orthogonal FB by softening PR condition. The first term (eq. 1a) tradi-
tionally called the alias (cancellation) term is often fulfilled by using quadrature
mirror filters (QMFs) with conditions: h(z) = g̃(−z) and g(z) =−h̃(−z), as we did.
However, the second term (eq. 1b) called the distortion elimination term was used
to control the distortion introduced in data processing to extract basic (lower fre-
quency) signal content. Resulting spline non–PR FB with h = [1/4,1/2,1/4] and
miror g = [−1/4,1/2,−1/4], its magnitude responses in frequency domain and as-
sociated basis functions were given in Fig. 4.

Fig. 4 Characteristics of the filter bank used for multiscale image processing: magnitude
responses, associated wavelets and scaling functions, respectively
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2.1.2 Texture Characteristics and Recognition

We considered energy distribution characteristics across scales and subbands of
wavelet domain diversified significantly classified tissue. Different classes of wavelet
energy based features and histogram-based features from normalized wavelet coef-
ficients were used. Moreover, entropy features (memoryless and joint, for subbands
compositions) and homogeneity, correlation, energy and contrast of successive scale
co-occurrence matrix of quantized coefficients were applied. SVM with optimized
kernels and quality criteria was applied for classification and feature reduction
procedures.

Informative frame selection (IFS) was based on a whole image IAT character-
istics for possible artifacts, regions of unusual data (non–informative), informative
regions with dominant texture recognition. A set of 48 selected textural feature was
used for informative frame recognition as follows:

• 15 features in image domain, i.e.

– statistical variance, kurtosis, skewness, entropy and energy
– joint entropy, contrast, correlation, energy and homogeneity based on co-

occurrence matrix
– according to Tamura texture characteristics: coarseness, directionality, and

contrast

• 16 features in wavelet domain with symlet2 kernel of nearly symmetrical wavelets
(2 scales of block decomposition were used), i.e.

– energy of approximation related to the energy of details
– distribution of detail energy and entropy across scales
– joint entropy of distribution if max magnitude details for successive scales
– joint entropy, contrast, correlation, energy, homogeneity for co-occurrence

matrix of quantized maximum magnitude details
– maximum detail value of different subbands related to mean approximation

energy

• 16 features of directional spectrum in polar 2D Fourier domain, i.e.

– statistical moments of angle histogram of coefficient magnitudes
– energy of angle histogram
– parameters of polynomial approximation of angle histogram

• one feature of directional spectrum in contourlet domain – entropy of two scale
coefficients

Informative frames were extracted according to supervised classifier of over 800
training frames. Cross-validated SVM classifier with radial basis was optimized for
universal broncho applications.

Block-based unsupervised (BUD) determining of enlarged textural activity ar-
eas was used for fast defining of blocks of interests. Idea of second step of tumor
extraction was high risk area segmentation through block-oriented cover of the im-
age. Blocks of 50×50 pixels were verified basing on energy distribution analysis
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and directional image characteristics in polar 2D Fourier space. Two phase thresh-
old selection: for energy distribution factors and directional factors was optimized
for over 1000 test cases. Such simple selection of blocks of interests can be used
as on-line approximation of the regions susceptible to tumor masses. However,
BUD blocks were essentially used for complexity reduction of time consuming BRT
procedure.

Block-based recognition of tumor tissue (BRT) was designed for final recog-
nition of selected, active image blocks as potentially covered by tumor mass tissue.
Recognition scheme was optimized for large test set of several thousand of test BUD
blocks basing on textural feature extraction and selection for effective case classifi-
cation. Cross-validated SVM procedure with radial basis was used to classify each
BUD block as diagnostically suspected of having pathology symptoms or normal.

Graphical form of selection and recognition results was used for indication of
frame status as non–informative (purple mark in top left corner) or informative (lack
of purple mark), while informative frame regions could be covered by red (i.e. BUD)
or yellow (i.e. BRT) blocks.

Proposed three stage method assisting endobronchial tumor mass recognition was
implemented in MATLAB environment. For classification purpose we used SVM
classifiers from Matlab Toolbox for Pattern Recognition PRTools4 [9]. Additionally
we used some extra procedures form Contourlet Toolbox [10], Beamlab [11] and
Wavelab [12].

3 Experiments and Results

The examples of the results achieved for the implementation of described algorithm
were presented and explained in Fig. 5. Illustration of the method adjusting to con-
crete examination and user requirements were outlined in Fig. 6.

Proposed method was verified with a reference image data set containing differ-
ent bronchoscopy video content exemplification (e.g. varied pathologies, diversified
anatomical bronchi structures, therapeutic and diagnostic interventions, possible ar-
tifacts, etc.) clinically selected by experienced physicians from near 300 recorded
and stored real bronchoscopy examinations. A reference set of close to 1300 images
containing informative/non-informative frames was used to asses IFS efficiency. For
the purpose of BUD and BRT assessment 14 diversified cases of endobronchial tu-
mor manifestations were considered, each containing several especially selected
frames with additional manual pathology outline. Every frame was divided into
blocks of size 50x50, where each block was categorized to norm or pathology ac-
cording to available physician outline. Near 900 selected blocks were finally used
as a test set.

Experimental results reveal considerably high accuracy of IFS-BUD-BRT method
for independent classification of individual differential forms of endobronchial tu-
mor patterns – the overall accuracy for whole dataset reached over 83% (73% of
sensitivity and 90% of specificity). Moreover, over 95% of accuracy was achieved
for selected as representative, distinct bases of masses. More precisely, IFS tested
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Fig. 5 Example results of proposed three stage method applied to selected video examination
with endobronchial tumor mass (reference frame with outlined pathology is presented in top
left corner). Other frames of first row, marked with purple block (no outline), were classified
as non-informative (first stage of algorithm). Red blocks (dotted outline) represent areas with
high texture information activity (related directly to second stage of proposed method) while
yellow blocks (solid outline) marked out presence of pathology area (related directly to third
stage of proposed method). Second row illustrates informative frames without clearly visible
pathology (frames preceding appearance of pathology). Yellow blocks noticeable on third
frame in this row (from left) represent false positive (FP) indications. Frames with visible
pathology are present in third row. As we can see, pathology existence are indicated more or
less precisely, but mainly correctly (yellow block are present in places corresponding to area
outlined originally on reference frame). Some miss-classification examples can be seen on
first frame (form left) - two yellow blocks located above pathology area.

against close to 1228 test frame gave 89% accuracy of informative/non-informative
selection. Sensitivity of BUD method was adjusted to 92% of 888 test control or
pathology blocks with accuracy close to 70% (significant amount of false positives
verified in the next stage by BRT procedure). BRT effectiveness was 86%. Prelimi-
nary selection of texture activity blocks by BUD allows reduction of computational
complexity of the whole method up to 5 times.
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Fig. 6 Impact of method parametrization for overall detection efficiency. Each row illustrates
results for different set of method parameters. Depending on the selected set of initial presets
proposed method is more or less sensitive. Selection of this parameters should set a compro-
mise between method sensitivity and specificity.

4 Conclusions

It is very difficult task to verify clinical usefulness of proposed method. Not only
participation of several experienced bronchoscopists is required. Reliable experi-
mental procedure strongly depends on significantly diversified technical conditions
of bronchofiberoscopes and test cases. Moreover, examination protocol is not stan-
dardized and criteria of evaluation and interpretation are significantly subjective.
However, automatic indications in almost on-line mode (second stage of the method)
or more reliable in off-line mode (full method application) occurred really helpful
as assistant tool for more careful broncho video analysis. Objectified indicators of
special regions of interests are useful for standardized protocol design, comparative
analysis and education of inexperienced doctors. As far as we know it is the first
attempt of such supporting tool for bronchoscopic diagnosis.
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Application of SIFT Image Analysis Method to
Support Transbronchial Needle-Aspiration
Biopsy

Piotr Pawlik and Mariusz Duplaga

Abstract. The paper presents results of SIFT (Scale-Invariant Feature Transform)
method application to support transbronchial needle-aspiration biopsy. An image
generated during a bronchoscopic examination is often disturbed by vomiting reflex
of the patient, or by sudden influxes of saliva or mucus. The presented system sup-
porting the doctor is capable of monitoring the examined spot and signalling return
to this spot after the disturbance ends or after the repeated examination of the same
fragment of bronchial tree. A modified SIFT method is used, with a particular focus
on real-time SIFT calculation.

1 Introduction

The main reason for bronchoscopic examination is the assessment of the trachea
and the bronchial tree as well as obtaining of samples for further laboratory tests.
The sensitivity of the assessment depends on the experience of a physician per-
forming the examination. Detecting of the areas in the trachea and bronchi which
suggest the presence of pathological lesions necessitate forceps biopsy. Sampling
of the tissue follows the inspection of the whole bronchial tree available for assess-
ment. Due to a relatively high mobility of the tracheobronchial tree, the position of
the bronchoscope tip is not stable in the bronchial lumen. This results in a need for
repositioning of the bronchoscope tip during sequential tissue sampling. Further-
more, endobronchial view may deteriorate due to secretion or other contents, e.g.
blood accumulating in the airways. The evacuation of fluid contents with the suction
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E. Piętka and J. Kawa (Eds.): Information Technologies in Biomedicine, AISC 69, pp. 571–582.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010



572 P. Pawlik and M. Duplaga

applied to the working channel of the bronchoscope enables for the preservation of
appropriate endobronchial visibility. However, during this operation the location of
the tip of the bronchoscope may change and the endoscopist must reposition it to
the position assuring optimum conditions for next attempt of tissue sampling. The
use of the positioning system with a memory of selected location within the lumen
of the trachea or bronchi may be useful for two biopsy techniques: transbronchial
needle aspiration (TBNA) and forceps biopsy of bronchial mucosa.

Conditions for the support of the TBNA

TBNA is a method of sampling of the structures located outside the lumen of the
trachea and bronchi (usually lymph nodes or tumour masses) for cytological or
histological assessment. It may be also used to obtain aspirates from submucosal
bronchial lesions or masses located in peripheral areas of the lung. TBNA is partic-
ularly important for the diagnostics and staging of lung cancer.

TBNA is performed with a special needle which can be passed through the work-
ing channel of the bronchoscope. Then, in the lumen of trachea or bronchi, depend-
ing on the preferred site of biopsy, special mechanism controlled externally allows
for pulling out the needle from the cover and piercing of the wall of airways (see
Fig. 1). Currently, the needles used for TBNA differ in the diameter and collected
material may be feasible either for cytological or histological examination. TBNA
is a relatively safe procedure offering important input to pulmonary diagnostics.

TBNA became popular method in diagnostic of mediastinal lesions due to ac-
tivities of Ko Wang who published first convincing results of its application during
bronchoscopy [14, 15].

If performed without additional imaging guidance, this procedure is charac-
terized by limited sensitivity, especially in inexperienced hands [4]. To increase
diagnostic yield of TBNA, different support techniques were proposed including
computer tomography (CT) fluoroscopy and endobronchial ultrasonography (EBUS)
[16]. Currently, EBUS is probably the most popular option of the support for TBNA,
however, the cost of the equipment and the need for additional training limit its use
for routine bronchoscopic examination in most laboratories. Furthermore, the most

Fig. 1 TBNA procedure:
the biopsy of the lymph
node located below the main
carina
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effective version of EBUS support, offering real time guidance during TBNA, re-
quires the use of a dedicated bronchoscope and processor for the ultrasound image
presentation. A cost-effective version of the support based on the use of CT data
sets and dedicated software for generation of virtual bronchoscopy (VB) visualiza-
tion could be used in most bronchoscopy laboratories. The use of an interactive
VB application enabling the presentation of the biopsy sites selected during earlier
CT data exploration and implemented on personal computer installed in the bron-
choscopy suit may yield encouraging effects [2].

The use of supportive methods for TBNA, which do not assure real time guid-
ance, could be further enhanced with the method for fixing and retrieval of the op-
timum locations for the biopsy. The solution which offers a memory of preselected
locations and an option for a quick return to the optimum position is described in
detail in this paper.

The forceps biopsy of bronchial mucosa at location determined with emerging imag-
ing options

A growing number of imaging modalities which can be used during bronchoscopy
results also in the need for the additional support for triggering and the position fix-
ing method in relation to the performance of the forceps biopsy. These modalities
include both established methods e.g. narrow band imaging (NBI) [13] or autoflu-
orescence bronchoscopy [11] and new emerging techniques. The application of re-
flectance and light scattering spectroscopy [1], near-infrared Raman spectroscopy
[5] or optical coherence tomography [12] for bronchoscopic examination is still a
subject of intensive research. Main rationale for the use of these techniques is search
for the areas of precancerous lesions or early cancer. The positive identification of a
suspicious area should be followed with biopsy of the bronchial mucosa for further
histological evaluation.

As only part of these imaging modalities enables for real time guidance of the
biopsy procedure, the method for registering of the optimum location for the tip
of the bronchoscope is of relevance here. Such approach would allow for repeated
precise forceps sampling of the bronchial mucosa from the site which is suspicious.

Both potential areas of application for the method of bronchoscope location reg-
istration assume the use of the computer support during bronchoscopy and the visu-
alization of the processed endoscopic video image on additional display.

Navigating robots with the use of visual information [10, 6, 3], where the SIFT
method [7] was successfully applied, is very similar to the problem of returning to
the same examined spot in the procedure of transbronchial needle-aspiration biopsy.
This examination involves moving a bronchoscope tip over the bronchial tree, which
is parallel to movement of a robot using a visual system. Similarity of this problem
to navigation of robots suggested that the SIFT method can also be applied to sup-
port transbronchial biopsy. An additional reason to use this method was provided
by the results of studies demonstrating the advantage of SIFT descriptor over other
descriptors of characteristic points [8].
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Putting this idea into practice required modification of the SIFT algorithm for its
Real-time calculation [9].

2 Outline of the SIFT Method

The SIFT method, presented by David Lowe, finds stable local features (character-
istic points) on the basis of a pyramid of images with decreasing resolution. These
images are gradient images, resulting from a subtraction of two images generated
after filtering the initial image with Gauss filters of different σ parameters. The
pyramid is divided into so-called octaves. Images in one octave are of the same res-
olution but differ in terms of the Gauss filter size (see Fig. 2). Images in the next
octave are filtered with the same filters but their resolution is two-fold decreased.

The local features that are sought after are the surroundings of local minima and
maxima in the DoG pyramid.

For the detected points a vector of features is calculated. This vector is a kind
of a histogram of gradients calculated in the vicinity of the points. These features
are to a large extent, insensitive to the intensity of light (because of gradients), ro-
tation (the direction of gradients is recorded in relation to the main direction of the
characteristic point) and scale (thanks to the application of the pyramid of images).

For such appointed feature vectors the pattern characteristic points are searched.

Fig. 2 Procedure of obtaining a single octave DoG (Difference of Gaussian)
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3 Modification and Implementation of the SIFT Method

The complexity of the SIFT method hampers its application for purposes requiring
real-time calculations [9]. However, assuming that the area of doctor’s interest is
the surroundings of a single characteristic point (the fragment of the image used for
SIFT descriptor for a given point), the time used for calculations can be significantly
reduced. This reduction includes two components:

• thanks the extent of the suitable area of interest, there is no need to search for
characteristic points in the whole DoG pyramid; this can be reduced to images of
the lowest resolution,

• focusing on one characteristic point significantly shortens the phase of searching
for similar points.

Given that transbronchial biopsy images do not include important unique details
which are only found in images of higher resolutions (in lower octaves), restricting
the analysis only to higher octaves of the pyramid is fully justified.

However, reducing the analysis to just one point has also some limitations:

• the choice of area of interest cannot be unlimited - it has to be determined as the
surroundings of one of the recorded characteristic points,

• despite the fact that characteristic points in the SIFT method are highly stable,
they can disappear without significant deterioration of the image quality.

To minimize the risk that a characteristic point disappears, its detection threshold
was decreased (down to 0.0001). Addition ally, in determination of extremes, val-
ues of first DoG images in each octave were excluded. This allowed to increase
the number of characteristic points detected in the transition between octaves. The
increased number of these points consequently increased the number of options in
choosing the area to be examined.

Reducing the analysis time was possible thanks to:

• modification of the SIFT algorithm,
• paralleling the calculations.

The most important factor of algorithm modification was to exclude the analysis of
the lower levels of the pyramid. It was restricted to Gaussian blur of the first (initial)
image of the octave and deleting every second row and column of the blurred image.
After these transformations the image was used as the initial image for the higher
octave. The value of the σ parameter of the Gauss filter was selected to allow for
obtaining for the same effect with a single blurring as with multiple Gauss filtrations
within the octave with the classic algorithm.

To parallel the calculations, Streaming SIMD Extensions (SSE) was used. Two
available libraries were tested:

• Fast SIFT Image Features Library (libsiftfast) [17], with classic implementa-
tion of the SIFT method (published by D. Lowe) enhanced with SSE paralleling
mechanisms.
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• Open Computer Vision Library (OpenCV) [18] initiated by Intel. This library
was used only to calculate the Gaussian blur, because the analysis of the time
required calculation of separate stages of the SIFT algorithm showed that the
highest share was held by the calculation of the Gauss filtration.

4 Verification of the Quality of the Method on Sequences of
Pictures Generated during Bronchoscopic Examination

To verify the described method, 2-minute sequences of bronchoscopic examination
images were used. The middle frame of each sequence was selected by a doctor
as the image illustrating a pathological change and the extent of this change was
marked. This was the basis for selection of a characteristic point near the marked
change. It was tested if the same area of interest will be selected by the SIFT method
in the preceding and the following frame.

Tests were positive in most cases of disappearance of the area of interest resulting
from artefacts.

Fig. 3 Fragment of image sequence. Upper row - frames 11, 18, 19, 20, lower row - frames
27, 36, 37, 41. The area of interest is marked with a circle with a radius (in frames where it
was detected).

Fragments of the sequence in Fig. 3 show disappearance of the clear view be-
tween frames 18 and 37. Although the image remained unclear fairly long, the SIFT
method was able to detect and mark the area of interest that had initially been se-
lected. It is remarkable that the method is capable of detecting and marking the area
of interest despite considerable image deformation by artefacts (frames 18 and 37).
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The characteristic points in the presented pictures are marked with circles represent-
ing the area used to determine the vector of features (descriptor) for a given point
(radius of these circles represents the main orientation of descriptors).

The well-known advantage of the SIFT method is its significant insensitivity to-
wards rotation and translations. The sequence in Fig. 4. shows the ability of the
method to track the area of interest despite movements of the bronchoscope tip
(frames with artefacts in this sequence, between 38 and 48, were correctly excluded
while tracking).

Fig. 4 Fragment of image sequence; frames 36, 50, 53, 54

The SIFT method remains also insensitive towards changes in the size of the area
of interest. An example sequence in Fig. 5 shows almost 2-fold increase in the area
after draw forward of the bronchoscope tip. Despite this change, the area of interest
is tracked correctly.

Fig. 5 Image sequence with over twofold magnification of the area of interest
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Tests of the method were carried out for 31 sequences (99 frames each) of a
bronchial tumour. There were some difficulties in assessing the effectiveness of the
method, resulting from the lack of objective criteria. In principle, there are two sce-
narios in an image sequence: the following frame is either correct and the area of
interest is well visible, or it is incorrect (has significant artefacts, or the area of inter-
est is missing). These two possibilities incur potential errors: inability to track and
mark the area of interest that was initially selected, or selecting and marking an in-
correct area. There are no criteria allowing unequivocal classification of the frames
into correct and incorrect. For instance, artefacts in frames may be only minor, or
the area of interest may be only partially invisible, which causes that the assessment
of the frame quality is bound to be based on a subjective impression of the ob-
server. Taking these into account, 1439 frames among the analysed sequences (out
of 3069) were classified as frames that had the area of interest initially selected. In
the remaining frames the area was either completely missing, significantly distorted
by artefacts, or large parts of it were invisible.

Although in the presented method there were some difficulties in sequences
where artefacts (disturbance) occurred, the effectiveness was 70%. The method can
therefore be regarded as helpful to support re-location of the area of doctor’s in-
terest. Application of the method to sequences in which images were undistorted
increases its effectiveness to 80%.

5 Verification of Real-Time Calculation Capability of the
Method in Longer Image Sequences (Films)

To test the effectiveness of the method in longer image sequences, 4 films generated
during transbronchial biopsy were selected. The films differed in terms of length
and average resolution of frames (Table 1).

Table 1 Parameters of films used for testing the method

Film “122" Film “137" Film “329" Film “455"

Average resolution 470x531 402x457 470x531 363x381
Number of frames 8470 30872 26537 4608

The term average resolution of frames is used here because the analysis was done
not for the whole frame (with the standard 720x576 resolution) but its fragment
where the image contains a useful information. Depending on the equipment used
for examination and the level of disturbance affecting the image generated with the
bronchoscope, the suitable fragment may cover a different area of the frame. The
average resolution of frames is the resolution of suitable fragments of the majority
of frames within the film. Although films ”122" and "329" have the same average
resolution, there are fewer disturbed frames with lower resolution in the first one.
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As a result, this film requires longer average time to calculate one frame.
Tests were carried out using a computer with 2.13 GHz Intel Core 2 Duo processor
and 64-bit Linux system. 4 implementations were tested:

• “classic" - without acceleration
• „siftfast" - with SSE instructions set
• “opencv" - with the Gaussian blur in OpenCV library
• “siftfast + opencv" - with both SSE instructions set and OpenCV library

During the tests algorithm calculation times were measured after excluding differ-
ent numbers of octaves (levels of the DoG pyramid). Times calculated for classic
implementation with no acceleration were significantly different from the assumed
0.04 s, which is a standard for 25/s images (Table 2). In practice, it was expected
that the required time would not be longer than 0.03 s because of 0.01 s overheads of
the system using the presented algorithm (e.g. additional pre- and post-processing
operations for each frame).

Table 2 Calculation times for the SIFT algorithm where the first three octaves were excluded

Film “122" Film “137" Film “329" Film “455"

"classic" 0.0524 0.0364 0.0512 0.0275
"siftfast" 0.0279 0.0204 0.0266 0.0155
"opencv" 0.0213 0.0145 0.0206 0.0110
"siftfast+opencv" 0.0207 0.0140 0.0198 0.0108

Times gained thanks to the application of mechanism of acceleration calculations
are presented in Table 2 for the algorithm operating on the octaves 4 and higher. The
first three octaves (counting from the base of the pyramid) were excluded according
to the procedure described in Sect. 3.

Table 3 Calculation times for the SIFT algorithm where the first two octaves were excluded

Film “122" Film “137" Film “329" Film “455"

"classic" 0.0678 0.0468 0.0647 0.0354
"siftfast" 0.0392 0.0267 0.0360 0.0218
"opencv" 0.0346 0.0226 0.0311 0.0177
"siftfast+opencv" 0.0312 0.0202 0.0278 0.0159

As the time for accelerated implementations with three octaves excluded was
significantly shorter than the required 0.03 s, the tests were repeated with only two
first octaves excluded (Table 3) and finally, only one initial octave (Table 4).
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Table 4 Calculation times for the SIFT algorithm where the first octave was excluded

Film “122" Film “137" Film “329" Film “455"

"classic" 0.1176 0.0813 0.1081 0.0585
"siftfast" 0.0707 0.0481 0.0623 0.0347
"opencv" 0.0727 0.0481 0.0633 0.0341
"siftfast+opencv" 0.0591 0.0383 0.0507 0.0268

For comparison, Table 5 presents calculation times for the complete SIFT algo-
rithm. Results of all tests show that none of the methods is capable of real-time
calculations of the complete algorithm.

Table 5 Calculation times for the complete SIFT algorithm

Film “122" Film “137" Film “329" Film “455"

"classic" 0.3055 0.0813 0.2784 0.1442
"siftfast" 0.1788 0.1292 0.1523 0.0803
"opencv" 0.2074 0.1514 0.1825 0.0941
"siftfast+opencv" 0.1517 0.1092 0.1290 0.0641

The tests proved that acceleration of calculations is, to a large extent, dependent
on the speed of the Gaussian blur calculation. Application of the optimized function
for this calculation (“opencv") in almost all cases yielded better results than appli-
cation of the SSE extension. The only exception was when calculations were done
with only the first octave excluded but in this case calculations for larger images are
not performed in real-time.

Combining the two methods (“siftfast+opencv") for calculations on higher lev-
els of the pyramid does not result in significantly stronger accelerations than using
“opencv" itself. The differences become obvious only in the lower levels, when the
number of the analysed characteristic points increases and the influence of the Gauss
filter on calculation time decreases.

To sum up, the presented algorithm (operating on the octave four and higher) in
the classic implementation can be applied only for films with the average resolu-
tion of 360x380. For higher resolutions some acceleration mechanism is required.
Such mechanisms allow not only to calculate the algorithm for larger images but
also to generate results for the lower level of the pyramid (the third octave). In this
case it is recommended to SSE extensions with the effective implementation of the
Gauss filter. With this combination (“siftfast+opencv"), also the second octave can
be calculated, although only for lower resolutions (approximately 360x380).
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6 Conclusions

Results of the experiments allow for the following conclusions:

• the SIFT method enables tracking of the initially chosen and marked areas and is
insensitive to significant changes in their size, brightness, location or orientation

• the SIFT method allow us to exclude the frames with artefacts and tracking of
the area can be automatically continued after the disturbance ends.

The results demonstrate that it is possible to use the modified SIFT algorithm in
real-time analysis of bronchoscopic images. However, it requires limiting the calcu-
lations to higher/upper levels of the SIFT pyramid.

Problems that require further development of the method include:

• lack of characteristic point whose surrounding covers the entire area of interest
• occurrence of frame sequences with artefacts that cause disturbances in the con-

tinuity of tracking the chosen area.

Both problems could be solved by the application of a few (instead of one) points
covering the entire area of interest. Since such a change would increase calculation
time, it is necessary to focus on further development of the SIFT algorithm. Achiev-
ing higher accelerations seems to be possible only by introducing a multiproces-
sor (multicore) calculations, or hardware implementation, which should become the
subject for further studies.
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Science and Higher Education of the Republic of Poland, under the project “BRONCHOVID”
(Grant No. R13 011 03).
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Analysis of Images of Bronchial Tree
Ramifications for Summarization of
Bronchoscopic Videos

Zbigniew Mikrut and Mariusz Duplaga

1 Introduction

Intensive endoscopic examinations result in an increasing number of records in
video format. Storing whole videos is ineffective when considering mass storage
devices usage. Additionally, reviewing these videos is a very time-consuming task.

In the BRONCHOVID [1] project some methods of elimination of less informa-
tive video parts were proposed. The final effect was a very shortened registration
which was called a summarization. A summarized video could be supplemented
with additional information (data), important from the diagnostic or anatomic point
of view. The first group consists of markings of biopsy sites and frames on the ba-
sis of which lesions were diagnosed. In the BRONCHOVID project, similarly as in
other congruent projects, the aim is to detect pathologies automatically. Information
obtained in this way should be verified by a doctor.

Primarily the anatomic information is the actual location of the bronchoscope tip
in the bronchial tree. At present, the localization corresponds to marking frames, on
which characteristic points (ramifications of the bronchial tree) are visible.

Automatic detection of bronchial tree ramifications in digital images is the main
aim of the presented work. This is accomplished by multi-thresholding of a gray-
scale image. Additionally, an evaluation of the particular orifice’s shape is conducted
in two aspects:

1. range of thresholds, in which the object’s shape remains constant, is determined,
2. in this range shape descriptors are computed. In the future this set of descriptors

will be used to detect selected pathologies - e.g. bronchial stenosis.
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2 Algorithm

The input to an algorithm is a gray-scale image, obtained from one RGB frame of a
bronchoscopic video. After applying a binary mask (to eliminate black corners - see
examples in 4) and a Gaussian filter an image is processed in the following way:

1. several initial parameters are defined, e.g. the threshold range, threshold step, the
stability conditions for the shape descriptors,

2. the image is binarized using succeeding thresholds, which are taken step-by-step
from the defined range,

3. the binary image is labelled,
4. small objects and those touching a frame border are removed,
5. holes in the detected objects are filled,
6. shape descriptors are computed and stored.

During the next stage shape descriptors, which have been computed for all the de-
tected objects in every multi-thresholding step, are analyzed. The intervals of semi-
constant descriptor values are computed for each object (see 4). Then the threshold
corresponding to the middle point of the computed interval is taken into account.
This threshold determines the final shape of the particular object. Such objects are
recognized as bronchial orifices - the characteristic points of tracheobronchial tree,
which had to be detected.

3 Shape Descriptors

Basing on almost 20 years of our experiences in Biocybernetic Laboratory [3, 5] the
Haralick [2], W8 and Blair-Bliss [5] shape descriptors have been chosen:

Har =
μR

σR
, W8 =

2
√
πS

L
, BB =

S√
2π∑

S
(r)2

, (1)

where μR and σR are the mean and the standard deviation of distances R from the
center of the object to any part of its perimeter, S and L are the object area and the
perimeter respectively and r is the distance between the center of the object and any
object’s pixel. Furthermore m7 - a geometric moment [5] (in [4] is referred to as I8)
was computed:
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where i, j are the coordinates of binary object pixels.
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4 Examples

In this section two exemplary results of the above mentioned image processing algo-
rithm are presented. In Fig.1 the multi-level thresholding process can be observed.
Numbers below each binary object are the consecutive threshold levels. They should
be compared with numbers describing the x axis in Fig. 2.

Shape descriptors computed while multi-level thresholding are presented in
Fig. 2. Double arrow denotes the interval in which all the descriptor values are ap-
proximately constant. The vertical dashed line corresponds to the threshold which
defines the final shape of the detected object (see also object 69.png in Fig.1).

The second example concerns an image containing three objects. In Fig.3 (on
the left) the selected labeled images correspond with the thresholding levels indi-
cated by arrows in plot (on the right). These levels are different for the three de-
tected objects. In this case the m7 geometric moment is a base for final threshold
computation.

Fig. 1 Multi-thresholding binarization of bronchoscopic video frame

Fig. 2 Shape descriptors
corresponding to object
silhouettes presented in
Fig.1
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Fig. 3 Left: three stages of frame thresholding, th denotes threshold level. Right: geometric
moment m7 computed for three objects - bronchial orifices.

5 Concluding Remarks

The image processing algorithm described in Sec. 2 meets the authors’ expectations.
Multilevel thresholding in conjunction with computing shape descriptors’ values is
an effective way to obtain the object’s silhouettes. This makes it possible to detect
the "stable" shapes of the objects representing bronchial orifices.

From the diagnostic point of view the set of shape descriptors can be used for
detecting abnormal forms of bronchial orifices, e.g. bronchial stenosis (narrowing).
This will be done in the nearest future. Another goal to be reached is the acquisition
and analysis of image sections between every two orifices. The authors believe that
widening and distortion of the carina could be detected in this way.

Acknowledgements. The work presented in this paper was supported by the Ministry of
Science and Higher Education of the Republic of Poland, under the project "BRONCHOVID”
(Grant No. R13 011 03).
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Prototype Software for Video Summary of
Bronchoscopy Procedures with the Use of
Mechanisms Designed to Identify, Index and
Search

Mikołaj Leszczuk and Michał Grega

Abstract. Individual bronchoscopy test event takes about 20 minutes. Most of this
time is the video recording process, placing and removing bronchoscope endings
in the patient’s airways. A sizable part of the record is unreadable because of ob-
struction by secretion of physiological image. The analysis of such recordings for
teaching purposes or diagnostic tests is time-consuming — the doctor or student
is forced to view a large number recordings of little value to find the fragments of
interest — those showing lesions. In research, we develop a prototype system to cre-
ate shortcuts (called summaries or abstracts) of bronchoscopy research recordings.
Such a system, based on the model described in the preceding paper paragraphs uses
image analysis methods to delete the recording fragments of the bronchoscopy test
which have no diagnostic value for teaching and create a few minute-long, valuable
video sequences.

1 Introduction

Individual bronchoscopy test event takes about 20 minutes. Most of this time is
the video recording process, placing and removing bronchoscope endings in the
patient’s airways. A sizable part of the record is unreadable because of obstruction
by secretion of physiological image. The analysis of such recordings for teaching
purposes or diagnostic tests is time-consuming — the doctor or student is forced to
view a large number of recordings of little value to find the fragments of interest —
those showing lesions.

Viewing the summary video sequences is an integral part of the process of re-
viewing medical digital video library. It should pass the case because of the fact
that manual review of the video sequences such as half an hour long (in search for
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interesting fragments) takes a long time. Only by viewing the summary, one can
read the contents of the video sequence without having to send it across the network
and watch all of it. Summaries should present an easy and convenient overview of
medical digital video library. The merit of the problem is to be able to select key
shots to represent the whole video sequence. The mechanism to facilitate this pro-
cess enables the algorithm in an automatic way to analyse the sequence of shots that
occur in the video and choose the most important ones.

As mentioned above, the process consists of summarizing a number of aspects
related to the analysis of the content of the video sequence, allowing to allocate it
to the shots and scenes [1] and other parts of a coherent theme [2], or to present it
in a hierarchical form [3, 4, 5, 6]. It happens that there are hierarchical relationships
between both parts of one sequence of the video, as well as between different video
sequences [7].

Unfortunately, medical digital video libraries are still seldom technically ad-
vanced enough to include summary subsystems. The authors found in the literature
a small number of studies of summarizing video sequences which contain medical
content [8, 9]. An interesting, related approach has been presented in [10]; however,
the application area of the paper is not bronchoscopy but wireless capsule video en-
doscopy. In [11], the authors present a method of clustering large image databases.
The paper considers general multimedia content thus it has no strict relation to the
specific, bronchoscopy images. Similarly, presented in [12], the approach of involv-
ing end-users into content-based image retrieval, useful in summarizing generic dig-
ital video libraries, does not consider modalities of medical images. Consequently,
a method tailored strictly to bronchoscopic video content, had to be created, based
only partly on related approaches, including the above-mentioned ones.

The authors assumed that the summary must be considerably shorter than the
whole video sequence. In the first estimation, based on the experience of editors,
it could be assumed that the volume of the summary should be reduced about 60
times when compared to the original video, which is: one second of the summary
should illustrate one minute of the original video sequence. At the same time, it has
not been adopted to create summaries of volume shorter than 30 seconds.

In research, we develop a prototype system for creating shortcuts (called sum-
mary or abstracts) of bronchoscopy research recordings. Such a system, based on
the model described in the preceding paper paragraphs uses image analysis meth-
ods to delete the recording fragments of the bronchoscopy test which have no di-
agnostic value for teaching and create a few minute-long, valuable video sequences
[13, 14, 15]. The prototype summary system is a part of the BRONCHOVID project
[16].

The remaining part of the paper is structured as follows: Section 2 presents the
algorithm developed to summarize the bronchoscopic videos. Section 3 presents
the implementation of the algorithms. Section 4 concludes the paper and gives an
insight into further development of the presented research project.
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2 Algorithm

The algorithm for the selection of key shots of bronchoscopic video sequences, has
been based on several factors. These factors could be divided into inclusive and
exclusive factors. Shots consisting of frames tagged around inclusive factors tend
to be included into the summarised video while the algorithm tries to exclude shots
consisting of frames tagged around exclusive factors.

The basic exclusive factor are “non-informative” (artifact) frames. The following
factors are considered as the inclusive ones:

• markers from medical treatment,
• frames annotated by medical doctors as references to pathologies,
• trachea-bronchial tree branching (ramifications), and
• automatically discovered pathologies (e.g. mass of the tumour, bleeding, etc.).

The following subsections present methods in which the above-mentioned inclu-
sive/exclusive factors can be acquired.

2.1 “Non-informative” Frames

This section presents an approach for detecting “non-informative” frames. The pre-
sented method has been based on DCT (Discrete Cosine Transform).

The video recordings of endoscopic procedures performed within respiratory
tract include both frames of adequate and inadequate quality for the assessment
by an endoscopist. The frames of inadequate quality were called by some authors
blurred or “non-informative” (see Figure 1). The fraction of blurred frames within
video recording of bronchofiberoscopy may be considerable and it varies from case
to case.

The method of detection of the “non-informative” frames is based on the fact,
that images which do not contain numerous edges are easier to compress using al-
gorithms based on Discrete Cosine Transform (DCT) such as the JPEG algorithm.
Such images have much narrower spectra in the frequency domain than images
which contain numerous edges. This feature of the DCT allows to use it as a simple
yet effective edge detection algorithm. Unlike more sophisticated edge detection al-
gorithms using DCT we can only obtain information whether there are any edges
in the image, but we are unable to locate those edges. This however is enough for
the task of the blurred frame detection. Figure 2(a) depicts two examples of spectra
of “non-informative” and “informative” frames. It can be observed that in the “non-
informative” frame, the energy is condensed around the harmonics of the lower
order whereas in the “informative” frame the energy is more evenly distributed in
the spectrum.

The algorithm of the DCT-based blurring detection is presented in Figure 3. In
the first step a frame of the bronchoscopic recording is converted into the grey-scale
by discarding the hue and saturation while retaining the luminance. In the second
step the DCT coefficients of the image are computed. In the third step the values
of the magnitude which are lower than 20 are set to 0. Value of 20 was selected
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(a) The “non-informative” frame (b) The “informative” frame

Fig. 1 Examples of the “non-informative” and “informative” frames

(a) Frequency spectrum of the “non-
informative” frame

(b) Frequency spectrum of the “infor-
mative” frame

Fig. 2 Comparison of the frequency spectra of the “non-informative” and “informative”
frames

experimentally as giving the best results in terms of precision and recall (however,
the algorithm can be easily tuned in terms of sensibility). In the final step non-zero
elements of the DCT matrix are calculated and used for discrimination.

The evaluation has been performed on a set of 1538 frames, manually annotated
as “non-informative” (669 images) and “informative” (869 images) by the expe-
rienced bronchoscopist. The set acted as a ground-truth. Then, the images were
evenly (but randomly) split to: the training set and the testing set. The algorithms
were trained over the training set solely, whilst the presented results were obtained
with the testing set only.

Four metrics have been used in order to analyse the performance of the algo-
rithm: F-measure, sensitivity, specificity and accuracy. This set of metrics allows for
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Fig. 3 The classification
algorithm based on the
Discrete Cosine Transform
for “informative” and “non-
informative” frames

comprehensive assessment of the performance. It is a standard set of metrics used to
assess the performance of the binary classification. The results of the performance
assessment are presented in Table 1.

Table 1 The evaluation of the performance of the DCT blurring detection algorithm

Metric Definition Value

F-measure F-measure =
t p

t p+ f p · t p
t p+ f n

t p
t p+ f p + t p

t p+ f n
0.92

Sensitivity Sensitivity = t p
t p+ f n 0.93

Specificity Speci f icity = tn
tn+ f p 0.93

Accuracy Accuracy = t p+tn
t p+ f p+ f n+ f p 0.93

Where: t p — true positives, tn — true negatives, f p — false positives and f n —
false negatives.

The algorithm has been described in detail in [17]. A related approach has been
presented in [18].
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2.2 Markers from Medical Treatment

Computer algorithms will probably reach an accuracy of human perception without
haste. Therefore, it has been assumed that the algorithm will consider some man-
ually marked shots as well. Consequently, the summary system considers them as
well, treating human contribution as the most important inclusive factor.

It was assumed that (most likely) manual markings will be created during the
medical procedure by means of some easy and intuitive mechanism (e.g. hitting a
space-bar). The manual markings are accepted without changes and further discus-
sion about the way they appear as well as about their accuracy, is out of scope of
this paper.

2.3 Frames Annotated by Medical Doctors as References of
Pathologies

Another human-based inclusive factor is related to the frames previously described
by an experienced bronchoscopist. While the markers from medical treatment are
generated online (during the medical procedure), the frame description process is
an optional, offline post-processing operation. The quality of such descriptions is
considered to be very high. Furthermore, it is possible to distinguish between several
descriptions (and, e.g., attach different inclusion weights to them).

The possible range of pathologies is a wide set, consisting of a total number of
more than 100 pathologies. Examples include, e.g. mass of the tumour, bleeding,
etc.

2.4 Trachea-Bronchial Tree Branching (Ramifications)

The trachea-bronchial tree (see Figure 4) is the structure from the trachea, bronchi,
and bronchioles which forms the airway which supplies the air to the lungs. The
structure looks like a tree because the trachea splits into the right and left main-stem
bronchi, which branch into progressively smaller structures [19].

Based on consultations with experienced bronchoscopist, it was assumed that
video frames presenting traverses of trachea-bronchial tree branching (ramifica-
tions) are of special interest. Consequently, the summary algorithm includes au-
tomatically detected branching (ramifications) traversals as inclusive factors.

The automatic algorithm is based on an assumption that relatively large, dark
(non-illuminated) trachea endings could be easily detected and counted. More than
one visible trachea ending indicate a traverse through branching (ramifications). The
algorithm first finds all the dark objects, then filters the results to pick out the ob-
jects of certain size. The basic concepts of image opening/closing (with various sizes
of morphological structuring elements), thresholding (by means of image comple-
menting), labelling, and measuring properties of image regions demonstrated were
successfully utilised. The algorithm has been described in detail in [20].
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Fig. 4 The trachea-
bronchial tree (source: pub-
lic domain image, copyright
expired)

2.5 Automatically Discovered Pathologies

Not only manually entered but also automatically discovered pathologies can be in-
cluded as inclusive factors for summarization. The summarization system utilises
several techniques, including DWT (Discrete Wavelet Transform), MPEG-7 stan-
dard [21] as well as colour analysis. Obviously, both the number of automatically
discovered pathologies and the discovery accuracy are limited. The markings based
on automatically discovered pathologies are accepted “as is” and further discussion
about the way they appear as well as about their accuracy, is out-of-scope of this
paper, as the algorithms have been described in detail in [22, 23, 24].

3 Implementation

At the moment of the paper submission, the summary system has been partially
implemented. The system consist of two main parts: implementation of meth-
ods for acquiring inclusive/exclusive factors and implementation of a Web-based
GUI (Graphical User Interface). Both parts have been described in the following
subsections.

3.1 Implementation of Methods for Acquiring
Inclusive/Exclusive Factors

The basic exclusive factor is detection of the “non-informative” frames. As the speed
of the algorithm is of critical importance the algorithm for detection of the “non-
informative” frames was implemented in the C++ programming language. The im-
plementation requirement was that the algorithm is supposed to be calculated in less
than 40 ms, so that it would be possible to analyse the frames on-the-fly of a 25 FPS
video.
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The image is loaded into the memory and stored within IplImg structure. Both the
loading function and the structure used in the implementation are a part of the Open-
CV library [25], which is well-known among the image processing community.

The Discrete Cosine Transform (DCT) is computed with use of the FFTW3 li-
brary [26]. This library allows for computation of the Fast Fourier Transform (FFT)
and related transforms in one or multiple dimensions. The library is highly opti-
mized and, according to the authors its transform implementation is faster than other
competitive implementations. In the implementation process it occurred, that even
this implementation is too slow, as the average computation time for the algorithm
was approx. 50 ms, which is longer than the requirement. Our solution was to crop
the frame to the shape of the square and a pixel size of the edge of power of 2.
The experiments have shown, that this modification does not have influence on the
specific character and sensitivity of the algorithm. This modification allowed us to
significantly reduce the computation time of the DCT.

After the FFT is computed the number of the above-threshold coefficients is com-
puted and the classification decision is made. The average decision time for a bron-
choscopic frame in our implementation is approx. 10 ms, excluding the time needed
to load the frame into the memory. This has satisfied our design requirement.

The summary system acquires markers from medical treatment and frames an-
notated by medical doctors as references to pathologies, manually entered into the
central BRONCHOVID database [16]. Similarly, the summary system acquires in-
formation about trachea-bronchial tree branching (ramifications) and automatically
discovered pathologies from the database as well. This time, however, the informa-
tion is based on computer-vision algorithms.

3.2 Implementation of Graphical User Interface

The algorithm of the summary GUI has been depicted in Figure 5. First, the user can
choose the desired video sequence. Then, partial decompression and analysis takes
place. Next, crucial to the whole summary process, is to choose and set the pa-
rameters of summary. The process considers various options in (above-mentioned)
inclusive/exclusive factors in the summary. After that, it is possible to review the
planned summary statistics, as well as to manually fine-tune the automatically gen-
erated shots (Figure 6(a)). Unsatisfactory results allow the user to come back to
setting the parameters of summary, while satisfactory ones bring him or her to the
decision on choosing how to write/present the result. The straight way is to decide
to download the summary immediately and to proceed to the download dialogue.
However, the user might want to first preview the summarization. It is possible with
use of the Flash Player (Figure 6(b)). On completing watching the preview, the user
can decide whether to accept it and proceed to the download dialogue, or, alterna-
tively, to still come back to setting the parameters of summary.
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Fig. 5 The algorithm of the
summary GUI

(a) Manual fine-tuning of automatically
generated shots

(b) Web-based play-out of a generated
summarized video

Fig. 6 Screen-shots from the GUI (Graphical User Interface) of summary (for presentation
in the paper, actual frames from bronchoscopy procedures have been substituted by frames
recorded outside patient’s body)
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4 Conclusions and Further Work

In the study, the scientific basis was developed for the construction of prototype
software to synthesise the records of bronchoscopy procedure (leaving the most
representative fragments) with the use of mechanisms designed to identify, index
and search. Currently, the advanced implementation process takes place.

The final result of the proposed project will be a prototype device developed
in the form of software. The exact specification of hardware requirements will be
given, compliance with which is a prerequisite for its proper operation. In particu-
lar, the planned final result will be developed of a prototype software designed to
synthesise records of bronchoscopy procedure. Parallel to the analysis of video se-
quences indexing and shortening will be made. All this information will be stored
in a database along with the video recording. This means that during each survey
database disease cases will be enriched with more data.
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Perception Enhancement of Bronchoscopic
Video

Grzegorz Ostrek, Artur Przelaskowski,
Mariusz Duplaga, and Aleksandra Rutczyńska

Abstract. The perception enhancement of bronchovideoscopy examination was the
subject of reported study. Proposed methods enrich diagnosis and treatment giving
real-time additional view based on following adjusted concepts: contrast enhance-
ment, histogram equalization, sharpening, color correction. Additionally wavelets,
edge preserving and morphological filters were involved in the image processing.
Wavelet texture extraction and sharpening were considered as the most useful and
included into complex system of bronchoscopy storage, review and analysis called
“Bronchovid”. Extended capabilities of classical white light bronchoscopy which
has higher resolution than other autofluorescence and spectroscopy based diagnos-
tic methods can be complementary for them in case of any endobronchial biopsy
suspicious findings.

1 Background

Lung cancer is one of most important civilisation and environmental diseases.
It is the most common diagnosed malignant cancer and leading mortality reason

across cancerous diseases. Lung cancer account for approximately 30% male and
26% female cancer deaths [1]. Rate of the cancer vary between male and female,
across countries worldwide depending on cultural and economic conditions includ-
ing industrial development. Lack of screening programs and limited social aware-
ness of the problem are some of complex reasons of late lung cancer recognition
and high mortality. Knowledge of risk factors such as tobacco use, overweight, low
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fruit and vegetable diet, physical inactivity, alcohol use, urban air pollution, radon
exposure and passive smoking (involuntary inhalation of tobacco smoke) [2, 3] is
essential in prevention and managing disease extension. About 30% of cancers can
be prevented by avoiding the mentioned risk factors, additionally early recognition
is chance for successful treatment.

Distinction between major carcinomas: small cell lung carcinoma (SCLC) and
non-small cell lung carcinoma (NSCLC) (16% and 80% cancers respectively [4])
is important indication for treatment. Less common SCLC are stronger associated
with smoking, gives worse prognosis and often are metastatic while NSCLC (also
found in non-smoker patients) usually grow slower .

Last decade came with tremendous development of ideas and systems improv-
ing bronchoscopist work and diagnosis conditions. Many ideas are based on push-
ing to the limits bronchofiberoscopy tools, focused on optical phenomenas, which
led to establishing a variety of diagnosis facilities. Introduced storage systems of
bronchoscopy examination in medical practice gave opportunity for collaboration
between pulmonologists and image processing engineers. Our work was aimed to:

• Extend diagnosis capabilities of classical white light bronchoscopy.
• Conduct test of proposed methods.

Some of techniques which were developed and implemented for bronchoscopy are
described below. Bronchoscopic video assessment is demanding task therefore spec-
trum of diagnostic facilities emerge.

2 Assessment of the Bronchoscopy Image

Bronchoscopy is based on the visual assessment of the tracheobronchial tree made
by the physician performing the procedure, usually pulmonologist or thoracic sur-
geon. The ability of the detection of pathological images and structures is based on
his knowledge and experience. The assessment of airways carried out during bron-
choscopy includes the appearance of the endoluminal side of the walls of trachea
and bronchi, their patency and mobility in the range which depends on the reach of
the edoscope. Apart from the classical endoscopy based on viewing the structures
available for inspection inside the lumen of tubular organs, in case of bronchoscopy
of trachea and bronchi. Techniques focused on improvement of the imaging capacity
during endoscopy and increased diagnostic yield in comparison to classical assess-
ment in white light, with most of them used also during bronchoscopy [5], include
endoscopy with image enhancement based on optical, digital, optico-digital meth-
ods (autofluorescence, narrow band imaging (NBI)), magnified endoscopy based on
optical and digital methods and endoscopic microscopy.

2.1 Bronchoscopy with Image Magnification

One of the strategies aiming for better visualisation of mucosa in airways is
based on the use of bronchovideoscope yielding image magnification. In such
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bronchovideoscope, the image acquired by the charge coupled device (CCD) located
in the tip is first magnified by the lens. Images may be magnified 100-110 times in
relation to standard images obtained with bronchovideoscopes. This imaging op-
tion was used for the search for characteristic pattern of blood vessels occurring in
bronchial dysplasia [6]. The option of image magnification was also tested in con-
junction with NBI to obtain better visualisation of vessels in the areas of squamos
dysplasia in heavy smokers with a high risk of lung cancer [7]. Some authors used
magnification bronchoscopy for the assessment of the degree of the increased vas-
culature in new cases of bronchial asthma [8].

2.2 Narrow Band Imaging

Narrow band imaging (NBI) was introduced with the aim of the improved visu-
alisation of the vasculature and texture of superficial layer of mucosa during en-
doscopic examination. It is based on the application of narrow band filters and
enlightening of the endobronchial tissues with the light representing only narrow
band of wavelength. NBI enables the best contrast between vascular structure and
surround mucosa. The systems used nowadays use blue light (415 nm) for improved
visualisation of vessels situated in superficial layers of the mucosa and green light
(540 nm) to emphasize the pattern of vessels in deeper layers of mucosa and in
submucosa [9, 10]. Narrow band imaging becomes a routine option in new gener-
ation bronchovidescopes which can enhance diagnostic efficiency in detection of
precancerous lesions and early cancer in tracheobronchial tree [11]. Another appli-
cation field is precise assessment of the extent of the neoplastic tissue in the tracheo-
bronchial tree which cannot be fully assessed with white light bronchoscopyi [12].

2.3 Autofluorescence Bronchoscopy

Autofluorescence bronchoscopy uses the source which generates the light of ap-
propriate wavelength to differentiate between precancerous and neoplastic lesions
from normal tissue. Dysplasia, carcinoma in situ and cancer of limited invasiveness
cannot be usually detected in white light bronchoscopy [13, 14]. Autofluorescence
does not require provision of agents increasing tissue fluorescence. Autofluores-
cence bronchoscopy is applied in screening examination addressed to patients with
high risk of lung cancer development. It can be also used in these patients in which
cytological examination of sputum yields abnormal results and no evident tumour
mass is found in standard white light bronchoscopy. The control of the patients af-
ter thoracic surgery for lung cancer may be another indication for autofluorescence
bronchoscopy.

2.4 Endobronchial Thermic Measurement

Neoplastic tissue is usually rich in vessels and its temperature may to some ex-
tent higher than the temperature of neighbouring normal bronchial mucosa. Such
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assumption formed the rationale for attempts of the application of endobronchial
temperature measurements for detection of cancerous tissue. Stefanidis et al. used
thermographic probe introduced to the working channel of the bronchoscope for
the measurements of the temperature of malignant and benign lesion in tracheo-
bronchial tree. They published results indicating that threshold temperature differ-
ence of 1.05◦ enables differentiation between benign and malignant lesions with
sensitivity of 64% and specificity of 91% [15]. The results obtained by another team
which used contact thermometer for endobronchial temperature assessment tend to
confirm this observation. The difference in temperature between tumor and normal
mucosa was on average 1.4◦. [16].

2.5 Spectroscopic Techniques

Current research directions in endoscopic diagnostic are focused on the use of
reflectance and diffuse light spectroscopy. The results of first studies indicate
that reflectance spectroscopy may increase specificity of autofluorescence bron-
choscopy [17, 18]. Furthermore, light scattering spectroscopy is tested for as-
sessment of precancerous lesions [19, 20]. The differentiation between tumor and
normal tissue in tracheobrochial tree may be also improved with near-infrared Ra-
man (NIR) spectroscopy. The first ex vivo and in vivo tests seem to yield promising
results [21]. Specific value of the NIR spectroscopy may rely on the ability of lower-
ing false positive results of autofluorescence bronchoscopy [22]. The tests of probes
enabling NIR spectroscopy during endoscopic examination are continued [23].

2.6 Endoscopic Microscopy

Microscopic assessment during endoscopy is possible with techniques registering
reflected photons or photons released in the fluorescence process [24, 25]. Confo-
cal reflection microscopy enables imaging of the tissue with appropriate quality to
depth of 30μm. The use of coherence microscopy may yield images even to depth
of 500μm but effective resolution in biological environments is lower. The images
obtained with fluorescence microscopy depend strongly on the chemical character-
istics and structure of tissues [26].

3 Methods of Perception Enhancement

Proposed methods are aimed to give additional display by applying adjusted im-
age analysis and processing methods. Presented procedures could be applied on-
line (real-time) during examination or off-line in case of recording and video data
storage. We consider it useful as noticeable perception and image quality enhance-
ment result was obtained. Inability to determine between carcinoma in situ and dys-
plasia, even equipped with mentioned autofluorescence and spectroscopy methods,
still demand searching for suitable methods extending available visualisations for
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physician performing procedure. Furthermore desired limiting unnecessary endo-
bronchial biopsy is under concern our methods. Combining existing methods is a
practised solution [18] commonly accepted by physicians.

3.1 Material

From database containing over 500 bronchoscopic video examinations selected key
frame examples of endobronchical tumor (104 lesions) , mucosal infiltration (113
lesion) and carcinoma (7 lesions) were chosen. Medical records with histopatho-
logic confirmation suspicious findings were available. Preliminary image prepara-
tion and preprocessing steps were found necessary due to acquisition conditions and
brnchofiberoscope limitations. Our interest focused on the image analysis and pro-
cessing tools and concepts well established and found useful in common video pro-
cessing applications. Available sequences obtained from bronchovideoscopy were
in digital video DV lossy compression interlacing format.

3.2 Methods

Undesirable loss of image content while bronchoscope tip rapid movement, typi-
cal during examination set searching useful deinterlacing methods as first step. In
standard view interlacing is not much concern but any artifact or failures produced
by deinterlacing were amplified and extracted at following processing steps. Testing
flexibility and parameters setting optimization was achieved thanks to VirtualDub
(VD) application, which comes with number of community proposed plugins im-
plementation and tested solutions. OpenCV [27] advanced image processing library
used to tackle images in real-time (RT). VD uses internal system video for Windows
(VfW) codecs, reading DV was available through ffdshow1 VfW encoder interface.
Implementation of following deinterlacing methods was examined:

• mencoder implementations of Yadiff and ELA algorithms2;
• mjpeg tools aimed low level video acquisition3;
• smart deinterlace VD proposed method4;
• area based another VD plugin5.

Solutions delivered by mencoder were found useful and real-time optimized Yadiff
like implementation was applied to “Bronchovid” system.

Conducted by physicians and engineers preliminary test selected following ready
for use plugins giving noticeable improvement of perception conditions:

1 http://ffdshow-tryout.sourceforge.net/
2 http://www.mplayerhq.hu/
3 http://mjpeg.sourceforge.net/
4 http://neuron2.net/smart/smart.html
5 http://www.guthspot.se/video/index.htm
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• MSU Smart Sharpen 1.4 MSU Graphics & Media Lab idea based on unsharp
mask6;

• MSU Smart Brightness and Contrast another idea from the same group7;
• sharpen internal VD plugin;
• Color Mill (2.1) of many useful color transformations8;
• Color Equalizer v.1.1 channel amplification and offset due to C = A ∗C + O

formula 9;
• window histogram equalizer plugin implementation10;
• brightness-contrast-gamma sample implementation11;
• morphological OpenCV based erode filter12.

Processing steps

Proposed processing methods were involved in following scheme:

1. colorspace conversion from RGB to YUV or YCbCr,
2. processing luminance composite,

• contrast limited adaptive histogram equalization;
• wavelets analysis denoising and contrast enhancement;
• morphological and edge preserving filters;

3. back to RGB colorspace

Adjusted methods

Promising results were achieved with contrast limited adaptive histogram equaliza-
tion (CLAHE) [28, 29]. Implementation suitable for real-time sequences in VLSI
technique was also proposed in [30]. Egde preserving denoising filters like adap-
tive partial averaging filter (APAF) [31] were tested. Computational complexity and
slight effects didn’t proved usability found in other medical applications. Erode filter
from OpenCV implementation was also considered in preliminary test, but rejected
due to enhancing artifacts caused by fiberoscope construction structure.

Wavelets denoising and contrast enhancement was introduced giving promising
results. From set of orthogonal, biorthogonal and non-perfect orthogonal wavelet

6 http://graphics.cs.msu.ru/en/science/research/videoqualityincreasing/smartsharpen
7 http://www-koi.compression.ru/video/smart_contrast/index_en.html
8 http://fdump.narod.ru/rgb.htm
9 http://home.mit.bme.hu/ bako/filter/filter.html

10 http://neuron2.net/winhistogram.html
11 http://emiliano.deepabyss.org/
12 http://www.crim.ca/en/r-d/vision_imagerie/telecharger.html
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basis biorthogonal Antonin filter13 followed by MiddleEnhance wavelets coeffi-
cients modification rule yield most interesting results.

MiddleEnhance methods parameters are range1,range2 (determining lower and
upper modification levels) and p (powerlaw parameter), modification rule follows

1. Find difference d between minimal (min) and maximal coefficient in subband,
and calculate c and m with respect to minimal coefficient as: c = min + range1 ·
d,m = min + range2 ·d.

2. Calculate multiplier mul = (c/m)p.
3. If subband coefficient x satisfy |x|< c then x = x ·mul

else if |x|< m then x = x · (m/|x|)p.

Some problems remain not solved because of computational and time complexity
or were not marked as urgent problems by physicians. One of them is removing
specular reflections, some interesting approach to the problem can be find in [32,
33]. Additionally motion blur compensation techniques are recently proposed and
we predict their usefulness in improvement of traditional bronchoscopy value [34,
35, 36].

4 Experimental Study

Preliminary subjective tests were performed to verify the usability of proposed
methods. Under concern of reviewers were color modifications clarity, pattern
extraction or preserving (overall additional value feel and look). 8 observers par-
ticipated in the experiment: 2 endoscopists, medical imaging professionals and bio-
engineering students assessed prepared images of 8 various bronchial pathologies.
Each example was processed by 8 chosen methods with experimentally set parame-
ter values: windowed histogram equalization, MSU Smart Sharpen, CLAHE with 3
values of normalized cliplimit (C1=3,C2=5,C3=8) parameter and Antonini wavelet
analysed followed by MiddleEnhance with 3 powerlaw values (w1=0.42,w2=0.53,
w3=0.63) while other parameters were fixed (range1 = 0.1 and range2 = 0.9). One
of test’s set examples reviewed in experiment is presented in Fig. 1. Assessment
scale took scores form −3 to 3 where:

−3 not acceptable worsen perception;
−2 worsen perception;
−1 noticeable worsen perception;

0 no enhancement or worsening of perception;
1 noticeable enhanced perception;

13 Kernel defined by

h̃ =
[0.03782845550699535 −0.02384946501937986 −0.1106244044184226 . . .
0.3774028556126536 0.8526986790094022 0.3774028556126537 . . .
−0.1106244044184226 −0.02384946501937986 0.03.782845550699535]

g̃ =
[−0.06453888262893856 −0.04068941760955867 0.4180922732222124 . . .

0.7884856164056651 0.4180922732222124 −0.04068941760955867 . . .
−0.06453888262893856]
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Fig. 1 Example test set presented in the experiment. Left corner original image followed by
windowed histogram equalization, MSU Smart Sharpen, CLAHE enhanced (middle row) and
wavelets enhanced (bottom row).

2 enhanced perception;
3 superb perception enhancement.

Table 1 Perception enhancement methods assessment results. Methods names where
C1,C2,C3 are CLAHE derived and w1, w2, w3 are wavelet based methods with respect to
parameters order mentioned in the text.

Observers Method MSU S.S. w.h.e C1 C2 C3 w1 w2 w3
Endoscopists Mean score 1.94 -1.81 0.16 -1.04 -1.59 0.66 1.44 1.41

Std. dev. 0.08 0.44 0.66 0.05 0.47 0.04 0.08 0.22
Engineers Mean score -0.10 -0.44 1.58 -0.42 -1.33 1.40 1.52 1.47

Std. dev. 1.96 1.42 0.54 1.81 1.76 0.55 0.99 1.46

Some other examples of enhancement were presented in Fig. 2 and Fig. 3.
According to obtained results in both observers groups presented methods yield

above noticeable perception enhancement. Endoscopists group found MSU Smart
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Fig. 2 Selected frames processing examples. Left hand side are original, right hand side
processed with windowed MSU Smart Sharpen (top) and wavelet based w3 (bottom). Noticed
perception enhancement marked by arrows.

Sharpen processing results the most helpful. Level of details and information ex-
tracted by the method was not understood and appreciated by engineers. All review-
ers found wavelet based methods useful where highest ratings got w2 method while
windowed histogram equalization achieved poor scores. CLAHE based method C2
was found useful by engineers getting highest overall score in this group. The
method was not so much appreciated by endoscopists. Frame based examples of pro-
cessing results yield view with some additional information based on digital video
content.

Edge and texture extraction were achieved by CLAHE and wavelets based meth-
ods. Carcinoma changes occur with mucosa affections so indirect signs may be
hidden in some pattern therefore extracting is expected by physicians. Wavelets
enhancement gave shadow areas better visible in endoscopists opinions. Physi-
cians marked MSU proposed Smart Sharpen and color correction facilities as most
promising.
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Fig. 3 Selected from experiment frame processing examples. Original frame in upper left
corner, followed by MSU Smart Sharpen, C2 and w3 (bottom row).

5 Conclusions

Archiving procedures in bronchovideoscopy gives wider field for collaboration be-
tween pulmonologists and image processing engineers. Reported results yield sec-
ond look at traditional bronchoscopy procedure enhancing it capabilities with low
cost computing machines need and enrich diagnostic procedures. Our result can be
easily reproduced and improved due to open development ideas. Video can be pro-
cessed on-line while frame capture is available or off-line on archived sequences.
Problem of human color perception and adjusting bronchoscope display capabilities
should be considered in connection with existing laboratory equipment. As number
of methods can be combined in different ways, exhausting subjective test should be
conducted covering various bronchoscopy stations vendors in multicenter clinical
trial to approve usability of proposed methods.
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Abstract. The aim of the study performed in the Department of Biophysics of
Nicolaus Copernicus University is to investigate the effect of extremely low fre-
quency electromagnetic field (ELF-EMF) exposure on animal nervous system func-
tion. American cockroach (Periplaneta americana) serves as a model in experiments.
Insects are placed into the chamber inside the coil (electromagnetic field exciter) de-
signed and manufactured by „Elektronika i Elektromedycyna Sp. J.”. Before starting
the exposure it is necessary to determine: (1) what kind of field is applied, (2) the
parameters of exposure and (3) the area of homogenous field. Only well established
set-up characteristics can provide correct and comparable conditions of exposure to
EMF. As well as, before starting the observation of the EMF influence on insects it is
necessary to exclude factors which are associated with EMF exposure (such as tem-
perature changes and vibrations) and could affect the organism function (behavior
of animal). Especially cockroaches are very sensitive to vibrations and mechanical
disturbances. Thermal conditions during the whole period of EMF exposure have
been established earlier 1. The research that has been conducted by the authors so
far included methodology of measurements of mechanical vibration spectrum and
magnetic field distribution in interior part of electromagnetic field exciter on insects
putted into research chamber. The vibration of electromagnetic field exciter occurs
due to current flow by the exciter windings 2,3, and they acts on it in radial and lon-
gitudinal direction. In this paper the vibration and field distribution of field exciter
measurements results are presented.
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1 Introduction

Effect of electromagnetic field (EMF) on organisms, first of all on human being, is
a trendy subject mainly because of wide cell phone utilization. In highly developed
countries the intense increase of production of extremely low frequency electro-
magnetic field (ELF - EMF) is observed; all home appliances are the source of such
EM radiation however this problem seems to be less popular. Hundreds of papers,
less or more scientific, appeared describing effect of ELF electromagnetic energy
on different physiological functions however there is no unambiguous conclusions.
And finally we don‘t know is it irrational to sleep near electric socket or ganglion
of electric cables or not. Biological effects of EMF exposure can be observed on
molecular, cellular and organ level as well as animal and human behavior can be
studied. Nervous system "is driving" the whole organism function and each varia-
tion in its activity can influence different life’s processes [1].

Certainly nervous system can serve as a highly sensitive receptor of EMF influ-
ence. Changes in different parameters characterizing nervous system activity have
been observed under ELF- EMF exposure however their mechanisms are still un-
known [4]. The aim of our study is to better determine the effect of ELF EMF on
nervous system function. We decided to perform complex study on insect nervous
system. American cockroach (Periplaneta americana) has been selected due to sev-
eral reasons: (1) conclusions are easier when experiments are performed on more
simple models; (2) american cockroach is known as a good model in neurobiologi-
cal studies; (3) cockroach nervous system is relatively large and well accessible and
several electrophysiological techniques can be applied to observe its function; (4)
physiology of cockroach is rather well known and we can suspect that this knowl-
edge can help us to explain our observations. One of the factor which can influence
the success of the studies is to obtain stable, well defined conditions of exposure
to EMF. Special coil (electromagnetic field exciter) designed and manufactured by
Elektronika i Elektromedycyna Sp. J and we intend to use this coil in all our exper-
iments. It’s size has been adjusted to experiments with 2 or 3 insects. EMF strength
can be regulated. Insects are placed in the coil in glass chamber with aeration and
with insect movement sensors. Proper experiments must be preceded by studies in
which it is necessary to determine: (1) what kind of field is applied, (2) the pa-
rameters of exposure and (3) the area of homogenous field. Only well established
set-up characteristics can provide correct and comparable conditions of exposure to
EMF. Addtionally, before starting the observation of the EMF influence on insects
it is necessary to exclude factors which are associated with EMF exposure (such as
temperature changes and vibrations) and could also affect the organism function. Es-
pecially cockroaches are very sensitive to vibrations and mechanical disturbances.
Thermal conditions during the whole period of EMF exposure have been already
established [1, 5]. In the paper the methodology and results of measurements of
mechanical vibration spectrum and magnetic field distribution in interior part of
electromagnetic field exciter are presented. The vibrations of electromagnetic field
exciter occurs due to current flow by the exciter windings, and they acts in radial
and longitudinal direction.
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2 Scope of the Work and Laboratory Equipment

The investigations of electromagnetic field exciter were performed into two main
steps connected with its mathematical model formulation and comparison of simu-
lated and measured results. Furthermore it was important to measure on real object
the relation between value of voltage supply and generated magnetic flux density
into its interior part, as well determination of the space magnetic flux density distri-
bution. And finally the vibration spectrum on real exciter was measured.

The experimental stage for vibration and for field distribution measurements con-
sists of two measuring Keyence LC-2420 [2, 3] laser displacement heads, magnetic
field sensor, heavy inertial masses, stiff supporting frame and elastic suspension of
magnetic field exciter. The laboratory stage is in Fig. 1 presented. The displacement
measuring resolution of laser heads was 10 nm (nanometers) and the magnetic field
sensor resolution was 0.1 mT (militesla).

Fig. 1 Most important part of laboratory stage: (1) - field exciter, (2) - laser head for longitu-
dinal displacement measurements, (3) - laser head for radial displacement measurement

3 Mathematical Model Formulation of Field Exciter and
Results of Simulation

The mathematical model of electromagnetic field exciter was implemented in Com-
sol Multiphisics program, which allows for electromagnetic field analysis using fi-
nite element methods (FEM). The discredited geometry of exciter model consisted
with 56000 degrees of freedom in axial symmetry mode and is presented in Fig. 2.

The main aims of finite element analysis was determination of space distribution
of magnetic flux density and determination the homogenous space with magnetic
field flux density equaling or grater than values of B1= 0.7 mT, B2= 1 mT and
B3= 7 mT. The calculated homogenous spaces are in Fig. 3 presented.
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Fig. 2 Generated FEM
mesh of electromagnetic
field exciter in axial symme-
try mode

(a) (b)

(c)

Fig. 3 Electromagnetic field calculated homogenous spaces: a) 0,7 mT, b)1 mT, c) 7mT

Basing on simulation results of space field distribution two homogenous spaces
was determined, and they may be approximated by cylinder spaces. First cylinder
space with magnetic flux densities lower than 2 mT and second cylinder space with
values grater than 2 mT, both spaces are presented in Fig. 4. Fig. 4 presents isomet-
ric, transparent view of exciter and position of homogenous cylinder spaces. The
geometrical dimensions of cylinder spaces are as follows: first cylinder space - 80
mm high and 130 mm in diameter, second cylinder space - 70 mm high and 130 mm
in diameter.
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Fig. 4 Electromagnetic
field exciter with homoge-
nous spacer approximated
by cylinders. (1) - exciter
frame, (2) - cylinder space
with B < 2 mT, (3) - cylinder
space with B > 2 mT

Calculated value of magnetic flux density norm distribution (under 20V, 30 V
and 210 supply) along longitudinal symmetry axis of exciter cylinder is presented
in Fig. 5(a)-5(c).

(a) 20V, 50 Hz supply (b) 30V, 50 Hz supply

(c) 210V, 50 Hz supply

Fig. 5 Calculated magnetic flux density norm on longitudinal symmetry axis

Calculated value of magnetic flux density norm distribution (under 20V, 30 V
and 210 supply) in radial direction (at half high of exciter frame)) is presented in
Fig. 6(a)-6(c).
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(a) 20 V, 50 Hz supply (b) 30 V, 50 Hz supply

(c) 210 V, 50 Hz supply

Fig. 6 Calculated magnetic flux density norm in radial direction

4 Measurement Results of Real Exciter

In Fig. 7(a)–7(c) the measured value of magnetic flux density Bz components along
the longitudinal axis and under different voltage supply (20,30 and 210 V) are
presented.

In Fig. 8(a)–8(c) the measured value of magnetic flux density Bz components in
radial direction (at half high of exciter frame) and under different voltage supply
(20,30 and 210 V) are presented.

In Fig. 9 is presented relation described the value of generated magnetic flux
density in central part of exciter versus supply voltage. This characteristic is very
convenient because shows what the value of voltage should be applied to exciter
terminals to get desired value of magnetic field.

5 Results of Vibration Measurement

The final step was related with vibration measurements of magnetic field exciter
frame in longitudinal and radial direction. The measurements were made using
two laser displacement head - one for radial displacement measurement and the
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(a) 20 V, 50 Hz supply (b) 30 V, 50 Hz supply

(c) 210 V, 50 Hz supply

Fig. 7 Measured magnetic flux density Bz component on longitudinal symmetry axis

(a) 20 V, 50 Hz supply (b) 30 V, 50 Hz supply

(c) 210 V, 50 Hz supply

Fig. 8 easured magnetic flux density Bz component in radial direction
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Fig. 9 Magnetic flux den-
sity Bz component versus
supply voltage

second for longitudinal displacement. The results of experiment are in Fig. 10(a)-
10(f) presented.

6 Summary

Taking into consideration results of vibration presented in Fig. 10(a)–10(f), it is
easy to observe that under voltage supply with frequency equaling 50 Hz in vi-
bration spectrum appears the vibration harmonics equaling double value of supply
frequency - 100 Hz. Also the exciter frame shakes with frequency of supply voltage.
The summarized vibrations amplitudes are presented in Table 1. The results related
with B equals zero shows the bias vibration spectrum, it is mean that magnetic field
exciter shakes upon external disturbances related for example with building motion,
and us a results in the vibration spectrum are present harmonics with frequencies
equals: 50, 100 and 150 Hz. The vibration spectrum do not change in significant
way, when exciter excite the magnetic field on level 1 mT (in its interior part), in
both directions - radial and longitudinal. Some changes are observed when mag-
netic flux density equal 7 mT is excited, and then it results in increase the vibration
in radial direction. But only vibration harmonics at frequency 50 Hz increase with
significant way. Such behavior of magnetic field exciter is related with the way of
his suspension on laboratory stage by the means of elastic belt, which gives dif-
ferent stiffness and vibration dumping for both directions - highest in longitudinal
direction. The magnetic fields exciter may be used in researches process of differ-
ent organisms (like cockroaches), because it have relatively high homogenous space
of magnetic flux densities higher than 2 mT. The magnetic field exciter may excite
the vibration of laboratory stages at frequencies 50 and 100 Hz. Described above
electromagnetic fields exciter may be used in investigating the influence of electro-
magnetic field on the animals. It allows to obtain good uniformity of the electromag-
netic field inside in its internal part and the comparable EMF exposure conditions
for the different experimental series. The dimension of the homogenous EMF area
permits to perform the experiments also on animals larger than insects such as for
example mice. The estimated own vibrations of magnetic field exciter may induce
the vibration of laboratory stages at frequencies 50 and 100 Hz. In the further study
it is planed to assess in details the vibrations in experimental setup during EMF
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(a) Without supply (longitudinal direction) (b) With 30 V (50 Hz) supply (longitudinal
direction)

(c) With 210 V (50 Hz) supply (longitudinal
direction)

(d) Without supply (radial direction)

(e) With 30V (50 Hz) supply (radial direc-
tion)

(f) With 210V (50 Hz) supply (radial direc-
tion)

Fig. 10 Amplitude vibration frequency spectrum of magnetic field exciter

exposure. It is necessary for future studies to precise in what extent the vibrations
will transfer from the coil to the chamber with insects or another animal. In such
case we will be able to determine the participation of different factors on animal
behavior.
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Table 1 The summarized vibrations amplitudes (frequency of voltage supply: 50 Hz)

Flux density B = 0mT
Vibration frequency of exciter 50 Hz 100 Hz 150 Hz
Amplitude of longitudinal vibration 245 nm 235 nm 412 nm
Amplitude of radial vibration 179 nm 340 nm 530 nm

Flux density B = 1mT
Vibration frequency of exciter 50 Hz 100 Hz 150 Hz
Amplitude of longitudinal vibration 195 nm 202 nm 376 nm
Amplitude of radial vibration 186 nm 318 nm 558 nm

Flux density B = 7mT
Vibration frequency of exciter 50 Hz 100 Hz 150 Hz
Amplitude of longitudinal vibration 260 nm 217 nm 368 nm
Amplitude of radial vibration 352 nm 380 nm 545 nm
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Ślusarczyk, Grażyna 379
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