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Preface

Information Technologies do not recognize borderlines between disciplines. This
research area rather follows the tradition of interdisciplinary cooperation which
requires attention to be given to the needs of other people. In information tech-
nologies in biomedicine three very different and specific partners are to work
together. Patients needs are recognized by physicians who collaborate with sci-
entists and engineers. This defines the goal of our research which is to satisfy the
functional requirements of authorized physicians for the benefit of the patients.

In this book, members of the academic society of technical and medical back-
ground present their research results in order to bridge the gap between infor-
mation technologies and clinical medicine. Researchers who explore the area of
medical imaging, biomedical signals, and biotechnology discuss various innova-
tions that change the way of solving problems. New approaches to data process-
ing and recognition increase the efficiency of medical diagnostic and treatment
and permit more information to be extracted from the acquired data. The infor-
mation is then put at the disposal of authorized physicians at the place and at
the time it is required, in a format adapted to the specific needs of the physician
and the patient.

An extended area is covered by the articles. It includes biomedical signals,
medical image processing, recognition, and understating, text processing and
natural language analysis, telemedicine, computer-aided diagnosis and treat-
ment, biomaterials. Papers present various theoretical approaches and new
methodologies based on fuzzy sets, mathematical statistics, morphological meth-
ods, fractals, wavelets, syntactic methods, artificial neural networks, graphs and
many others.

We would like to express our gratitude to all paper reviewers as well as the
authors who have contributed their original research papers.

Gliwice Ewa Pi ↪etka
June 2008 Jacek Kawa
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Exploring the Knowledge of Human Expert

beyond His Willing Expression

Piotr Augustyniak

AGH University of Science and Technology,
30 Mickiewicza Ave. 30-059 Krakow Poland
august@agh.edu.pl

Summary. The paper discusses the alternative method of medical experts partic-
ipation in technical inventions for medicine. Blind tests and various statistic-based
correlations of human and automatic interpretation results are commonly used today.
Our paper postulates a deeper insight into the expert performance in order to better
understanding and simulating his reasoning in the software. The benefit is twofold:
the measurement is objective and the closer simulation of human reasoning yields bet-
ter performance in case of unexpected input. Although the area of application is the
very broad intersection of medicine and technology, we focus on the automatic ECG
interpretation, and propose the agile software featuring a human-like behavior. Two
examples of experiments aimed at extraction of some aspects of ECG interpretation
knowledge are also included in the presentation.

1 Introduction

1.1 Rising a Need for New Knowledge

Information technology not only supports the medical practice of today, but also
makes new challenges and opportunities stimulating the progress in medicine.
The Holter ECG recorders or Computed Tomography may be recalled as first-
hand examples of such inventions. In AGH-UST Biocybernetic Lab. we designed
and prototyped a wearable ECG recorder-interpreter designed for a wireless
cardiology-based surveillance network. Unlike the currently marketed systems,
it continuously adapts the ECG signal interpretation process to several prior-
itized criteria of medical and technical nature. The process is designed as dis-
tributed and is performed partially by separated thread on the supervising server
(network node) and partially by the agile software of the remote recorder [1].
Important novelty is also the use of digital wireless link in a bi-directional mode
for patient and device status reporting but also for management and control of
the remote software, requests for adaptation of report contents and data prior-
ity and reloading of software libraries as necessary. Such adaptive system yields
unprecedented personalization and diagnosis-oriented processing and thus bet-
ter simulates the seamless presence of a cardiologist. Until today the prototype
brings rather scientific challenges, revealing new unexploited areas present in

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 3–14, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008



4 P. Augustyniak

clinical practice but not covered by the standards, recommendations or guide-
lines [12].

1.2 Current Validation Rules and Their Limitations

The standards of ECG interpretation quality assessment [6] require the values
of the diagnostic results to fall within a specified tolerance range around the
value believed to be true. Such “true” reference is usually estimate by averaging
the response of independent human or software experts. This approach has two
drawbacks:

• it is based on the similarity of results and not of reasoning making even good
automatic interpreters useless in case of unexpected input,

• it is optimal for a hypothetic “average” patient a not for a particular person,
because of not considering the intra-patient variations.

1.3 Objective Measurement of Behavior

All measurement techniques in technical, economic and social sciences assume
the less-possible extent of influence of data acquisition process on the observed
phenomena [8]. Technical measurements express this idea as non-energetic in-
formation transmission. For this reason, the investigation of the medical expert
knowledge using his willing expression may not be accepted as the objective
measure. Although assumed not to be biased intentionally, it is influenced by
several mental factors. Two principal are: memorization and verbalization.

Memorization uses the short-term memory and a part of human attention
to capture his own behavior. The behavior is thus not spontaneous as it were
naturally and the auto-observation usually implies subconscious auto-restriction.
In result the memorized facts are altered and not complete.

Verbalization is necessary to express the memorized knowledge with a limited
set of tokens belonging to a specified vocabulary. Such dictionary depends on the
language used, but is also influenced by subjective preferences of the speaker.
Therefore the output of an interview with an expert concerning his own reasoning
may not be considered more seriously as discrete, incomplete and inaccurate
impressions.

Fortunately, the interview as a research methodology has many alternatives,
among of them the experiment. From this point of view, however, the originality
of our approach is that medical experts are proposed to be subjects in our ex-
periment. The presentation of this innovative idea will be developed throughout
this paper.

2 Methodology

2.1 Human Expert as Experiment Subject

Lets take the analogy form the medical diagnostic process. It usually starts
with the interview, but commonly needs supplementary tests providing objec-
tive measurements of various diagnostic parameters. The patient, assuming he
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is a highly cooperative proprietor of the information, is not able to estimate sev-
eral important facts about himself without specialized sensors and measurement
methodology. In the scheme presented above, we postulate to replace the patient
by the medical expert at work and to use specialized interdisciplinary technolo-
gies aimed at extracting the milestones and foundations of decision-making path.
We are conscious, that similarly to the health information, this is a potentially
very sensitive area and employ all ethical guidelines to the management of the
experimental results. As a principle, we don’t make any judgment about the
correctness of the results and we keep all demographical data of the experts
involved in a separate database.

In order to fulfill the requisite of an objective measurement to the maximum,
we should not inform experts about their participation in the experiments. That
may be feasible with the video surveillance of people on the street, but not in case
of medical task performance. The experts willingly accept the participation in the
experiment, as they were informed that they will be observed at work in several
manners. Some of them were clearly visible, some others remain undisclosed. The
applied measurement techniques should be selected with regard of the efficiency,
but also the experimental setup should reproduce as close as possible the natural
working environment of the expert.

2.2 Knowledge Exploration Techniques

The most common technique for the exploration of human behavior involves
image acquisition and sequences analysis. As the interpretation of ECG signals
has no kinetic background, we do not apply the video sequence analysis, how-
ever some sessions were video-recorded and the records were found helpful for
validation of the session flow, identifying obstacles and interfering events. For
the reason of commodity, we also do not apply complicated techniques of brain
monitoring. The fMRI [4], although revealing the physiologically evoked parts of
the brain is not able to reproduce the reasoning, and does not allow to simulate
the usual working environment. The EEG may probably be used in human in
course of the visual ECG interpretation process, but, here again long prepara-
tion, relatively poor repeatability and no representation of the cognitive process
motivated us to focus on more appropriate methods.

The principal method was thus based on the fact, that the ECG interpretation
process may be considered as fully visual [2]. By fixing the trace, we may consider
the eye gaze trajectory as representative to the reasoning process. In fact, the
observation of the trace (or any object) by the human consists of two mental
processes running in parallel and interchanging information in restricted time
windows [7]. Due to the very limited visual field, after the image is acquired in
the human retina, the interpretation starts and as soon as acquisition completes,
the research for a new focus point begins in order to provide the interpretation
with a complementary image. The sight is a principal sense in human and thus
eyetracking techniques are commonly used as objective indicators of visual cues
(advertising) or reading and linguistic skills (education).
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The second knowledge exploration technique is based on the expert-computer
interaction. Assuming the computer is already used to visualize the trace for
interpretation and the expert interacts with the system with use of a standard
mouse, it doesn’t require any additional device. After the interpretation is com-
pleted, the expert had to express his preferences in a field of selection marks.
Unlike in the standard software, these fields order and the initial selection state
were controlled by a random generator what prompts the expert to search for
most important items at first and to revert the selection as necessary.

3 Pursuit of the Human Eye in Course of the Visual
ECG Interpretation

3.1 Perceptual Model Concept

Perceptual models have been recently recognized as valuable tool enriching the
visual interaction of human with sophisticated devices [5, 9]. As a perceptual
model of a biosignal record we understand a result of statistical processing of
scanpaths, analyzed as polygonal curves in context of displayed visual informa-
tion. The gaze order and fixation time correspond to the seeking sequence and
to the amount of data gathered visually by the observer and thus they represent
the diagnostic importance of particular regions in the scene [3, 10]. In the ECG,
subsequent events in the cardiac cycle are represented by P, QRS and T waves
positions, therefore the wave start- and endpoints were selected as reference
time points for the analysis of human foveation sequence aiming at estimating
the local density of medical data. Assuming the observer is properly engaged in
the trace inspection, the gaze is controlled instinctively and the eyeglobe move-
ments objectively represent the information gathering sequence. The analysis
of experts’ eyeglobe trajectories captured during the manual interpretation not
only reveals regions of particular importance in the signal trace, but also rep-
resents the human reasoning involved in the interpretation process. Apart from
main interest of our research, the prospective area of applications for eyetrack
features captured during the visual inspection of biosignals include:

• objective assessment of cardiologist interpretation skills,
• teaching of the visual interpretation using the guided repetition of expert’s

scanpath.

3.2 Eye Tracking Method

The infrared reflection-based eyetracker OBER-2 capturing two-dimensional
trace of each eye at 750Hz during the ECG presentation lasting for 8 s was used
in visual experiments. The device provides the angular resolution of 0.02deg
and uses time-differential method for the sidelight discrimination. This angle
corresponds to a time interval of 30ms on a standard ECG chart plot (25mm/s)
viewed from a typical reading distance (40 cm). The position of both eyes was
recorded simultaneously and a custom-developed software detects the dominant
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Fig. 1. a) Physical principle and b) technical details of the infrared reflection-based
eyetracker OBER-2

eye which trace is used to determine the electrocardiogram conspicuity.
Figure 1 displays the physical principle of the differential infrared reflection-
based eyetrack acquisition.

3.3 Experiment Setup and Participants

The total of 17 experts (12± 4 years of experience) volunteers accepted the invita-
tion to the laboratory for the visual experiment. All observers were asked to com-
plete the statistical questionnaire on their ECG experience and possible eyesight
defects before attempting to the visual task. The ECG traces were randomly se-
lected for interpretation from CSE recordings [13] and were presented as bitmaps
on a 17 inch CRT monitor. The display simulated a conventional 12-leads paper
recording (fig. 2). The reading distance was controlled with use of a chin support set
40 cm apart from the display center. Each ECG trace presentation was interlaced
with the fixation point in the center of the display. The reference wave borders, al-
though not displayed, provided the cardio-physiological context for the scanpaths
analysis. The horizontal axe of the scanpath is projected on the temporal progress

 

Fig. 2. The expert volunteer performing a visual task on ECG interpretation
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of heart cycle, represented by positions of wave borders. Piecewise integration of
scanpath time allows to estimate for each cardiac component the amount of infor-
mation it contributes to the final diagnosis.

3.4 Scanpath Signal Processing

Each visual experiment provides a four-column matrix representing raw eyeglobe
coordinates at the evenly spaced time points [11]. Prior to the ECG traces in-
vestigation, the calibration rectangle is displayed and the observer is asked to
gaze at its corners. The gaze points corresponding to the corners are identified
in the eyetrack and help in calculating the display-relative coordinates from the
A/D converter output. The further signal processing routines were developed
in Matlab with regard to the aims of visual experiments. Main stages of this
calculation are performed on the pre-detected dominant eye trace and include:

• the initial idle time ti and the interpretation task completion time te were
detected in the scanpath,

∀
t<ti

√
Δx2

t + Δy2
t < ε (1)

∀
t>te

yt > m (2)

where ε is the noise level and m is the maximum vertical screen coordinate
• using a set of reference wave borders Si

min, Si
max provided in the CSE

database, each foveation point P in the scanpath was qualified as corre-
sponding with the particular ECG sections i,

P ⊂ Si : Si
min ≤ px < Si

max (3)

• the number and duration Di of foveation points was integrated separately
for each ECG section i in all ECG displays,

Di =
∑te

t=ti

P (t) ⊂ Si (4)

• the contribution of each section’s conspicuity was referred to the total obser-
vation time.

Ci =
Di

te − ti
(5)

The intrinsic variability of waves’ length does not influence the result, since the
foveation points are referred to ECG fiducial points and not directly to the ECG
time. Apart from the waves conspicuity statistics, the processing reveals the
perceptual strategy related to main stages of the ECG interpretation process.
The principle of strategy description is the identification of:

• most attractive points coordinates,
• their gaze order in context of the ECG time and displayed ECG leads.
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These parameters were chosen as most representative to the global density of
diagnostic information distribution in the heart cycle and to the information
priority required by a diagnostic decision scheme followed intuitively during the
manual ECG interpretation by the human expert.

3.5 Results of the Human Eye Pursuit

The statistical parameters of all visual experiment results are summarized in
table 1. Figure 3 displays an example of eyeglobe trajectory over a 12-lead ECG
plot together with the corresponding bar graph of attention density.

The results in table 1 prove the common belief about irregular distribution of
medical data in the electrocardiogram. However, main novelty here is the quan-
titative assessment of expert’s attention density and its variations in the heart
cycle. As much as 38 percent of information in the signal is represented in the

Table 1. Results of ECG inspection scanpaths analysis

Parameter Unit
Observers
Experts

idle time ms 73 ± 55
interpretation time s 5.5 ± 1.5
P wave foveation % 23 ± 12
PQ section foveation % 7 ± 5
QRS wave foveation % 38 ± 15
T wave foveation % 18 ± 10
TP section foveation % 14 ± 5
max. attention density s/s 21.0
min. attention density s/s 1.9

 
 

a) 

b) 

Fig. 3. a) The example of expert’s eyeglobe trajectory over a 12-lead ECG plot (CSE-
Mo-001); the circle diameter represents foveation time, b) corresponding bar graph of
the attention density
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QRS complex attracting the experts’ gaze to this relatively short (105±23 ms)
section. Despite the considerable length of the baseline (278±115 ms), only 14
percent of gaze points fall to this section confirming its little diagnostic signif-
icance. Comparing minimum and maximum attention density values we found
interesting that this value varies over 10 times, what represents high expert con-
centration on most informative part of the image. The second group of result were
derived by the analysis of perceptual strategy. Figure 3a displays an example of
the strategy over a 12-lead ECG plot and table 2 summarizes the corresponding
strategy description parameters. For studies on perceptual strategy repeatability
we selected electrocardiogram images investigated by at least two observers. By
comparing the positions and gaze order of five most important foveation points
in the scanpaths we found several different strategies applied by the experts.
Having no means to assess them, we only rank them by frequency and observe,
that the similarity between two experts may be expected with the probability of
37%. This result prove the proper representation of ECG interpretation process
in the visual strategy.

Table 2. Quantitative description of the most frequent perceptual strategy

Parameter Unit
Observers
Experts

relative foveation time for the main focus point % 31 ± 12
number of foveation points 6.1 ± 1.7
foveation points distance deg. 5.7 ± 2.4
scanpath length to the last foveation point deg. 34.7 ± 5.1
scanpath duration to the last foveation point s 3.6 ± 1.3

The scanpath, however, is very sensitive to the voluntary observer cooperation
during visual tasks. Poor cooperation or misunderstanding of visual task rules
was the main reason for exclusion of 18% of records from the scanpaths statis-
tics. The scanpath statistics and perceptual strategies revealed many differences
between cardiology experts concerning the ECG inspection methods. However,
all the statistical parameters indicate a very precise and consistent way of in-
formation search by experts. Moreover, high variation of first foveation points
focus time and distance suggest the hierarchical information gathering reflecting
the parallel decisive process.

4 Pursuit of the Human Choice in Course of Diagnostic
Result Selection

4.1 Expert’s Choice as Indicator of Medical Data Relevance

Following the requisites of objective measurement, the pursuit of human choice
for diagnostic results priority was made with use of a hidden poll. In order to
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avoid all-inclusive selections, an artificial restriction of resources was applied. It
is based on the expected data stream value attributed to each diagnostic pa-
rameter. The total available data volume was set as equal to a half of the data
volume of all parameters. In such environment, the doctor has to allocate the
space first for the most relevant data, and simultaneously exclude the data he
or she considers useless. The aim of this investigation was to record and analyze
the expert’s behavior in order to extract the knowledge about the relative rele-
vance of ECG diagnostic parameters in most frequent diseases. Such hierarchy
yields promising advantages in systems with patient-specific adaptation of the
interpretation processing.

4.2 Usual Interface with Hidden Poll Functionality

The manufacturer of ECG interpretation software performs a standard technical
validation procedure which is followed by clinical usability verification in selected
cardiology expert offices. This last step is very important as it is done by medics,
able to demonstrate the software usefullness in live conditions. A trivial modi-
fication of the commercial ECG interpretation software (Cardioteka c©, Aspel)
was a background for experimental studies concerning doctors’ choice about the
report contents. The default proposal of a final report contents was replaced by
a random pre-selection (fig. 4).

 
 

 

Fig. 4. Example selection screen for the choice on the report contents. Subsequent
displays differ by items order and initial selection state.

Once the interpretation is completed, all available report items appear to-
gether on the screen and the doctor had to select (deselect) results he or she
wish to include in (exclude from) the report contents. The order of selections
made and chosen items are memorized with the diagnostic outcome. The sur-
vey included 1730 ECG analysis cases and allowed to pursuit the cardiologists’
preferences in 12 most frequently observed diseases (normal sinus rhythm, sinus
tachycardia, sinus bradycardia, probable AV block, ventricular escape beats,
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Summary. The paper discusses application issues of using the metal implants for
treatment of the cardiovascular diseases. The analysis of the biophysical conditions of
the heart-coronary vessels system has been used to distinguish the tissue environment
properties which should be compatible with properties of the metal biomaterial and
stent surface. The need to determine the correct quality and service properties of the
coronary stents has been indicated, which refer first of all to their design form, physical
and chemical properties of the metal biomaterial and its surface. Based on that the
Author of the work has proposed his own methodology for forming and controlling the
service properties of the stents. It takes into account the required relationships between
structure, and mechanical properties of the stent biomaterial, and the physical and
chemical properties of its surface - adjusted to the specific features of the cardiovascular
system.

1 Introduction

Employment of the intravascular implants called stents has become one of the
most important achievements of the nineties of the last century in the area of
surgical cardiology in the ischaemic heart disease treatment. These implants
feature a sort of a metal, small sized, springy scaffolding with the spatial cylin-
drical design grafted into the critically stenosed coronary vessel to support and
simultaneously dilate its active section. The Percutaneous Transluminal Coro-
nary Angioplasty (PTCA) was one of the main coronary heart disease treatment
methods used to dilate the vascular lumen in the period before the stents were
introduced, apart from the pharmacological therapy and Coronary Artery By-
pass Graft (CABG). The idea of such operation was presented first by Dotter
and Judkins in 1964. This method was effective mainly for peripheral arteries.
Potsmann modified this operation using the catheter ending with delivery baloon
for the first time. To dilate the coronary arteries this operation was improved
and introduced for the first time by Gruentzig in 1977 at the University in Zurich
[1, 2, 3].

In spite of many advantages resulting from introducing the PTCA operation
in the ischaemic heart disease treatment it has also some limitations. They in-
clude the risk of restenosis (about 30÷50% patients) and of the rapid occlusion of

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 15–27, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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the coronary artery (about 7% patients) [1, 4, 5, 6]. Introduction of the coronary
stents into the clinical practice has been the effect of many years of attempts
to overcome these problems. A significant interest in this treatment method has
followed the simultaneous publication of two, classic as of today, scientific contri-
butions resulting from the Belgian-Dutch cooperation: BENESTENT (Belgium
Netherlands Stent) and STRESS (Stent Restenosis Study) [7]. The authors of
these works proved that grafting a stent into the proper location of the coro-
nary system reduces significantly the angiographic restenosis frequency (by about
50%) with patients at risk of the new lesions.

It follows from studies of most works pertaining to use of the coronary stents
that their effectiveness is decided mostly by the physical and chemical proper-
ties of the implants surfaces. Therefore, the current research is focused mostly
on development of a method for deposition of coatings on the metal stents sur-
faces, which reduce significantly the blood clotting process and ensure their good
bio-tolerance in the cardiovascular system tissues environment. Numerous pub-
lications in the world literature confirm these activities. However, they present
most often the partial research results only (mostly biological ones in the in
vitro and in vivo conditions) which do not make full assessment possible of the
fabricated coatings usefulness, e.g., their corrosion resistance or adhesion to the
stent surface. Moreover, differentiation of methodologies of the research carried
out does not always make it possible to compare results obtained by different
authors. The issue of the relevant metal biomaterial selection is also left out
in the presented works (chemical composition, microstructure, and mechanical
properties) deciding the service properties of the investigated stent. Therefore,
fabricating the atrombogeneous coatings on stents surfaces should be preceded
by selection of the biomaterial with a structure and physical properties tak-
ing into account specific features of stents (their miniaturisation, implantation
technique) conditioned by the cardiovascular system (mainly by the biochem-
ical, bioelectronic and biomagnetic factors). The quality criteria for the metal
biomaterials presented so far do not specify recommendations for this form of
implants – stents.

2 Biophysical Conditions of the Heart-Coronary Vessels
System

Biophysical conditions of the cardiovascular system result from the possibility
of generating the action potentials by the cardiac muscle cells and from the
specific features of the coronary vessels system. Mechanisms of generating the
action potentials are based on ion- and electric charges transport through its cell
membranes. The effect is the flow of the ion electric current (action current) with
the varying intensity. Therefore, these currents are responsible for generating the
alternating electrical field in the living organism. So, the beating heart may be
considered to be an electric dipole changing in time. This macroscopic dipole is
a resultant of many microscopic dipoles, as the activated cardiac muscle fibres
are assumed to be. The activated part of the muscle fibre is the negative-, and
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the inactive part – the positive pole of such dipole. The resultant of these dipoles
at a given moment features the main electrical vector of the heart [8].

Electrical excitations in the cardiac muscle cells are also the main source of
the organism’s magnetic field. The magnetic field, in the simplified mathematical
description, is considered to be generated by the current dipole or a set of dipoles
placed in the isotropic conducting material with the constant conductance. The
density values of the ion currents passing during the heart work are small. There-
fore, the real values of the generated magnetic field induction measured outside
of the organism are also small and are several picoteslas only [1].

Changes of the electrical and magnetic fields are orthogonal to each other.
They are considered separately at low frequencies of the emitted electromagnetic
waves. Emission of the electromagnetic waves with low frequency from the ELF
(Extremely Low Frequency) range takes place during heart action. Therefore, to
evaluate its action, separate analysis methods for its electrical- (electrocardiog-
raphy – ECG) and magnetic (magnetocardiography – MCG) fields changes were
proposed.

The need results from the analysis carried out to adjust the physical prop-
erties (electrical and magnetic) of the metal implants to the specific features of
the cardiovascular system. Interference with such system by grafting a metal im-
plant should not affect processes connected with generation and propagation of
the action potentials in the tissues. Moreover, appearance of an implant with the
ferromagnetic properties would not leave the electromagnetical processes unaf-
fected. The effect of such implant might turn out to be even more harmful if the
effect of the external electromagnetic field, to which its user may be subjected,
is taken into account.

The biophysical properties of the coronary vessels affect strongly the coronary
blood flow process. The fundamental role in ensuring the relevant properties of
the vessels is played by their internal layer – endothelium. That is just the
endothelium cells that produce many substances (mostly NO) affecting, among
others, the active tension state of the vascular muscles and their atrombogeneous
properties of their internal walls. Therefore, the development of the disease pro-
cess and in consequence the faulty oxygen delivery to the cardiac muscle cells
are eventually dependant on the proper flow of processes of synthesis and re-
leasing the biologically important elements, as well as on phenomena on the
endothelium surface – flowing blood interface. Therefore, the grafted intravas-
cular implant should be characteristic of such physical and chemical properties
of its surface that it would not initiate development of the disadvantageous re-
actions disturbing additionally functioning of the endothelium (apart from the
originated already disease process).

Haemostasia induced by presence of the metal implant is one of the negative
phenomena occurring in the cardiovascular system environment [1]. The process
of blood interaction with the implant materials is still not fully understood.
It is generally assumed that due to blood contact with the artificial implant
surface adsorption of proteins (mostly of fibrinogen) occurs first. In case when
the adsorbed fibrinogen undergoes the denaturisation process, the next platelet
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and plasma blood clotting factors get activated in a cascading way. This in
consequence leads to development of a clot.

One of the mechanisms explaining the nature of the clotting process initia-
tion is based on the energy band diagram [9, 10, 11]. It was found out based
on investigations of Gutmann and his associates that fibrinogen has the elec-
tron structure characteristic of the semiconductor materials. The width of its
forbidden band is 1.8 eV. Its valence- and conduction bands are at 0.9 eV below
or above Fermi level respectively. Therefore, the protein transformation process
from its inactive form (fibrinogen) into the active one (fibrin) may be connected
with the electrochemical reaction occurring between the protein and the mate-
rial surface being in contact with blood. Electrons from the fibrinogen valence
band transferred, e.g., to implant material cause disintegration of protein. The
consequence is transformation of the protein into a monomer and fibrin peptide.
Next the process of their networking occurs leading to the irreversible form of a
thrombus. Therefore, it seems purposeful to carry out modification of the phys-
ical properties of implant materials by their surface treatment. Fabrication of a
layer on implant surface with the high corrosion resistance and semiconductor
or dielectric properties may effectively impede transferring electrons from the
fibrinogen valence band. This may, in consequence, feature the effective method
to limit the blood clotting process due to contact with the grafted implant’s
surface.

3 Conditions of Using Metal Biomaterials for Coronary
Stents

Using the coronary stents in the ischaemic heart disease treatment is possible
due to experience gathered with using the metal materials for implants in the
orthopaedic- and maxillofacial surgery, alloplastics of joints, and in cardiosurgery.
Analysis of stents used in clinical practice makes it possible to specify the follow-
ing material groups used for their fabrication: Cr-Ni-Mo austenitic steel, alloys
of Ni-Ti and platinum, Co-Cr-Ni-W, and tantalum [1, 12, 13, 14]. The Cr-Ni-Mo
austenitic steel grades are used most often for the coronary stents – Table 1
[15]. This group of biomaterials is known and commonly used since many years,
mostly for the short-term implants in the injury-orthopaedic-, maxillofacial-, and
thoracosurgery.

Coronary stents, albeit made from the Cr-Ni-Mo steel belong to the long-term
implants. Therefore, lastly the interest has grown in this metal materials group
because of its applications for implants contacting blood. This interest is focused
mostly on development of various coatings technologies with the atrombogeneous
properties, i.e., counteracting the blood clotting process on their surface. How-
ever, a few works only are dedicated to the problem of forming the structure and
physical properties of the Cr-Ni-Mo steel. Quality criteria pertaining their use
for various implants are included in the relevant legislative acts [1, 15, 16, 17].
However, the presented recommendations do not take into account the specific
problems connected with using this steel for the coronary stents and do not refer
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Table 1. Chemical composition of the Cr-Ni-Mo steel used on implants [15]

Standard
Steel Concentration of elements, %
grade C Si Mn P S N2 Cr Mo Ni Cu Fe

ISO5832-1
D

max max max max max max 17.0÷ 2.25÷ 13.0÷ max
rest

0.030 1.0 2.0 0.025 0.01 0.10 19.0 3.50 15.0 0.50

E
max max max max max 0.10÷ 17.0÷ 2.25÷ 14.0÷ max

rest
0.030 1.0 2.0 0.025 0.01 0.20 19.0 3.50 16.0 0.50

ASTM AISI max max max max max max 17.0÷ 2.0÷ 12.0÷ max
rest

F-139-96 316L 0.030 0.75 2.0 0.025 0.01 0.10 19.0 3.0 14.0 0.50

to their geometrical features and discussed above conditions of the cardiovascu-
lar system. Therefore, there is a need to specify clearly the qualitative criteria
for this group of the implant materials.

The qualification base for the metal biomaterials is, first of all, determining
their chemical composition and structure. Based on the many years long inves-
tigation of their biotolerance in the environment of tissues and body fluids, the
ranges were determined for the particular chemical elements ensuring the para-
magnetic austenitic structure and good pitting corrosion resistance of the steel
– Table 1. High requirements connected with service properties of the Cr-Ni-Mo
steel grades intended for implants force using smelting methods ensuring their
relevant metallurgical purity. However, the non-metallic inclusions remaining af-
ter these processes have a significant effect on the service properties of products.
This effect depends on the shape, geometrical features, and homogeneity of their
distribution. Moreover, during the plastic treatment some of these inclusions
are subject to deformation, which is the cause for the mechanical properties
anisotrophy.

This issue assumes the particular importance when referred to the coronary
stents because of the miniature sizes of this type of implants. This forces the
need to use steel with the good metallurgical quality characteristic of the mini-
mum amount of the non-metallic inclusions with big dispersion and fine austen-
ite grains. Such structure ensures also a good corrosion resistance, especially in
the environment of tissues and body fluids. The methods (mostly comparative
ones) recommended in the standard [15] and criteria for the structure quality
assessment are useless for determining the quality of steel for coronary stents.
Therefore, it seems necessary to specify the exact quantitative relations using the
automatic image analysis methods for this type of medical products connected
with high risk for the user. Applications of such techniques make measurement
possible of the commonly used stereological parameters of a single particle, e.g.,
its volume, transverse section area, maximum and minimum chord length. More-
over, features like number of particles in a unit volume (area) and range of their
sizes are connected with the notion of distribution of dimensions of the non-
metallic inclusions. The effect of such analysis may be, therefore, elimination
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of the template scale used so far according to standards, or assigning them the
particular geometrical parameters of the non-metallic inclusions.

The austenite grain size is an important issue pertaining to the metal bio-
materials for stents. It is the main structural parameter affecting strongly the
mechanical properties of metal materials. Hall-Petch equation is the most known
relationship determining the effect of the average grain diameter on the lower
yield point σy [1].The grain size affects significantly also the fatigue strength
σf of the constructional materials. Results of many investigations confirm that
the fatigue strength grows as the grain size gets smaller. Therefore, the anal-
ysis above - taking into account the service conditions of the coronary stents
(cyclic loading) and their miniaturisation – indicates to the need to use bioma-
terials with the fine-grained structure. According to requirements posed by the
standard it is assumed for the Cr-Ni-Mo steel that the grain size should not
exceed the one corresponding to template G=4 [15]. Assuming this value as the
grain size criterion the average grain size is dm=0.088mm. Analysis of the ge-
ometrical features of stents manufactured nowadays shows that stent thickness
is in the g=0.06÷0.14mm range. This means that a single grain is contained
on the transverse section of the stent wall with the thickness of g=0.09mm. In
this situation the undoubtedly low ductility of the implant material renders it
useless as early as at its implanting stage. This may also be the cause of the
unsatisfactory stent life, which is of the utmost importance when the long-term
implants are concerned. Therefore, one can state that dispersion of the metal
biomaterials structure features the key issue for this form of implants and is not
fully determined by the standard recommendations used nowadays.

Selection of the mechanical properties of the metal biomaterial is an impor-
tant problem in the process of forming the service properties of implants. This
problem has been discussed rather widely in literature referring to implants used
in the orthopaedic- and maxillofacial surgery, as well as in alloplastics of joints
[18, 19, 20]. The optimisation process of the mechanical properties for implants
used in the interventional cardiology should be carried out taking into account
loads resulting from the implanting technique, which do not occur in their ser-
vice. This is connected with the necessity to deform the stent permanently to
the required diameter to place it in the blood vessel whose patency is being re-
stored. Results of the model testing carried out using the finite elements method
are presented in the literature, as there is no possibility to determine the mu-
tual interactions of stents and blood vessels in the investigations in vivo. Having
the 3-D model of the stent implanted into the blood vessel and its mechanical
properties one can evaluate interactions between these objects. The numerical
calculations carried out refer most often to the stress and strain distributions
of the particular elements of the assumed system and the blood flow - Fig. 1
[21]–[25]. This makes optimisation possible of the implant’s geometrical features
and of its biomechanical properties. The degree of strain hardening of the pro-
posed metal biomaterial should be selected so that the determined values of the
reduced stress in the stent elements after it expands to the required diameter
would exceed its yield point Rp0.2. The numerical simulations carried out make
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it also possible to determine many parameters essential for evaluation of the clin-
ical usefulness of the particular stent forms, e.g., expanded metal surface area
and shortening of the stent after its expansion.

Introducing the metal implant into the tissue environment of the cardiovas-
cular system generates additional physical and chemical relationships. They are
demonstrated not only by the galvanic effects (initiating the electrochemical
processes), but first of all by the electromagnetic ones. This is connected with
the action potential generation mechanisms of the cardiac muscle cells and with
the action currents flow with varying intensity. One has to take into account
in addition the magnetotropism phenomenon (motion reaction induced by pres-
ence of the magnetic field) of some tissue structures, and especially of the blood
components.

Evaluation of the electrical and magnetic properties of the Cr-Ni-Mo steel is
not exposed in the literature. Magnetic properties, in the standard recommenda-
tions, were defined by the fact that the Cr-Ni-Mo steel belongs to paramagnets
and the ferromagnetic ferrite δ has been eliminated from its structure [15]. The
electrical properties of implants may be formed by fabricating layers on their sur-
face which will minimise processes connected with generation and propagation
of action potentials in the surrounding tissues.

Fig. 1. Results of the numerical analysis of the coronary stent [25]: a) numerical
model of the stent, b) stress distribution in the elements of the expanded coronary
stent (p=3atm)

4 Forming the Physical and Chemical Properties of the
Coronary Stents Surface Layer

Biomaterial introduced into the cardiovascular system may not cause any irre-
versible damages to the structure of proteins, block activity of enzymes, change
composition of the electrolyte, as well as may not damage or release a big number
of the morphotic blood components. Moreover, it may not initiate any toxic-,
immunological-, or mutagenic reactions. Implanting the metal stent into the vas-
cular system initiates the complex reaction between the blood components and
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its surface. Endotelialisation of the implanted stents (covering the stent with en-
dothelium) is a slow process lasting 2÷3 months. This period decides the danger
of blood clotting on the implant’s surface. After implanting the stent develop-
ment of a monolayer on its surface begins immediately by the adsorbed blood
plasma proteins. As such proteins like fibrinogen or fibronectin have the higher
reactivity with the metal implant surface compared to albumin (the most plen-
tiful plasma protein), they may initiate the cascading blood clotting process and
adherence of platelets to the implant’s surface [7]. Therefore, one can state that
the physical and chemical properties of stents surfaces affect intensity of this pro-
cess. Moreover, they affect the implant – vascular tissue periimplant reactions,
deciding the eventual muscle-fibrous proliferation within the tunica intima of the
vessel at the stent grafting location.

Roughness of the stent surface features one of the main factors affecting the
blood clotting process and reaction of the periimplant tissues. Sheth et al de-
scribed effects of polishing implants from the Ni-Ti alloy and of Palmaz-Schatz
stents from the Cr-Ni-Mo steel in the in vivo tests (in the cardiovascular sys-
tem of a pig). They have revealed the significant reduction of predisposition to
clotting of the polished implants surfaces compared to those that were not pol-
ished. Similar tests on rats and pigs were carried out by de Scheerder. Implanting
the polished stents from the Cr-Ni-Mo steel he obtained a significant reduction
of occurrences of the early thrombosis and limitation of the restenosis process
[26, 27]. Results of these investigations indicate to the significant effect of the
implants surface topography on the early and late reactions of the stented ves-
sels. Therefore, one can state that ensuring the smooth surface of stents made
from the metal biomaterials is the main stage of forming their service properties.

A high rate of development of a layer from the adsorbed plasma blood proteins
(mostly fibrinogen) on the stent surface impelled many researchers to search for
the more effective methods for limiting this process. A significant interest is
observed in using polymers for implants used in the interventional cardiology.
Using polymers for implants in the cardiovascular system is not a novel idea.
Their good biotolerance in blood environment is mainly stressed, and especially
their atrombogeneity connected, among others, with the wettability, value and
type of the surface electrostatic charge, and the surface conductivity coefficient
value of these biomaterials. Polymers are used as the constructional materials for
stents fabrication (polymer stents), for composite elements of implants (metal-
polymer), and for coatings developed on surfaces of stents.

The number of polymer grades used for protective coatings on surfaces of the
metal coronary stents is big and keeps on growing. A big group feature the syn-
thetic non-biodegradable polymers. Their role is development on the stent sur-
face the inactive barrier between the metal stent and the cardiovascular system
tissues. Mostly polyurethane, polysiloxane (silicone), and ethylene terephthalate
polyester are used for these coatings [28, 29]. Usability of these coatings was
evaluated mostly based on the in vivo tests (in the coronary vessels of pigs).
Investigations of van der Giessen, de Scheerdera, and Fontaine proved their ef-
fectiveness in limiting the early blond clotting process on the implants surfaces.
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However, these solutions were not effective when limiting the proliferation pro-
cess of the vessel tunica intima was concerned, as compared to stents without
this coating.

Effects of these works shifted the interest to another polymer group. These
are the biodegradable polymers (among others lactic polyacids, polyglycolide)
[13, 30]. The most advantageous results were obtained when the stent coating
material was dilactide (L-lactide). Investigations carried out by Lincoff in the
coronary vessels of pigs revealed effectiveness of such coatings both in limiting
the clotting process and restenosis.

The idea of using the natural polymer as the coating material for stents
which does not initiate the inflammatory process was introduced, among others,
by Holmes and Baker [13]. They evaluated usefulness of tantalum stents and
those made from the Cr-Ni-Mo steel (of Palmaz-Schatz type) coated with the
polyurethane coating into whose surface layer fibrin was introduced. Results of
their tests carried out in the in vitro and in vivo conditions indicate that the
coating limits the blood platelets adhesion process and prevents clotting. More-
over, the faster stents endotelialisation was observed. However, employment of
such composite coatings is connected with some limitations. Implants should be
promptly grafted after introducing fibrin into their surface layer. It is because
fibrin does not have a spare adhesion to the substrate.

The next method of forming the physical and chemical properties of stents
is heparinisation of their surface [1, 13, 31, 32] It gives the possibility to elimi-
nate administering the antithrombotic drugs to patients in the postoperative pe-
riod. Heparin contains several anion groups (e.g., carboxyl, sulfane, sulfamide),
applying the negative electrostatic charge to the vessels internal surface. This
phenomenon was exploited first by Bonan. He used the zig-zag type stents with
the deposited heparin coating in his investigations. The results of tests carried
out in the in vivo conditions did not reveal a positive effect of these coatings
on limiting the clotting process. Similar results were obtained by Zidar using
the tantalum stents coated with heparin layer. However, Hardhammar, Serruys,
Chronos, de Scheerder, and others, in their tests carried mostly in the in vivo
conditions have observed efficiency of such coating in limiting activation of blood
platelets and origination of clots. However, further histomorphometric examina-
tions revealed lack of efficiency of implants prepared in this way in limiting the
restenosis process.

Investigations are also ongoing on using the amorphous silicon carbide as
coating for the coronary stents [1, 13]. They are connected with the strive to limit
the fibrinogen into fibrin conversion occurring on the implant’s surface. This type
of coating material for stents with the dielectric properties reduces effectively
reactivity of its surface in blood environment. The investigations carried out
indicate to the good corrosion resistance of such layer and also to the limited
capability to initiate activation of blood platelets and aggregation of leucocytes.

The significant progress in treatment of the early and late thrombosis and
secondary stenosis of the coronary vessels was achieved by using the drugs re-
leasing stents. The atrombogeneous and anti-inflammatory substances (drugs)
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are introduced into the structure of the polymer coatings on stents, which are
released into the blood vessel after implanting the stent. Results of the clini-
cal trials presented on scientific sessions of the American Heart Association in
Anaheim in 2001 indicate that it is one of the most outstanding achievements in
the interventional cardiology since introduction of implants for restoring patency
of vessels. Clinical trials were conducted on 44 patients included in the RAVEL
programme (the first clinical trial of using the sirolim covered stents for humans)
[1, 13, 33, 34]. No restenosis was revealed with angiography for any patient after
12 months from implanting the stent. Also in other works their authors pre-
sented investigation results confirming efficiency of such therapy. However, due
to the relatively short application period of such stents in clinical practice it is
hard to determine clearly efficiency of their many years long service. Therefore,
further investigations are needed taking into account not only the type of the
drug used but also the type of the drug releasing platform. The drug may be
applied directly onto the stent surface or onto the so-called matrix controlling its
release. Research is also carried out of the possibility of employing the multilayer
coatings using two kinds of drugs A and B separated with the interlayer – Fig. 2.

Fig. 2. Prototype of the stent eluting drugs in controlled and multilayer way [13]: a)
stent with the so called

”
baskets”, b) “basket” with the separate layers

Reports were also published about the advantageous effect of the carbon lay-
ers on the biotolerance of implants from the metal biomaterials [1, 13, 35, 36].
Within the framework of his research the Author of this work has developed the
technology of fabricating the passive-carbon layer with the amorphous structure
and verified its final quality in conditions reflecting specifics of using this type
of implants. He has demonstrated, based on measurements carried out, that the
passive-carbon layer with the nanocrystalline structure fabricated on the coro-
nary stents surface, with the high surface smoothness and dielectric properties
ensures fully their pitting corrosion in the implanting and service conditions.
The proposed layer does not initiate the stents decohesion processes. Tests of
interaction with blood carried out in the in vitro conditions and the in vivo
tests carried out on the experimental animals have confirmed usefulness of the
passive-carbon layer fabricated on the coronary stents surface.
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5 Summary

Coronary stents have changed fundamentally during the last dozen years or so
the methods and effectiveness of the ischaemic heart disease treatment. How-
ever, the clinical practice, indicates certain limitations connected mostly with
introducing the metal material into the human blood stream. Analysis of the
literature data carried out makes it possible to state that these issues are mainly
connected with blood clotting on stents surfaces and with restenosis. Much less
attention is paid to the problem of selection of the form and geometrical fea-
tures of stents, as well as to forming the structure and mechanical properties
of the metal biomaterial. After all these issues are of the deciding significance
during the stent implanting operation and its capability to carry the loads. Also
miniaturisation of this form of implants enforces the need to use the biomaterial
with the fine-grained structure with the strictly limited content of the dispersive
non-metallic inclusions.

Based on the analysis of using the metal biomaterials for the coronary stents
and the biophysical conditions of the heart-coronary vessels system the Author
of this work has proposed his own methodology for forming and controlling their
service properties [1, 2, 35, 36]. The methodology worked out is based on the
statement that the required service properties of the coronary stents may be
achieved only by forming properly their structure, mechanical properties of the
implants biomaterial, and of the physical and chemical properties of their surface,
taking into account the specific features of the low-invasive implanting technique
and the biophysical conditions of the heart-coronary vessels system.

The methodology algorithm consists of six main stages encompassing – accord-
ing to the author – investigation steps that have to be carried out [1, 2, 35, 36]:

• analysis of the physiological and biophysical processes of the cardiovascular
system – determining the biochemical and biophysical features of the tissue
environment that should be taken into account both during forming the mi-
crostructure and physical and chemical properties of stents, as well as during
specifying their final quality assessment conditions,

• numerical analysis of the stent – coronary vessel system – determining the
values of the design parameters characterising the analysed stent form,

• investigation of the metal biomaterial – analysis of its chemical- and phase
compositions (determining the geometrical features of the biomaterial’s struc-
tural components), and its mechanical properties,

• fabrication and surface treatment of the coronary stent,
• investigation of the stent’s surface layer structure with methods taking into

account the type of the coating used,
• examination of the physical and chemical properties of implants in the in

vitro and in vivo conditions.

The developed methodology of forming and evaluation of the final quality of
stents is of the interdisciplinary and universal nature. It can be used for the
arbitrary forms of implants used in the interventional cardiology.
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Summary. The role of computers in orthopedic research and education and clinic is
expanding rapidly. The computer assisted methods and modern technologies lately are
changing musculoskeletal diagnostics, orthopedic surgery and rehabilitation. Technolo-
gies for computer assisted surgery (CAS) at the beginning were introduced into surgical
practice for pre-operative planning and to enhance accuracy and safety for a variety
of procedures. The introduction of highly demanding complex surgical procedures re-
quires better visualization and detailed anatomy recognition intraoperatively. The new
abilities to manipulate images during pre-operative planning increase an accuracy of
surgical procedures. The orthopedic surgeon needs to be aware that technology driven
methods are feasible and suitable nowadays. Computer-assisted methods for orthope-
dic surgery utilize the use of computers and robotic technology to assist in providing
musculoskeletal care. Since its clinical implementation in neurosurgery, computer as-
sisted methods in orthopedic surgery namely: surgical navigation, CAOS, CAD, distant
learning, rapidly evolve in numerous applications. The final integration of all comput-
erized applications creates new level of orthopedic surgical workflow of digital data
that can be named Orthopedic PACS. Mentioned above methods have some clinically
relevant implementations already, but further development is expected. The orthopedic
surgeon should be aware of advantages as well pitfalls of its use. Clear understanding
the goals, applications, and limitations of the computerized methods determine its suc-
cessful current and future clinical use for the further improvement of the patients care.
The future systems for daily practice should be characterized by easy learning, intu-
itive and friendly in use, and foolproof. The orthopaedic surgeon who understands and
applies computerized technologies can expect further improvement in patients care.

1 Introduction

Computer technologies have become more and more integrated to orthopedic
practice recently. Technologies for computer assisted surgery (CAS) were intro-
duced into surgical practice for pre-operative planning and to enhance accu-
racy and safety for a variety of procedures. Advances in basic sciences, imaging,
and advanced technology improve final clinical outcomes. The introduction of
highly demanding complex surgical procedures requires better visualization and
detailed anatomy recognition intraoperatively. The new abilities to manipulate
images during pre-operative planning increase an accuracy of surgical treatment.

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 28–43, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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Recent development in musculoskeletal diagnostics, surgery and rehabilitation is
partially due to introduction of modern technologies and interdisciplinary ap-
proach. The individualized patient care and management quality remains the
main goals of modern, technology driven clinics in orthopedics. Clinical spec-
trum of computer enhancements begins with clinical teleeducation and passes
through many clinical scenarios like: computer assisted diagnostics, preoperative
planning, custom implant design, diagnostic screening, computerized navigation,
robotics and computer assisted rehabilitation and telerehabilitation. Surgical dig-
ital workflow employing DICOM, databases, data warehouses; computer analytic
tools, etc. create new way of dealing with patient’s data. Described above new
wave of orthopedic thinking creates Evidence Based Orthopedics that derives
from computer assisted methods implementations. The definition of computer-
assisted orthopedic surgery (CAOS) describes the use of computers and robotic
technology to assist the orthopedic surgeon in providing clinical procedures.
Computer-Assisted Orthopedic Surgery (CAOS) has made much progress over
the last 10 years [1]. Computer assisted surgery (CAS) was initiated in neu-
rosurgery and focused on pre-operative planning and increased intra-operative
accuracy. The clinical applications of this technique expanded also in orthopaedic
and trauma surgery, after its introduction in neurosurgery. When CAOS can be
applied in the operating room only computer enhanced methods have wider spec-
trum equally preoperatively as postoperatively. Pre-operative planning precedes
surgery by a pre-operative work-up, including planning and/or simulation. The
2D and 3D images, such as X-ray, CT- and MRI-scans are used for computing.
Simulation can also play an important role in training and education of resi-
dents and surgeons who are not experienced jet. The surgeon can assess images
during pre-operative planning and play with various operative solutions. In the
operating room while using surgical navigation, the surgical instruments and the
implants positioning are tracked, displayed and registered on a computer screen
in relation to the patient’s anatomy. The tracking sensor identifies and deter-
mines the instruments position during navigated surgery. The first application
of such navigation system in orthopaedic and trauma surgery was for placement
of lumbar transpedicular screws. The rationale for using navigation technology
in pedicle screw placement was an incidence of incorrect placement of the screws
under fluoroscopy guidance, ranging from 10-40% [2].

2 Computer Enhanced Orthopaedic Education

New methods from the ”information age” progressively replace surgical teaching
methods previously based on apprenticeship only. It is highly expected that
surgeons will soon be able to acquire practical skills, theoretical knowledge as
well validate and test their new competences from any location, using computer
technology [3, 4]. Multimedia computer-aided learning in medicine will introduce
important changes in surgical education [5].

Aprogramconsisting of computer-assisted instructionwith interactivevideodisc
to teach residents in orthopaedic surgery the radiology of musculoskeletal injuries
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could increase an interest of residents [6]. Radiography turned digital allows docu-
menting interesting clinical findingswithunprecedented ease, and storing themand
creating large digital libraries of clinical results. Archiving, locating, and managing
images, radiographs, and digital slide presentations are specific tasks for computer
system use for orthopaedic surgeons nowadays. However,many surgical groups and
practices are still not familiar with the computer technology available to initiate
such systems [7]. A positive impact on the acquisition of musculoskeletal exami-
nation skills in medical students were found while utilizing of a specific computer-
assisted learning (CAL) package the ”Virtual Rheumatology”[8]. Wu et al. [8] have
created ”Virtual Orthopaedic European University” to support the implementa-
tion of online interactive courses for multimedia orthopaedic educational modules.
They analyzed and developed case-based, problem-oriented learning, and differ-
ent user-interaction scenarios and Learning Objects (LOs) system based on the
pedagogical concept. They created an interactive course on Developmental Dis-
location of Hip, as an example. The study by Thomas and Allen [10] suggested
that computer-assisted education offers a reliable mode for teaching residents.
They tested CD-ROM ”Fundamentals of OrthopaedicFoot Care,”produced by the
AmericanAcademyofOrthopaedicSurgeons as a tool to providenonoperative foot
and ankle care education for orthopaedic and family practice residents. An interac-
tive tutorial on anatomy, video demonstrations on selected topics in physical exam-
ination andbasic treatment of nonoperative problems of the foot andankle, andpa-
tient education information sheets on multiple common foot disorders were stored
in educational format CD-ROM. That program was assumed as reliable in an or-
thopaedic residency programto achieve ACGME required competency of ”medical
knowledge”in evaluation and nonoperative management of common foot and an-
kle problems. Orthopedic resources on the Internet (Orthogate, OrthoNet, Ameri-
can Academy of Orthopaedic Surgeons site, Orthopedic Hyperguide, WorldOrtho,
Wheeless’sTextbook ofOrthopaedics,Orthoteers,AONorthAmerica site,Univer-
sity of Iowa Virtual Hospital texts and South Australian Orthopaedic Registrars’
Notebook) are becoming an integral part of orthopaedic education every day [11].
Wheeless’sTextbookofOrthopaedics [12], theAmericanAcademyofOrthopaedics
Surgeons website [13], and Orthopedics Hyperguide [14] are commonly used on-
line sites by the Orthopaedic residents when looking for clinical information and
online practice examinations when preparing for the in-training (OITE) or board
examinations. Attending physicians do not use the Internet resources so often but
their interest toward Internet updated orthopedic knowledge is rising up. Physi-
cians can have access to expert’s lectures and discussions through internet. Flash
enhanced videoconference and chat were successfully used in our study [15]. The
telementored surgeon can be instructed also by the expert specialist during the
procedure through videoconferencing [16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27].
Teleeducation, teleteaching, teletraining, telementoring have been introduced into
daily medical educational services to lifelong stay updated to medical sciences
progress for health-care professionals. Information and communication technolo-
gies (ICTs) play an important role in the delivery of distance learning. Videocon-
ferencing allows successful development of the concepts of medical and surgical
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teleeducation [28]. Internet-based technologies (e.g. email and the World Wide
Web) and videoconferencing become the most common teleeducation technolo-
gies being used [29, 30]. High-resolution video imaging cameras can transmit ac-
curate visualization of the surgical field and share the surgical procedure with a
remote audience with visual transmission of the surgical field, which is otherwise
very difficult to share surgery [24]. Allen et al. [31] utilized videoconferencing to
provide distance education for medical students, physicians and other health-care
professionals, such as nurses, physiotherapists and pharmacists. They found that
videoconferencing has been well accepted by faculty staff and by learners, as it en-
ables themto provide and receiveCMEwithout traveling long distances.Videocon-
ferencing plays very important role in international medical scientific linking [32].
Telemedicine experience is able to improve greatly the quality of care available to
travelers and migrantworkers in caseswhere the patient cannot communicate with
the attending physician because of a language barrier. Ricci et al. [33] allows pro-
viding the continuing medical education for physicians in rural communities who
have limited access to CME opportunities. The study conducted by Krupinski et
al. [34] has supported the thesis that tele-education broadcasts may supplement
many CME activities but may not replace them. University educational video-
conferencing technology has the potential for bridging urban-rural divide for the
benefit of new and continuing health professions education [35]. The internet as an
international communication network between international centers of excellence
allows multidisciplinary exchange of medical information among specialists from
different countries and cultures. Improvements in videoconferencing systems per-
mit interactive distant communication and decrease their costs. Own studies con-
firmed that distance education can be provided for medical students, physicians
and other healthcare professionals, such as nurses, physiotherapists and pharma-
cists utilizing telemedicine videoconferences [15]. Videoconferencing acceptance
seems to be high for participants as well faculty members. Teleeducation that en-
ables providing and receiving CME without traveling long distances was widely
appreciated. Another way to supplement teaching targets in building searchable
radiologymuseums based on PACS and cataloguing a whole DICOM datasets [36].

3 Orthopedic PACS

In general a PACS system can simplify and speed up an IT integrated hospi-
tal workflow. A well-planned, fully integrated digital Orthopedic Department
can simplify workflow throughout the hospital. PACS technology, empowered
with speech recognition systems and web distribution tools, can deliver signif-
icant benefits to a health care institution [37, 38, 39, 40, 41, 42]. The imaging
procedures workflow may influence the length of hospital stay for inpatients re-
quiring imaging procedures and demonstrates how the PACS introduction leads
to benefits from eliminating transmission time. MRI, CT, ultrasound and ra-
diography exams are delivered to various departments in the same hospital,
including orthopedics. Orthopaedic Department can be positively benefited by
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PACS. Nitrosi et al. [43] noted reasonable savings per patient bed/days. Finan-
cial criteria should not be the only driving factor in choosing to adopt a fully
integrated PACS solution. The workload of the imaging department, particu-
larly servicing for orthopedic emergencies produce significant expenses for the
hospital and digital imaging technologies are able to cut these expenses. Ortho-
pedic surgeons strongly rely on image display in the OR to help determine their
operative approach and to guide their surgery. Orthopedic PACS (Ortho-PACS)
offers unique intraoperative imaging capabilities including rapid image retrieval
and improved archival, cine review, the ability to modify image contrast, and
the ability to obtain direct quantitative measurements of the musculoskeletal
structures. The increased accessibility and availability of images throughout the
hospital enables improvement in time management and in patient care. Korb et
al. [44] clearified definition of an S-PACS system. A Surgical Picture Archiving
and Communication System (S-PACS) design is focused on better integration
of surgical imaging assistance systems inside the operating room environment.
The communication and processing platform need to link together hospital in-
formation system, radiology information system and surgical information system
that derive additionally from intraoperative data. Intraoperative imaging is used
daily in orthopedic surgery practice. Reiner et al. [45] have determined the ac-
ceptance and clinical utility of a large scale picture archiving and communication
system (PACS) for vascular surgery. Pomerantz et al. [46] suggested that the de-
sign of a hospital-wide PAC System must have the flexibility to accommodate
the specific requirements of a wide variety of end-users in their unique hospital
environments. They analyzed of the efficacy of a picture archiving and communi-
cation system (PACS) in the surgical domain. Direct imaging observation in the
operating room (OR) and surgical outpatient clinic is determined by patterns by
routine clinical PACS use. Specific modifications in PACS design for surgical use
requires some improvement the currently distributed PACS particularly for or-
thopaedics. PACS-based Arthroscopy Image Acquisition Workstation requires a
Multimedia Video Card. The arthroscopy video is digitized and captured dynam-
ically or statically into computer. A variety of functions such as the arthroscopy
video’s acquisition and display, editing, processing, managing, storage, printing
and communication of related information flows through the workstation and
link to hospital PACS. It can also act as an independent arthroscopy diagnostic
system.

Watkins et al. [47] examined the influence of a PACS on the length of stay
for patients receiving total hip replacement (THR) or total knee replacement
(TKR) procedures. They have shown an apparent average length of hospital
stay reduction of 25% for total knee replacement patients but no similar reduc-
tion for THR patients. Their conclusions could not be explained by PACS system
introduction. PACS workstation using computer-assisted measurement software
can be used for computer-assisted angle measurement on digital total-leg radio-
graphs with high reliability [48]. The pixel density value of PACS was found as a
rapid and easy method for the detection of bone density changes in distraction
osteogenesis [49].
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4 Computer Assisted Preoperative Planning

Computer technologies were introduced into orthopedic practice for pre-operative
planning and to enhance accuracy and safety for a variety of procedures. PACS
and computed plain radiography are used in preoperative planning [50]. Preop-
erative planning may determine anatomic references for size and implant ori-
entation prior the surgery [51]. The majority of orthopaedic surgery planning
programs aim to achieve graphical representation of a patient’s anatomy. The
planning task focuses on the accuracy with which each user was able to position
the implant. The type of visualization modality used to represent CT data on
final accuracy of the planning operation [52]. Simulations can help orthopaedic
surgeons to develop better preoperative plans. Surgical simulations are particu-
larly appropriate for the large volume and expense of joint replacement proce-
dures in orthopaedics. The model of the implantation procedure for cementless
acetabular and femoral components in total hip replacement surgery can be sim-
ulated. The simulator based upon finite element analysis may predict the early
postoperative mechanical environment that results from a proposed surgery [53].

Computer-assisted preoperative planning (CAPP) is a complex approach to
plan surgical treatment. It includes computer-assisted design (CAD) principles,
expert knowledge utilization and facilities for decision making process support.
CAPP application by Zdravkovic and Bilic [54] was designed to preoperatively
plan a corrective osteotomy of a malunited fracture at the distal end of the ra-
dius. Component placement critically affects the performance and longevity of
total hip replacements (THRs) [55, 56]. Because of limitations of observation
and anatomic orientation imposed by the operative site, selection of the correct
size, and position of the acetabular and femoral components is best done through
preoperative planning. Currently, two-dimensional templates of prosthetic com-
ponents with clinical radiographs are used for preoperative planning; however,
this method has the inherent limitation of plain radiographs only. Computerized
approach allows surgeons to template with superior accuracy. Observed tech-
nologic advances in surgical technique, computer-based preoperative planning
tools should prove all the more essential to reliable component placement. Vice-
conti et al. [57] compared accuracy and the repeatability in planning total hip
replacements with the conventional templates on radiographs to that attainable
on the same clinical cases when using CT-based planning software. The sizes of
the cementless components planned with new computer aided preoperative plan-
ning system called Hip-Op and with standard templates were compared to those
effectively implanted. They observed comparable repeatability of the Hip-Op
system to that of the template Procedure. The repeatability of the preoperative
planning with the Hip-Op system was independent from surgeon experience.
Their study has clearly shown the advantages (accuracy and repeatability) of
a three-dimensional computer-based preoperative planning over the traditional
template planning, particularly for anatomically deformed cases. The surgical
planning was advantageous especially for the socket and for less experienced
surgeons.
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5 Computer Assisted Surgical Navigation in Orthopedic
Surgery

Modern navigation technology appears to be acquiring an established place in the
orthopedic surgery for helping the surgeon to apply his manual skills with greater
precision and effectiveness. Computer assisted surgical navigation in orthopedic
surgery describes navigation systems that provide additional information during
a procedure integrating preoperative planning with intraoperative execution [58].
In orthopedic trauma computer assisted surgery has been most frequently men-
tioned as an adjunct to pelvic, acetabular or femoral fractures [58, 59, 60]. Nav-
igation is applied while percutaneous ilio-sacral screws, percutaneous fixation of
hip fractures, alignment and fixation of long bone, and spinal fractures are per-
formed. Navigation has become increasingly integrated into orthopaedic surgery,
especially in the area of endoprosthetic procedures, including minimally invasive
approach [61]. Surgical navigation is considered as novel approach in arthroplas-
ties. In total hip arthroplasty the acetabular component orientation, placement of
femoral component and in total knee replacement alignment of the femoral and
tibial components enhanced by navigation influence on long-term outcomes. Di-
minishing of frequency of arthroplasty components malalignment utilizing naviga-
tion and computer assisted surgery methods results in decrease of instability and
reoperation [60, 62]. Determination of the amount of variation in conventional ac-
etabular cup positioning (radiological inclination and anteversion) in view of dif-
ferent factors that could influence the measured angles was checked radiologically
in 950 patients who received a cementless total hip replacement [63]. The authors
found that application of computer-aided navigation in the placement of acetab-
ular cups was able to improve accuracy and reproducibility considerably in total
hip arthroplasty. The qualifications of the surgeon, the implanted model, as well as
the operated side did not have a significant influence on their results. Conventional
surgery uses C-arm fluoroscopy guiding to position the implant in one plane and
then get additional images in other planes in a trial and error fashion to ensure
that the device has been properly placed. Computed assisted surgery adds new
values to the existing image guidance using C-arm fluoroscopy resulting in more
precise interlocking, placement, and radiation exposure time as outcomes. CAS
navigation involves three steps; data acquisition, registration and tracking. Data
acquisition is based on image based (C-arm fluoroscopy, CT/MRI) or imageless
systems. Anatomical landmarks centers of rotation of the hip, knee or ankle, or
visual are used in the imageless systems. Related images and anatomical position
in the surgical field are referred by registration. Infrared markers are surgically
placed in imageless systems or surface matching technique can be used to mach
shapes of the bone surface model generated from preoperative images to surface
data points collected during surgery. Markers, sensors and measurement devices
providing feedback during surgery regarding the orientation and relative position
of bone anatomy are used for tracking. Better target orientation allows achieving
improved final alignment of the prosthesis [64, 65]. Simplification of the instru-
mentation along with the use of imageless systems has increased the ease of use
for the orthopaedic surgeon. In image free navigated knee arthroplasty the hip
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centre is determined by rotary motion of the femur (pivoting). Actual algorithms
used for the registration process of the lower extremity mechanical axis and the
articular surfaces reveal valid and reproducible results [66]. The accuracy of this
functional hip centre determination in vivo during pivoting is maximal for hip cen-
tre determination of 20 to 30 degrees in the sagittal plane and 30 to 40 degrees in
the frontal plane [62]. Matziolis et al. [67] confirmed that arthritis of the hip is not
a contraindication for functional determination of the hip centre. With the help of
navigation, it is possible to achieve a higher degree of precision in total hip and knee
implant placement, high tibial osteotomy, or more precise correction of the axis at
the osteotomy of the distal radius and finally improved procedure reproducibility.
Large prospective clinical studies comparing conventional techniques versus com-
puter assisted navigation are only available for total knee arthroplasty. One of the
major goals of total knee replacement is to create a stable knee while recreating the
patient’s mechanical axis to restore limb alignment. Using the OrthoPilot� system
the process of final implant placement can be enhanced [61]. The navigated pros-
thesis placement can truly extend the longevity of an implant requires continued,
long-term observation. Despite insufficient strong scientific evidence to allow con-
clusions regarding the superiority computer assisted technologies for orthopedic
surgery compared to conventional methods in long-term effectiveness, short term
outcomes are rather convincing. The navigation systems show that the technology
can be adapted to the requirements of daily surgical practice, without compromis-
ing its utility for the surgeon and the patient.

6 Robotics in Orthopedic Surgery

The semi-autonomous procedure of robotic surgery by a robotic arm under direct
or indirect physician control was performed first time human surgery in 1992 in
California using the ROBODOC� system [1]. The field of medical robotics is still
emerging. Clinical applications utilizing robots have been applied in many special-
ties including orthopedics [68]. Despite the potential to improve the precision and
capabilities of physicians, the number of robots in clinical use is still very small. Or-
thopedic surgery is considered as ideal specialty for the application of robotic sys-
tems [69]. Improved accuracy, precision in the preparation of bone surfaces, more
reliable and reproducible outcomes, and greater spatial accuracy are the main ad-
vantages of robot-assisted orthopedic surgery over conventional orthopedic tech-
niques. Total hip and knee replacement, tunnel placement for reconstruction of
knee ligaments, orthopedic trauma and spinal procedures utilizing robot-assisted
orthopedic surgery applications currently are investigated [1, 68, 69, 70]. Several
short-term studies demonstrate the feasibility of robotic applications in orthope-
dics. Commercially available robotic systems can be classified as passive or active
devices. Robot-assisted orthopedic procedures can be categorized as positioning
or milling/cutting. Levels of accuracy, precision, and safety of robot-assisted or-
thopedic surgery can not be achieved with computer assisted orthopedic surgery.
The development of robot-assisted orthopedic surgery is expensive. The immature
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and not wide spread robotic orthopedics has high potential to transform the way
of orthopedic procedures in the future.

7 Virtual Reality Orthopedic Surgery

The orthopedic surgical experience grows with special concern in omitting sur-
gical errors usually as apprenticeship. That way is time consuming. The de-
veloping virtual reality simulation allows training for orthopaedic residents in
various procedures in surgery before live-patient operating room experience.
Surgical training systems using virtual reality simulation techniques offer a cost-
effective alternative to traditional training methods. It is a promising medical
area for 3-D computer graphics and virtual reality techniques and applications.
Using combined 3-D reconstruction and virtual environment (VE) technologies
to train clinicians and to help surgeons plan patient-specific, surgery for trauma
from accidents and reconstruction surgery [71]. Virtual reality system may be
especially useful for difficult surgical procedures performed in orthopedic and
reconstructive surgery departments. The system can be used to teach interns,
train residents and visiting staff. Various developments have appeared lately in
segmentation, personal-computer-based real-time volume visualization, tissue
analysis with topological change in real-time using finite element analysis, and
simulation of soft tissue cutting with tactile feedback.

The simulators appear as specialized tools for surgeons to simulate a use
various surgical instruments to operate on virtual rigid anatomic structures,
prostheses and bone grafts. The simulation may be applied to every procedure
on the rigid structures for complex orthopedic surgeries, including arthroplasty,
arthroscopy, osteotomy, open reduction of fractures and amputation [71, 72,
73, 74] and fluoroscopic navigation [75]. An arthroscopic virtual reality realistic
human knee anatomy simulator for training orthopaedic residents in arthroscopic
surgery has been developed by Cannon [76]. Incorporated active force-feedback
haptic technology for virtual education program was implemented to reach a
proficiency standard in the techniques and protocol for an arthroscopic knee
examination.

Hsieh et al. [77] described the 3D virtual reality simulation system to provide
preoperative simulation to verify that the osteotomy and fusion procedures cho-
sen to treat musculoskeletal defects are appropriate. Similarly, augmented reality
systems begin to be used everyday in medical training, preoperative planning,
preoperative and intraoperative data visualization, and intraoperative tool guid-
ance [78]. Augmented reality is a display technique that combines supplemental
information with the real world environment.

8 Computerized Design of Orthopedic Implants

The custom orthopedic implant design is considered in selected cases because it
is expected that improved implant fit may increase the longevity of total joint
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replacements. Computed tomography and interactive image processing meth-
ods are used to generate the individual implant design [79, 80, 81]. Computer
modeling techniques, computer graphics and software are implemented to com-
puter aided orthopedic design in creating a custom implant with good anatomic
conformity. The CADCAM techniques are usually used in the production of
custom-made hip replacements utilizing digitized radiographic data [81]. The
development of custom endoprostheses has target into a niche in the joint replace-
ment market. The theoretical model are created to test the prosthesis/bone ge-
ometry, interface or remodeling for an individual patient [82]. Reconstruction of
the bone morphology remains a fundamental step in prosthesis design [83, 84, 85].

9 Telemedicine in Orthopedics

Telemedicine widely enters into all specialties of modern medicine including or-
thopedics and musculoskeletal traumatology [86]. Teleconsultations in the poly-
trauma cases may decrease hospitalization rate, complication rates and risk.
Synchronous teleconsultations can be scheduled online. More often utilized are
asynchronic consultations [87, 88]. Second opinions in orthopaedics seem to be-
come an additional teleconsulting way of telemedicine service [89]. The easy
integration into clinical practice can be granted to the radiology images (ra-
diographs, computerized tomography scans, magnetic resonance imaging scans
and ultrasound scans), video-messages and still images. That information can
be transmitted as the asynchronous consultations. The diagnostic quality of the
information transmitted still remains questionable unless it is DICOM file. Ricci
and Borrelli [90] have attempted to determine whether teleradiology improved
clinical decision making for the treatment of patients with acute fractures based
on Level 1 trauma center communication to the attending orthopedic surgeon
on call. In each case, an orthopaedic junior resident performed the emergency
department consultation utilizing digitized and electronically transmitted ra-
diographs to the attending specialist. They have confirmed that routine use
of electronically transmitted digitized radiographic images has the potential to
improve clinical decision making for the care of patients with acute fractures.
Teleconsultations save time and prevent the unnecessary transfer of patients to
main hospitals [91]. Teleradiology is defined as an electronically transmitting ra-
diographic image files from one location to another [92]. Technologic advances
in digital imaging, telecommunications, digital storage, and viewing technologies
have made teleradiology readily available and reasonably affordable. The telera-
diology system consists of a sending station, a transmission network, a storage
device, a viewing station and, a software package. Teleradiology has been shown
to improve diagnostic accuracy, disposition planning of patients from emergency
departments or outlying hospitals, and planning of surgical procedures due to
digital images transfer. Consultations via videoconferencing and traditional out-
patient clinic visits present no particular difference between groups. The video-
conferencing has been confirmed as a valid alternative to outpatient clinic visits
for orthopaedic specialist consultations.
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10 Conclusions and Final Remarks

Computer technology driven methods are feasible and suitable for the or-
thopaedic surgeon. Computer enhanced methods are used recently in orthopedic
surgery namely: Computer enhanced orthopaedic education, Orthopedic PACS,
Computer assisted preoperative planning, Computer assisted surgical naviga-
tion in orthopedic surgery, Robotics in orthopedic surgery, Virtual reality ortho-
pedic surgery, Computerized design of orthopedic implants and Telemedicine.
These methods have already some clinically relevant implementations. Computer
augmented orthopaedic surgery improves standard procedures by pre-operative
planning, intraoperative navigation, smart tools and remote surgery technolo-
gies. The advantages of computer assisted methods include geometric precision,
reproducibility, perfect ”memory,” lack of fatigue, and insensitivity to radiation.
Although initial experiences appear promising, most of methods are still com-
plex, sensitive to failures, expensive and long with learning curve. The orthopedic
surgeon should be aware of pitfalls that may appear in registration, tracking, in-
stability of software and others. Clear understanding the goals, applications, and
limitations of the computerized methods determine its successful and proper clin-
ical use. The basic principles of managing radiographic and anatomic data, joint
arthroplasty, deformity correction, and spinal and trauma surgery remain still
crucial for utilizing computer enhanced methods. The future computer assisted
systems for daily practice must become easier to learn and intuitive in use, as
well user friendly and foolproof. The orthopaedic surgeon who understands and
applies computerized technologies needs to gain the further improvement of the
patients care.

References

1. Specht, L.M., Koval, K.J.: Robotics and Computer-Assisted Orthopaedic Surgery.
Bull. Hosp. J. Dis. 60, 3–4 (2001-2002)

2. Merloz, P., Tonetti, J., Pittet, L., Coulomb, M., Lavallee, S., Sautot, P.: Pedicle
screw placement using image-guided techniques. Clin. Orthop. 354, 39–48 (1998)

3. Demartines, N., Mutter, D., Vix, M., Leroy, J., Glatz, D., Rosel, F., Harder, F.,
Marescaux, J.: Assessment of telemedicine in surgical education and patient care.
Ann. Surg. 231(2), 282–291 (2000)

4. Malassagne, B., Mutter, D., Leroy, J., Smith, M., Soler, L., Marescaux, J.: Telee-
ducation in Surgery: European Institute for TeleSurgery Experience. World J.
Surg. 25, 1490–1494 (2001)

5. Grosfeld, J.L.: Presidential Address. Visions: medical education and surgical train-
ing in evolution. Arch. Surg. 134(6), 590–598 (1999)

6. Chew, F.S., Smirniotopoulos, J.G.: Teaching skeletal radiology with use of
computer-assisted instruction with interactive videodisc. J. Bone Joint Surg.
Am. 77(7), 1080–1086 (1995)

7. Gomoll, A.H., Thornhill, T.S.: Image catalogs. Clin. Orthop. Relat. Res. (421),
29–34 (2004)



Computer Enhanced Orthopedics 39

8. Vivekananda-Schmidt, P., Lewis, M., Hassell, A.B.: Cluster randomized controlled
trial of the impact of a computer-assisted learning package on the learning of
musculoskeletal examination skills by undergraduate medical students. Arthritis
Rheum. 15, 53(5), 764–771 (2005)

9. Wu, T., Zimolong, A., Schiffers, N., Ohnsorge, J.A., Radermacher, K.: Developing
authoring tools for web-based multi-media orthopedics education modules. Biomed.
Tech (Berl) 47(suppl. 1 pt 1), 350–353 (2002)

10. Thomas, R.L., Allen, R.M.: Use of computer-assisted learning module to achieve
ACGME competencies in orthopaedic foot and ankle surgery. Foot Ankle.
Int. 24(12), 938–941 (2003)

11. Sinkov, V.A., Andres, B.M., Wheeless, C.R., Frassica, F.J.: Internet-based learning.
Clin. Orthop. Relat. Res. 421, 99–106 (2004)

12. http://www.wheelessonline.com/
13. http://www.aaos.org/

14. http://www.ortho.hyperguides.com/
15. Glinkowski, G., M ↪akosa, K., Pawlica, S., Marasek, K., Górecki, A.: Medical
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Summary. This paper presents a status of the computer-aided diagnosis (CAD) in
a context of nowadays challenges and limitations of advanced digital technologies in
radiology, medical imaging systems and networked medical care. Computer-assisted in-
terpretation of radiological examinations requires flexible more/less formal image mod-
eling, reliable numerical descriptors of diagnostic content, indicators of image accuracy,
and first of all effective methods of image understanding. Moreover, it is important to
base the computer assistance design on understanding of human determinants of diag-
nosis, characteristics and enhancements of observer performance and dynamic platform
of medical knowledge – a formal description of semantic image content, i.e. ontology. To
make it fully useful, computer-based aid tools are integrated into networked radiology
environment based on PACS/RIS/HIS/teleradiology systems interfaced to diagnostic
workstations. The general concepts of CADs were exemplified inter alia with breast
cancer and brain stroke diagnosis applications.

1 Introduction

Accurate image-based diagnosis depends on the quality of both the image acqui-
sition and the image interpretation. While the development of medical imaging
systems over the past century has been truly revolutionary because of tremen-
dous advances in image detector systems and computer technology, methods of
interpretation have only recently begun to benefit from advances in computer
technology. Medical imaging breaking technologies has enormous potential to
contribute to the improvement of health care and medicine in a near future.
Imaging has come to include not only diagnostic methods but also treatments
using image-guided methods. Increasingly, it depends not only upon the pri-
mary diagnostic technologies based on typical image acquisition, reconstruction,
visualization and analysis, but also on ”surrounding” technologies including in-
formation science and computational intelligence, networking, image archiving,
storage and communication, contrast agent development, instrumentation, and
treatment using physical energies etc. [1].

In consequences of rapid development, radiologists and clinicians routinely
employ a variety of imaging modalities in daily diagnostic practice on a huge
scale. Therefore, the fundamental and vital aspect is the correct and reasonably
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fast interpretation of collected image data, referring to the physician’s knowledge
of typical, healthy and pathological anatomy and physiology of examined organs
and structures, completed by experience and cognitive intuition. Full process
of radiological interpretation, i.e. the understanding and assessment of medical
image content, involves image-based detection of disease, defining disease extent,
determining etiology of the disease process, assisting in designing of the clinical
management plans for the patient, based on imaging findings, and following
response to the therapy. Unfortunately, the interpretation of image examinations
is still almost exclusively the work of humans what is expected to be changed in
the next decades because of computer-based support.

Because the initial and key constituents of diagnosis are the true detection
and defining of the disease, full understanding and accurate assessment of image
content including also physical and technological conditioning is a key issue of
successful exploitation of imaging capabilities. Diagnostic content is only a part
of a given image information that is more complicated, ambiguous, technology-
dependent, related to external, complementary data sources. Furthermore, in-
formation overload caused by increased volume of diversified medical image
information, almost unlimited number of imaged object variations and known
limitations of the human observers because of subjective in nature human fac-
tors cause the lack of stabile standards in diagnosis. Thus, solid experience and
cognitive intuition still play crucial role in the diagnosis.

2 Rationales

2.1 Human Limitations

Medical image perception is a very complex activity involving interplay between
vision and cognition, and requiring detection, classification and actionable de-
cision tasks performed on highly variable objects (i.e. lesions). But humans are
limited in their ability to detect and diagnose disease during image interpreta-
tion due to their non-systematic search patterns and to the presence of structure
noise masking normal and abnormal anatomical background. Observer variation
is due to many factors – the degree of individual training, experience, and inter-
est, imaging equipment and the quality of technical work performed. The remark
that an experienced physician usually sees a visible lesion clearly but there are
times when he does not, is still up-to-date. This is a baffling problem, apparently
partly visual and partly psychological. It constitutes the still unexplained human
equation in diagnostic procedures.

Observer performance improvement, i.e. increased stability, perfection, repeata-
bility and reliability, is the main purpose of computer assistance. It starts with clar-
ification (standardization, normalization) in more objective description of normal
and abnormal findings including variability of symptoms regardless of acquisition
parameters and technical conditions. Better understanding of content visualiza-
tion, impact of the environment and reader fatigue, and better understanding and
control of image quality issues including the physics, psychophysics and diagnostic
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(semantic) measures lead to ”intelligent”, assistant interfaces, clearer rules of di-
agnosis, and generally improved methodology of diagnosis.

2.2 Computer-Aided Diagnosis

Objective support of computer-based aiding tools that storage, retrieve, commu-
nicate, select, emphasize, analyze, recognize, understand and visualize image-
based diagnostic content can make significant improvements in the process of
diagnosis and treatment of illness. Computer-based aid is sought to be an es-
sential remedy for challenges of revolutionary changes in the medical imaging
world. Supported radiological interpretation is expected to be more reliable and
objective, repetitive, time- and even cost effective.

Generally, computer-aided diagnosis (CAD) is defined as a diagnosis that is
made by a radiologist who uses the output from a computerised understanding
of medical images as a assistance or ”second opinion” in detecting lesions and in
making diagnostic decisions. The final diagnosis is made by the radiologist [2].
Effective methods of CAD should be based on the fundamental content modeling
concepts taking into consideration the following key issues:

• computational image descriptors:
– flexible, reliable and specific numerical description of diagnostic image

content: meaning of local regions, detailed structures, textures and global
image features,

– examination accuracy measures, diagnostic quality estimates, quality con-
trol tools,

• formalized medical knowledge:
– characteristics of human possibilities and limitations due to image per-

ception and understanding,
– reliable observer performance characteristics – a methodology of interpre-

tation: rules and protocols of effective diagnosis,
– formalized medical knowledge platform: objective taxonomies and com-

plete ontologies,
• semantic image understanding:

– methods of semantic technologies,
– content-based image indexing and retrieval (CBIR),
– adjusted methods of image processing, analysis and synthesis, pattern

recognition and understanding,
– hierarchical and flexible cognitive resonance based on computational im-

age descriptors and formalized medical knowledge,
• integration of medical information systems with advanced interfaces of diag-

nostic workstations and aiding tools
– PACS/RIS/HIS/tele integration,
– CAD/CBIR/ontology integration,
– integrated user interfaces of every accessible information sources, systems

and tools,
– diagnostic workstation integration.



CAD: From Image Understanding to Integrated Assistance 47

3 CAD Statement and Development

The following important issues were reported to underline CAD specificity –
from image understanding to integrated assistance.

3.1 Computational Image Descriptors

Semantic image understanding concept means additional perspectives on the
same image, taking into account the meaning and significance of its content.
It is originated in the conceptions of semantic information theory1 and is the
essence of diagnostic image information.

Generally, semantic understanding means additional perspectives on the same
image taking into account the meaning, and significance of its content. It is orig-
inated in the conceptions of semantic information theory and is the essence of
diagnostic image information. Semantic content descriptors, extractors and em-
powers are fundamental for automatic interpretation of diagnostic image infor-
mation. High-level analysis and recognition includes the use of computationally
intelligent techniques, functional analysis of data, approximation theory methods
and human visual models for image interpretation and human-following under-
standing. The relationship between image components, objects and patterns, its
context – that play an important role in diagnosis – is related to and completed
with a priori knowledge gained from a range of sources. Computational image
interpretation are expected to be additional, semantic eyes of diagnosis.

Nowadays, semantic technologies have the power to revolutionize the IT world.
In a heterogeneous world of ubiquitous information flow they allow a flexible and
seamless integration of applications and data sources (i.e. radiological chain of
patient, imaging system, interpretation, and therapy). They provide an intelli-
gent access, understand context and content, give answers and generate knowl-
edge including as objective as possible object description (e.g. lesion, structure
relation, pathology features). Semantic annotation of images is a key concern for
the newly emerged applications of semantic multimedia. Machine processable de-
scriptions of images make it possible to automate a variety of tasks from search
and discovery to composition and collage of image data bases. Automatic un-
derstanding to improve machine interpretation of the images is more demanding
challenge. Image accuracy estimates, numerical quality measures and semantic
information metrics reflect automatic understanding of the image content follow-
ing subjective, semantic interpretation of the information. Numerical descriptors
of diagnostic content quality are searched, designed, verified and used according
to medical expert requirements. The expected results are computational models
of image semantics.

3.2 Semantic Visualization

Research in human perception of lesion symptoms requires objective methodolo-
gies for optimal image presentation, i.e. image diagnostic quality enhancement,
1 http://plato.stanford.edu/entries/information-semantic/
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semantic information selection, description and extraction, fitting of display pa-
rameters. Psycho-physical models for detection of abnormalities based on the
understanding of what is desired by an image observer, what properties of radi-
ological images are the most useful in their interpretation, and how these prop-
erties can be enhanced to improve the accuracy of interpretation, are sought.
Optimised visualization communicates selected, extracted and empowered diag-
nostic image features (i.e. lesion symptoms) to the human visual system instead
of large amounts of disordered information.

Exemplary application of improved semantic image perception is
MammoViewer2 developed in our lab. Wavelet-based multiscale decomposition
was used for effective mammogram data denoising and enhancement to extract
suggestively microcalcifications and masses. Another example is Stroke Display3

implied as a kind of intelligent data visualization method that communicates
selected, extracted, and enhanced ischemic hypodensity signs to the observers,
especially for ”radiologically silent” cases (really difficult to diagnose). It comple-
ments conventional CT display with additional display highly specific in infarct
cases. As computer-assisted interpretation tool Stroke Display was designed to
uncover, model and enhance signatures of ischemia. Multiscale transformations
was used to analyze image content basing on spatially distributed soft tissue
properties over different scales and subbands. Pathology signs may be effectively
strengthened, extracted and identified through hierarchical local data processing.

3.3 Medical Knowledge Platform

Primary goal of ontology is to represent effectively a domain knowledge, ad-
equately and exhaustively define relevant concepts, object characteristics and
relationships between them, to provide a common, standardized vocabulary com-
prehensible by humans and machines by which users and computer systems can
communicate. Thus, ontology means systematization, objectification and veri-
fication, knowledge base of the model populated with concept’s instances con-
stitutes standard diagnostic knowledge database. Ontologies are the foundation
of the Semantic Web, where integration and interoperability of heterogeneous
sources of information is needed [3]. Ontologies also form the basis foundation
of evidence-based-medicine and standardization efforts [4].

As an example, mammographic ontology constructed by [5] has three main
goals: – to provide standard vocabulary and formal, exhaustive definitions of
concepts for description and interpretation of mammograms; – to model mam-
mography report; – to use ontology as specification for designing the database of
mammography reports and graphical editor for pathologies description. Other
designed applications of the mammographic ontology are: educational tasks, as
an assistant tool for diagnosis in mammography, and content-based indexing of
mammograms database. Knowledge of ontology construction has been extracted
from three sources: corpus of routine, free-text mammography reports, long-term

2 http://www.ire.pw.edu.pl/MammoViewer/
3 http://aidmed.pl
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interviews and consultations with radiologists at local hospital and careful wide
range analysis of medical literature.

3.4 Cognitive Resonance for Image Understanding

The important aspect of computer-based aid development and technological
progress is the understanding of the relevant semantic contents of the radio-
logical examinations on the basis of numerical features extracted from the image
data [6]. Occurring problem of the semantic gap between the low level numerical
descriptors and the high level interpretation of an image based on medical knowl-
edge poses new challenges and needs. Because low level descriptors cannot be
uniquely associated with any other meaningful label unless explicitly declared or
derived as the outcome of a classification procedure, retrieval or automatic recog-
nition and diagnosis based on knowledge level constructs is a non-trivial task to
achieve in general. Suggested solution is cognitive resonance of more complex and
packed descriptors with objectified, simplified and formalized knowledge bases.

The subject of interest is the application of the cognitive-based approach for
intelligent semantic analysis, allowing the automatic description of important
diagnostic features of analyzed images. The most important part of this analysis
depends on the ”cognitive resonance”process, in which the features of real images
are compared with some kind of expectation taken from the knowledge base,
containing the characteristics of the pathological cases originated from medical
practice. The importance of cognitive resonance in medical image understanding
was noticed and confirmed by the research of R.Tadeusiewicz and M.Ogiela [7].

Some important approaches were based on a special kind of image description
language and grammar formalism. During the linguistic analysis of medical pat-
terns, we can solve the problem of generalization of features of a selected image
and obtaining semantic content description of the image [8].

From other perspective, the cognitive resonance may be approximated from
the following issues:

• content low-level measurement as a signal extraction from case dependent
complex masking conditions; low-level descriptors effectively characterized
significant signal features are sought;

• content high-level clarifying as a knowledge systematization, objectified, stan-
dardized and hierarchized, i.e. accurate ontologies for selected examinations
and modalities;

• content identification as the reliable integration of computed low-level se-
mantics of the concrete examination and systematized semantics based on
selected medical knowledge.

Consequently, computational understanding of medical image semantics is
suggested to be based on the following items:

• extraction and numerical description of image diagnostic information opti-
mized according to reliable semantic criteria through:
– estimating local and global features correlated to diagnostic content,
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– design of the descriptors and diagnostic quality/accuracy indicators, e.g.
wavelet-based and other multi-scale sensing technologies may be used for
representation, separation and recognition of the signal useful-in-diagnosis
[9];

– experimental verification of diagnostic information measures with de-
sign of image subjective rating, pathology detection tests, ROC-based
analysis etc.

• constituting objective, as formal as possible medical knowledge platform
which is gold standard reference of meaning and significance; taxonomy and
otology-based technologies were applied to create formal, hierarchized infor-
mation structure to extract:
– inter-levels, inter-classes, and inter arguments dependences of the

knowledge;
– standardized, pathology descriptions, classified, complete feature charac-

teristics of abnormalities, benign/malignant classifiers of the tumors etc.
• providing an access to the reference database, i.e. realization of dynamic, easy-

to-access source of up-to-date diagnostic information based on knowledge-by-
example concepts through:
– effective, easy-to-use networking technologies (e.g. grids), image archives

and distribution protocols, retrieval engines, integrated interfaces;
– content-based image indexing and retrieval, fast and effective dictionary

structures, reliable similarity measures of image content;
• integration and interfacing of multiple stages of the iterative cognitive res-

onance process which means optimization of recognition, classification and
the similarity identification according to the semantic criteria; the essence
is modeling of numerical image description to be fitted as reliably as possi-
ble to the standardized, objectivated, formalized and up-to-date diagnostic
knowledge.

Advanced techniques of computational intelligence were applied in order to
recognize and understand semantic content of the images. Computational in-
telligence (NN, fuzzy sets used as classifiers and decision support) can im-
prove the intellectual behavior of machines by better description, extraction and
cognitive-based identification of semantic information. Making semantic data in-
terpretation more amenable to computational methods is the main subject of
considered research. Formal description of abnormalities, interpretation cri-
terions and protocols, the relationships (properties) between these concepts
resonated to computational methods of determining of diagnostic accuracy in-
dicators (recognition and understanding in diagnostically important terms), as
selective, representative and compact as possible, are well readable by both hu-
man beings (radiologists) and machine agents (CAD systems).

3.5 Content-Based Indexing of Medical Images

Content–based retrieval will likely become more commonly used for medical in-
formation retrieval. CBIR has been one of the most intense research areas in the
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field of computer vision over the last years. The availability of large and con-
tinuously growing amounts of visual and multimedia data, and the development
of the Internet point the need to create content-based access methods that offer
more than simple text-based queries.

It needs to be stated that the purely visual image queries as they are exe-
cuted in the computer vision domain will not most likely be able to ever replace
text-based methods as there will always be queries for all images of a certain
patient, but they have the potential to be a very good complement to text-
based search based on their characteristics. Still, the problems and advantages
of the technology have to be stressed to obtain acceptance and the use of visual
and text-based access methods up to their full potential. A scenario for hybrid,
textual and visual queries was proposed in the CBIR2 systems [10].

The benefits from CBIR engine for PACS user seem to be incontrovertible.
Even if CBIR is relatively simple and able to distinct only modalities and some
body parts – it might be a good supplement to classic text query engine, giving
an opportunity to verify misclassified DICOM-based information, which happens
in clinical practice. Nowadays, the CBIR improvement is based on semantic un-
derstanding of technologies in the context of semantic-based knowledge manage-
ment as promising development factor of IT world. In a heterogeneous reality
of ubiquitous information flow, they allow a flexible and seamless integration of
applications and data sources (i.e. radiological chain of patient, imaging system,
diagnostic interpretation and therapy). They provide an intelligent access, un-
derstand context and content, give answers and generate knowledge including as
objective as possible object description (e.g. lesion, structure relation, pathology
features).

The inclusion of visual and semantic features into medical studies is an in-
teresting point for several medical research domains. Content-based features do
not only allow the retrieval of cases with patients having similar diagnoses, but
also cases with visual and semantic similarity but with different diagnoses. In
teaching, it can help lecturers as well as students to browse educational image
repositories and visually inspect the results found. Image interpretation is ex-
pected to be improved through the use of content-based access methods to the
existing large repositories of diagnoses cases. Reference database of image ex-
aminations indexed by content is an exciting challenge for semantic analysis of
image data: it provides the examples of clinically verified cases of pathologies.
The retrieval of diagnostically similar exams over as wide as possible distributed
databases of reliably labeled cases was used to support diagnosis of cases difficult
to assess. Image retrieval techniques are based on similarity matching of diag-
nostic image content. Between interesting algorithms, those based on multires-
olution histogram matching, multiscale data distributions and local structure
correlations, subband texture analysis are worth mentioning.

Our exemplar CBIR system [11] was based on mammographic ontology, se-
mantic descriptors of abnormalities and CAD support. The precision of image
retrieval depends on CAD sensitivity, lesion characteristics, precision of breast
tissue differentiation, the estimates of local and global features of the image,
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and textual and numerical descriptors based on ontology (e.g. texture, shape,
outline, localization).

4 Integrated Interpretation Assistance

Radiology is extremely susceptible to computer-based integrated support in
decision-making. Integration of databases, decision-aiding tools, systems, net-
works can help to determine what information is needed that a user does not
have. Information such as the reason for the imaging examination being ordered
by the referring clinician, laboratory data, and patient clinical history, in addition
to cross-specialty and cross-modality imaging should be integrated and easily ac-
cessed. Decision support tools will provide more information to end-users, but
need to be more fully integrated into the PACS database.

The purpose of designed computer-assisted medical systems is the complete-
ness of supplied aid to improve the diagnosis. However, visualization and navi-
gation of all accessible medical information requires efficient selection of all the
information necessary to make effective clinical decisions without distracting
the user, followed by information synthesis. Automation by integration can im-
prove database information quality, as well as facilitate improved user interfaces,
computer-aided tools, and preemptive detection of errors before they propagate.
The importance of provided information quality, CAD-based support and tele-
radiology, flexible adjustment to various needs, and easily accessible examples of
pathology cases, quick and precise retrieval, are crucial.

End-users want more functionality but simpler user interfaces. Intelligent user
interfaces (IUI) are designed with the following features and demands in mind:
efficient and reliable visualization of all useful information, adoption to human
performance and limitations, intuitiveness and consistency, flexibility and easy
configurability (to accommodate different types of users and different types of
imaging examinations), appeal and idiot-proof. IUI is based on effective models
and metrics for function task lists to read different case types, workflow guide-
lines, common language and best practice for hanging protocols.

The integration is essential to improved diagnostic data evaluation, decision
making and finally high-quality patient care. However, data gathering, flow and
exchange standardization, IUI design and communication of the results is a great
challenge for life science community. An integrated tele-information system for
clinical and research purposes developed in collaboration between Warsaw Uni-
versity of Technology, Wolski Hospital and software houses4 is an example of
integrated assistance.

5 Conclusions

Generally, computer-assisted interpretation of image exams is a complex problem
of physician performance support, integrating different methods and forms of data
processing, visualization, analysis, classification, understanding and navigation.
4 http://telemedycyna.evernet.com.pl/system/
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Semantic understanding of medical images can be improved by interdisci-
plinary integration of description methods, intelligent numerical models, and
implemented tools but first of all by the increased unification of the meaning
and significance of assessed pathology symptoms, computational understanding
of abnormality indications and technical conditioning of diagnosis.

Generally, computer-aided diagnosis requires integration of the computational
methods, information systems and objective medical knowledge systematization
based on the following issues:

• reliable determining of semantic contexts, extraction and numerical
description of image diagnostic content by semantic local and global feature
selection, analysis, compaction with redundancy reduction and understand-
ing to formulate automatic interpretation;

• constituting objective, as formal as possible, medical knowledge
platform which is a gold standard reference of the meaning and significance
for diagnosis;

• adaptive cognitive recognition of medical knowledge (patterns of
abnormalities), cognitive resonance process to synchronize computational
efforts with formalized medical knowledge based on recognition, classification
and the similarity identification according to the semantic criteria; the essence
is the modeling of low-level numerical descriptors resonated to normalized,
hierarchized, objectified diagnostic rationales,

• development of integrated information systems with reference knowl-
edge, world-wide access based on distributed databases, content-based image
indexing, retrieval and communication.

CAD systems can be improved by more effective mathematical modeling of
semantic content resonated to formal domain knowledge basing on integrated
assistance that support necessary information access, ordering, reference and
management. Even though a design of human-machine interface is the most chal-
lenging aspect of computer-aided interpretation of medical image exams, both
the technology improvements and increased objectivity of human performance
criteria and procedures are the fundamental conditions for expected success.
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Summary. It is considered the problem of representation of irregular structures, typ-
ical in biomedical images, by morphological spectra. Some basic properties of morpho-
logical spectra have been reminded. Then several possible methods of morphological
spectra presentation are illustrated by a numerical example. The problem of represen-
tation of selected classes of irregular structures is considered and illustrated by the
examples of vertically elongated, compact and branching structures representation. It
is shown that for each class of irregular structures a hierarchy of spectral components
indicating their role in representation of the class can be statistically established.

1 Introduction

Recognition and localization of typical biomedical structures is a basic step to
computer-assisted image analysis both in biological investigations and in medi-
cal diagnosis. Shapes and textures of biomedical objects in formal sense are not
strongly defined. They rather form some classes of structures that only roughly
can be described in the terms of geometry [1], Fourier spectra [2], Markov pro-
cesses [3], formal linguistics [4], relations theory [5, 6], etc. In each of the above-
mentioned cases individual objects (e.g. neural cells, leukocytes, cardiac arteries,
lung tumors, cerebral ischaemic areas, etc.), are different and their general de-
scription as classes of formal objects is only approximately possible. We call
regular the shapes whose class can be completely and exactly defined in the
terms of a certain mathematical theory. In this sense regular is a class of all
circles of limited diameters, a class of all real continuous periodic functions of
a fixed period, etc. Unlike the regular ones, the classes of biomedical structures
cannot be by any mathematical theory determined without leaving some their
instances outside and, at the same time, without admitting some false structures
to belong to them. Essential properties of biomedical structures are connected
with their biological origins and living functions and as such by formal models
they can be only approximately described. The models can be assessed from
two basic points of view: 1st of accuracy, and 2nd of complexity of biomedical
structures description. In this paper utility of morphological spectra as tools for
visualized biomedical structures description and recognition is presented. Ba-
sic notions and properties of 2D morphological spectra have been published in
[7, 8]. They also are shortly reminded in Sec. 2 of this paper. In Sec. 3 examples
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of morphological spectra of selected 2D structures are presented. In Sec. 4 the
problem of concise representation of classes of biomedical structures in the terms
of morphological spectra is considered. Final conclusions are presented in Sec. 5
of the paper.

2 Morphological Spectra

There are considered 2D monochromatic images represented by bit-maps of
2m× 2n size, m and n being some fixed natural numbers. Morphological spectra
of images represented by the bit-maps form a hierarchical, multi-level structure;
the number k∗ = min(m, n) determines the highest level of the structure. The
k-th level spectral components, 0 � k � k∗, are calculated on 2k × 2k square
image segments called basic windows. For this purpose the image is partitioned
into 2m−k × 2n−k adjacent basic windows and the values of a given spectral
component for each basic window are independently calculated. The k-th level
morphological spectrum consists of 22k components. Any spectral component of
a total image takes the form of a 2m−k × 2n−k real matrix. The components
are denoted by k−element strings of symbols Σ, V , H , X and, respectively, can
be lexicographically ordered. The 0th level spectrum is by definition identical to
the original image. The 1st level morphological spectrum consists of the compo-
nents Σ, V , H and X only. The 2nd level morphological spectrum consists of
16 components: ΣΣ, ΣV , ΣH , ΣX , V Σ, V V , V H , V X , HΣ, HV , HH , HX ,
XΣ, XV , XH and XX , etc. The components of morphological spectra can be
represented by a tree whose nodes are assigned to the components and edges
indicate the relationships of direct hierarchical submission of lower level to the
higher level spectral components. The root of the tree is assigned to the original
image. An upper part of the tree is shown in Fig. 1.

Fig. 1. Hierarchical tree of morphological spectra

If we put

U (k) = [ξ1,1, ξ1,2, . . . , ξ1,N , ξ2,1, . . . , ξ2,N , . . . , ξN,1, . . . , ξN,N ] (1)

where N = 2k, denotes pixel values of a basic window arranged in a linear
(vector) form then its morphological spectrum can also be represented in vector
form V(k) and calculated as:
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(V (k))tr = M (k) · (U (k))tr (2)

where tr is a symbol of vector (matrix) transposition, M(k) is a square 22k× 22k

spectral matrix. For k = 1 it takes the form:

M (1) =

⎡
⎢⎢⎣

1 1 1 1
−1 1 −1 1
−1 −1 1 1
−1 1 1 −1

⎤
⎥⎥⎦ (3)

It can easily be proven that M (1) has the following property of orthogonality:

M (1) · (M (1))tr = 22 · I (4) (4)

where I(4) is a 4-th order unity matrix. This means that:

(M (1))−1 = 2−2 · (M (1))tr (5)

It follows from (2) and (5) that:

U (1) = 2−2 · S (1) ·M (1) (6)

The property (4) can easily be extended on k > 1 and, as a consequence,
formula (6) takes a more general form:

U (k) = 2−2k · S (k) ·M (k) (7)

where S (k) is the k-th level morphological spectrum of U (k). The principles of
M (k) construction on the basis of k-th level morphological spectral masks are
described in [8].

Below the spectral matrix M (2) is shown:

M (2) =

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
ΣΣ 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
ΣV −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1
ΣH −1 −1 −1 −1 1 1 1 1 −1 −1 −1 −1 1 1 1 1
ΣX −1 1 −1 1 1 −1 1 −1 −1 1 −1 1 1 −1 1 −1
V Σ 1 1 −1 −1 1 1 −1 −1 1 1 −1 −1 1 1 −1 −1
V V 1 −1 −1 1 1 −1 −1 1 1 −1 −1 1 1 −1 −1 1
V H 1 1 −1 −1 −1 −1 1 1 1 1 −1 −1 −1 −1 1 1
V X 1 −1 −1 1 −1 1 1 −1 1 1 −1 1 −1 1 1 −1
HΣ −1 −1 −1 −1 −1 −1 −1 −1 1 1 1 1 1 1 1 1
HV 1 −1 1 −1 1 −1 1 −1 −1 1 −1 1 −1 1 −1 1
HH 1 1 1 1 −1 −1 −1 −1 −1 −1 −1 −1 1 1 1 1
HX 1 −1 1 −1 −1 1 −1 1 −1 1 −1 1 1 −1 1 −1
XΣ −1 −1 1 1 −1 −1 1 1 1 1 −1 −1 1 1 −1 −1
XV 1 −1 −1 1 1 −1 −1 1 −1 1 1 −1 −1 1 1 −1
XH 1 1 −1 −1 −1 −1 1 1 −1 −1 1 1 1 1 −1 −1
XX 1 −1 −1 1 −1 1 1 −1 −1 1 1 −1 1 −1 −1 1
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It can be used to calculation of spectral components on 4 × 4 basic win-
dows. Higher-level spectral matrices are rather inconvenient to be graphically
presented: M (3) is a 64 × 64 matrix, M (4) a 256 × 256 one, etc. However, due
to simple principles of their creation their components can be easily calculated.

3 Spectral Representation of Single Irregular Objects

It has been mentioned above that irregular objects given in the form of 2m× 2n

bit-maps can be represented by k-th level morphological spectra for k =
1, 2, . . ., k∗. Each such representation contains full information about the orig-
inal image and the original image due to the formula (7) from any k -th level
morphological spectrum can be restored. However, equivalence of spectral repre-
sentations does not mean that in a given situation all representations are equally
useful. As an example let it be considered a binary image of 4× 4 pixels size, of
an irregular object shown in Fig.2 together with its bit-map.

a) ◦ ◦ • • b)
◦ • ◦ •
◦ ◦ ◦ •
• • ◦ ◦

⎡
⎢⎢⎣

1 1 0 0
1 0 1 0
1 1 1 0
0 0 1 1

⎤
⎥⎥⎦

Fig. 2. Example of a) a binary image of an irregular object and b) of its bit-map

For this image the 1st and 2nd level morphological spectra only can be calcu-
lated. They take the following forms:

a / the 1st level spectrum in components separated form:

Σ =
[

3 1
2 3

]
, V =

[−1 −1
0 −1

]
, H =

[−1 1
−2 1

]
, X =

[−1 1
1 −1

]
;

b/ the 1st level spectrum in compact form:

S(1) =
[ [

3 −1 −1 1
] [

1 −1 1 1
]

[
2 0 −2 0

] [
3 −1 1 −1

]
]

;

c/ the 2nd level spectrum in compact form:

S (2)= [9, -3, -1, 1, 1, -1, 5, -1, 1, -3, -1, -3, -3, 1, -1, 1],

the components of S(2) being ordered as mentioned above.
The last presentation form is the most concise one and convenient to a de-

scription of larger classes of irregular objects.
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4 Spectral Representation of Classes of Objects

Spectral representation of classes of irregular objets can be given explicitly in the
form of lists of spectra of the objects. However, the role of spectral components
in description of the objects is different and depends on the shapes of the objects.
In order to investigate this problem there were considered the classes of vertically
elongated, compact and branching irregular objects. For each class 24 instances
of irregular objects were generated; some examples of objects of the classes being
shown in Fig. 3.

For the objects their 2nd level morphological spectrum were calculated. Then
the spectra were examined from the point of view of weights of spectral compo-
nents occurring in the spectra of a given class. For this purpose absolute values
of each component were normalized with respect to the value of the component
ΣΣ and summed over all instances of objets of the given class. The results were
averaged over the set of instances. The results are given in Table 1 together with
standard deviations of the estimated mean values.

For better visualization of the results they are presented in a graphical form
in Figs. 4, 5 and 6.

It can be observed that the relative role of spectral components in the objects
of a given class representation is different. In the case of vertically elongated
structures the differences are particularly high and it is possible to indicate three
groups of spectral components playing a crucial role in this class of irregular
objects characterization: 1st, the most important group consists of the V Σ and

Table 1. Averaged normalized weights of spectral components

Class Averaged normalized weights of spectral components
of objects ΣΣ ΣV ΣH ΣX V Σ V V V H V X

Vertical 1.000 0.486 0.053 0.320 0.889 0.597 0.111 0.320
elongated ±0.0 ±0.365 ±0.146 ±0.264 ±0.267 ±0.364 ±0.133 ±.0.242

Compact 1.000 0.183 0.142 0.186 0.415 0.504 0.254 0.271
±0.0 ±0.096 ±0.093 ±0.130 ±0.249 ±0.136 ±0.171 ±.0.184

Branching 1.000 0.216 0.185 0.272 0.240 0.229 0.230 0.274
±0.0 ±0.410 ±0.223 ±0.238 ±0.156 ±0.245 ±0.228 ±0.212

Table 2. Averaged normalized weights of spectral components

Class Averaged normalized weights of spectral components
of objects HΣ HV HH HX XΣ XV XH XX

Vertical 0.053 0.430 0.053 0.389 0.139 0.403 0.153 0.305
elongated ±0.045 ±0.330 ±0.146 ±0.292 ±0.254 ±0.280 ±0.131 ±.0.273

Compact 0.422 0.250 0.494 0.211 0.257 0.318 0.315 0.318
±0.073 ±0.131 ±0.195 ±0.152 ±0.251 ±0.227 ±0.201 ±.0.258

Branching 0.172 0.321 0.263 0.270 0.235 0.216 0.267 0.229
±0.126 ±0.243 ±0.172 ±0.199 ±0.230 ±0.324 ±0.244 ±0.195
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a/ Vertically elongated structures:
◦ • ◦ ◦ • ◦ ◦ ◦ ◦ ◦ • ◦ • ◦ ◦ ◦
◦ • ◦ ◦ ◦ • ◦ ◦ ◦ • ◦ ◦ ◦ • ◦ ◦
◦ • ◦ ◦ ◦ • ◦ ◦ ◦ • ◦ ◦ ◦ • ◦ ◦
◦ ◦ ◦ ◦ ◦ • ◦ ◦ ◦ ◦ • ◦ ◦ ◦ • ◦
◦ ◦ ◦ • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ • ◦ ◦ ◦
◦ ◦ • ◦ ◦ • ◦ ◦ ◦ • ◦ ◦ ◦ • ◦ ◦
◦ ◦ ◦ • ◦ • ◦ ◦ ◦ • ◦ ◦ ◦ • ◦ ◦
◦ ◦ • ◦ ◦ • ◦ ◦ ◦ ◦ • ◦ ◦ • ◦ ◦
• ◦ ◦ ◦ ◦ ◦ • ◦ ◦ ◦ • ◦ ◦ ◦ ◦ ◦
• ◦ ◦ ◦ ◦ ◦ • ◦ ◦ ◦ ◦ • ◦ • ◦ ◦
• ◦ ◦ ◦ ◦ ◦ • ◦ ◦ ◦ ◦ • ◦ ◦ • ◦
◦ • ◦ ◦ ◦ ◦ • ◦ ◦ ◦ ◦ • ◦ ◦ • ◦

b/ Compact structures:

◦ • ◦ ◦ ◦ • • ◦ ◦ • • ◦ ◦ ◦ ◦ ◦
• • • ◦ ◦ • • • ◦ ◦ • • ◦ • • ◦
◦ • ◦ ◦ ◦ ◦ • ◦ ◦ ◦ • ◦ ◦ • • ◦
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦ ◦ ◦ • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
• • ◦ ◦ ◦ • • ◦ ◦ ◦ ◦ • • ◦ ◦ ◦
◦ • • ◦ ◦ ◦ • • ◦ • • ◦ • • ◦ ◦
◦ • ◦ ◦ ◦ ◦ ◦ ◦ ◦ • • ◦ ◦ • • ◦
◦ • • ◦ ◦ ◦ ◦ ◦ ◦ • • ◦ ◦ • ◦ •
◦ ◦ • • ◦ • ◦ ◦ • • ◦ ◦ ◦ • • ◦
◦ ◦ ◦ • • • • ◦ ◦ • ◦ ◦ ◦ ◦ • ◦
◦ ◦ ◦ ◦ ◦ ◦ • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦

c/Branching structures

◦ • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ • ◦ ◦ ◦ ◦ •
◦ ◦ • ◦ • • • • • ◦ • ◦ ◦ ◦ • ◦
◦ • ◦ • • ◦ • ◦ ◦ • • • ◦ • • ◦
• ◦ ◦ ◦ ◦ ◦ • ◦ ◦ ◦ • ◦ • ◦ • ◦
• • ◦ ◦ ◦ ◦ • ◦ ◦ ◦ ◦ • ◦ • ◦ •
◦ • ◦ ◦ ◦ • ◦ ◦ ◦ • ◦ • ◦ • • ◦
◦ • • • • ◦ • ◦ • ◦ • ◦ • ◦ ◦ •
• ◦ ◦ ◦ • ◦ ◦ • ◦ ◦ • ◦ ◦ ◦ ◦ •

◦ ◦ ◦ • ◦ ◦ • ◦ ◦ ◦ ◦ • ◦ ◦ ◦ ◦
◦ • • ◦ • • ◦ ◦ ◦ ◦ • ◦ • ◦ • •
• ◦ • ◦ ◦ • • • • ◦ • ◦ ◦ • ◦ ◦
◦ ◦ • ◦ ◦ • ◦ ◦ ◦ • • • ◦ ◦ • ◦

Fig. 3. Examples of irregular structures used in the experiment
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Fig. 4. Averaged normalized weights of morphological spectral components describing
irregular elongated structures

Fig. 5. Averaged normalized weights of morphological spectral components describing
irregular compact structures

V V components, 2nd, the middle-importance group consists of the HH , HΣ,
V Σ, XV , XX and XH components, the rest belong to the group of components
playing less important role in characterization of this class of irregular objects.
It should be remarked that due to the property of symmetry of morphological
spectra the above-given results can also be extended on a class of horizontally
elongated irregular objects: in such case the tags of spectral components should
be only changed by putting symbol H instead of V and vice versa.
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Fig. 6. Averaged normalized weights of morphological spectral components describing
irregular branching structures

In two other classes of irregular objects a hierarchy of relative importance of
spectral components can also be observed, however, the differences are not so
large. In detection of compact irregular structures the relatively most important
role play the components VV, HH, HΣ and VΣ. In characterization of branching
structures the relatively most important role play the components HV, VX, ΣX
and HX, however, their dominating role in branching structures description is
not so evident.

Let us remark that the above-presented experiment shows only that for certain
classes of irregular objects certain spectral components play more important role
that the other ones. However, the 2nd level morphological spectra give rather lim-
ited possibilities to describe well some more sophisticated morphological struc-
tures because of limited size of their basic windows (4× 4 pixels). Nevertheless,
if the VΣ and VV components play a crucial role in vertical structures de-
scription (similarly, HΣ and HH in horizontal structures description) then this
means that the higher-level components of the type VΣNN and VVNN (respec-
tively, HΣNN and HHNN ), where NN denotes any string of symbols Σ, V, H,
X, will also play a similar role in higher-level vertically elongated (respectively,
horizontally elongated) structures characterization.

However, it also may happen that for certain classes of irregular structures no
group of the most suitable structural components for the class characterization
can be easily found. In our experiments the classes have been chosen in arbitrary
way and the instances of the classes were generated manually, what means the
classes of structures (like the real biomedical structures) had no strong mathe-
matical sense. In such case examination of the role of separately taken spectral
components may be not effective. Instead of this, co-occurrence of their pairs,
triples, etc. in the spectra of examined structures should be taken into consider-
ation. The problem needs more experimental investigations.
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5 Conclusions

It has been shown that morphological spectra are a useful tool for irregular
structures description. The role of spectral components in different in different
classes of morphological structures characterization. The problem is of great
importance both in morphological filters design, as well as in pattern recognition.
However, the problem needs further and deeper investigation.

Acknowledgement. This work was supported by Ministry of Science and Higher
Education of Poland, project nr. 4211/BT02/2007/33.
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Summary. Potential contours are methods for automatic image analysis. They can
be interpreted as contextual classifiers that use expert knowledge and operate in super-
vised or unsupervised mode. In the present paper, potential contours adapted in the
supervised way are examined on medical images.

1 Introduction

Medical imaging [1] is an important application area of image processing [2].
Within medical image processing, segmentation is one of the most difficult tasks.
Originally, active contour methods were developed as tools for a low-level image
segmentation with ability for use of high-level information [3, 4]. The main idea
is to find an optimal contour in the space of considered contours representing
certain region on the image. The search is performed in an evolution process
(optimization) in which the given objective function, called energy, evaluates
the quality of contour. As shown in [5, 6], contours are contextual classifiers of
pixels (one part of pixels belongs to the interior and another one - to the exterior
of given contour, and active contours are methods of optimal construction of
classifiers. Potential active contour possesses ability to evolve with change of the
location or number of control points, and with modification of parameters of
potential functions. The search of optimal contour is performed by optimization
of some performance index E called energy in the theory of active contours. In
E almost any type of information can be used assuming that we are able to
implement this information in the computer oriented form.

The search of the optimal contour may be driven in many ways - e.g. by use
of simulated annealing or genetic algorithm which perform global search and do
not use gradient. In our work we apply the first mentioned method.

Adaptation is another interesting and powerful mechanism [7]. Discrimination
ability of a given contour is limited and it depends on the number of control
points (assuming that other parameters are fixed). Flexibility of the potential
active contours can be improved if we incorporate the change of the number
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of control points into the optimization procedure. For example, we can start
with small number of that points and add new ones, if necessary. The rate
of misclassification in some area can be the reason for introducing a few new
control points.

2 Preprocessing

External energy function in the [resented application operates on greyscale im-
ages. The value of contour energy depends on the intensity of each pixel. A
contour with the lowest energy value is one that covers only black pixels of
the image. A contour that covers only white pixels has the highest energy value.
Therefore, the annealing mechanism, which uses external energy, adjusts the con-
tour to dark pixels. For example, in Fig.1a the contour is adjusted to black pixels
of the circle.

Preprocessing of the input picture, which consists in the blurring of black
contours, improves segmentation. Every image undergoes a preparation process,
during which the color of pixels is scaled so that their shades can change fluidly
from white (the color of background) to black (the color of object). The algorithm

a) b)

Fig. 1. (a) Test image of a circle consisting of black pixels. (b) Image of a circle during
a preparation process (blurring of black contours).

a) b)

Fig. 2. (a) An image without blurring. The horizontal line represents high energy value.
In search of low energy value, the contour should ”fall into”a steep gap. (b) Blurred image,
the energy value changes smoothly.
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assigns each pixel a color in a greyscale, depending on the distance between the
pixel and the nearest black point of an image, as illustrated by the formula:

P (x, y) =
255ρ(x, y)

ρmax
(1)

where P (x, y) - the resultant intensity of light at a pixel specified by coordinates
(x, y), ρ(x, y) - Euclidean distance between point (x, y) to the nearest black point
of an object, ρmax - the longest distance between the point of the image and the
nearest black point of the object. The result is shown in Fig. 1b. The blurring of
contours enhances the method’s efficiency, because the contour behaves similarly
to a sphere rollingdowna slope intoavalley, that is the lowestpoint -Fig. 2.Blurring
of contours can be implemented in external energy function. However, energy value
is calculated at every step of the algorithm, which means that an image is blurred
with each iteration. During segmentation, the image does not change. Thus, it is
more useful to blur the image only once during the preparation phase and then use
the image processed in this way. The preparatory phase saves processor time.

a) b)

c) d)

Fig. 3. (a) Cross-section of human skull. (b) Contours detected on the image of a skull.
(c) Contour image after blurring. (d) Initial contour against a medical image.
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3 Detection of an Eyeball

In the work, potential active contours in the form described in [8] have been
applied. This experiment is based on a medical image showing a cross-section of
human skull (Fig. 3a). The contours have been detected, as shown in Fig. 3b,
which has subsequently been blurred (Fig. 3c). The method was initialized with
one object source and four background sources, according to Fig. 3d. Method
parameters are given in Table 1 – for their detailed description see [8]. The steps
of the experiment are shown in Fig. 4. The experiment was repeated ten times,

Table 1. Adjusting of a contour to a human eyeball - parameters of the method

Simulated annealing

Initial temperature T0 -

The calculation of initial temperature T0 YES

The number of iterations L needed to calculate initial temperature T0 100

Maximum number of iterations M 3000

Temperature change interval LT 30

Cooling schedule factor α 0.95

Normalization NO

Markov process YES

Markov chain length LM 30

Move generator

Position disturbance radius r 1.0

Charge disturbance factor γ 0.02

The probability of source number change pz 0

Source chance equalizing YES

Internal energy

Desired area Sz 1300

Desired length Lz -

Punishment for lack of consistency NO

Internal energy weight wint 4.0

Shape energy weight ws -

Table 2. Selected energy and temperature values for the process shown in Fig. 4

Initial temperature 3.04e10

Initial energy: 54342.0

Final temperature: 1.80e8

Final energy: 633.0
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a) b)

c) d)

Fig. 4. The process of human eyeball retrieval: (a) Start, (b) 1000th iteration, (c)
Final (3000th iteration), (d) Final contour against the contour image

Fig. 5. Diagram of contour energy changes in function of number of steps in the
algorithm
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Table 3. Results of successive iterations. High standard deviation value is a result of
two unusually high final energy values.

Test number Final energy

1 642

2 647

3 1862

4 630

5 649

6 638

7 641

8 1853

9 631

10 649

Minimum 630

Maximum 1862

Average 944.5

Standard deviation 513.02

a) b)

Fig. 6. The resultant contour against the image. (a) The final position of the contour
for test 3 in Table 3 (E = 1862), (b) the final contour for test 8 (E = 1853).

in order to check the repeatability of the result - Table 3. Images Fig. 6a and
Fig. 6b show unsuccessful attempts to adjust a contour to a particular fragment
of an object. In these two cases, the final energy value is much different from
those obtained in the other tests. So high a value is a result of an unsuccessful
annealing process. As shown in Fig. 7, the method is able to find many objects
simultaneously.
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a) b) c)

Fig. 7. Simultaneous detection of both eyeballs. (a) Initial contour (E = 3902). (b)
The result after 100 iterations (E = 2916). (c) The result obtained after 2000 iterations
(E = 562).

4 Summary

The experiments carried out in the present paper show how useful the potential
active contour method can be for the segmentation of medical images. As proved
by the majority of tests conducted here, the method is able to perform a correct
segmentation of an eyeball. Both eyeballs have been detected on the image,
although only one contour was used at the start. Moreover, the experiments
are characterised by high repeatability of results. It is worth mentioning that a
potential contour is based on a probabilistic optimisation algorithm. Therefore,
the results depend to a large extent on a random factor. The algorithm has to
be reiterated a few (or many) times and the best result is considered to be the
final one. The method is more efficient if it is preceded by a preparation phase,
during which the contours are found and the image is blurred.
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Summary. Potential active contours are based on the well known potential function
method of classification, where the label assigned to the object depends on the distri-
bution of other known and already classified objects. In the classic formulation of this
approach, the known objects are fixed, while in the potential active contours’ method
their position and parameters are subject of optimization. In the present paper, the
basic concept of potential active contours is described and its features are presented.

1 Introduction – Physical Background

Active contours can be interpreted as classifiers [1, 2, 3]. They can be applied in
many diverse practical problems, for example image segmentation [4, 10, 11, 12]
and classification of documents [5]. The characteristic feature of potential active
contour is that it occurs in points with equal electrostatic field potentials. To be
more specific, the contour is determined by a certain number of control points,
which behave like electrically charged objects. The position of each control point
s in a plane is specified by coordinates (xs, ys) and its charge by qs. The sources
with positive charge are called the sources of the object. Control points with
negative charge are called the sources of the background. Each control point is a
source of electrostatic field. The value of the potential function in each point of
the field is:

Vs(p) = k
qs

d
(1)

where k is a constant and d is a Euclidean distance between the source and a
given point of the field p = (xp, yp):

d = d(p, s) =
√

(xs − xp)
2 + (ys − yp)

2 (2)

Since the field may result from more than one source, for calculating summary
value of potential coming from all sources, the rule of superposition is used:

V (p) =
n∑

i=0

Vsi(p) (3)

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 74–84, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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a) b)

c) d)

Fig. 1. Contours determined by four background’s sources qs0 = qs1 = qs2 = qs3 = 10
and by one object’s source qs4 ; ST = {s0, s1, s2, s3}, S = {s4}: (a) qs4 = −15, (b)
qs4 = −30, (c) new position of qs4 , (d) new positions of qs0 and qs4

Points in which scalar sum of all sources’ potentials equals zero mark out con-
tour’s line that divides the image into inside and outside part of the object. Let
S be a set of electric field sources:

S = {s0, s1, s2, . . . , sn} (4)

Let the set of all object’s sources be signified as SO, and the set of background
sources as ST . Hence:

S = SO ∪ ST (5)

Potential contour is the following set of points:

K =

{
(x, y) ∈ R

2 : k

n∑
i=0

qsi

d ((xsi , ysi) , (x, y))
= 0

}
(6)

Examples of potential contours are given in Fig. 1. As illustrated in the pictures,
by using only five control points, one can obtain various figures (circle, approx-
imation of a square, concave figure and a figure ”full of holes”). By adding one
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a) b)

Fig. 2. Disjoint contours

point, one obtains a disconnected area - Fig. 2. It should be mentioned that it
is possible to obtain a similar contour shape by different means, for example by
appropriate choice of charge values or number of sources.

The description provided in the present paper is based on physical analogies.
The idea of potential active contours can result from (and initially did result
from) potential functions method that is one of the basic classification tech-
niques. This approach was discussed in [4], which additionally presented also
other potential functions.

2 Energy Function

Performing image segmentation, one aims at quality of image partition with
respect to the homogeneity of the detected regions. Performing classification,
one looks for the best classifier, i.e. the one that makes the smallest number
of classification errors. In other words, one verifies the applied method with a
performance index. In the active contours theory, the performance index that
evaluates a given contour c is called energy function, denoted as E = E(c). The
total energy usually consists of two components, namely the external Eext and
the internal Eint:

E = wextEext + wintEint (7)

In the external energy, the image is considered, while in the internal one, the
form of the desired shape is reflected. Usually

Eext =
∑

(x,y)∈Kc

P (x, y) (8)

where P (x, y) is a function defined in the image. Frequently, one considers the
intensity of light I(x, y) at the pixels and one takes



Potential Active Contours 77

a) b)

Fig. 3. Dependence between energy and the length of the contour: (a) Eext = 197370,
EN

ext = 255, (b) Eext = 89505, EN
ext = 255

Eext =
∑

(x,y)∈Kc

I(x, y) (9)

where Kc - the set of all points of contour c. The function I has a value between
zero (black) and 255 (white). An another solution could be utilization of image
gradient or other transformation of the image in P . Note that Eext tends to zero
when the contour approximates the desired object.

Since external energy defined in this way depends on the length of the contour
(e.g. it becomes lower if the contour’s perimeter gets smaller - cf. Fig. 3), a
normalization mechanism was introduced. Owing to the mechanism, the energy
value is not influenced by the length of the contour:

EN
ext =

1
N

Eext (10)

where EN
ext - normalized external energy, N - the number of pixels of the con-

sidered contour. External energy normalized in this way does not depend on the
length of the contour, but on the average intensity of color at each pixel. In order
to stop the contour from crossing the boundaries of the image, we can apply a
punishment mechanism.

The internal energy reflects the contour’s shape and does not depend on the
image.

Eint = waEa + wlEl + wsEs (11)

where Ea - internal energy connected with the area belonging to the contour, El

- energy connected with the length of the contour’s curve, Es - energy related to
the shape of the contour, wa, wl, ws - coefficients (weights). Taking the following
notation: A(c) - the area inside contour c, i.e. the number of the pixels belonging
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Fig. 4. Theoretical value of roundness coefficient for a few different shapes

to the inside part of the contour and L(c) - the length of contour c defined as
the number of pixels that constitute the contour’s curve, one obtains:

Ea = Ea(c) = |A(c)−Az | (12)

El = El(c) = |L(c)− Lz| (13)

Es = Es(c) =
L(c)

2
√

πA(c)
− 1 (14)

where Az and Lz denote desired area and desired length, respectively. Es is
the contour’s roundness parameter (roundness coefficient). The closer the coeffi-
cient’s value to zero, the more the contour’s shape resembles a circle - cf. Fig. 4.
There are many other shape coefficients, which usually:

• Should be able to differentiate various object shapes.
• Should be constant regardless of some image transformations, such as rota-

tion, shift and scaling.
• Should possess the ability of being computed quickly, if they are to be used

in the real-time system.

3 Simulated Annealing

Simulated annealing is a general probabilistic algorithm locating a good approx-
imation of the global optimum of a given function in large search space. It was
first introduced by S. Kirkpatrick, C. D. Gelatt and M.P. Vecchi in 1983 [6] as
a continuation of Monte Carlo method.

The state of the system changes slightly with every step of the algorithm, as
many potential solutions are taken into consideration. If new random solution
is better, i.e. has lower energy value, then it is accepted and replaces the old
one. The system can also move to a new worse state with a probability that
depends on the difference between the corresponding energy function values and
a parameter T called the temperature. During an annealing process, parameter T
gradually goes to zero, which has a large influence on the evolution of the state.
When the temperature is high, the probability of accepting a worse solution
is also very high, which means that the solution move across the whole search
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space randomly. The probability that a bad solution is chosen decreases with
temperature reduction. Consequently, the search space of considered solutions
becomes smaller and smaller, until the temperature is reduced to zero. Then, bad
solutions are entirely ignored, and the system moves toward the nearest local
minimum. The process of temperature reduction is called a ”cooling schedule”.
The fact that the system is allowed to move to a new state, even if it is worse than
the current one, prevents the method from becoming stuck in a local minimum.

Let c denote a contour (solution) from the set of all possible solutions C. Here,
we consider the energy function E = E(c) where c ∈ C which is optimized. Every
iteration considers a certain contour c′ that is close to contour c. Thus, c′ is
called a neighbor of c. Considering the neighbors of the current state, the system
probabilistically decides to move to a new contour or remain in the current state.
Let E = E(c) and E′ = E(c′). Then the probability of a move to a new state c′

is expressed by the formula:

p(c, c′, T ) =

{
1 if E′ < E

e−
E′−E

T if E′ ≥ E
(15)

Note that the probability of accepting a move becomes smaller, if the difference
ΔE = E′ − E increases, which means that moves to the states of higher energy
are more likely when energy difference is smaller. The algorithm is completed,
if the system reaches a sufficiently low energy state, or if there is no energy
change (after a number of iterations), or after an assumed maximum number of
iterations M . Additional mechanisms of the algorithm:

• The temperature is not reduced at every step of the algorithm. The tem-
perature does not change with every iteration. The frequency of changes
depends on the ”temperature change interval” LT . This parameter relates to
the number of steps between subsequent temperature changes resulting from
the cooling schedule. Thanks to that system is able to evolve through a given
number of steps, with constant temperature.

• Markov chain. The Markov chain influences the annealing algorithm in that
after a number of iterations LM , the contour recorded as the best solution
is accepted as the current solution. The period in which the best contour is
remembered is the parameter of the method called ”Markov chain length”.

• Initial temperature T0 can be calculated automatically in the initialization
process. The method implements a heuristic that helps to calculate initial
temperature, assuming that in the initial phase of the cooling process the
changes toward a higher energy value should not exceed 80%. The temper-
ature is calculated on the basis of contour energy changes caused by the
move generator. The move generator makes the initial contour c0 undergo
numerous changes:

cl = neighbor(cl−1) (16)

for l = 1, . . . , L. During those changes the difference ΔEl = E(cl)− E(cl−1)
is recorded. Temperature T0 is calculated according to the formula:
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T0 = − ΔĒ

ln 0.8
(17)

where ΔĒ = 1
L

∑L
l=1 |ΔEl| is an average energy change. The length of

initialization process L is ”the number of iterations needed to calculate initial
temperature”.

To apply the simulated annealing method to any optimization task, one needs
to specify:

• Space state and the representation of a state in space.
• Move generator - the method of choice of a new state, called neighbor above.
• Cooling schedule - the method of temperature change.
• Initial temperature parameter T0.

The above mentioned elements have a large influence on the method’s efficiency.
The parameters must be selected and matched carefully, otherwise the search
for an optimal solution may be very time-consuming or unsuccessful (it may
give a result which is not a local minimum). Unfortunately, there are no univer-
sal solutions every problem requires a specific solution. In some situations, the
simulated cooling method may be impeded, because of mismatched parameters
(they should be chosen after a number of experiments).

In the method of potential active contours, the state space is the space of
parameters characterising potential contours. These parameters are the position
and charge of each source. The neighbouring solution is chosen by means of
the Gaussian movement generator. The temperature of the system is reduced
according to the exponential cooling schedule Tl+1 = αTl where α ∈ (0, 1) and
the initial temperature is calculated automatically.

4 Move Generator

At every step of the cooling process, the move generator changes slightly the
current contour, thus creating a new one. This change consists in the modifi-
cation of the contour’s sources. What changes is the position of one source or
its charge. This change has a character of a probability standard normal dis-
tribution. During the change of charge, it is impossible to replace the source of
object with the source of background, and the other way round. The generator
possesses two additional mechanisms, namely the equalization of chances and
the change of the number of sources.

4.1 Gaussian Move Generator

The normal distribution, also called the Gaussian distribution, is one of the most
important probability distributions. It is defined by density function:

g(x) =
1

σ
√

2π
e−

(x−μ)2

2σ2 (18)
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where μ - means value of the distribution (expected value) and σ - standard
deviation. If μ = 0 and σ = 1, the distribution is called a standard normal
distribution, and the density function is defined by the equation:

g(x) =
1√
2π

e−
x2
2 (19)

The density function in the normal distribution is symmetrical about straight
line x = μ, achieving maximal value in point x = μ. The shape of the function
depends on parameters μ and σ.

The move generator uses the standard normal distribution (the Gaussian dis-
tribution with parameters μ = 1 and σ = 1) for changing the source’s position
or its charge. Thanks to the normal distribution, small changes occur more fre-
quently than the big ones. The big changes are possible, but very unlikely. The
move generator makes a change of position or charge value with equal probabil-
ity. At a single step of the simulated cooling algorithm, the movement generator
operates as follows:

1. Select source si from among all available sources S with equal linear
probability pw.

2. With equal probability, choose whether to disturb the charge or the position
of the selected source si.

3. If the change of source position was chosen, disturb the coordinates (xsi , ysi)
of the selected source si.

4. If the change of charge was chosen, disturb the charge qsi .

The position of source si specified by coordinates (xsi , ysi) is disturbed as follows:

x′
si

= xsi + Δ(r) and y′
si

= ysi + Δ(r) (20)

where Δ(r) = G(0, 1)r and G(0, 1) random number from standard Gaussian dis-
tribution (μ = 0 and σ = 1), r - constant scale, here called ”position disturbance
radius”. The value of Δ(r) can be positive or negative, both cases equally likely.
According to the definition of normal distribution:

• 68% of value Δ(r) lies inside interval [−r, r]
• 95.5% of the value lies inside interval [−2r, 2r]
• 99.7% lies inside interval [−r, r]

The change of charge qsi of source si is relative, that is:

q′si
= qsi + γG(0, 1)qsi = qsi(1 + γG(0, 1)) (21)

where γ - constant movement generator parameter, here called ”charge distur-
bance factor”.

4.2 Equalization of Chances

The move generator described above treats all sources in the same way - each
of them has equal chances to be chosen. If a contour consists of only one object
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Fig. 5. Five sources: four background sources (ST = {s0, s1, s2, s3}) and one object
source (SO = {s4})

source and four background sources (Fig. 5), each source is equally likely to be
chosen pw(si). Note that it is the object’s source s4 ∈ SO that most influences the
contour. It is rarely modified (statistically once in every five disturbances in the
contour). To avoid a situation in which sources that have a major influence on
a contour’s shape are modified rarely the mechanism of equalization of chances
was introduced. Owing to this mechanism, with every action of the movement
generator, an object’s source is modified as frequently as background’s source.
Thus, the move generator operates according to the following steps:

1. With equal probability, choose the type of source to be disturbed, i.e. object
or background.

2. Select source si form the set ST or SO, depending on the probabilistic deci-
sion taken in step 1.

3. With equal linear probability choose whether to disturb the charge or posi-
tion of the selected source si.

4. Depending on the decision made in step 3, disturb the charge or position of
the selected source si.

This mechanism influences the probability pw. In the aforementioned case:

pw(si) =
{

0.5 for i = 4
0.125 for i ∈ {0, 1, 2, 3} (22)

4.3 Modification of the Number of Sources

The move generator is also capable of modifying the contour by increasing and
reducing the number of sources of the potential contour.

It is decided at random with equal probability whether a source is to be added
or delete. The operation of source number reduction consists of random choice of
the source si ∈ S, which is next deleted from the set of all sources S′ = S {si} .
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If we want to increase the number of sources, we add a new source sn+1 to
the system (S′ = S ∪ {sn+1}), hence:

• The position of the source is random, i.e.: xsn+1 and ysn+1 are chosen using
linear probability distribution.

• The charge of the source is chosen randomly with a standard normal distri-
bution, i.e. qsn+1 = G(0, 1).

The frequency of source number change is determined by the parameter pz, called
”the probability of source number change”.

4.4 Move Generator – Suggestions for Further Research

Below, the author presents his ideas and suggestions that were not implemented
in the present work, but could largely improve the efficiency of move generator:

• Sources may be modified with a probability that depends on the influence
they have on the contour’s shape. The smaller the influence, the fewer chances
the source has to be modified. The influence of sources on the contour’s shape
can be calculated on the basis of their number, type, charge, their distance
from the contour, or the potential field distribution.

• The move generator should be able to modify or add more than one source in
a single step of simulated cooling algorithm. In some situations (when only
one source is modified), a contour achieves a state, in which finding a better
solution is impossible. Only a simultaneous change of a few sources makes it
possible to move from the local minimum toward a better solution [4].

• Source adding may be performed in an adaptive way [4]. The sources should
not be placed in random positions, otherwise they are very unlikely to im-
prove the system. The position of a new source should be precisely specified so
as to improve the system, thus enabling the contour best possible adjustment
to complicated shapes.

• Instead of choosing a source , the movement generator can choose any pixel
that will next disturb the position or charge of contour’s sources, proportion-
ally to the distance between that pixel and the source. Such an expansion of
application might be considered as an equivalent to constraints described in
[8]. It would also allow the user to include expert knowledge.

5 Summary

Potential contour, as every active contour method [7, 8], replaces performs seg-
mentation by optimization, i.e. it searches for an optimal contour characterized
by a minimal possible energy value (which depends on the shape and back-
ground of the contour). Additionally, the optimization process is controlled by
a stochastic algorithm of simulated annealing [6], in which the temperature is
reduced exponentially. The contour is disturbed by means of a Gaussian move
generator, with the possibility to add or delete control points. The point are
sources of electrical field and represent the contour. Moreover, the energy of the
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contour does not depend only on the pixels’ brightness, but also on such shape
parameters as perimeter, area and roundness coefficient.

Potential active contour can be identified with the task of classification [1, 2],
in which pixels are divided into two groups. The former is connected with the de-
sired object on the image, the latter with the background (regarded as redundant
information). The aim of the method is to specify a group of pixels, which will en-
able the user to find the contours of a specific object or a group of objects, as in
the case of medical image analysis [9].
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Summary. Image magnification takes important part during medical examination. It
is especially very helpful in observing small details and their manual measurements.
There are a number of magnification methods, however most of them cause image dis-
tortions. The paper presents a fractal magnification method, which allows minimizing
these negative effects besides the blocks effect.

1 Introduction

In the last few years, the quickest development of non-invasive medical diagnostic
methods has been observed. Depending on the used diagnostic instrument, dif-
ferent format of medical images are used but all of the images are characterized
by a very limited image size, for example, Computerized Tomography images
are not larger than 512×512 pixels, Magnetic Resonance images than 256×256,
etc. Therefore, image magnification takes important part during medical exam-
ination; it is especially very helpful in observing small details and their manual
measurements. For example, the B-mode ultrasonography allows visualizing the
lumen and walls of arteries. It can be used to detect atherosclerosis in the ear-
liest stages and study its progression or regression. Most often, computerized
analyzing systems with manual tracking of the echo interfaces for measurement
of Intima-Media Thickness (IMT) are used. Without image magnification, it is
hard and sometimes impossible to mark the interfaces with high precision.

There are a number of image magnification methods. Nevertheless, most of
them cause image distortions resulting in loss of sharpness of edges in the image.
Image blurring, pixelization, and blocks effect are the most unwelcome distor-
tions. The solution can be using fractal magnification that allows minimizing
most of these negative effects, besides the blocks effect. However, fractal mag-
nification is a very time consuming operation. The paper deals with the use
of fractal magnification for medical images. The short description of developed
algorithm and the way of its parallelization are presented.

The structure of the paper is following: section 2 describes the fundamentals
of fractal magnification. The algorithm and its parallelization scheme are de-
scribed in section 3. The results of experiments are presented in section 4. Finally,
section 5 concludes received results and discusses ongoing work.
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springerlink.com c© Springer-Verlag Berlin Heidelberg 2008



86 J. Kwiatkowski and W. Walczak

2 Fundamentals of Fractal Magnification

Fractal magnification is a process consisting of fractal encoding of the origi-
nal image and fractal decoding to size larger than original. The encoding pro-
duces a fractal operator W , which is a set of contractive affine transformations:
W =

∑n
i=1 wi. The transformations map parts of the image (domain blocks

Di) into range blocks Ri. The range blocks are disjoint and cover entire im-
age. Besides, the range blocks are usually two-times smaller than the domain
blocks. Thus, the goal of the encoding process is to find pairs of range blocks
and domain blocks. The error (measured in RMS2) between each range block
and corresponding domain block (after transformations: spatial contraction, in-
tensity transformation, symmetry operation) shall be smaller than a preset fixed
value. If the image is fractally magnified, the operator W does not have to be
stored to file – it is instantly decoded directly from the description of the fractal
operator stored in memory.

The operator W defines an unequivocal fixed point – attractor (A). The at-
tractor can be reached from any starting image f0 through iterations of the
operator W . The iterations produce successive approximations of the attractor.
Usually from 7 to 10 iterations are performed during decoding. When the size
of the initial image f0 is larger than the size of the original image f , the image
is fractally magnified – the positions and sizes of the range and domain blocks
have to be scaled. This is possible because the “similarity” of the range and do-
main blocks for the given image is independent of the magnification scale and
their mutual positions are relative inside the image. Enlarged range and domain
blocks result in generation of additional image details during decoding. However,
the decoded (magnified) images are not free from deformation – blocks effect and
arising artifacts reduce their quality.

3 Proposed Magnification Method

Although all fractal coding methods are based on the same fundamentals, plenty
of design decisions have to be made to develop a complete coding method. Most
efforts were made on preserving the fidelity of the magnified because this is the
most important aspect in medical imaging (section 3.1). Attempts to reduce the
encoding time also were made (section 3.2).

3.1 Image Fidelity

In order to assure high image fidelity several aspects are considered. Image parti-
tioning and blocks’ splitting techniques are optimally chosen as well as the error
caused by quantization during encoding is eliminated.

The image may be partitioned into range blocks in various ways. The choice
of the partitioning method has a great influence on the fidelity of the magnified
image. The best results can be obtained when the partitioning of the image
adapts to the content of the image. Such partitioning methods can be divided
into two groups: hierarchical and split-and-merge schemes.
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The hierarchical partitioning methods begin with some initial partitioning
of the image, e.g. uniform partitioning. In the implemented algorithm, there is
only one range block, which covers the entire image. Then for each range block,
the best matching domain block is searched. If the distance between a range
block and found domain block (measured in mean square error) is larger than
some value (constant for the entire encoding process) then the range block is
divided into several range blocks. The number and shape of the newly created
range blocks vary among different hierarchical methods. The split-and-merge
approaches divide the image into partitions in two-phase process that ends be-
fore the searching for transformations is started. Only the partitioning schemes
based on right-angled blocks are considered because others, based on triangles
or polygons [3], are inferior. The irregular regions (split-and-merge approach)
are the best option for fractal compression when the image is compressed with
compression ratio higher than 10 : 1. However, the rate-distortion characteristic
is irrelevant in fractal magnification. After scrutinizing the results of best hierar-
chical methods – based on horizontal-vertical partitioning (HV) [1, 2] – and best
method based on irregular regions [4], it is assumed that the HV approach allows
obtaining better image fidelity but with higher encoding time cost. In case of
medical images, the image fidelity is superior because it can affect the diagnosis.
Thus, the HV partitioning scheme has been chosen for implementation as the
one that potentially can give the most accurate images not only when they are
decoded to the same size as original but also when they are magnified.

In the implemented method, the range block is split into two when there
cannot be found matching domain block. The cutting line is horizontal or ver-
tical and its location depends on the content of the block. The most significant
edge in becomes the cutting line [1]. However, the implemented edge detection
mechanism uses modified formulas to find the most significant edge:

vm = g(m) ·
∣∣∣∣∣
N−1∑

n

rm,n −
N−1∑

n

rm+1,n

∣∣∣∣∣ hn = g(n) ·
∣∣∣∣∣
M−1∑

m

rm,n −
M−1∑

m

rm,n+1

∣∣∣∣∣

where rm,n is the pixel value of the range block at coordinates (m, n), and the
size of the range block is M×N . If vm is higher than hn then the block is divided
vertically after the mth column. Otherwise, the block is divided horizontally after
the nth row. The modified vm and hn formulas ensure that the most significant
edge will be not missed – the original formulas detect only the edges where a row
or column with higher mean intensity is prior during traversing the block. The
function g prevents the rectangle blocks from degradation to a line or a point.
The g is the same as in the work of Fisher [1]: g(x) = min(x, X − 1 − x)/X ,
where X is the number of rows (vm) or columns (hn).

Other approach locates the cutting line in a position that will minimize the
sum of pixel intensity variances of the produced blocks [2]. Experiments per-
formed on ultrasonograpic images show that the modified edge detection al-
gorithm results in better image fidelity [5]. Thus, the modified edge detection
method is used for implementation.
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The decoding process also has an influence on the image fidelity. The attrac-
tor approximations created in successive iterations of the decoding algorithm
are normally stored using raster images, i.e. on two-dimensional arrays of inte-
gers. Quantization of the pixel values causes propagation of error to the result
of consecutive decoding iterations. The propagation of quantization error may
cause difficulties with reaching the correct values of brightness of some pixels in
the final decoded image. Accurate Decoding with Single-time Quantization stores
these approximations on two-dimensional arrays of real numbers. The pixel val-
ues do not have to be quantized after each iteration, the quantization is just
after the last iteration. [6]

3.2 Time Cost Reduction

Optimization of the codebook, variance-based acceleration and parallelization
are introduced to the algorithm in order to reduce the encoding time.

During searching for matching range blocks and domain blocks, each range
block is compared with spatially contracted domain blocks, which compose the
virtual codebook. The implemented algorithm does not contract domain blocks
independently. Before starting the encoding, the whole image is contracted and
the codebook is determined directly on the contracted copy of the image. This
speeds up the encoding because domain blocks may overlap.

The implemented method uses global codebook, i.e. the codebook is deter-
mined at the beginning of the encoding and it is the same for all range blocks.
The encoding time can be reduced when local codebook is used, where the den-
sity of codebook blocks decreases with spatial distance to currently considered
range block or the codebook does not contain distant codebook blocks at all.
However, when ultrasonographic images are fractally encoded, the probability
of finding matching domain block does not increase when the spatial distance
between the domain and range blocks decreases [5]. Thus, the local codebook
would cause to high distortions.

The HV partitioning is characterized with large variety of sizes of the range
blocks. For each possible size of range blocks, codebook blocks have to be in-
cluded to the codebook. Although the pixel values of any codebook blocks can be
taken from the contracted image, the descriptions of the codebook blocks have
to be stored in the memory. The descriptions include the size, location of the
blocks, and symmetry operation identifier, but also inner products, which are
used to calculate the optimal intensity transformation coefficients for each pair
of range and domain block. The calculations of the inner products, which are the
most time consuming, may be postponed to the first access to a codebook block
during the search for transformations. This reduces the encoding time because
the inner products will never be calculated for the codebook blocks that will not
be compared with any range block.

When the codebook is very numerous (large image to encode and low domain
offset) then a very large amount of memory is required to store the descriptions.
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This memory can be saved by a proposed version of the codebook – on-the-
fly codebook. The codebook does store no descriptions of the codebook blocks,
they are calculated when a codebook block is accessed. This solution may cause
additional time costs because the inner products for some codebook blocks will
have to be recalculated several times (as many times as many range blocks have
the same size like the codebook block). There is also proposed a hybrid solution
– the descriptions are only stored for the smallest codebook blocks because most
likely more than one range block will be compared during the search with these
codebook blocks.

The encoding time can be reduced by increasing the offset between domain
blocks. However, this simple solution eliminates domain blocks independently of
the blocks’ content and significantly reduces the image fidelity. The implemented
method uses a variance-based acceleration technique inspired by the work of He,
Yang and Huang [7]. Only the domain blocks that are least likely to be paired
with currently considered range block are eliminated.

For all range and codebook blocks, intensity variances are calculated from

the equation: σ(B) = 1
n

[∑n−1
i=0 b2

i −
(∑n−1

i=0 bi

)2
]
, where B = b0, . . . , bn−1 is

the measured block and n is the number of pixels B. The error between the
range and codebook blocks is very close related with the distance between the
variances of the blocks [8]. During the searching for matching codebook blocks
to each remaining range block, the codebook blocks with variance lower than
the variance of the range block or higher than σ(Ri) + Δσ are omitted. The
Δσ is set before starting the encoding. Range blocks with variance lower than a
given (preset) value are treated as shade blocks, i.e. they are approximated with
a fixed block. Thus, further speedup is attained because, for these range blocks,
no search after matching codebook blocks is required.

The proposed parallelization scheme uses a fixed number of threads to find the
affine transformations that compose the fractal operator. The encoding acceler-
ation through parallel processing is very promising because the transformations
can be found independently.

The threads share a queue of range blocks that wait to be encoded. Each
thread consumes one range block from the beginning of the queue and performs
the entire encoding process, i.e. determines the codebook for the range block,
finds the best matching codebook block, computes the intensity transformation
parameters and the distance between the range and codebook blocks. If the er-
ror between the range block and the best matching codebook does not fulfill the
tolerance criterion (TC, expressed in RMS2) then range block is split within
the same thread and the newly created range blocks are added to the common
queue. However, if the error between the range block and the transformed code-
book block meets the tolerance criterion then the description of the affine trans-
formation is added to the thread’s internal data structure. When the queue with
range blocks to encode is empty and there is no active thread that can produce
new range blocks, the threads send the descriptions of found transformations to
the main thread and end their life.
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4 Experimental Results

The two most important aspects in fractal magnification of medical images were
assessed through experiments: protecting the information stored in the image
and minimizing the time needed for magnification.

Objective measures are used to assess the fidelity of the magnified images.
Peak signal to noise ratio (PSNR), expressed in decibels (dB), and mean square
error (MSE) are most often used:

PSNR = 10 · log10

(
max2

X

MSE

)

MSE =
1

M · N
M−1∑
m=0

N−1∑
n=0

(
X(m, n)− X̃(m, n)

)2

where X is the original image, X̃ – the magnified image fractally demagnified
to the original size, M – number of pixels in a row, N – number of pixels in a
column, maxX = 2b − 1 – the maximal possible pixel value of the image X (b
– bits per pixel). Other measures, like image fidelity (IF), average error (AE),
mean absolute error (MAE), maximal error (ME) are also calculated in order to
gain additional information about the distortions caused by magnification. The
magnified image has to be rescaled to the original size before the measurements
are performed because the objective measures can be used only for same-sized
images.

Table 1. Comparison of fractal magnification and bicubic interpolation

method PSNR MSE IF ME MAE

fractal (optimal TC) 37.77 12.17 0.9982 42.00 1.78
fractal (TC = 1) 37.58 12.68 0.9982 42.23 1.82
bicubic 36.58 16.69 0.9978 22.4 2.57

The results of the experiments are summarized in the table 1, where the av-
erage values for forty images can be found. There are two different fractal mag-
nification results presented. The first row informs about results of measurement
when each image is encoded with optimal tolerance criterion value. Experiments
show, that these optimal TC are most often within range (0.4, 2.5). There can-
not be found a TC value that would result in optimal fidelity of any magnified
image. However, the value 1 assures that the fidelity of the magnified image will
be close to maximal.

The distribution of the pixels errors is different in the methods. Bicubic in-
terpolation is used as a reference standard because it produces image of high
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Fig. 1. Results of PSNR measurements for fractal magnification and bicubic interpo-
lation. (a) – average values for all images, (b) – average values for different sizes of
original images.

quality and is commonly used. Although the overall error caused by the fractal
magnification is lower than the one caused by bicubic interpolation, there can
be observed rare pixels where the errors are higher. The interpolation decreases
the brightness of the image during magnification, while the fractal magnification
most often increases the brightness.

The fidelity of the magnified image depends also on the size of the original
image. When the image is smaller, the virtual codebook contains less blocks and
it is harder to find a good match between range blocks and codebook blocks.
Thus, the larger an image is, the better quality of the magnified image can be
obtained. The quality of the image is significantly lower when images 32×32 are
magnified.

The fidelity, quality and usefulness of images magnified with fractal method
are higher than with bicubic interpolation according to subjective assessment
made with cooperation with medicine physicians. Visibility and fidelity of small
details, readability of edges in the image and lack of image blurring are the
main reasons that state the superiority of fractal magnification. The quality of
the fractally magnified image is lowered by blocks effect but it does not cause
problems with reading the image.

A 256×256 image can be magnified in about 210 seconds, 192×192 image in
60 seconds, 128 × 128 in 10 seconds, and 64 × 64 in less than one second (tests
performed on machine with 2 GHz processor and 1 GB RAM). The use of shade
blocks can reduce the encoding time by 5% with almost no cost in image fidelity.
Further improvement entails loss of image quality – 30% time reduction gives
PSNR lower by about 15%. Reduction of the codebook by introducing limit
of variance distance between range blocks and codebook blocks gives further
acceleration. The encoding time is decreased by 30% when the PSNR is reduced
by 0.6%. The cost of 4% gives two times shorter encoding time. Parallelization
gives in almost ideal results – use of pool of two threads, working on two-core
processor, reduces the encoding time about 1.9 times.
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5 Conclusions and Future Work

Received results for the developed algorithm confirm the usefulness of the fractal
magnification in medical diagnosis. All objective measures as well as subjective
assessment of magnified images indicate the superiority of fractal magnifica-
tion over bicubic interpolation. Image blurring is very visible when interpolation
methods are used. In fractal magnification, artifacts as image blurring or pix-
elization do not occur. The distortions are caused only by the block effect. Nev-
ertheless, this type of distortions can be reduced by introducing postprocessing
[9] and it will be the subject of the future work.

The experiments were performed only on ultrasonographic images. Although,
similar conclusions are expected for other types of medical images, several of the
remaining types shall be investigated during further research.
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Waśniewski, J. (eds.) PPAM 2001. LNCS, vol. 2328, pp. 517–525. Springer, Heidel-
berg (2002)

7. He, C., Yang, S.X., Huang, X.: Variance-based accelerating scheme for fractal image
encoding. Electronics Letters 40(2), 115–116 (2004)

8. Lee, C.K., Lee, W.K.: Fast fractal image block coding based on local variances.
IEEE Trans. on Image Proc. 7(6), 888–891 (1998)

9. Zakhor, A.: Iterative procedures for reduction of blocking effects in transform image
coding. IEEE Trans. on Circuits and Systems for Video Technology 2(1), 91–95
(1992)



Fuzzy Clustering in Segmentation of Abdominal

Structures Based on CT Studies

Wojciech Wi ↪ec�lawek1 and Ewa Pi ↪etka
2

1 Silesian University of Technology, Faculty of Automatic Control,
Electronics and Computer Science, Institute of Electronics,
Department of Biomedical Electronics
wojciech.wieclawek@polsl.pl

2 ewa.pietka@polsl.pl

Summary. In the current study a modification of the live-wire approach to image
segmentation has been developed. A Fuzzy C-Means (FCM) clustering procedure has
been implemented before the cost map function is defined. This shrinks the area to
be searched resulting in a significant reduction of the computational complexity. The
method has been employed to Computed Tomography (CT) studies. Segmentation of
the abdomen structures has been performed in order to evaluate the method.

1 Introduction

Computer assisted radiological diagnosis requires often an analysis of individ-
ual anatomical structures, location of pathological regions, extraction of various
features describing the texture and size. Image segmentation playing a vital role
in numerous applications, relies on extraction of image homogeneous and non-
overlapping regions, connected with objects in an image. The delineation of an
anatomical structures requires often a problem dependent approach and makes
one universal method not applicable.

In many cases the analysis does not yield correct results, and only an interac-
tive approach may result in a successful edge delineation. In the current study
a Live-Wire approach has been tested and modified in order to grand a fast and
reliable method.

In Section 2 the traditional version has been presented. Its modification, which
employs the Fuzzy C-Means procedure is described in Section 3. Results discus-
sion conclude the paper.

2 Traditional Live-Wire Algorithm

The Live-Wire approach [1, 2, 3, 4] is based on image boundary analysis and
consist of several stages. First, the computation of an image cost map is required.
It reflects the edge features in each image pixel. Then, the image is represented

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 93–104, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008



94 W. Wi ↪ec�lawek and E. Pi ↪etka

by a graph, in which each vertex corresponds to an image pixel and edges link
the vertex with each of its eight neighbouring vertices. Each vertex refers to an
element of the image cost map. Next, optimal paths are found in a graph. To
choose the desired edge, the user specifies characteristic points, namely a seed
point and a free point. By repeating the operation the segmentation of the given
structure is made. A closed contour stops the segmented structure, and yields
the final result.

2.1 Local Cost Map Definition

Because the Live-Wire algorithm belongs to the edge-based segmentation tech-
niques their cost matrix is generated as a function of the image gradient
magnitude and gradient orientation. The cost function components frequently
employ [1, 2, 3, 4]:

• Laplacian zero-crossing – fZ(q)
• Gradient magnitude – fG(q)
• Gradient direction – fD(p,q)

where p, q denote pixels, described by two elements (x and y coordinate) vectors.
The gradient components are found by implementing various mask sizes in a
multiscale edge detection.

The final cost function is defined as a weighted sum of these three normalized
components, i.e.:

l(p,q) = ωZ · fZ(q) + ωG · fG(q) + ωD · fD(p,q) (1)

where weights have to keep a condition:

ωZ + ωG + ωD = 1 (2)

This preserves the normalization of the cost function. In particular individual
cost matrix components are also normalized in this way that low local edge cost
corresponds to pixels with strong edge features.

2.2 Graph Searching

Graph searching algorithm (Algorithm 2.1) analyzes each vertex correspond-
ing to an image pixel and its neighborhood, starting from the seed point (s)
interactively admitted by the user. The algorithm uses the local cost matrix,
(equation (1)) and the seed point (s). As a result, a tree rooted at the seed
point is obtained. The tree is built upon an array (k) showing the minimal cost
path leading to the seed point. In each iteration a single image pixel (p) with
its neighborhood N(p) is analyzed.

Algorithm (Algorithm 2.1) starts at the user-defined seed point (s) and places
this point on an initially empty sorted list L (hence L← L ∪ [s, g(s)]).
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Algorithm 2.1. Live-Wire(l, s)

% l – local cost map

% s – seed point

% L – priority queue

% g – global cost map

% e – array of analyzed pixels

% k – numerical representation of tree

% N(p) – neighborhood of pixel p

% p – actually analyzed image pixel

% x – image pixel

% q – single pixel from N(p)

Input: l, s
Data structures: g, e, L, N(p)
Output: k

Main:
g(s) ← 0
L ← L ∪ [s, g(s)]
while L �∈ {}

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[p, g(p)] ← L[x1, g(x1)]
for each q ∈ N(p)

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if e(q) = 0

then

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

gtmp(q) ← g(p) + l(q,x) · (1 or
√

2)
if q ∈ L and gtmp(q) < g(q)

then

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

L ← L \ [q, g(q)]
g(q) ← gtmp(q)
k(q) ← p
L ← L ∪ [q, g(q)]
Sort(L)

if q �∈ L

then

⎧⎪⎪⎨
⎪⎪⎩

g(q) ← gtmp(q)
k(q) ← p
L ← L ∪ [q, g(q)]
Sort(L)

L ← L \ [p, g(p)]
e(p) ← 1

The point p, being the seed point, with minimum global cost g(p) is then
removed from the sorted list L and checked for unprocessed neighbors, which
satisfy the condition e(q) = 0. For each of the q pixels the global cost function
g(q) is computed as the sum of the global cost g(p) (where p is a central point
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Fig. 1. Geometrical relations in neighborhood (a) pixel description, (b) geometrical
distance

of the neighborhood) and the weighted local cost from p to q, hence l(p,q) ·
(1 or

√
(2)). The weight depends on the geometrical distance between p and q,

according to Fig. 1. If a neighboring pixel q along with its associated global cost
g(q) is in the sorted list L its previous global cost value g(q) is compared with
actually computed gtmp(q) and if the condition gtmp(q) < g(q) is satisfied the
image pixel is added to the sorted list L with a new cost value. Thus, if a pixel
q is not in the sorted list L, it is added to the list, with its global cost value g(q)
for latter processing. In both cases the array k describing the tree is updated.

Finally, the pixel p is removed from sorted list L, because each image pixel
can be analysed only once. All analysed pixels are marked in the array e (hence
e(p)← 1). The algorithm runs until the sorted list L is not empty.

A path searching algorithm is similar to the commonly known Dijkstra al-
gorithm [5]. The tree k resulting from the Algorithm 2.1 constitutes a set of
optimal paths, which connect each image pixel with the seed point. Therefore,
the seed point can be achieved from any image pixel along an optimal path (path
with the smallest cost). This kind of paths correspond to any image edges.

Once the path matrix is finished, a boundary path can by chosen dynamically
via a free point. Interactive movement of the free point by cursor position causes
the boundary to behave like a Live-Wire as it adapts to the new minimum cost
path [6]. As soon as the advised by the user points are situated at the boundary
of the segmented object, the displayed part of boundary should overlap with the
actual segmented object boundary. Unfortunately, nature of the digital images,
local noise, various shapes of segmented structures and wrong selection of the
characteristic points, which does not consider the distance and curvature between
these points, may result in delineating a random path away from the object
boundary. In the traditional Live-Wire method only an interactive shifting of
the free point towards the seed point can eliminate this weakness. This increases
the user interaction requirement.

2.3 Live-Wire-on-the-Fly

Graph searching algorithm (Dijkstra algorithm [5]) is the most time consuming
phase of the Live-Wire method. From the image segmentation point of view a
full set of optimal paths including all image pixels is not necessary.
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Algorithm 2.2. Live-Wire-on-the-fly(l, s, g, e, k, L, f)

% f – free point

Input: l, s, g, e, k, L, f
Data structures: N(p)
Output: g, e, k, L

Main:
if e(s) = 0

then

{
g(s) ← 0
L ← L ∪ [s, g(s)]

if e(f) = 0

then

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

while L �∈ {}

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[p, g(p)] ← L[x1, g(x1)]
if p = f
then break

for each q ∈ N(p)

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if e(q) = 0

then

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

gtmp(q) ← g(p) + l(q,x) · . . .
. . . · (1 or

√
2)

if q ∈ L and gtmp(q) < g(q)

then

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

L ← L \ [q, g(q)]
g(q) ← gtmp(q)
k(q) ← p
L ← L ∪ [q, g(q)]
Sort(L)

if q �∈ L

then

⎧⎪⎪⎨
⎪⎪⎩

g(q) ← gtmp(q)
k(q) ← p
L ← L ∪ [q, g(q)]
Sort(L)

L ← L \ [p, g(p)]
e(p) ← 1

The range of searched paths can be limited based on the user marked points:
the seed and the free point.

Modification (Algorithm 2.2) relays on an additional stop condition, in the
form of (if p = f then break). If this condition is satisfied, the algorithm stops,
the further analysis is possible and may be continue when the free point is moved
to the area, where no path has been computed (i.e. e(x) = 0). This modification
decreases significantly the computational complexity.

3 Modified Live-Wire Algorithm

In the traditional Live-Wire method the graph search algorithm (Dijkstra al-
gorithm) has to process all image pixels. The computational complexity O(n2),
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where n denotes the number of graph vertices, is effected strongly by the size of
the region subjected to the search algorithm. On the other hand, in most of the
medical images the anatomical structures are surrounded by a background of no
diagnostic importance.

It can be noticed, that homogeneous regions do not include object boundaries,
which are delineated by the Live-Wire approach. A removal of these areas from
the Live-Wire analysis reduces significantly the computational complexity. In
our approach a fuzzy clustering method (FCM) has been implemented.

3.1 Wavelet Cost Map Definition

Local image contrasts are often more informative than light intensity values. A
wavelet transform measures gray level image variations at different scales. Con-
tours of image structures correspond to sharp contrasts and can be detected from
the local maxima of the wavelet transform. Employing details from individual
levels of wavelet transform cost map can be defined. It can be done in many ways.
One approach was presented in [7, 8], the other is based on definition additional
concepts. There are wavelet transform modulus defined by:

Mi =
√

H2
i + V 2

i (3)

and wavelet transform angle defined by:

ϕi = arg(Hi + j · Vi) (4)

where Hi, Vi are horizontal and vertical components from the i-level of wavelet
decomposition, adequately.

In presented application only the components from the first level are respected
and they are obtained with usage of Daubechies wavelets [9].

3.2 Fuzzy c-Means Clustering

Let xk = (xk1, . . . xkn) be an observed data vector of {xk}Nk=1 dataset in a
feature space F ⊂ Rn. The standard FCM is derived to minimize the objective
function [10]:

J(U,V) =
c∑

i=1

N∑
k=1

um
ik‖xk − vi‖2 xk,vi ∈ F (5)

with respect to the partition matrix element uik, the centre of the i-th cluster
(vi) and for a given fuzzyfication level m (1 < m <∞).

The partition matrix elements satisfy: 0 ≤ uik ≤ 1,
∑c

i=1 uik = 1∀k, and
0 <

∑N
k=1 uik < N∀i.
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The FCM clustering is performed interactively, starting with a set of c initially
given prototypes and fuzzyfication level m. In each step a new partition matrix
U is created, satisfying:

u′
ik =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

‖xk−vi‖− 2
m−1

∑
c
z=1

(
‖xk−vz‖− 2

m−1

) , if Ik = 0

any, satisfying
∑

i∈Ik
uik = 1, if i ∈ Ik

0, otherwise

, (6)

where Ik = {i : 1 ≤ i ≤ c ∧ ‖xk − vi‖2 = 0}∀1 ≤ k ≤ N .
The membership matrix U is then employed to compute a new set of

prototypes:

v′i =
∑N

k=1 um
ik · xk∑N

k=1 um
ik

(7)

The procedure is repeated until the desired accuracy of V is obtained, i.e.
max(|V′ −V|) < ε.

In many applications the objective function is modified yielding new ap-
proaches as FCM with spatial constrain [11] or geometrical guided FCM [12, 13].

3.3 Live-Wire Modification

Implementation of the FCM procedure requires an allocation of the number of
classes. It is found experimentally and ranges from 7 to 10. Once an original slice
(Fig.2a) is subjected to the FCM procedure, anatomical structure of similar in-
tensity belong to one class (Fig.2b). It can be easily noticed, that homogeneous
regions are clustered into one class and pixels around edges are assigned to var-
ious class. Only the latest are subjected to the search algorithm. Furthermore,
only pixels linked with the seed point are examined by the searching conditions

(b)(a)

Fig. 2. Image classification (a) original image (b) graphical representation of classified
image (FCM algorithm with c = 7)
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(b)

(d)

seed point

(a)

(a)

(c)

Fig. 3. Essential pixels of images (a), (c) original images with seed point (b), (d)
essential pixels

(Fig. 3). When the anatomical structure to be segmented is well separated from
other structures (kidney in Fig. 3a), the number of processed pixels (graph ver-
tices) may be restricted to the neighbor pixels of the structure edge (Fig. 3b).
However, if a structure overlaps with its neighbors structures (liver in Fig. 3c)
the number of graph vertices increase, yet it is still significantly smaller in com-
parison with the entire slice size.

The new algorithm is shown in Algorithm 3.1 and called Live-Wire-FCM.
The FCM preprocessing step allows a pixel p to be selected for further pro-
cessing only if its neighbor q belongs to a different class. Thus, the condition
if e(q) = 0 . . . in Algorithm 3.1 is replaced by if e(q) = 0 and IFCM (q) �=
IFCM (p).

Pixels marked in black (Fig. 3b, d) will not be processed neither, when chosen
as a seed point nor by the search procedure. The first case may by found as a
disadvantage, yet the second one adds two new and important features to the
method. Firstly, is reduces the computational complexity, secondly, it prevents
shortcuts to be found, when a short path within homogeneous regions is at a
lower cost than a long path along the edge.

The presented modification employs the on-the-fly mechanism. The graph
searching algorithm is stopped, when the free point is reached. The method is
presented in Algorith, 4.1.
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Algorithm 3.1. Live-Wire-FCM (l, s, IF CM )

% IF CM – classified version of image obtained from FCM algorithm

Input: l, s, IF CM

Data structures: g, e, L, N(p)
Output: k

Main:
g(s) ← 0
L ← L ∪ [s, g(s)]
while L �∈ {}

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[p, g(p)] ← L[x1, g(x1)]
for each q ∈ N(p)

do

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if e(q) = 0 and IF CM (q) �= IF CM (p)

then

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

gtmp(q) ← g(p) + l(q,x) · (1 or
√

2)
if q ∈ L and gtmp(q) < g(q)

then

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

L ← L \ [q, g(q)]
g(q) ← gtmp(q)
k(q) ← p
L ← L ∪ [q, g(q)]
Sort(L)

if q �∈ L

then

⎧⎪⎪⎨
⎪⎪⎩

g(q) ← gtmp(q)
k(q) ← p
L ← L ∪ [q, g(q)]
Sort(L)

L ← L \ [p, g(p)]
e(p) ← 1

4 Results

Due to the user’s interaction, the algorithm performs well for various anatomical
structures. In this study a segmentation of two anatomical structures (the kidney
and the liver) from the CT abdomen series has been tested. Ten series have
been subjected to the analysis. The segmentation has been performed with four
methods. First, the traditional Live-Wire approach has been compared with its
Live-Wire-FCM modification, (Tab. 1).

Since in the traditional Live-Wire method all optimal paths are searched,
the entire image is subjected to the analysis, i.e. 100% of pixels are considered.
The implementation of the FCM algorithm reduces the searched pixels to the
boundary neighborhood. The average number of pixels subjected to the analysis
has been shown together with the standard deviation.
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Algorithm 4.1. LW-FCM-BK (l, s, g, e, k, L, f, IF CM )

Input: l, s, g, e, k, L, f
Data structures: N(p)
Output: g, e, k, L

Main:
if e(s) = 0

then

{
g(s) ← 0
L ← L ∪ [s, g(s)]

if e(f) = 0

then

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

while L �∈ {}

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[p, g(p)] ← L[x1, g(x1)]
if p = f
then break

for each q ∈ N(p)

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if e(q) = 0 and q) �= IF CM (p)

then

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

gtmp(q) ← g(p) + l(q, x) · . . .
. . . · (1 or

√
2)

if q ∈ L and gtmp(q) < g(q)

then

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

L ← L \ [q, g(q)]
g(q) ← gtmp(q)
k(q) ← p
L ← L ∪ [q, g(q)]
Sort(L)

if q �∈ L

then

⎧⎪⎪⎨
⎪⎪⎩

g(q) ← gtmp(q)
k(q) ← p
L ← L ∪ [q, g(q)]
Sort(L)

L ← L \ [p, g(p)]
e(p) ← 1

Table 1. Number of essential image pixels in LW and LW-FCM methods

Structure
Number of pixels %
LW LW-FCM

m σ

Kidney 100 0.05 0.02
Liver 100 3.01 0.41

Implementation of the on-the-fly technique reduces the numerical complexity
in the traditional Live-Wire as well as the Live-Wire-FCM, (Tab. 2). However,
the results depend on the distance between the seed and the free points.
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Table 2. Number of essential image pixels in LW on-the-fly and LW-FCM on-the-fly

Structure

Number of pixels %
LW LW-FCM

on-the-fly on-the-fly
m σ m σ

Kidney 17.52 4.76 0.03 0.01
Liver 28.63 5.47 1.93 0.27

Table 3. Number of characteristic points

Structure
Number of points

LW LW-FCM

Kidney 6 − 9 3 − 5
Liver 8 − 13 5 − 9

(b)(a)

Fig. 4. Segmentation results of (a) the kidney, (c) the liver

Additionally, the proposed modification shows certain advantage. Because pix-
els situated inside homogeneous regions are not included in the path searching
procedure, thus paths crossing these areas are impossible. Thus, the total number
of characteristic points, specified by the user is reduced, (Tab. 3).

5 Conclusions

This paper presents a modified version of the Live-Wire method employed to
medical image segmentation. A Fuzzy C-Means procedure has been implemented
in order to limit the performance of the analysis to the area surrounding the
edges. The method has been evaluated on the basis of the CT abdomen images.
The results have indicated a significant decrease of the computational complexity.
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Moreover, a reduction of the area, subjected to the analysis has improved the
segmentation accuracy, reducing at the same the number of points to be marked
by the user.
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Summary. In the article a new method of automatic image segmentation is presented.
The aim was to eliminate the necessity of defining the number of outcome areas. Ho-
mogeneous areas take part in the growth process. The areas merge when the homoge-
neousness condition is fulfilled. The threshold value changes during the segmentation
process, fitting the changeable conditions.

1 Introduction

The image segmentation is a process of distinguishing areas of specific param-
eters in a given image [1, 2, 12, 13]. The method presented in this article is
a region merging method, which is frequently used and modified [5, 7, 9, 10, 11].
We present a new automatic and adaptive method of generating merging areas,
which eliminates the necessity of setting the number of outcome areas, defin-
ing the seeds and segmentation parameters. The growth occurs in homogeneous
areas – continuous groups of pixels. During the algorithm’s work the number
of homogeneous areas decreases when areas merge with their neighbours. The
algorithm stops when no more mergings can occur.

2 The Idea of Homogeneous Areas

Before presenting the process of automatic generating and merging of areas, we
should define the concept of a homogeneous area.

A homogeneous area is a continuous group of pixels, which fulfill the similarity
condition. The parameter describing similarity is calculated based on the vari-
ance of the gray level of the pixels [6, 10], which is described in details further.
A group of pixels building a homogeneous area is labeled as Hm, where: m – the
number of the following area. Each area is a set of pixels Hm = {μ1, μ2, . . . , μi},
where μi – the gray level of a given pixel in the area m, i – the number of pixels
in that area. According to that notation, we shall denote the gray level of a pixel
i in a area m by μi(Hm).

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 105–112, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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As it was mentioned before, the pixels building a area should be continuous,
which means that each element of a area should have at least one neighbour of
the same area. The neighbourhood is understood like this (fig. 1):

Fig. 1. The neighbourhood of area elements

For the element μi the neighbours are the elements μn1, μn2, μn3, μn4; while the
elements ”-” are not treated as neighbours. These are the conditions for areas:

• No area can be an empty set: Hm �= ∅, where m is the area number, M – the
number of areas.

• The sum of all areas must cover the whole image:
⋃M

m=1 Hm = X , where m
is the area number, M – the number of areas, X – the set of all elements
(pixels) of an image.

• The areas can not have common elements: Hm ∩Hn = ∅, where m and n are
area numbers, M – the number of areas.

3 The Algorithm

There are two phases in a proposed segmentation algorithm:

1. Initial processing – generating the initial set of areas.
2. Merging the areas – checking the homogeneousness condition and merging

the areas, which have fulfilled that condition.

In the first phase the initial number of homogeneous areas is generated auto-
matically. It’s usually much bigger than expected, because some homogeneous
areas sharing the same parameters, but in different parts of an image, can occur.
The second step is the adaptive growth of individual areas, resulting from the
merging of the areas that fulfill the homogeneousness condition. The number of
areas decreases all the time, when successive areas merge with their neighbours.
The algorithm stops when the remaining areas can not be merged.

3.1 Generating the Initial Set of Areas

At first the initial set of areas must be determined. Therefore the image is
searched for continuous areas of pixels with similar gray levels. The image is
scanned row by row, beginning with the pixel (0, 0). Such algorithm checking of
the pixels’ neighbours and merging them to the appropriate areas.
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3.2 Merging the Areas

The main part of the proposed algorithm is the adaptive merging of the areas
that fulfill the homogeneousness condition. The result is getting minimal number
of areas for the given image. The algorithm works with iterations. Each iteration
consists of following steps:

1. Random choosing area Hm out of the area set H ,
2. Checking the similarity condition between the area Hm and all its

neighbours Hn,
3. If areas Hm and Hn fulfill the homogeneousness condition, all elements of

the neighbouring area μ(Hn) are merged to area Hm.

In the first step the algorithm randomly chooses an area, which will be later
checked for similarity condition. Each element of an area stores information
about its neighbourhood. After random choosing an area Hm a neighbourhood
table for that area is created. To check the homogeneousness condition for every
area Hn neighbouring the Hm, the variance of the sum of elements for both
areas is calculated. The homogeneousness condition is estimated based on the
gray levels variance of all elements for merged areas. The general formula for the
variance of a single area is shown below (1):

σ2(Hm) =
1
|Hm|

|Hm|∑
i=1

[
μi(Hm)− μ(Hm)

]2
, (1)

where:
σ2(Hm) – the variance of the elements in the area Hm,
|Hm| – the number of the elements in the area Hm,
μi(Hm) – the gray level of the element i from the area Hm,
μ(Hm) – the average gray level of the elements in the area Hm.

In a proposed algorithm the variance of the two areas’ sum (the chosen one’s
and its neighbour’s) is always determined.

σ2(Hm, Hn) = σ2(Hm ∪Hn) (2)

The variance is calculated from the equation (3, 4):

σ2(Hm, Hn) = 1
|Hm|+|Hn|

[∑|Hm|
i=1

[
μi(Hm)− μ(Hm, Hn)

]2
+

∑|Hn|
j=1

[
μj(Hn)− μ(Hm, Hn)

]2]
,

(3)

μ(Hm, Hn) =
1

|Hm|+ |Hn|

⎡
⎣
|Hm|∑
i=1

μi(Hm) +
|Hn|∑
j=1

μj(Hn)

⎤
⎦ , (4)

where:
σ2(Hm, Hn) – the variance of the sum of the elements in Hm and Hn,
|Hm|, |Hn| – the number of the elements in the area Hm and Hn,
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μi(Hm), μi(Hn) – the gray level of the element i (j) from the Hm (Hn),

μ(Hm, Hn) – the average gray level of all elements in the areas Hm and Hn.

When the variance of the area Hm and all its neighbours Hn is calculated, the
algorithm chooses a neighbouring area for which the lowest value of the variance
was estimated. Then, it checks the global condition, determining if the estimated
variance is smaller than the threshold value σ2

max:

σ2(Hm, Hn) < σ2
max (5)

If the condition is filled, the merging process begins. All elements of the area
Hn: μ(Hn) are transferred to the area Hm, and then the area Hn is removed
from the area set H . If the condition is not filled, the areas are not merged and
the algorithms jumps to the first step: the random choosing of another area.

3.3 The Adaptation of the Threshold Variance

In the presented algorithm the parameter responsible for determining if the ar-
eas will merge or not is the threshold variance σ2

max. Up to this point it is been
treated as constant. In that case for every image, regardless of objects size and
texture, the segmentation would proceed in a fixed way and the results would not
be satisfactory. A possible solution would be to estimate the threshold variance
based on the image content, but the main purpose was to avoid any external
parameters. To automatize the process a model of the threshold variance adap-
tation based on the segmentation process dynamics was developed.

As mentioned before, the value of the variance σ2
max has to change during the

segmentation process. In a case when, in a given iteration, an area can not merge
with any of its neighbours, the threshold value should be adequately increased
to allow the merging. On the other hand, immediate increasing this value to the
needed level would result in merging all the areas in a one area covering the
whole image. This can not happen.

Therefore, a model of variance adaptation should change the value σ2
max

smoothly, not allowing it to increase excessively. Thus – when the merging does
not occur (the homogeneousness condition is not fulfilled), the threshold variance
increases according to equation (6):

σ2
max(i) = σ2

max(i− 1) ·
[
1− exp

(
− i

τ1

)]
, (6)

where:
i – the number of the current iteration,
τ1 – the time constant of the variance increase (expressed in iterations).

If the areas merge in the current iteration, the value of threshold variance de-
creases until the next unsuccessful merging occurs.

σ2
max(i) = σ2

max(i′) ·
[
1− exp

(
− i− i′

τ2

)]
, (7)
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where:
i – the number of the current iteration,
i′ – the iteration, for which the last successful merging occurred,
τ2 – the time constant of the variance decrease.

The value of the variance σ2
max is calculated in every step of the algorithm.

The time constants τ1 (increase) and τ2 (decrease) have their values determined
experimentally. The variance σ2

max oscillates during the areas’ merging. At the
end of the segmentation process a rapid fluctuation is visible. This sudden in-
crease of the threshold value results in merging the areas which should not be
merged. Therefore, the large area of an image is ”flooded” by a single area. This
increase was triggered by small number of areas and a high value of variance. The
unsuccessful mergings occur often, resulting in a constant increase of the thresh-
old variance value. To avoid such situations, a parameter correcting the time
constant of the variance increase (τ1) was introduced. During the segmentation
process the number of areas decreases successively. Along with that decrease,
the time constant τ1 should increase to induce a slower rate of the threshold
variance growth.

τ1 = τ0 ·M0 · 1
Mi

(8)

where:
τ1 – the time constant of the variance increase,
τ0 – a parameter determined experimentally,
Mi – the number of the areas in the iteration i,
M0 – the initial number of the areas.

After introducing the correcting parameter much better results were achieved.
Regardless of the input image characteristics, three phases can be distin-
guished in the course of the variance during successive iterations. Figure 2
illustrates this fact. Three values of the variance are marked on the graphs:
σ2

p – the variance for the merged areas, σ2
n – the variance for the unsuccessful

merging and σ2
max – the threshold variance. The phase I – merging (fig. 2–a) is

characterized by a considerable frequency of changes in the merged areas vari-
ance σ2

p with rare fluctuations of the variance σ2
n. It should be mentioned, that

when the growth of the variance σ2
n occurs, the value of σ2

max equals the vari-
ance of unmerged areas after a few iterations. In the phase II – stabilization (fig.
2–b) – areas merge sporadically. The variance σ2

n fluctuations occur much more
often, yet they are rather homogeneous. The value of the variance σ2

max does not
reach the maximum because of the increase of the time constant τ1. The phase
III – separation (fig. 2–c) is characterized by a visible distinction between the
variances σ2

n and σ2
max. The value of the variance σ2

p is at its lowest level and at
some point it disappears, which means the process of the areas merging is done.

The merging of big areas is inadvisable, because in such cases inaccuracies
in defining segments may occur. It does not happen in the first and the second
phase, because the threshold variance value is then relatively low. Yet, in the
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a)

b)

c)

Fig. 2. The values of variance in successive iterations for three phases of segmentation

third phase the merging of big areas may at some point happen, despite of the
growth of the variance increase time constant. Therefore, a modification of the
areas choosing algorithm in the third stage was proposed. The areas are no more
chosen by chance: only the biggest ones are checked for their possibility to merge
with the smaller, neighbouring ones. This stopped big areas from merging and
precipitated the end of the segmentation process.

3.4 The Edge Strength Factor

To avoid situations when areas divided by an edge get merged, the edge strength
factor was introduced. The input image is filtered by an edge detection filter.
Various types of masks were tested and it came out that the most effective one is
the Sobel mask [3, 12]. A set of two masks for two main directions was applied.
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The resulting image can be treated as a table of edge strength factors. After
rescaling, the values of edge strength for individual pixels are between 0 and
1, where 0 means no edge, and 1 – the most distinct edge. For the purpose of
the method’s description, the edge strength of two neighbouring areas can be
represented as a set: E(Hm, Hn) = {e1, e2, . . . , el}, where l is the number of
bordering elements between the areas Hm and Hn. The edge strength is taken
into account during the calculation of two areas’ variation. The equation (3)
should be therefore modified:

σ2(Hm, Hn) := b · σ2(Hm, Hn), (9)

where:
b =

∑
e∈E(Hm,Hn) e – the edge strength factor,

e – the values of edge strengths for bordering elements of Hm and Hn.

4 Conclusions

An important problem when analyzing real images is the detail level of segmen-
tation [4, 8]. The example of segmentation microscopy image is shown below
(fig. 3). The segmentation of the whole image resulted in distinguishing three
areas (the background and two nucleuses). The segmentation of the nucleus re-
sulted in a much bigger amount of details.

a) b) c) d)

Fig. 3. Microscopy image (a, c) and segmented image (b, d)

The presented segmentation method were tested on various classes of images
and the results are satisfactory. The detail level of the segmentation depends on
the image size, therefore a general segmentation can be completed with a detailed
one, proceeded on chosen, earlier isolated parts of an image.
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Summary. This paper concerns content-based image retrieval in medical domain con-
sidering the challenges of rapidly growing amounts of medical data, permanent progress
of computer-aided radiology and the development of global data exchange networks
(like Mammogrid). The aim of featured research was to propose effective content-based
image retrieval algorithms in two approaches to that problem. The first is medical
images indexing for various modalities, on the assumption that we do not attempt to
analyze image semantics. In that approach we try to find the images ’visually similar’
to the given one – with similar organ, modality, orientation, etc. The second approach
undertaken in conducted research is medical images indexing with taking into consider-
ation their semantics. Such approach makes use of ’domain knowledge’ about specified
modality, examination, giving the opportunity to introduce descriptors of image seman-
tics, especially related to diagnostic content. The methods and algorithms characterized
in this paper are both related to various modalities and strictly dedicated to the one
modality only - in this research it is mammography. The obtained results show the
usefulness of proposed methods.

1 Introduction

Medical images contain vital information about patient state. This information
can be used to make diagnosis and to facilitate therapeutic and surgical treat-
ments. Traditionally, these images are stored on films. During the past couple of
years, development of digital technologies dramatically changed the approach.
The typical hospital is able to produce gigabytes of image information per day
and terabytes per year. Effective management of these huge image databases
requires archiving and communication system (PACS) [4].

Although a PACS relies on complex, probably a bit overwhelmed protocols
such as DICOM, image selection within a DICOM network is based currently
on alphanumerical information only. However, information contained in medi-
cal images is much more complex than that residing in alphanumerical format,
hence the information provided by DICOM structures is not enough to find im-
age data efficiently [2]. The problems with textual description of showed and
interpreted information lead to the idea of using content-based indexing and
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retrieval methods that might have a great influence on effectiveness of PACS
systems. By means of uniform protocols and the API provided by the PACS
core, this integration can be realized to satisfy the right-information-paradigm
maintaining the autonomy of both components, the PACS and content-based
image retrieval (CBIR) system [3].

The other problem related to modern PACS and image databases in general,
is efficient communication access to large amount of data. The JPEG2000 stan-
dard describes effective tools for progressive and interactive image data trans-
mission in medical imaging applications: PACS-RIS-HIS enterprise, telediagnosis
and CAD utilities. However, optimization of wavelet data transformation, selec-
tion and stream forming procedures can significantly improve standard imple-
mentations available nowadays in the market. Diagnostic quality enhancement
and accelerating coding process of applied compression tools can actually im-
prove image-oriented real-time diagnostic systems [5]. Original contribution of
our work is an IShark, which is experimental PACS system, with additional
support of content-based image retrieval system, distributed search and JPEG
2000-based image communication with interactive protocols. Such approach gives
very flexible and effective image retrieval tool.

This paper presents two approaches to content-based indexing. The first may
be considered as classical one. We try to build an index which is not aware of
an image semantic, it just try to cover as many as possible of image properties –
like color, texture, shape, etc. Such approach could be considered as ’classical’
one, as it is hard to introduce a semantic-driven descriptor, especially for wider
range of images.

The second approach presented in the paper is a try to propose a semantic-
aware descriptors, which make use of domain knowledge and gives an opportunity
to have a real content-aware indexing technique for particular image type.

2 Materials and Methods

The presented algorithms and ideas was implemented in prototype IShark system.

2.1 IShark System

The IShark consists of 4 main elements:

1. database environment with user interface
2. content-based image retrieval system
3. JPEG 2000 interactive codec
4. web service for distributed searching

Additionally, there is DICOM data importer, which is able to transfer data
between DICOM-compliant devices, like separate imaging systems (e.g. tomo-
graphes, mammographs) or integrated PACS.
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Database Environment with User Interface

The main element is database environment networked to DICOM image source
(i.e. PACS or imaging systems). It offers most features expected from such sys-
tems. The data are organized into series/study/patient tree, so, from that point
of view, it could be treated as simple PACS. Generally, IShark system is a ref-
erence database system, which is a good support for classic PACS environment.
If physician want to find a case similar to the selected one – IShark provides
an efficient ways to do so. The user has generally two ways to find an interest-
ing case. The first one – using classic text-based approach. The novel element
in IShark is that there is possibility to make distributed queries. Every IShark
database has dedicated webservice, which is registered at central web service. A
second possibility is to search the database for diagnostically similar cases using
content-based image retrieval engine.

Database environment is also a place where user logs in. It has web-based user
interface with heavy use of asynchronous requests (known as AJAX) to make
the interface convenient for the end user.

JPEG 2000

Image transmission between database module and the user (diagnostic worksta-
tion, tele-radiologic application) is made by Java applet, which is a front-end to
a novel JPEG 2000 codec implementation. More details about this codec and its
useful properties can be found in [6].

IShark Webservice

A standalone IShark database module should be ”attached”to webservice, which
provides search functionality for main module. All search requests from PACS
go to the webservice, which makes query to a database. Such architecture gives
an opportunity to search other ISharks, for example located at other medical
centers.

When the physician wants to make ”distributed” query, PACS module sends
it to central webservice, which has a list of all IShark services. The query is then
resend to all that services, collected and returned to the client. Such approach
gives a possibility to create distributed image databases, encompassing many
autonomic databases.

2.2 Features for Retrieval of Various Modalities Images

Image-Domain Features

1. Gray-level histogram. We found classical gray-level histogram as useful and
easy to compute feature for content-based retrieval. A problem with his-
tograms is the discontinuity. That is, slightly changing the image might
change the bin assignments and thus the resulting histogram completely.
To overcome this problem fuzzy histograms can be used. The goal of fuzzy
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histograms is to remove the discontinuous bin assignment of the traditional
histogram. We evaluated both traditional and fuzzy histograms.

2. Tamura features. In [7] the authors propose texture features corresponding to
human visual perception. We found a subset of originally proposed features
as useful for medical images. These features are: coarseness, contrast, and
directionality.

3. MPEG-7 features. MPEG-7 Visual Standard specifies a set of descriptors
that can be used to measure similarity of images or video. The significant
role in MPEG-7 descriptors play a texture-based descriptors. We evaluated
Edge Histogram, Homogeneous Texture and Texture Browsing Descriptor.
The details about these are presented in [1].

Wavelet-Domain Features

There is a common problem how to find a right region to evaluate local fea-
tures. The most often used segmentation method is dividing image into parts
(blocks) with fixed size range, e.g. quad-tree segmentation or contour-based
segmentation. Another methods relies on a set of detected single points or a
small group of points, e.g. corners, around which the interesting part of image is
assumed to be.

The detailed algorithm with all details is presented in [1], here we provide
only brief description.

• We start with create a wavelet image representation. Then take the coarsest
part of multiscale hierarchy (lowest frequency),

• For each wavelet coefficient, find the maximum n child coefficients,
• Track it recursively in finer resolutions,
• At the finest resolution, set the saliency value of the tracked pixel: the pre-

vious value and the sum of the wavelet coefficients tracked,
• Threshold to extract the most prominent points.

Such approach gives us an opportunity to bring out the points with most
significant value for the image. We designed a descriptor basing on proposed
semantic points. We call it Matched Salient Regions as it basically represents
a total distance of matched regions between two images. The region means a
neighborhood around found semantic point. More details about the algorithm
can be found in [1].

2.3 Features for Retrieval of Mammographic Image

Beside the proposed general-purpose image features, we propose also a content-
aware approach. As such approach intensively makes use of domain knowledge, it
has to be limited to particular image type. We decided to develop the descriptors
for mammographic images as it is very important and hard to analyze modal-
ity. The content of medical image is strictly related to diagnostically important
structures (morphological or functional), lesions, pathology symptoms etc.
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There are two main pathology symptoms in mammography [1]: microcalcifi-
cations and masses. We proposed the descriptors for both of them, additionally
we evaluated and indexed breast density.

Breast density descriptor is just a one scalar data, which is breast density in
BIRADS scale (from I – fat tissue to IV – dense tissue).

Microcalcification Descriptor

The microcalcification detection algorithm, used to compute proposed descrip-
tor, is out of scope of this paper and could be found in our other papers [1]. The
main points of the descriptor extraction algorithm are as follows:

• Preliminary processing
• Convolutions with Laplacian filters of different scales for localization of bright

spots
• Potential microcalcification segmentation
• Clustering with DBSCAN-based algorithm
• Feature extraction of microcalcification clusters
• Descriptor evaluation

The descriptor of microcalcification cluster is as follows:

1. Cluster localization
2. Size
3. Brightness
4. Cluster shape
5. Layout regularity of microcalcifications in cluster
6. Microcalcification edge irregularity

Mass Descriptor

Similar to the previous section, we do not discuss all details of mass detection
algorithm, but we present only the descriptor of the potential mass. The main
points of descriptor extraction algorithm are as follows:

1. Breast segmentation
2. Rayleigh transform function to emphasizing candidates for mass area
3. Region-growing based segmentation to recover approximate mass shape
4. Descriptor evaluation

The elements of mass descriptor are as follows:

1. Mass localization
2. Size
3. Brightness
4. Mass shape
5. Mass edge irregularity
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3 Testing Scenarios and Results

3.1 Various Modalities Images Indexing

During our research we found a few descriptors set as the most effective. The
proposed description sets and the weights used for every described feature were
given in Table 1. The precision/recall graphs for proposed descriptors were pre-
sented in Fig. 1.

Table 1. Feature sets for proposed descriptors

Set number Feature Weight

I Tamura textual features 3
Edge Histogram 6
Matched salient regions 2

II Tamura textual features 3
Edge Histogram 6

III Global textual descriptor 2
Homogeneous Texture Descriptor 4
Matched salient regions 2

IV Tamura textual features 2
Fuzzy gray-level histogram 4
Matched salient regions 2

V Tamura textual features 2
Gray-level histogram 4
Matched salient regions 2

Fig. 1. Average retrieval precision for selected body regions for proposed descriptor sets

3.2 Mammographic Images Indexing

Evaluating of mammographic images retrieval is more complicated than retrieval
of various modalities. We do not have here a clean criteria to decide whether the
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answer is relevant or not. This fact implies that one should define relevancy
criteria. We propose following relevancy criteria for mammographic images:

1. Mass - at least one mass in relevant images
2. Malignant mass - at least one malignant mass in relevant images
3. Two masses - at least two masses in relevant images
4. Spicular mass - at least one spicular mass in relevant images
5. Microcalcifications cluster - at least one microcalcifications cluster in relevant

images
6. Malignant microcalcifications cluster - one malignant microcalcifications

cluster in relevant images
7. Pathology symptoms in thin breast (BIRADS I II) - BIRADS I or II density

with at least mass or microcalcifications cluster in relevant images
8. Pathology symptoms in dense breast (BIRADS III IV) - BIRADS III or IV

density with at least mass or microcalcifications cluster in relevant images

These criteria were formulated to mimic real scenarios in clinical practice. The
precision/recall graph was presented in Fig. 2.

Fig. 2. Retrieval efficiency for proposed scenarios

4 Conclusions

The presented system consists of several modules that provide far more efficient
way of interaction with image database than classic text-based queries from
PACS system. The important thing is that IShark does not take out any search
functionality known from classical systems. The new features concentrate mainly
on distributed search, content-based search and effective, interactive JPEG 2000
image communication. The distributed searching feature could be very helpful
for a user. It gave easy possibility of sharing interesting cases between medical
centers, e.g. for better diagnosis or educational proposes. Of course the sent data
are anonymized and encrypted.
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The content-based image retrieval is relatively new technique, especially in
medical domain. The research related to CBIR is still ongoing, not only in
our group, so the results presented here are definitely preliminary. The future
research will be concentrate on wavelet-domain features for more pathology-
oriented retrieval of selected modalities, other that mammography.
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Summary. The huge amount of digital images generated in hospitals leads to the need
of automatic storage and retrieval of them. A Picture Archiving and Communication
System (PACS) should incorporate properties allowing to retrieve these images and
adding Content-Based Image Retrieval (CBIR) capabilities to PACS makes it more
powerful to assist diagnosis. Such systems provide features which combine color, shape
and spatial features to query an image. In response to a user’s query, the system
returns images that are similar in some user-defined sense. Our purpose in this study
is to develop a method of image mammogram feature extraction (microcalcifications
and masses features) in CBIR system.

1 Introduction

Now medical imaging systems produce more and more digitized images in all
medical fields. These images are interesting for diagnostics but access to huge
database requires efficient indexing to enable fast access to images in databases.

In the picture archiving and communication systems (PACS) used in modern
hospitals, the current practice is to perform automatic image indexing and to
retrieve images based on image digital content (CBIR). CBIR methods employ
image processing algorithms to extract relevant features from the images, orga-
nizing them as feature vectors. Then, indexed feature vectors can lead to fast
and efficient image retrieval.

Recent years have resulted in the introduction of many domain-specific CBIR
solutions for a large array of medical imaging modalities, such as mammography
studies [1]. In this work we investigate the use of content-based image retrieval
(CBIR) for digital mammograms. The goal of CBIR is to obtain from a possibly
very large image database those images that are similar in content to an image
of interest (the query image). A popular approach is to employ measured image
features to provide a description of the content of the image (Fig. 1). As it is
shown in Figure 1, the CBIR system architecture can be divided into two main
blocks: an on-line block and an off-line block. In the on-line block the radiologist
is studying a new mammogram. Next, in a fast way, the expert wants/needs to
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Fig. 1. Typical architecture of a CBIR system that retrieves similar diagnosed cases
compared to an unknown one

a) b)

Fig. 2. Example of irregular mass (left side - malignant, right side - benign) a) and
microcalcifications b)

find similar analyzed cases to this one. These similar cases are the basis of the
off-line block, because they had been previously characterized, and stored into
a huge database of cases.

Breast cancer are normally associated with:

• Asymmetry between images of left and right breasts.
• Distortion of the normal architecture of the breast tissue.
• Presence of masses in the breast.
• Presence of microcalcifications in the breast.

In this work we investigate a two types of objects that appear in mammogram
images: masses and microcalcifications [3, 5]. A mass is a space-occupying lesion.
There are several types of masses found in mammogram images [6]. Masses are
categorized by their shape and density. Figure 2a illustrates some mass shapes
found in mammogram images. Other important objects observed in mammo-
grams are microcalcifications. These represent calcium deposits located in the
breast tissue and are considered highly indicative of breast cancer. Microcalci-
fications appear as small, bright objects that stand out from the surrounding
tissue [2, 7]. Figure 2b shows examples of microcalcifications.
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2 Mammograms Feature Extraction

Finding the best features and getting the high classification rate is the main
problem in classification of mammograms. The feature extraction consists of:

• ROI marked in mammograms,
• Feature extraction from ROI,
• Feature selection for the classification.

Mass detection in mammography is based on shape and texture based features
[4]. Ten shape and texture based features were extracted from the masses after
segmentation. The twelve features are listed below:

1. Mass area. The mass area, A = |R|, where R is the set of pixels inside the
region of mass, and |.| is set cardinal.

2. Mass perimeter length. The perimeter length P is the total length of the mass
edge. The mass perimeter length was computed by finding the boundary of
the mass, then counting the number of pixels around the boundary.

3. Compactness. The compactness C is a measure of contour complexity versus
enclosed area, defined as:

C =
P 2

4πA
(1)

where P and A are the mass perimeter and area respectively. A mass with
a rough contour will have a higher compactness than a mass with smooth
boundary.

4. Normalized radial length. The normalized radial length is sum of the Eu-
clidean distances from the mass center to each of the boundary coordinates,
normalized by dividing by the maximum radial length.

5. Minimum and maximum axis. The minimum axis of a mass is the smallest
distance connecting one point along the border to another point on the bor-
der going through the center of the mass. The maximum axis of the mass is
the largest distance connecting one point along the border to another point
on the border going through the center of the mass.

6. Average boundary roughness.
7. Mean and standard deviation of the normalized radial length. The mean μ

and standard deviation σ of the normalized radial length are computed as

μi =
1
n

n∑
k=1

Rk σ =

√√√√ 1
n

n∑
k=1

(Rk − μi)
2 (2)

8. Eccentricity. The eccentricity characterizes the lengthiness of a ROI. To this
purpose a symmetric matrix A is defined as follows

A11 =
N∑

i=1

(xi −X0)
2
, A22 =

N∑
i=1

(yi − Y0)
2 (3)
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A12 = A21 =
N∑

i=1

(xi −X0) (yi − Y0) (4)

where N is the number of the ROI pixels; xi and yi are the coordinates of
a generic pixel, X0 and Y0 are the coordinates of the geometric center of
the ROI. If λ1 and λ2 are the eigenvalue of the A matrix, in the elliptical
approximation of the ROI region, the semi-axis values will be

S1 =

√∣∣∣∣
λ1

2

∣∣∣∣ S2 =

√∣∣∣∣
λ2

2

∣∣∣∣ (5)

Then the eccentricity is given by

eccentricity =
S1

S2
(6)

with S1 < S2. An eccentricity close to 1 denotes a ROI like a circle, while
values close to zero mean more stretched ROIs.

9. Roughness. The roughness index was calculated for each boundary segment
(equal length) as

R(j) =
L+j∑
k=j

|Rk −Rk+1| (7)

for j = 1, 2, . . . , n
L where R(j) is the roughness index for the j-th fixed length

interval.
10. Average mass boundary. The average mass boundary calculated as averaging

the roughness index over the entire mass boundary

Rave =
L

n

L
n∑

j=1

R(j) (8)

where n is the number of mass boundary points and L is the number of
segments.

11. Region-based shape descriptor utilizes a set of moments. A small set of lower
order moments is used to discriminate among different images. The most
common moments are the geometrical moments, the central moments and
the normalized central moments and the moment invariants.

φ1 = μ20 + μ02

φ2 = [μ20 − μ02]2 + 4μ2
11

φ3 = [μ30 − 3μ02]2 + [3μ21 − μ03]2

φ4 = [μ30 + μ12]2 + [μ21 + μ03]2
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φ5 = [μ30 − 3μ12][μ30 + μ12][(μ30 + μ12)2 − 3(μ21 + μ03)2]+
+[3μ21 − μ03][μ21 + μ03][3(μ30 + μ12)

2 − (μ21 + μ03)2]
(9)

φ6 = [μ20 − μ02][(μ30 + μ12)2 − (μ21 + μ03)2] + 4μ11[μ30 + μ12][μ21 + μ03]

φ7 = [3μ21 − μ03][μ30 + μ12][(μ30 + μ12)2 − 3(μ21 + μ03)2]
−[μ03 − 3μ12][μ21 + μ03][3(μ30 + μ12)2 − (μ21 + μ03)2]

Table 1. Hu Moments for Image with Figure 2a

The microcalcifications are grouped into clusters based on their proximity. A
set of ten features was initially calculated for each:

1. Number of calcifications in a cluster
2. Total calcification area / cluster area
3. Average of calcification areas
4. Standard deviation of calcification areas
5. Average of calcification compactness
6. Standard deviation of calcification compactness
7. Average of calcification mean grey level
8. Standard deviation of calcification mean grey level
9. Average of calcification standard deviation of grey level

10. Standard deviation of calcification standard deviation of grey level.
11. Moments of the boundaries microcalcifications. Boundaries are characterized

by an ordered sequence Euclidean distances between the centroid of the
region microcalcification and all contour pixels. We have
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a) b)

Fig. 3. Euclidean distances b(i) a) and typical microcalcifications b)

M1 =

[
1
N

N∑
i=1

(
b(i) − 1

N

N∑
i=1

b(i)

)2
]

1
N

N∑
i=1

b(i)

1
2

, M2 =

[
1
N

N∑
i=1

(
b(i) − 1

N

N∑
i=1

b(i)

)4
]

1
N

N∑
i=1

b(i)

1
4

(10)

Moments M1,M2 are best feature to represent roughness of microcalcifica-
tions. The shape of microcalcifications are represented by maximum value of
M1,M2 and mean of M1,M2 in each cluster.

The mass features together with features describing microcalcifications are
the inputs of suitable modules of the CBIR systems.

3 Results and Conclusion

In this paper we presented microcalcifications and mass feature extraction in
CBIR mammography system.

We used images from the MIAS digital mammography database which in-
cludes a description of the locations and types of the abnormalities [8].

The distance between two feature vectors is considered as a sum of distances
relative to each of component pairs. We use the Bhattacharrya distance as the
distance Di between the component of the two feature vectors with ∀i = 2, . . . , n
where n + 1 is the size of the feature vectors.

Distance D between two feature vectors is chosen as

D =
n∑

i=0

Di (11)

Generally, given two images I1, I2 represented by feature vector set Feat1,
Feat2 the similarity d(Feat1, F eat2) is measured by sum of cross-correlation
between the corresponding components

d(Feat1, F eat2) =
1
K

K∑
k=1

Featk1 · Featk2
||Featk1 ||||Featk2 ||

(12)

where Featk1 , Featk2 denote the feature vectors of the kth component of the
image I1, I2, respectively.
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Fig. 4. Several matching results

Fig. 5. Precision versus recall curve for various features of mass object

Figure 4 presents several matching results for mammograms with mass and
Figure 5 presents curves of Precision vs. Recall obtained for shape, texture and
moments features for mammograms with mass abnormalities.

Our future work include the design and development of an expert system for
real time mammogram image analysis.
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Summary. One of the important attributes of cancerous masses is their malignancy
as it suggests a rapid growth of the cancer and possibility of metastasis. Malignancy,
which denotes a special pathology of the tissue, is closely related to the existence of
quasi-linear structures (spicules) emanating from the central mass. Hence, the tasks
of malignancy and spicularity assessment are very often treated jointly. We propose
a novel set of features enriching already existing pool of features for classification of
masses. Our features are based on simple MM operations, pixel counting, and some
basic algebra. To be more specific, given a contour of a cancerous mass we compute a
sequence of dilations, and then count the number of pixels on the inner and the outer
contour of each dilation. The contour pixel numbers are plotted against the size of
the disk-shaped structuring element. The MM features are calculated from the plot
via simple algebraic operations. The crucial point is that all the features are zero iff
the input contour is circular. This distinctive property forms a basis for successful
classification with the Az values higher than for the features existing in the literature.
The additional advantage of our approach is the simplicity of the proposed features.
In contrast to many features found in the literature, no sophisticated algorithms are
employed, so reimplementation of the features should be easy for anyone interested.

1 Introduction

The purpose of the screening mammography is the detection of breast cancer
at an early stage of development. In contrast to the diagnostic mammography
it involves evaluation of a large number of mammograms. The mammogram
evaluation process may be divided into three parts: detection, or localization of
masses, extraction of features from detected masses, and classification of masses
into several possible classes. The main focus of the current paper is on the feature
extraction for purposes of classification.

Let us assume that we are given a set of mammograms depicting cancer-
ous masses identified by a skilled radiologist or by an automatic segmentation
tool. Radiologists assign each of such masses several different attributes. Among
these one finds malignancy and spicularity. Although it is a great simplification,
throughout this paper we consider these attributes to be binary: a mass is re-
garded either malignant or benign, and spiculated or not spiculated. Up to now

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 129–138, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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many features for describing malignancy and spicularity have been proposed
(see [1] for a comprehensive review). Just to mention a few, Fourier descriptors
[8], acutance [7, 8], and SGLDM-based texture features [7, 10] are often used as
measures of malignancy, while spicularity index [9], compactness [3, 9], fractional
concavity [9], irregularity index [3] are measures of spicularity. Despite the fact
that these features are reported by some authors to behave ideally on certain
input data (for example, accuracy of 100% and 99.7% is reported in [5, 6]), their
performance on data used in our analysis is rather poor (accuracy on the order
of 55%-65%). It suggests that these features are quite fragile. More thorough
analysis of the literature reveals that the above mentioned features can be com-
puted by means of several different schemes, and each of these schemes leads
to a different result. For example, polygonal approximation or derivatives of a
curve can be computed in many ways, and there is no unique, canonical way to
do that [2, 9]. Moreover, sometimes in various papers of the same author one
finds various formulas for calculation of the same features [7, 8]. This illustrates
the complexity of the classification task and demonstrates the urging need for
further development in this area.

In this paper we concentrate on feature extraction putting aside the role of the
classification scheme. We propose a novel set of features which can be used for
the assessment of spicularity and malignancy. Although the new features taken
by themselves do not assure high classification accuracy in the unsophisticated
classification schemes, they are very simple and are built of common operations
that are computed in unambiguous and precisely defined way. Hence, reimple-
menation of the features proposed is straightforward, and they can be easily
incorporated into an existing pool of features (see [1] for an extensive review of
features and classification schemes).

In Section 2 we introduce a set of novel features. In Section 3 we define some
of the features already present in literature. In Section 4 we outline the details
of conducted numerical experiments, and in Section 5 we draw conclusions from
the conducted experiments.

2 Proposed MM Features for Mass Malignancy and
Spicularity

The proposed set of malignancy and spicularity features is based on the mor-
phological analysis of the shape of the mass only. Let M be a subset of the
integer lattice Z

2. This set represents a binary image depicting the mask of the
cancerous mass obtained from a skilled radiologist. Let Dn denote a digital disk
of radius n with the origin in its center. Let ⊕ denote the morphological dilation
[4]. Let ∂ be the boundary operator given by the formula

∂M = {x ∈M | the set (Z2 \M) ∪ {x} is 4-connected}, (1)

where M is a mask of a mass. Let us define the inner contour of index n and
the outer contour of index n of M by the respective formulas
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Cn
in = ∂((∂M ⊕Dn) ∩M) \ ∂M, (2)

Cn
out = ∂((∂M ⊕Dn) ∩ (Z2 \M ∪ ∂M)) \ ∂M. (3)

Using the inner and outer contours for a given m = ±n we define the character-
istic function L(m) to be

L(m) =

⎧
⎪⎨
⎪⎩

|C−m
in | m < 0
|∂M | m = 0
|Cm

out| m > 0
, (4)

where | · | is the cardinality operator. With N denoting the maximal radius of the
disk, the characteristic function includes 2N +1 points. The above definition was
inspired by that of the pattern spectrum [4]. The L(m) is similar to the pattern
spectrum, but it does not have its properties. In particular, the pattern spectrum
is defined by means of closing, whereas L(m) is defined by means of dilation
which is not idempotent. Moreover, closing with larger disks yields larger areas,
whereas there is no such relation for the characteristic function L(m), which
does not have to be monotonic in its left or right branch (Fig. 2). However, the
crucial point is that well circumscribed masses tend to have a linear characteristic
function. And the more spiculated the mass is, the more characteristic function
deviates from linearity (Fig. 2). Based on this remark we propose the following
six auxiliary variables for the description of the characteristic function

a)

Dilation 

 with D

M

25

Dilation 

 with D
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Dilation 

 with D
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 contour b)
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Fig. 1. Dilations of the contour of the masses: (a) MDB017LS and (b) MDB190RL
from the MIAS database [11] by subsequent disks. The original contour, drawn by a
skilled radiologist, was also dilated by cross-shaped structuring element D1 strictly for
visualization purposes. Relative dimensions of both masses are not preserved in this
figure.
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Fig. 2. The characteristic function (4) for the contours shown in Fig. 1. The left and
the right plot correspond to the left and right contours, respectively. The angles at
m = −40 and m = 40 are given by Eq. (5). The ratio of the left (or right) hatched area
to the area of the left (or right) shaded triangle is given by Eq. (7).

αin = atan
(

L(0)− L(−N)
N

)
, αout = atan

(
L(0)− L(N)

N

)
, (5)

Δin = 1− L(−N)
L(0)

, Δout = 1− L(N)
L(0)

, (6)

Rin =

0∑
n=−N

|L(n)−n tanαin−L(0)|
0.5N |L(0)− L(−N)| , Rout =

N∑
n=0
|L(n)+n tanαout−L(0)|
0.5N |L(N)− L(0)| . (7)
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The variables (5) and (6) express the relation of the contour dilated by DN to the
initial contour (Fig. 2). The variables (7) measure the area contained between
the graph of the characteristic function and the line connecting L(0) and L(N)
or L(−N), divided by the area of the respective shaded triangles in Fig. 2.

The variables (5)-(7) allow us to detect nonlinearities of the left and the right
branch of the characteristic curve. For this purpose we construct the following
MM features

α = αin + αout, (8)
Δ = Δin + Δout, (9)
R = Rin + Rout. (10)

Note that all these features are close to zero for the circular contour. In the
limiting case of the Euclidean plane these features would be exactly zero, and
for elliptic and oval shapes they would be close to zero. Obviously, these features
are rotation- and shift-invariant, but they are not scale invariant. Only α is
normalized to the range [−2π, 2π]; and R can reach any non-negative value,
while the value of Δ can be any real number.

3 Existing Features for Mass Malignancy and Spicularity

In this Section we define some of the malignancy and spicularity features men-
tioned in the introduction. We focused on the features referring to the contour
together with its margins. We introduce compactness [3, 9], fractional concavity
[9], spicularity index [9], and acutance [8]. The order of the features is chosen in
accordance to their ascending complexity.

Before going to particular definitions we introduce some general notation. We
denote by L(0) the number of pixels of the initial contour ∂M (Eq. (4)), and
i is used as an indexing variable along the curve. We denote the pixels of the
contour by p(i) = (x(i), y(i)), where x and y are the coordinates of p at the i-th
pixel. Every pixel on the contour p is m-adjacent to a single previous pixel and
to a single subsequent pixel. Given a natural number K we define the derivative
of p of size K at the i-th pixel by the formula

p′K(i) = (x′
K(i), y′

K(i)) =
1
K

K∑
k=1

p(i + k)− p(i− k)
2k

. (11)

However, our computations indicated that the final results are almost indepen-
dent of K for K ≥ 5. For this reason we drop the subscript and put K = 5 by
default. Note that the contour under consideration is closed, so that p is periodic
and p(|∂M |+k) = p(k). As a result, there are no boundary problems in Eq. (11).
We also denote the sign of the curvature of p at any pixel by the symbol

κ̃ = sign(x′y′′ − x′′y′). (12)

Let us consider a sequence of all inflection points p(j1), . . . , p(jJ ), that is the
points in which κ̃ changes. Then, the parts of the contour between consecutive
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inflection points are further divided as described in [9, Sec. 2.2]. The division
points p(i1), . . . , p(iI) determine the polygonal approximation of p. The above
sequence is also periodic, and p(iI+k) = p(ik). Let us denote the segment con-
necting the points p(ik) and p(ik+1) by Ik. In the following ‖Ik‖ denotes the
Euclidean length of Ik.

The definitions of the features can now be formulated as follows.

Compactness CO. The compactness is a simple measure of circularity of the
contour ∂M and is given by

CO = 1− 4π|M |/diameter2(M). (13)

This feature is zero iff M is a disk, and grows towards unity with rising com-
plexity of ∂M .

Fractional concavity FC. The fractional concavity is given by the Euclidean
length of all concave segments in the polygonal approximation of p divided by
the total Euclidean length of all segments [9, Sec. 3.1]

FC =
∑

k∈{1,...,I}
∀l∈{ik,...,ik+1}κ̃(l)≤0

‖Ik‖
/ ∑

k∈{1,...,I}
‖Ik‖. (14)

This feature is zero for convex contours, and grows with contour oscillations.
Unfortunately, this measure is fragile to small variations of almost linear contour
parts.

Spicularity index SI. A spicule is defined as a sequence of segments Iik
, . . . ,

Iik+w, with w ≥ 1, between a pair of consecutive inflection points p(jk),
p(jk+1). If w = 1, then the spicule is merged with its neighbor [9, Sec. 3.2],
so we can assume that every spicule consists of at least two segments (w ≥
2). Let Θ1, . . . , Θw−1 be the angles between consecutive segments, and let
Θth = (Θ1 + . . . + Θw−1)/(w − 1) be the average angle. Given the spicule
narrowness θk =

∑
{i Θi≤Θth} Θi/|{i Θi ≤ Θth}|, and the spicule length

Sk = ‖Iik
‖+ . . . + ‖Iik+w‖, we calculate the spicularity index by the formula

SI =
∑J

k=1(1 + cos θk)Sk∑J
k=1 Sk

= 1 +
∑J

k=1 cos θkSk∑J
k=1 Sk

. (15)

The SI tends to zero for less curvilinear contours, and grows with the appearance
of spicules. The SI can reach the maximum of 2. Unfortunately, this feature is
sensitive to the order in which spicules are merged. Moreover, it is fragile to
small contour variations. For example, adding a small and narrow protrusion to
the contour may change the SI drastically.

Acutance AC. The acutance is widely known in signal theory. In image pro-
cessing it is defined as follows. At first the bundle of normals to the contour
p is computed: for every i and for all k ≤ K = 5 the normals Wk(i) to the
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lines passing through the points p(i− k) and p(i + k) are calculated. Then, the
average normal W (i) at p(i) is a line passing through p(i) and satisfying the
relation ∠(W (i), X axis) = 1

K

∑K
j=1 ∠(Wj(i), X axis). Subsequently, for each av-

erage normal W (i) the Euclidean distance v(i) from p(i) to the nearest point
different from p(i) and in which W (i) intersects p is computed. The average
normal W (i) is then clipped at 	v(i)
 in the inner and at 	v(i)
 in the outer
direction yielding an interval with p(i) in its center. In the next step, the gray-
values f(i, j) and b(i, j) in the original mammogram are calculated at equidistant
points in the inner and the outer directions, respectively, along clipped normals
W (i) using bilinear interpolation. Defining the average strength of the normal
gradient at i-th pixel d(i) =

∑�v(i)�
j=1

|f(i,j)−b(i,j)|
2j along W (i), we calculate the

acutance using the formula

AC =
1

maxi d(i)

√√√√ 1
|∂M |

|∂M|∑
i=1

d2(i). (16)

The acutance is fragile to even smallest variations of the contour, both in high
and low frequency, because the slightest variation of contour pixels may cause
a large change in position of the endpoints of the clipped normals W , changing
the grayvalues f and b completely.

4 Experiments

In order to test discrimination capabilities of our features we conducted several
numerical experiments. The input data were taken from the MIAS database [11].
This database consists of 321 mammograms with 90 mammograms containing
masses. Two out of these 90 mammograms contain two masses each, and the
other two contain no visible mass according to the radiologist. In summary, we
used all available 86 mammograms containing a single mass and never coming
from the same patient. This means that our set consisted of 86 statistically
independent cases with contours extracted by a skilled radiologist. It must be
emphasized that we did not reject inconvenient cases to enhance the results. Our
data set included 50 benign and 36 malignant cases. In other words, it included
67 non-spiculated and 19 spiculated cases. From our point of view the extracted
masks are complicated as the radiologist took into account all suspected regions
and spicules. In particular, quasi-linear structures, such as Cooper’s ligaments
and vessels influence the shape of the mass. It is quite possible that another
radiologist would draw the mask of the mass differently, which means that there
is no unique way of interpreting mammograms. Obviously, the chosen set of
features should be robust with respect to modification of the contours drawn by
various radiologists.

In Sections 2 and 3 we introduced three new features and quoted four existing
in the literature. At the first step we tested discrimination capabilities of new and
old features separately in order to compare their performance. For this purpose 22
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Table 1. Classification results for various feature sets

Feature set Classif. malignant/benign Classif. spiculated/non-spiculated
Az ± σAz Az ± σAz

α 0.677 ± 0.057 0.736 ± 0.071
Δ 0.651 ± 0.059 0.716 ± 0.067
R 0.675 ± 0.057 0.542 ± 0.077

α, Δ 0.675 ± 0.057 0.712 ± 0.068
α, R 0.679 ± 0.057 0.721 ± 0.073
Δ, R 0.665 ± 0.058 0.710 ± 0.068

α, Δ, R 0.675 ± 0.057 0.715 ± 0.067

CO 0.540 ± 0.061 0.573 ± 0.067
FC 0.612 ± 0.060 0.521 ± 0.071
SI 0.676 ± 0.057 0.632 ± 0.069
AC 0.611 ± 0.061 0.539 ± 0.077

CO, FC 0.594 ± 0.060 0.517 ± 0.068
CO, SI 0.588 ± 0.062 0.577 ± 0.065
CO, AC 0.522 ± 0.061 0.507 ± 0.076
FC, SI 0.516 ± 0.062 0.548 ± 0.071
FC, AC 0.610 ± 0.060 0.531 ± 0.073
SI, AC 0.514 ± 0.062 0.542 ± 0.077

CO, FC, SI 0.513 ± 0.061 0.522 ± 0.069
CO, FC, AC 0.581 ± 0.061 0.509 ± 0.070
CO, SI, AC 0.518 ± 0.061 0.526 ± 0.074
FC, SI, AC 0.507 ± 0.062 0.520 ± 0.074

CO, FC,SI, AC 0.536 ± 0.061 0.517 ± 0.074

all seven features 0.575 ± 0.601 0.605 ± 0.062

feature sets, composed of α, Δ, R, and CO, FC, SI, AC, were chosen for experi-
ments, including either new or old features (Table 1). In the second step we tested
how the features would perform jointly, and we used all seven features at the same
time (the last row in Table 1). In total 2 × (22 + 1) numerical experiments were
conducted: 23 for malignant vs. benign classification, and 23 for spiculated vs. non-
spiculated classification.To classifymasseswe used the Fisher LinearDiscriminant
(FLD) [6, Sec. 3.3] which is one of the simplest non-trivial classifiers. For evalua-
tion purposes the leave-one-out procedure was used in order to avoid necessity of
having separate training and testing sets. For every feature set, the FLD generated
a collection of real numbers, each number equal to the scalar product of the feature
vector and a vector describing the hyperplane separating the classes. The obtained
collection of numbers were input into the ROCKIT software (currently avaiable at
http://xray.bsd.uchicago.edu/krl/KRL_ROC/software_index6.htm) for
estimating theROCcurve of the classifier, the areaAz under this curve and its stan-
dard deviation σAz . If the resulting classifier gave Az < 0.5, we chose the classifier
with the opposite sign of the normal to the hyperplane separating the classes.

Considering the malignant vs. benign classification column in Table 1 we see
that the proposed features α, Δ, R give a fair classification result of Az ∈
[0.65, 0.68], while the similar result for CO, FC, SI, AC is on the average much
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worse. In the latter group, the SI gives the highest result of 0.68. It can be seen
that combining features in this group significantly lowers the Az. This effect can
be eliminated by employing a more advanced classifier. Finally, when using all
seven features the obtained result was lower than in the case of proposed features
only and higher than in the case of old features.

Considering the spiculated vs. non-spiculated classification column in Table 1
we remark that almost all combinations of features α, Δ, R give a classification
result Az > 0.7. Also here the CO, FC, SI, AC perform much worse giving
Az = 0.63 at most. In both feature groups adding more features to the set rarely
enhances the result. In the case of all seven features, the result is slightly below
the average of results of individual groups.

5 Conclusions

We proposed a set of new features (8)-(10) for discrimination between malignant
vs. benign, and spiculated vs. non-spiculated masses in mammograms. The com-
putation as well as coding of these features are much simpler than of features
found in the literature. Moreover, the classification based on these features re-
sults in larger Az values. Although this is not a proof of a higher discrimatory
power as only one of the simplest classifiers was used, they already turned out
useful in solving the classification problem under consideration. Further exper-
iments using more mammographic databases will be performed, and additional
features exploiting properties of the characteristic function (4) will be developed
for even higher Az .
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Summary. The computer-assisted support of acute ischemic stoke detection was the
subject of our research reported in this paper. The conditioning of early stroke diagnosis
based on CT examinations was analyzed. The multiscale extraction of the subtlest signs
of hypodensity which were often undetected in standard CT scan review was presented.
Proposed method was as follows: evidence-based description of ischemic changes, the
analysis of hypodensity signs across scales, noise reduction and hypodensity extraction,
and following display of ischemic changes localized in source brain image space. Impor-
tant issues were: –extension of the brain tissues for marginal and missing space after
deskulling and segmenting of unusual areas; –multiscale transform selection; –denoising
in scale-space domain; –visualization conditions fixing. Three forms of extracted stroke
sings visualization were proposed. Increased visibility of cerebral ischemia for difficult-
in-diagnosis cases was experimentally noticed.

1 Ischemic Stroke Conditioning

Stroke is a clinical manifestation of diverse pathologies, defined as a syndrome
characterized by rapidly progressing clinical signs and/or symptoms of focal loss
of cerebral function lasting more than 24 hours or leading to death, with cause
of vascular origin. An average district general hospital admits approximately 300
- 400 stroke patients a year, one third of which dies within first three months
and one third acquires significant long-term disability. The common awareness
of stroke including how it should be managed is still poor and the medical care,
including early radiological detection, has failed to keep pace with developments
in its treatment [1].

Brain imaging is required to guide the selection of acute interventions to treat
patients with a stroke, which is very important for stroke emergency centers.
The clinical diagnosis of acute stroke is sometimes difficult and thus the role
of neuroimaging is gaining significance. It should allow identification of patients
with hyperacute infarctions and selection of treatment, assessment of penumbra
(tissues at risk of infarction), determination of etiology and follow-up of therapy
and its possible complications. For most cases, CT remains the most important
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brain imaging test. However, new studies suggest that MRI may also be used to
detect the acute intracerebral hemorrhage and that it could be an alternative to
CT. Additional studies are under way [2].

Multiscale imaging of hyperacute stroke pathology enables early assessment
of reversible ischemic injury [3]. On a CT scan it would be represented by a
focal hypodense area, in cortical, subcortical, or deep gray or white matter. A
hypodense area is defined as any area in the brain with density lower than normal
surrounding brain tissues. Infarcted territory is usually either wedge-shaped or
round, occupying a defined vascular territory. It would be described according
to the location and size.

On the initial CT-scan, performed during the hyperacute phase of stroke, (0-
6h) the mentioned hypodensity does not have to be seen. Early indirect findings,
like obscuration of gray/white matter differentiation and effacement of sulci, or
”insular ribbon sign”, may be noticed instead. Afterwards, it becomes possible
to detect a slight hypodense area of infarction either in the cortices or the basal
ganglia. Initially, the low density region is poorly defined, becoming more sharply
delineated in the following hours [3, 4, 5, 6, 7]. The recent advent of thrombolytic
therapy for hyperacute stroke treatment makes the earliest detection of areas of
hypoattenuating ischemic parenchyma exceedingly important [4, 5, 6].

1.1 Pathophysiology

Stroke can be divided into ischemic - resulting from infarction of the brain,
and hemorrhagic - resulting from intracerebral/subarachnoid hemorrhage. First
mention form is much more common as approximately 85 percent of strokes
result from infarction A constant supply of oxygenated blood is necessary to
maintain proper function of central nervous system (CNS). Since, unlike other
organs, the brain is unable to store energy, it also requires a constant supply of
glucose. The adult human brain with a cerebral blood flow (CBF) of 800 ml/min
(15-20% of the total cardiac output) uses about 20% of all body oxygen. It is
a high flow, low pressure system with preserved flow during diastolic phase [9].
The lowest acceptable CBF level for the brain is 15-25 ml/100 g per minute.
CBF below 10-15 ml/100 g per minute leads to death of the tissues. The brain
tissues may survive in a state of dysfunction, if CBF value higher than 12 ml/100
g per minute. It is an important clinical information whether the ischemic brain
has a chance of survival as it affects further treatment.

Stroke is may caused by many different mechanisms, but all come down to
some disruption of CBF and subsequent tissue damage. In spite of well-developed
collateral circulation, there are cells and regions of the brain that are more vul-
nerable to changed perfusion than the other. Ischemia affects firstly the neurons,
then the astrocytes, oligodendroglia and microglia. Brain cortex water content
increases immediately after arterial occlusion. Earliest changes visible within
neurons concern their mitochondria which become swollen and disorganized. A
failure of the ATP-driven Na/K pump leads to increased intracellular water up-
take. Increasing concentration of glutamate affects calcium channels resulting
in further increase of intracellular water levels. All of these mechanisms result
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in cytotoxic edema. During the initial 3 h of ischemia, the intracellular increase
in water and sodium contents is almost exclusively confined to the gray mat-
ter. Between 4 and 6 hours after onset of ischemia the neurons begin to shrink,
the synaptic gaps enlarge with expansion of astrocytic end feet, which lasts up
to 24 h after ischemia. Infarcted region is characterized by loss of the borders
between white and gray matter and focal swelling with effacement of the gyri.
This swelling, due to intracellular cytotoxic edema, provokes decrease of tis-
sues density in CT, which reaches maximal values between 24 and 48 h after
infarction. The reparative and resorptive mechanisms start about 24-48 h af-
ter, beginning at the periphery of the infracted zone and proceeding towards
its core.

The final stage of infarction is accomplished by 2-4 weeks after onset and may
be recognized by gliosis, shrunken gyri, encephalomalacic cysts, enlarged sulci
and adjacent dilatation of CSF-containing spaces, but resorption of the necrotic
tissue may last for months.

1.2 CT Findings in Acute Stroke

Due to its availability, CT remains the ”gold standard” for detection of cere-
bral hemorrhage and maintains a principal position in the evaluation of patients
with acute stroke. Generally, there is need to examine a stroke patient with CT
is as soon as possible, although many infarcts do not emerge on CT until hours
after the onset of stroke. A typical sign of acute infarction on CT is hypoat-
tenuating zone within a defined arterial supply territory which is thought to
correspond irreversibly damaged brain tissues. The majority of larger infarcts
reveal within 6 h. If brain water content increases by 1%, CT attenuation de-
creases by 2-3 HU (Hunsfield Unit) [10]. Edema, which occurs initially in the
ischemic cortex reduces its contrast with respect to the adjacent white matter
and provokes a loss of anatomic margins. In the next stage, lasting for several
days and up to 2 weeks so called ”fogging” phenomenon occurs - infracted zone
becomes isodense and the extent of an infarction may be underestimated on
CT. Then, by 2-3 months, the infarctions are easily visible as areas of water
density.

Early CT findings in acute middle cerebral artery (MCA) infarction are ob-
scuration of lentiform nucleus which is due to cellular edema in the basal ganglia
and a hyperattenuating MCA representing acute thrombus within the M1 seg-
ment as well as loss of the gray/white interface at the lateral margin of the insula,
and called it the ”insular ribbon” sign described by Truwit et al. [11]. Effacement
of the sulci may also occur in the hyperacute/acute stage as an effect of rising
focal edema.

Lately, perfusion CT has proved to be beneficial in the evaluation of acute
stroke patients as it allows for fast qualitative and quantitative assessment of
cerebral perfusion by generating maps of CBF, cerebral blood volume (CBV),
mean transit time (MTT) and time-to-peak (TTP).
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1.3 Hypodensity Models

Focal hypodense changes were found to be the most frequent and reliable signs
of early cerebral ischemia. A decline in cerebral blood flow causes the brain tis-
sue to take up water immediately. Thus, in the early stage of cerebral ischemia,
the tissue changes consist mainly in alteration of water and electrolyte content.
Parallel intracellular increase of sodium and a decrease of potassium concentra-
tion occur. A 2-4% increase in brain tissue water within 4 h of MCA occlusion
was noticed in several experiments [3]. Increase of water content causes the low-
ering of brain attenuation coefficients in hyperacute ischemia, which leads to
a discrepant decrease of about 1.3-2.6 HU for 1% change in water content [4].
The discrepancy of water uptake and density changes might suggest an incom-
pleteness of ischemic physiology model and unclear impact of other factors, e.g.
decreased lipids, increased protein and electrolyte changes.

According to standard templates, the site of the infarct is defined as subcor-
tical, when internal border zone or deep arterial branch areas are involved, with
additional differentiation between nonlacunar and lacunar infarcts. The latter
is defined as a subcortical sharply delineated focal lesion with a diameter equal
or less than 15 mm. Cortical infarct occurs, when superficial arterial branch
territories are involved; cortico-subcortical, when concomitant involvement of
arterial deep and superficial territories is present. The size of the infarct is quan-
tified as follows - small, when the lesion involves less than one half a lobe (or
in some studies when CT scans are permanently negative); medium, when the
lesion involves one half to one lobe; and large, when the lesion involves more
than one lobe. Mass effect is defined as slight, when only a compression of ven-
tricles with-out dislocation is present; moderate, when a partial ventricular shift
across the midline is observed; and severe, when a total ventricular shift across
the midline is described. The age of the lesion, and hence its relevance to the
present clinical symptoms, is usually judged from the degree of the mass effect,
the clarity of its margins, the degree of hypodensity and presence of hemorrhagic
transformation

Furthermore, the attenuation coefficients of brain parenchyma vary, mainly
due to the differing thickness of the cranial vault. Dense bone lowers the energy
of the beam and thus, increases attenuation. M. Bendszus et al. [12] found inter-
individual differences, i.e. bone artifacts, of up to 14 HU in brain parenchyma
at comparable scan levels. The sufficient accuracy, stability and linearity of CT
number (HU) and degradation of contrast resolution caused by noise, are the
next problem. The CT number for water should ideally be zero, but the actual
value changes because of variations in the stability of the detector system or x-
ray source. Normally, these variations (i.e. standard deviation of the water value)
are very small and most scanners should be able to stay within 2 HU of zero
for water. The mean CT number measured over the central test ROI (region of
interests) should be in the range of 4 HU, which is close to the possible changes
within acute ischemic region.



Stroke Display Extensions: Three Forms of Visualization 143

Nevertheless, it is evident that the early changes with ischemia occur, but may
vary within the limited range of HU scale depending on cerebral infarct case,
discrepant patient characteristics, and acquisition conditioning. The hypodense
changes are slight, and ischemic area is not well outlined or contrasted (with
slow edges characterized by low-frequency spectrum). Because of the human eye
limitations, these first ischemic signs can often be out of that range. Typical
preview window of width 80 HU gives maximum noticeable change of 1-2 grey
shade within the first 4 h of ischemia. Diffusely interspersed changes in grey
shade can hardly be distinguished in noisy areas because of a low brightness
contrast, bone artifacts, non-optimum scanning.

The purpose of computer assistance was to improve the diagnosis of hypera-
cute ischemic brain parenchyma by enhanced hypodensity visualization on emer-
gency CT scans. Suggested processing method was based on multiscale image
analysis, region of interest segmentation and local signal extraction and visual-
ization. Proposed method was based on the algorithm presented in [17] extended
to enhanced multiscale analysis resulting in three visualization forms.

2 Materials and Methods

The proposed method was based on a concept of Stroke Display implied as in-
telligent data visualization method that communicates extracted and enhanced
hypodensity to the observers, especially for ”radiologically silent” cases (really
difficult to diagnose). It complements conventional CT scan view with highly
specific to infarct cases display [17]. As computer-assisted interpretation tool
Stroke Display was designed to uncover, model and enhance signatures of is-
chemia. Multiscale transformations was used to analyze image content basing
on spatially distributed soft tissue properties over different scales and subbands.
Hypodensity may be effectively strengthened, extracted and identified through
hierarchical local data processing. Post-processing in wavelet domain was less
susceptible to local perturbations, and beneficial noise suppression and selective
contrast enhancement was possible [13, 14, 15]. Especially, wavelet-based algo-
rithms with adaptive histogram equalization were investigated as a method of
automatic simultaneous display of the full dynamic contrast range of CT images
(chest exams with lymph nodes, pericardial disease, air cysts) [16].

Generally, the algorithm steps are as follows: –segmentation of potentially
hypodense areas (e.g. sulci or the aged lesions); –extension of the brain tissues
for marginal and missing space after deskulling and segmenting of unusual areas;
–multiscale transformation; –denoising in scale-space domain; –visualization of
processed CT scans.

Initial two-stage segmentation of the regions susceptible to ischemic density
changes was used to eliminate false diagnostic indications. Soft tissue areas with
low density were fulfilled with higher density tissue properties and processed
for final visualization. False positives have to be avoided, since treating ineligi-
ble patients with intravenous thrombolysis is associated with an unacceptable
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risk of hemorrhage and death. Instead of image wavelet decomposition used in
[17], curvelets (much better describing curves) [18] and mixed curvelet-wavelets
processing was used for more effective noise suppression and more convincing
regular hypodense areas visualization.

2.1 Algorithm of Stroke Display

The successive steps are as follows:

1. Segmentation of diagnostic ROIs
• the brain extraction to remove non-brain tissue from a CT volume (to

deskull the brain in the image) through region growing, arranged in 3D
space of successive slices; initial set of seeds were grown-up to regular,
spatial regions of the brain tissue identified in successive slices; fast im-
plementation was optimized;

• selection of the only tissue regions which are susceptible to ischemia called
diagnostic ROIs; clear brain sulci, old ischemic scars and other struc-
tures useless in acute stroke detection were discarded; mixed growing-
thresholding method was applied: –weighted average filtering for noise
reduction, –detection of low density seeds based on adaptive threshold-
ing, –growing low density regions with adaptive membership function,
–correction of indicated areas to make them regular, smooth and big
enough sized;

• complement of diagnostic ROIs with mean values of neighbor areas pro-
viding the continuity of density function and absence of lower density
regions;

2. Hypodensity extraction
• multiscale decompositions; three forms were used for different processing

effects: –curvelets (according to FDCT implementation [19]) for percep-
tion improvement, –curvelets followed by non-perfect orthogonal wavelet
base tspline2 (kernel defined by low pass analysis filter h̃ = [1/4, 2/4, 1/4])
for soft detector indications, –tspline2 followed by curvelets for clear de-
tector indications;

• adaptive soft thresholding of curvelet coefficient modulus for subtle de-
noising and increasing the local mean data variability;

3. Visualization of diagnostic image content
• 8 bit display arrangement with contrast enhancement by adaptive his-

togram equalization of processed and synthesized image data; the brain
areas processed in multiscale domain (according to three decomposition
forms) are reconstructed, adaptively converted to suitable presentation
scales and fitted to the source image with skull, scalp and surrounding
tissue in the best view window;

• 3 forms of final visualization based on and adjusted to 3 decomposition
and processing methods; considering progressive stroke sings extraction
we have: –MU-PP for improved perception of density distinctions, –MU-
DD for softly indicated hypodensity areas, –MU-DE for clearly indicated
hypodensity.
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3 Experimental Study

Preliminary subjective tests were performed to verify the efficiency of extended
Stroke Display implementation. The valid presence and indicated position of
asymmetric hypodense signs compared to the reference diagnosis (the location
and size of the infarct) based on follow-up CT scans (from 1 to 10 days after the
ictus) were used as performance criteria. According to simple test rules and clear
visualization of extracted hypodense areas, display usefulness could be simply

Fig. 1. Different forms of visualization (MU-PP, MU-DD, MU-DE) in Stroke Display;
presented cases were used in the experiments



146 A. Przelaskowski, K. Sklinda, and G. Ostrek

Table 1. The experimental results of extended Stroke Display verification compared
to the reference results reported in [17]; mean scores of 9 observers for 6 cases difficult
in diagnosis were presented

Visualization Precision Sensitivity Specificity PVP

Original - [17] 0.67 0.58 0.75 0.5
MU - [17] 0.42 0.5 0.33 0.38
MU - PP 0.56 0.52 0.52 0.49
MU - DD 0.54 0.59 0.48 0.56
MU - DE 0.80 0.89 0.70 0.74

Fig. 2. Other test cases of Stroke Display assistance for ischemia diagnosis procedure

verified even by non-specialists, biomedical engineers or medicine students with
the aim of preliminary assessment of Stroke Display extended to 3 additional
forms of visualization. 9 observers participated in the experiments: radiologist,
4 medical students and 4 biomedical engineers or students to confirm clearness
of display indications.
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A test set consisted of 6 CT exams of brain selected as extremely difficult
in diagnosis basing on false decision of specialists and unusual role of Stroke
Display in the experiments reported in [17]. For 3 clinically confirmed cases
of acute stroke appearance the time between the onset of symptoms and the
early CT examination was ranged from 1 to 5 hours. 3 other were clinically
confirmed normal cases. The examples of different display visualization forms
were presented in Fig. 1 and 2. The clearness of hypodensity extraction and
any false suggestions dominantly affected observer responses in ischemic stroke
detection procedure. The results were presented in Table 1.

According to observers opinions, extended Stroke Display improved the di-
agnosis for difficult cases because of distinct visibility of hypodense signs or
generally ischemic susceptibility for most cases of test examinations. Clear in-
dications of MU-DE increased significantly stroke detection efficiency according
to several measures in comparison to typical interpretation of originals, poorly
effective MU version from [17] and less expressive forms of extended Stroke
Display. Resulting higher efficiency of diagnosis for non-specialists assisted with
additional display in comparison to standard diagnosis of specialists is surprising
and confirms usefulness of extended Stroke Display.

4 Conclusions

Presented results indicate that hypodensity-oriented perception improvement
and detection of ischemic areas may facilitate the interpretation of CT scans
in hyperacute infarction. Effective multiscale extraction of pathology signs with
different forms of content visualization extends available computer assistance
tools in a way that was useful and significantly increased efficiency of diagnosis,
especially for difficult cases of ischemia.

Therefore, the reliable computer assistance with expressive display of distinct
ischemic signs can considerably improve the diagnosis of hyperacute ischemic
stroke with increased objectivity, observer conviction, decision sensitivity and
high enough specificity. Further optimization of computer-based understanding
of stroke phenomenon is possible and desired. Clinical tests are necessary to
consider the display as possible to be accepted for medical practice.
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Summary. In the current study, a fuzzy-connectedness-based approach to fine seg-
mentation of demyelination lesions in Multiple Sclerosis is introduced as an enhance-
ment to the existing ‘fast’ segmentation method. First a fuzzy connectedness relation
is introduced, next a short overview of the ‘fast’ segmentation method is presented. Fi-
nally, a novel, automated segmentation approach is described. The combined method
is applied to segmentation of clinical Magnetic Resonance FLAIR Images.

1 Introduction

Multiple sclerosis (MS) is an inflammatory demyelinating disease of the central
nervous system. It is characterised by multiple plaques of demyelination in the
white matter of the brain and spinal cord.

An automated segmentation of Multiple Sclerosis (MS) demyelination plaques
in Magnetic Resonance (MR) images is a subject of many studies. Algorithms
for a segmentation of the normal and abnormal white matter [1], as well as
segmentation of lesions in MS [2, 3, 4] employ supervised and automated, both
fuzzy and non-fuzzy approaches.

In [5], a kernel-space fuzzy c-means clustering method is used for the segmen-
tation of plaques of the Fluid Light Attenuation Inversion Recovery (FLAIR)
MR images. The approach employs features extracted from the entire MR vol-
ume. This shortens the processing time, yet the method tends to undersegment
lesions in the presence of local inhomogeneities. In the current study, an en-
hancement to the ‘fast’ method is presented, based on the fuzzy connectedness
concept [6].

2 Fuzzy Connectedness

A fuzzy connectedness (FC) is a fuzzy 2-ary relation in the image spel set.
The axiomatic definition [6] bases on the 2-ary affinity, adjacency, and κ-net
fuzzy relations defined within a fuzzy digital scene on Zn space. In this paper a
simplified, graph-based view for Z2 is used. Let zi = (zi1, zi2) denote an image
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pixel with the signal level f(zi) and let all the image pixels zi constitute nodes
of a graph.

In the graph, each pixel (each node) is interconnected with (and only with) all
the pixels that are within its spatial neighbourhood (e.g. only 9 or 25-connected
image pixels have links between them within the graph). Every direct zi-zj link
in the graph has a strength assigned to it, that is equal to the value of a reflexive
and symmetric fuzzy affinity relation for the two connected nodes μκυ(zi, zj).

Within the graph, for each two pixels zk, zl, a path can be found that consist
of zero or more links. A set of all existing paths from zk to zl is denoted as Pzkzl

.
To each path p from Pzkzl

, the strength μN (p) is assigned as the strength of
its weakest link, i.e. the lowest value of affinity for two constituting nodes ([0, 1]).
The fuzzy connectedness can be then defined as a fuzzy relation:

∀zk, zl : μK(zk, zl) = max
p∈Pzkzl

[μN (p)]. (1)

The notion of local pixel similarity is therefore analytically defined by means
of a membership function of the fuzzy affinity relation μκυ . In segmentation
tasks, the fuzzy affinity usually [6, 7] depends on the signal level of compared
pixels, the local signal gradient, and properties of the extracted object – defined
by additional parameters:

∀zk, zl : µκ(zk, zl) =

⎧
⎪⎪⎨
⎪⎪⎩

w · G1(zk, zl) + (1 − w) · G2(zk, zl),
iff zk �= zl and zk, zl are neighbours

1 iff c = d,
0 otherwise,

, (2)

where w ∈ [0, 1], and G1, G2 are selected from:

g1(zk, zl) = exp

(
− 1

2s2
1

(
f(zk) + f(zl)

2
− m1

)2
)

, (3)

g2(zk, zl) = exp

(
− 1

2s2
2

(|f(zk) − f(zl)| − m2)
2

)
, (4)

g3(zk, zl) = 1 − g1(zk, zl), (5)

g4(zk, zl) = 1 − g2(zk, zl), (6)

for f(zk) and f(zl) denoting signal level of zk and zl, respectively.

2.1 Object Segmentation

Given the similitude [6] relation of fuzzy connectedness, for any threshold t, an
image may be divided into a number of distinct components, that are connected
with μK ≥ t. By selecting a single seed point (pixel), the component including
it is extracted. Therefore, if at least one point is selected, an object extraction
can be performed1. The direct segmentation method is rarely used, though, in
compare to the relative fuzzy connectedness approach.
1 In this case, if a greater number of seed points is specified, the segmentation object

is composed of multiple image components.
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For segmentation based on relative fuzzy connectedness, at least two seed
points have to be selected: (1) one belonging to the extracted object, and (2)
another belonging to the background (i.e. not a segmented object). The object
is then extracted as the set of points for which the fuzzy connectedness with
respect to the object seed point (points) is higher than the fuzzy connectedness
computed against the background seed point (points).

3 Initial Conditions - Fast Segmentation Overview

The fine – fuzzy-connectedness-based MS lesion segmentation is preceded by a
fast segmentation procedure presented in [5]. During the processing, a kernelized
clustering method is used [8, 5], based on standard Fuzzy c-Means algorithm [9].

The clustering results of MR FLAIR series (Fig. 1a) in Gaussian kernel space
are analysed in the histogram context and used during the initial classification
of the brain tissue. The obtained binary masks (Fig. 1b-d) match the region
of: (1) Cerebrospinal Fluid – CSF and background, (2) brain tissue, and (3)
demyelination plaques and fat. Next, a morphology-based processing is applied.
The intracranial mask is produced for each MR slice (Fig. 1e). Then, the eyes,
and brain ventricles are detected and a CSF mask is created (Fig. 1f). After that
step, another mask is produced (Fig. 1g) that matches the grey and white mat-
ter (including demyelinated tissue), and combined with the initial classification
mask, permits the MS plaques to be extracted. Finally, some corrections are ap-
plied to reduce the noise and eliminate false positives near the brain ventricles.
This process yields the lesion mask (Fig. 1h).

(a) FLAIR slice (b) CSF + background (c) brain tissue (d) MS+fat

(e) Intracranial ROI (f) CSF mask (g) GM+WM mask (h) Results

Fig. 1. Initial segmentation steps
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Although the main goal of the fast method is to produce the lesion (demyeli-
nation plaques) mask, white and grey matter mask, as well as the CSF mask are
also generated. The masks can be used to estimate the object and background
parameters and choose seed points for the fuzzy-connectedness-based segmenta-
tion method.

4 Automated Fuzzy Connectedness Segmentation

The methodology proposed for the ‘fast’ segmentation may yield inaccurate re-
sults in a presence of local signal inhomogeneities for selected lesions. The in-
homogeneities may be caused by: MR partial volume effects (likely to occur),
acquisition noise (unlikely) or insufficient compensation of MR bias field during
acquisition or preprocessing.

To increase the robustness of the segmentation, a new relative fuzzy
connectedness-based processing step has been designed. The main goal of the
step is to increase the processing accuracy by reducing the undersegmentation
effect of the ‘fast’ method. First, the results of ‘fast’ segmentation are used in
order to determine a fuzzy affinity parameters. Then, regions of analysis are
determined for each 2D MR slice, based on already detected MS plaques and
morphological thickening operation. Within each region, pixels labelled previ-
ously as demyelinated as well as not-demyelinated tissue are usually present.
Finally seed points for the lesion and background are selected separately for
each region of analysis, fuzzy connectedness is evaluated and the segmentation
is performed.

4.1 Fuzzy Affinity Parameters Estimation

For the purpose of the MS lesions segmentation, a fuzzy affinity function form
presented in Eq. 2 has been chosen with (Eq. 3) G1 ≡ g1, G2 ≡ g2 and weight
w = 0.5.

Affinity parameters m1, s1, m2, s2 correspond to the average and standard
deviation of intensity and local gradient, respectively. During the segmentation,
they are estimated globally (within the entire MR volume). As the relative fuzzy
connectedness approach is employed, two separate parameter sets have to be
collected: one for MS lesions, and one for the ‘background’.

In order to estimate the demyelinated tissue parameters, first a morphological
thinning of previously obtained lesion mask is performed. A mean and standard
deviation of intensity distribution within the regions of MR series, that match
the thinned mask (Fig. 2a-I) are used as m1 and s1. To estimate a local gradi-
ent, spatially averaged MR slices (3×3 averaging filter) are subtracted from the
original slices. Parameters m2 and s2 are then selected as a mean and standard
deviation of the obtained series (where only the regions matching the thinned
mask are considered).

Similar method is used to select parameters of the ‘background’, i.e. the pa-
rameters of white and grey matter surrounding the lesions. First a morphologi-
cal thickening of the lesion mask is performed. The intersection of the thickened
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I II III

lesion (initial 

          
step)

(a)

lesion
(initial step)

lesion
(initial step)

region of analysis

region of analysis

(a)

Fig. 2. Fuzzy affinity parameters estimation of the demyelinated tissue – re-
gion I, ignored – region II, background – region III (a) Schematic view of region of
analysis (b)

mask and white and grey matter mask of ‘fast’ processing step is used to select
pixels for parameters estimation (Fig. 2a-III). The m1, s1, m2, s2 are estimated
as for the demyelinated tissue.

4.2 Selecting Regions of Analysis and Segmentation Seed Points

To evaluate the fuzzy connectedness for a given image with respect to a selected
seed point, all possible paths connecting the seed point and each image pixel
have to be analysed. For a standard MR slice (e.g. 256×256 or 512×512), this
is usually a very resource-consuming operation. Should a wider neighbourhood
window mask be used (5×5 or 7×7), the processing time alone can increase be-
yond an acceptable level. As the main goal of the fuzzy connectedness processing
is to increase the accuracy of segmentation for already detected lesions, it is not
necessary to analyse a full data set at this step. Implementation of the 5×5
neighbourhood window within a region, containing a single MS plaque and some
amount of surrounding tissue, permits the most typical cases of undersegmenta-
tion to be eliminated without much impact on the overall analysis time. In order
to separate the MR slice into analysis regions, the demyelination lesion mask of
the ‘fast’ segmentation step is used. First, a morphological labelling is performed.
Then, for all the labelled regions simultaneously, morphological thickening is ex-
ecuted. This operation preserves the total number of regions with respect to a
given neighbourhood window, and yields a region of analysis mask (Fig. 2b).

In each obtained region, a separate seed points of relative fuzzy connectedness
is selected. The global s1, m1, s2, m2 parameters are used to evaluate the region
pixels against an index function:

mf(c) = 0.5 exp

(
− 1

2s2
1

(f(c) − m1)
2

)
+ 0.5 exp

(
− 1

2s2
2

(|f̄(c)| − m2

)2)
, (7)

where f(c) denotes the pixel signal level and f̄(c) represents the pixel of spatially
averaged MR slice (cf. 4.1).

Pixels with the highest index function values are selected as seed points for
the segmentation (Fig. 3a).
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4.3 Segmentation

Selection of the seed points (Fig. 3a) permits the segmentation to be performed
for each analysis region. First, the fuzzy affinity is found using the global pa-
rameters (4.1). Then, the fuzzy connectedness is evaluated with respect to the
demyelinated tissue and background seed points (Fig. 3b-c). Finally, the objects
are extracted (Fig. 3d).

(a) (b) (c) (d)

Fig. 3. Demyelinated tissue - diamonds - and background seed points - squares (a),
fuzzy connectedness w.r.t. demyelinated tissue seed points (b), w.r.t. background seed
points (c), and final segmentation result (d)

5 Results and Conclusions

The automated fuzzy connectedness segmentation method has been implemented
in the Matlab software environment, and - with the ‘fast’ segmentation method
- has been used in a Multiple Sclerosis Computer Aided Diagnosis (CAD)
workstation.

In this section, results of an interobserver study have been presented. The
automated segmentation has been tested against a reference set, containing re-
sults of radiological examination. During the verification, first ‘fast’ and fuzzy
connectedness segmentation steps (denoted here as I and II) have been evaluated
separately. Then, the combined (logical ORing) demyelination mask (I+II) have
been examined.

For the evaluation purposes, three indexes have been calculated to compare
the reference and automated results in terms of True Positives, True Negatives,
False Positives and False Negatives: sensitivity

P =
TN

TN + FP
= 1 − FP

TN + FP
, (8)

specificity
P =

TN

TN + FP
= 1 − FP

TN + FP
, (9)

and and kappa statistics-based [10, 11] Dice Similarity Coefficient

DSC =
2 · TP

2 · TP + FP + FN
. (10)
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Table 1. Processing results

Vol. Sensitivity (%) Specificity (%) Similarity (%)
no. (ml) I II I+II I II III I II III

1 0.88 92.21 87.34 94.48 99.992 99.993 99.989 68.02 67.50 63.06
2 1.64 71.84 58.53 76.62 99.998 99.998 99.996 79.36 68.53 78.70
3 2.91 60.31 60.41 68.96 99.998 99.996 99.994 72.19 69.61 74.21
4 3.33 89.36 79.74 91.16 99.996 99.998 99.995 89.47 85.74 89.02
5 7.51 92.95 86.62 93.83 99.954 99.983 99.951 75.58 84.05 75.04
6 10.7 92.03 83.39 93.55 99.924 99.966 99.916 72.63 79.20 71.66
7 12.3 91.74 80.15 93.16 99.936 99.969 99.93 77.59 79.31 76.94
81 27.9 94.39 83.72 95.10 99.858 99.933 99.849 79.31 81.96 78.74

92 31.0 87.40 70.62 90.47 99.960 99.980 99.947 88.02 80.16 88.24

81 32.9 94.87 82.44 96.20 99.915 99.977 99.908 87.39 87.48 87.41

92 34.6 83.38 62.27 85.35 99.978 99.974 99.962 88.27 73.82 87.66

10 0.26 28.26 17.39 29.35 99.998 99.998 99.997 28.11 20.51 26.87

The reference set has included 10 cases (460 images) randomly chosen from
21 available cases of confirmed Multiple Sclerosis. FLAIR MR images in refer-
ence set have been segmented by an experienced radiologist using tools imple-
mented in the CAD workstation (Tab. 1). To estimate the impact of verification
methodology, two cases have been additionally chosen to perform intraobserver
study2 using alternative supervised segmentation approach (DSC8 = 84.04%,
DSC9 = 83.12%).

The introduced fuzzy connectedness-based segmentation stage (II) yields a
higher specificity (Tab. 1) yet smaller sensitivity than the ‘fast’ segmentation
stage (I). The highest sensitivity for combined (I+II) segmentation indicates,
that the results of both stages are complementary. The DSC index shows a high
correlation between the reference and evaluated results. During an examination
of the worst case (10), several week points of presented methodology have been
identified. The small lesions close to the CSF have been labelled false positives,
and small lesions close to the skull have been detected as false positives. With
total of 96 pixels labelled as presenting demyelinated tissue in reference results,
this accounts on the poor performance of the ‘fast’ segmentation.
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Summary. The subject of the paper is the evaluation of a brain atrophy depending
on computed tomography (CT) images. There are two computer aided methods under
investigation. The first one is a semi-automatic volumetric method, the second is a
fully automatic one and depends on the fractal dimension. Results of the experiment
with 68 patients show that both methods are able to estimate the brain atrophy very
similarly to the evaluation made by expert radiologist with the coefficient of correlation
in the range of 0.7-0.9. The great advantage of the automatic method comparing to
volumetric method is generating results in a very short time, that counts in ordinary
clinical practice and could be used to experiment with huge patient groups.

1 Introduction

Atrophy of the brain is associated with physiological aging, but also with de-
generative diseases of the central nervous system, including dementive disor-
ders. The increasing average age of the societies in developed countries results
in increased frequency of dementive diseases, which becomes more and more
serious social and medical problem. Therefore there are efforts to improve ef-
fectiveness of diagnosing dementia as early as possible, and thus enable early
treatment [6, 8, 5].

Imaging methods, including computed tomography (CT) play an important
role in dementia diagnostics. The aim of CT is to rule out the reversible causes
of dementia (e.g. brain tumor, normal pressure hydrocephalus, infection) and
to assess brain atrophy. It is essential to define if the brain atrophy detected
in the patient is caused by normal aging or dementive disease or overlapping of
both processes. Therefore attempts are made to establish precise and reliable
quantitative methods, which could answer this question [2, 3, 1, 4].

The aim of the study is evaluation of the authors’ methods of measurement
of cortical and subcortical atrophy based on calculation of the cerebrospinal
fluid (CSF) spaces (outside the brain, it is consistent with cortical atrophy and
intraventricularly, which is consistent with subcortical atrophy).

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 157–164, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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a) b) c)

Fig. 1. The example of CT slice image and its processed images: a)the original CT,
b)the cortical brain atrophy, c)the subcortical brain atrophy

In daily practice the brain atrophy is assessed visually by radiologist, which
is characterized by:

• Simple and quick evaluation of the atrophy,
• Non-objectivity of a measurement, dependent on the experience and ability

of an expert.

The aim of the study is to evaluate the usefulness of the proposed methods of
the analysis of CT images using computer processing and artificial intelligence
approaches (Fig. 1). The possible advantages of such computer system are:

• objectivity and repeatability of measurements,
• short time of assessment (directly after performing CT),
• low cost of assessment.

In this paper two computer methods are presented. The obtained results are
compared with the evaluation of the same images made by an experienced radi-
ologist.

2 Methods of Cortical and Subcortical Atrophy
Evaluation

Two methods of the brain atrophy computer evaluation are developed:

1. The semi-automatic method, using volumetric software of CT unit, corrected
by the radiologist (volumetric method).

2. The fully automatic method, based on the authors segmentation idea and
fractal geometry (fractal method).

2.1 The Volumetric Method

In the semi-automatic method source image of the brain are transferred to the
workstation of CT unit. The radiologist selects range of density in Hounsfield
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units (HU) for the regions of interest. The authors choose the range from −5
to +20 HU. In the next stage the radiologist corrects manually the areas found
by computer by outlining anatomic structures borders. Correction has to be
performed for each section, separately for extracerebral areas of CSF (cortical
atrophy) and intraventricular space (subcortical atrophy). In the last stage, after
confirming the labeled regions of interest, the volume of both spaces in cm3 is
calculated by volumetric program.

2.2 The Fractal Method

The method is fully automatic and operates in two stages: In the first one each
image of a CT axial slice is treated as a bitmap in the gray scale. A dedicated
segmentation algorithm is employed to find the cerebrospinal fluid area. The
algorithm is based on pixels hue and placement in the original image. More
details on the algorithm can be found in [9]. After the segmentation stage a
binary image representing the cerebrospinal fluid is available. The goal of the
second stage is to find the best measure of this object shape.

The brain, like other organisms and real-world phenomena, exhibits fractal
properties. It can be useful to calculate the fractal dimension of a set of sampled
data. The fractal dimension measures cannot be calculated exactly but their
values have to be estimated. The fractal characteristic is a real number and
defines the level of the object complexity.

Casual understanding of a set dimension is the number of independent pa-
rameters required for the localization of a point within this set. The topolog-
ical dimension of a set is the mathematical concept which models this idea.
For example, a point in the plane is described by two independent param-
eters (the Cartesian coordinates of the point), so in this sense, the plane is
two-dimensional. Of course, topological dimension is always a natural number.
However, topological dimension is quite useless on certain highly irregular sets
such as fractals.

There are various closely related notions of possible fractional dimensions [7,
10]. These notions (topological dimension, Hausdorff dimension, Minkowski-
Bouligand dimension, information dimension, correlation dimension) give the
same value for many shapes. But sometimes they give different values for some
highly irregular curves, particular for multifractals. The most popular and uni-
versal method is box-counting dimension known as Minkowski-Bouligand di-
mension. It is an easy method for fractal dimension estimation, also useful for
nonfractal objects.

The space is divided into a grid of boxes of size S. Afterward, a number of
boxes scale N(S) that would contain part of the attractor is counted. The process
is repeated for the decreasing size of grid. The formula of the box-counting
dimension is the following:

D =
log(N(Sn+1)) − log(N(Sn))

log(1/Sn+1) − log(1/Sn)
, (1)
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Fig. 2. The curve approximated points log N(s) vs log 1/s. The slot of the line is the
fractal dimension D = 1.496.

where N(S) – the number of boxes which contain fractal for grid S,
Sn+1 – the next grid, Sn+1 > Sn.

An example of box-counting dimension estimation is presented in Fig. 2.

3 Research Description

The study is performed on a group of 68 patients for whom clinical examina-
tion and neuropsychological tests confirmed cognitive impairment, compatible
with dementia. For all patients CT with two-row spiral unit is performed (Dual
HiSpeed / GE Medical Systems). Five to 17 axial slices are obtained for each
patient.

CT images are firstly assessed visually by radiologist to evaluate roughly cor-
tical and subcortical atrophy and to rule out other lesions, which could explain
patient’s symptoms. Visual assessment is based on source images analysis, with
classification of the atrophy in 0-3 scale, where: 0 means no atrophy (normal
appearance for age), 1 – slight atrophy, 2 – moderate atrophy and 3 – severe
atrophy.

The automatic atrophy evaluation on the basis of CT images requires the
suitable graphic preprocessing of each axial image. It results in a binary im-
age of intracranial areas, which are the subject of our interest, i.e. cortical and
subcortical atrophy.

The first method (volumetric method) requires the expert radiologist knowl-
edge in the each stage of execution:

• Preliminary definition of density range in HU to label the region of interest
using the volumetric software.
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Fig. 3. The schematic diagram of the research

• Visual assessment of the areas compatibility labeled by the computer program
with the anatomical borders in CT study.

• Manual correction of the borders labeled by the program by outlining struc-
tures or widening the density range for each section to fit the labeled areas
to the anatomical structures.

• Calculation of labeled areas volumes by the computer program (separately
for subcortical and cortical atrophy).

The second method (the fractal method) does not need a human interference
and relies on automatic processing:

• Preprocessing of the CT images using the authors cerebrospinal fluid seg-
mentation algorithm [9].

• Fractal dimension calculation of objects found in the previous stage. This is
the box-counting dimension presented in the previous section.

• Fractal dimension mean value calculation for all axial slices of the patient
CT study.

The diagram in Fig. 3 shows the schema of the research.

4 Research Results

As a result in our experiment we receive a set of data for each patient. Atrophy
evaluation comparison is done separately for cortical and subcortical atrophy
regions. The aim of the comparison is to check the proposed methods effectiveness
and to compare them with visual assessment performed by radiologist.

Fractal dimension calculated for interesting areas is a real number in the
range 1.1 - 1.8. Volumetric values are real numbers in the range 0.7 - 20.3. These
values concern the regions of interest containing CSF, referred to the volume
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Fig. 4. Relationship between expert evaluation of cerebral atrophy and its evaluation
by fractal dimension

of the whole intracranial space. To facilitate the comparison all the values are
normalized in the range 0-1.

We check an assumption that measurement of cortical and subcortical atrophy
by computer methods is similar to visual evaluation atrophy by the radiologist.
Each pair presented in Fig. 4 specifies Cartesian point coordinates in the plane.
The pattern of points allows to estimate the function between values. The func-
tion is calculated by the least square method and shown on the plot. The plot
shows the relationship between the expert visual evaluation and the fractal di-
mension evaluation of cortical atrophy.

A measure of force between the two elements in the couple is the correla-
tion coefficient ρ. It is estimated from a sample population r and is determined
as Pearson coefficient. Correlation coefficients for the couples of characteristics
are presented in Table 1. Results rely on the research for 68 patients. The two
numbers in the table indicate the cortical and subcortical atrophy, respectively.
On the significance level of 0.05, sample size of 68, the critical value r0.05;66 is
equal to 0.250. Because |r| > rα,v there is significant statistic relation between
evaluation of cortical and subcortical atrophy made by the expert and by the

Table 1. Correlation coefficients for the brain atrophy (cortical/subcortical) between
the couple of values

Visual expert Fractal Volumetric
evaluation dimension coefficient

Visual expert evaluation 1 0.778/0.749 0.815/0.801
Fractal dimension 0.778/0.749 1 0.838/0.772
Volumetric coefficient 0.815/0.801 0.838/0.772 1
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Fig. 5. Cortical atrophy normalized evaluation comparison for three methods and all
checked patients

computer methods. In all performed experiments there is a strong relation, in
range 0.7-0.9. The plot in Fig. 5 presents evaluations of the cortical atrophy for
all 68 patients calculated by all three methods. Values are normalized in the
range 0-1.

5 Concluding Remarks

Semi-automatic method is very compatible with visual evaluation made by the
radiologist. However, it is very time-consuming because an operator needs round
about 2.5 hours to prepare results for one patient. The preprocessing stage results
are strongly dependent on the operator and his anatomic knowledge. This makes
the results non repetitious under similar conditions. Expert’s evaluation has the
same flaw.

Fully automatic method is a little less compatible with the expert evaluation
than the previous one. However, its largest advantage is the independence from
an operator, repeatability, quickness and low cost.

These advantages of the automatic method enable us to save time and reduce
cost in ordinary clinical practice. Additionally, research for a norm of the brain
atrophy associated with physiological aging is made possible using huge patient
groups. Results of such research improve early diagnosing dementia and thus
enable early treatment.

Repeatability of the method enables a longitudinal study with serial scans on
subjects for detecting progressive cerebral atrophy. It allows the determination
of differences between rates of atrophy in patients with dementive disorders
and treatment efficacy monitoring. Additionally, good results of the automatic
approach encourage us to extend the method with more complex techniques of
fractal geometry and image processing.
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Summary. This paper shows an automatic registration method of the A- and B-
group of MRI brain for the same patient. The time difference between recording the
A-group and the B-group is equal six months. The automatic registration of the A- and
B-group of MRI brain is based on the entropy and energy measures of fuzziness. First,
two sequences (A- and B-group) are converted to a fuzzy representation. Then, the
entropy and energy measures are employed in the NCC and GD methods. The align-
ment based on energy and entropy fuzzy measures shows a significant improvement in
comparison with the implementation of the original image.

1 Introduction

Medical image registration is a difficult and complex problem. Clinical diagnosis
and treatment verification is often supported by imaging modalities, providing
functional and anatomical information. The anatomical images provide infor-
mation of the anatomic structure of the human body. In many instances it is
necessary to integrate the information obtained from two or more studies of the
same patient. But the differences in patient positioning and different image ac-
quisition parameters require the registration of these images before overlapping
them. In medical application, registration process should be automatic, reliable
and easy to use [7].

In this paper a registration method, based on fuzzy image idea is discussed.
Since the analysis is performed on one MRI study, a registration procedure has
to precede the ROI extraction. Due to the time difference equals six months, the
brain can be a bit shifted between acquisition both series (fig. 1).

2 A Fuzzy Image Idea

The idea of a fuzzy image is based on the concept of a fuzzy signal, introduced
by Czogala and Leski in [3, 6]. Let us consider an image X(N, M) at the size
of N ×M with pixels I(n, m) and n = 1, 2, . . . , N ; m = 1, 2, . . . , M . Moreover,
the image is scanned within a window at the size of (2k + 1) × (2k + 1). The
idea of a fuzzy image derived from the original image is based on two assump-
tions: if no fuzzy uncertainty is considered in the image, a fuzzy image pixel
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(a)

(b)

Fig. 1. MRI brain - signal from data base clinical hospital (a) A-group (b) B-group

I(n, m, k) is reduced to a real number I(n, m), which is referred to as a single-
ton. The measure of fuzziness is equal to zero and the information increases if the
original image changes, as does the dynamic, as smaller amount of information

Fig. 2. Sorted pixels within the window
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is conveyed by the image. In order to construct a fuzzy image from crisp im-
age, the pixels within the window are sorted into an increasing order is shown
in fig. 2. The median value is located at the (n, m) position within the win-
dow, ie. IMED(n, m, k) = I(n, m, k). Based on the median operation performed
within windows scanned over the image, a membership function μ is defined.
First we assume, that μn,m,k(Imin(n, m, k)) = 0, μn,m,k(Imax(n, m, k)) = 0 and
μn,m,k(IMED(n, m, k)) = 1. The remaining elements are defined according to
the following formula

μn,m,k

(
Ii,j(n, m, k)

)
= μ =

(2k + 1)2 − (2di,j + 1)2 + 1
(2k + 1)2

, (1)

where di,j = max(i, j) for i, j = 0, . . . , k. In order to discriminate against a
certain level of membership λ ∈ [0, 1], the Heaviside pseudofunction 1(.) is in-
troduced. Implementation of the Heaviside function is defined as

μλ = μ1(μ− λ). (2)

The introduction of the λ level into the measurement of fuzziness allows the in-
significant membership degree to be removed. A concept of the entropy measure
of fuzziness has been introduced in [4] and implemented to biomedical signals
in [3, 9, 10, 11]. The entropy measure of fuzziness is a mapping from the set of
all fuzzy subsets of a base set X into the nonnegative real numbers. It can be
expressed as

H(A, λ) =
∫

X

hλ

(
A(x)

)
dν, (3)

where A : X → [0, 1] is any ν-measurable function, dν = dx or dν = p(x)dx,
where p(x) stands for a probability density function; h : [0, 1] → R+ is an
increasing function in [0, 0.5], a decreasing function in [0.5, 1], and h(0) =
h(1) = 0. Substituting (2) into (3) yields

H(μλ) = F1

( 2k∑
i=1

2k∑
j=1

hλ(μλp(Ii,j)ΔIi,j)
)
, (4)

where F1 : R+ → R+ is an increasing function and F1(z) = 0 if z = 0, Ii,j

denotes Ii,j(n, m, k), and hλ(z) is defined as

hλ(z) =
{

h(z) if z ∈ [λ, 1 − λ]
0 otherwise

(5)

and ΔIi,j is a gradient between neighboring pixel values as marked in fig. 2, and
the probability density function p(Ii,j) is obtained from a histogram, by dividing
the number of pixels by 2k + 1.

The membership functions, as defined above, serves also as a basis for the
energy extraction. The energy measure is expressed as

E(A, λ) =
∫

X

fλ

(
A(x)

)
dν, (6)
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where

fλ(z) =
{

f(z) dla z ∈ [λ, 1]
0 otherwise.

(7)

The final formula for the energy measure can be written as

E(μλ) = F2

( 2k∑
i=1

2k∑
j=1

fλ(μλp(Ii,j)ΔIi,j)
)
, (8)

where F2 : R+ → R+ is an increasing function and F2(z) = 0 if z = 0.

3 Similarity Measures

Once fuzzy images are generated similarity measures are to be employed. Here
are two main groups of similarity measures: feature-based and intensity-based.
Feature-based measures first process the images in order to obtain significant
information, which can be used to judge the similarity. This can be the po-
sition of significant landmarks, or the quantitative description of a particular
anatomical structure obtained by segmentation [1]. Intensity-based measures
use a full raw image information. A similarity measure is derived using inten-
sity values in registered images. However, one may consider introducing the
region of interest in order to omit non relevant image parts. Working with
this type of measure is often referred to as voxel property based registration.
The main advantage is that registration can be executed right after the im-
age acquisition and definition of an initial pose [1, 2]. Intensity-based mea-
sures compare the intensity values of both images pair-wise at the same pixel
positions. Subsequently one single value is composed out of it with a certain
scheme. An advantage of this type of measure is that it can be used not only
with 2D images, but with data of arbitrary dimensions, as no spatial infor-
mation is considered. In our study three measures have been introduced: sum of
squared difference (SSD), sum of absolute difference (SAD) and normalized cross
correlation (NCC)

NCC =

∑
n,m∈T

[
I1 − I1

] [
I2 − I2

]

√ ∑
n,m∈T

[
I1 − I1

]2
√ ∑

n,m∈T

[
I2 − I2

]2
, (9)

where I1 = I1(n, m) and I2 = I2(n, m), T is the overlap domain of the images,
N is the number of pixels in T , I1 and I2 denote the mean intensity values in
I1 and I2 images, respectively.

This means that neither contrast nor brightness affect the similarity mea-
sure [8]. By using horizontal H and vertical V Sobel templates [5] four gradient
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(a)

(b)

Fig. 3. A-group MRI brain (a) entropy and (b) energy measure of fuzziness

images dI1
dn , dI2

dn , dI1
dm and dI2

dm are created. Then, NCC of the horizontal and
vertical gradient images are calculated, and are referred to as NCCdifH and
NCCdifV , respectively. The final value NCCdif is the average of both measures.
Gradient difference (GD), pattern intensity (PI), gradient correlation (GC), and
sum of local normalized correlation (SLNC) are included in the group of mea-
sures based on spatial information. A very important advantage of the gradient
measure is the ability to remove low spatial frequency differences between two
images (e.g. caused by soft-tissue structure) allowing the similarity measure to
be based on the edge information [2, 8]. The gradient difference (GD) measure
is defined as

GD =
∑

n,m∈T

AH

AH +
[
IdifH

]2 +
∑

n,m∈T

AV

AV +
[
IdifV

]2 , (10)

where AH and AV are constants, which denote variance of the reference images,
has been tested. It evaluates two gradient images IdifH and IdifV , where IdifH

and IdifV denote IdifH(n, m) and IdifV (n, m), respectively.
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(a)

(b)

Fig. 4. B-group MRI brain (a) entropy and (b) energy measure of fuzziness

4 A- and B-Group Images Registration

The registration process relies on a comparison of each A-group MRI brain
slice with each B-group MRI brain slice. The bigger the similarity measure the
stronger the slice similarity. So for each A-group MRI brain slice is finding only
one B-group MRI brain slice, for which the similarity measure is the biggest. In
fig. 5 and fig. 6 are shown results of registration process for three cases. For slice
no. 5 and no. 11 of A-group the similarity measure is the biggest for the same
slice number of B-group (fig. 5), but for slice no. 7 of A-group the similarity
measure is the biggest for slice no. 8 of B-group. On the basis of results analysis
for similarity measure we can certify, that slices no. 6 to no. 10 of A- and B-group
are shifted in relation to themself.

In presented cases all measures give correct results, but measures for origi-
nal images (GD, NCC, NCCdif ) are sensitive to noise and interference. Two
measures (for fuzzy images NCCnorm.H(A) and NCCnorm.E(A)) show strong
discriminative power and are implemented in the application software.
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Fig. 5. Similarity measures for (a) slice no.5 and (b) slice no.11 of A-group

Fig. 6. Similarity measures for slice no. 7 of A-group

5 Results

At the registration face A- and B-group (fig. 1) are subjected to the analysis. In
order to generate the fuzzy images (fig. 3 and fig. 4 the following parameters and
functions have been selected: for energy measure of fuzziness λ = 0, f(x) = x2,
F2(z) = z2 and dν = dx, for entropy measure of fuzziness λ = 0, h(x) = x2,
F1(z) = z2 and dν = dx.
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Calculation of energy and/or entropy measure of fuzziness for original images
and next using normalized cross correlation, let for four times improving effi-
ciency of recognizability corresponding slices from A- and B-group MRI brain
series than by using normalized cross correlation for original slices.

Energy measure of fuzziness and entropy measure of fuzziness give quite sim-
ilar results, but the energy measure of fuzziness is faster about 30%.

On the basis of the described methodology a software application was built.
This application is dedicated for the cruciate ligament diagnosis. Registration
process is first of three stages of that application and makes it possible to show
PCL structure in 3D for T1- and T2-weighted MRI knee slices [11, 12].

Currently this methodology is testing for MRI brain. On the basis of prelim-
inary investigation we can certify, that the automatic registration process has
been performed correctly. The proposed method of broadening the idea of a
fuzzy image creating and using the entropy and energy measure of fuzziness to
the registration of MRI brain, seems to be very effective and promising.
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Summary. Fractal analysis is a reasonable choice in applications where natural ob-
jects are dealt with. Fractal dimension is an essential measure of fractal properties.
Differential box-counting method was used for fractal dimension estimation of radio-
logical brain images. It has been documented in this paper that this measure can be
used for automatic classification of normal and pathological cases.

1 Introduction

Modern medical imaging techniques like MRI (Magnetic Resonance Imaging)
are becoming more and more affordable and their quality is increasing continu-
ously. Illnesses that are detected in this way include brain tumours and various
abnormalities related to dementia (resulting from aging, Alzheimer’s or Parkin-
son’s disease) [1]. These illnesses are nowadays very common and are becoming a
social issue. The number of images that are to be analysed by a radiologist is rais-
ing dramatically. However, there are no visible pathologies in most of acquired
images. Relatively few of them need to be studied by a doctor thoroughly.

The authors’ aim is to project, implement and test an algorithm that initially
classifies MR images automatically. It is expected that fractal dimension can be
used for this purpose.

It is known that images of many natural objects (mountains, coasts, trees,
clouds, butterflies’ wings [2], eye iris [3], metal corrosion [4], etc.) have fractal
properties. Fractal properties of human brain cortex have also been carefully
studied [5]. It happens to be self-similar in a way referred to as being a fractal,
with a fractal dimension D = 2.60 [6] (the results vary and depend on calculation
method). That is why fractal analysis is a reasonable choice in applications where
natural objects are dealt with, including medical image processing and analysis.

Fractal has been defined by Mandelbrot [7] as a bounded set A in � for which
the Hausdorff-Besicovich dimension is strictly larger than the topological dimen-
sion. The concept of self-similarity is used to estimate the fractal dimension. If
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A is the union of Nr non-overlapping copies of itself scaled down (or up) by a
factor r, the fractal dimension is given by:

D =
log(Nr)
log(1

r )
, (1)

where 1 = Nrr
D. It has been noticed, that fractal dimension correlates with

human perception of surfaces (about 2 for smooth surfaces and close to 3 for
rough surfaces) [8].

Equation 1 can be directly applied only to geometrical fractals. In image
processing and analysis it has to be estimated phenomenologically. A survey of
fractal dimension calculation methods can be found in [9]. Different variations
of box-counting methods are the most popular. A binary image is placed on a
grid of square blocks. The number of blocks Nr occupied by a part of the image
is then calculated. The procedure is repeated for various grid sizes (r). It is
expected that increasing the resolution of the grid, Nr should increase, too. The
slope of linear regression of the log(Nr) versus log(1/r) is the fractal dimension
estimation. If is stable along several orders of magnitude, it is expected to be
accurate.

2 Materials and Methods

MRI T2-weighted axial 512× 512 brain images were the subject of the analysis.
Some of them include pathological changes related to dementia. The quality of
MR images is still being improved. However, automated analysis is not a trivial
task, due to some of their properties (high noise level, no standard intensity
scale similar to Hounsfield’s units for Computed Tomography, overlapping pixel
intensities corresponding to different tissue, etc.).

The choice of fractal dimension calculation method is the essential issue. Typ-
ically, the main criterion for estimation of these methods is their accuracy, com-
pared to the theoretical value of fractal dimension for a given geometrical object.
In this task it is important to find a measure related to fractal features of an
object to distinguish between normal and abnormal brain structures, rather than
to calculate fractal dimension accurately.

Classical box-counting algorithms operate on binary images, so radiological
grey scale images need to be segmented prior to the mainstream procedure.
However, segmentation of MR images is a problematic task [11] because of their
properties (mentioned above) and nature of brain tissue (it is difficult to precisely
define borders between extremely complex biological structures). Besides, the
tissue to be analysed has to be designated (usually white matter, grey matter or
both). This procedure is both time-consuming and also has a significant impact
on the final result[10]. In the proposed framework, a variation of box-counting
method, proposed by Sarkar and Chaudhuri (differential box-counting)[12], has
been implemented. It was chosen because it operates directly on grey scale images
and does not depend on a special preprocessing scheme.
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An image of size M ×M is scaled down to s × s. Then r = s/M . The 2D
image is treated as a 3D image, where (x, y) denotes 2D position and z denotes
a grey level. A column of boxes s× s× s′ is obtained. If the total number of grey
levels is G, then G/s′ = M/s. If the minimum and maximum grey levels of the
image in the grid (i, j) fall in the box k and l respectively, then [12]

nr = l − k + 1 (2)

is a contribution of the grid (i, j) to Nr:

Nr =
∑
i,j

nr(i, j). (3)

Nr is calculated for various values of r as in simple box-counting. Fractal dimen-
sion D is then estimated from least square linear fit of log(Nr) against log(1/r).

3 Results

The images the procedure was tested with were acquired in Lublin (Poland)
hospitals. Some of them were previously used for fractal feature analyses of
formerly segmented images, described in [10]. The images were divided by an
experienced radiologist into two groups: normal cases (30 subjects) and images
with pathological changes related to dementia (17 subjects). Calculations were
performed on intermediate slices with the most circular brain shape and maximal
expansion. A few of them are shown in Fig. 1.

Fractal dimension was calculated with the differential box-counting method
[12]. The calculations of Nr was performed for box sizes of: 2, 4, 8, . . . , 256. The
result of a linear fit of log(Nr) against log(1/r) for one of the images is shown
in Fig. 2. The linear regression standard error is 0.1 for this example. It can be
reduced to 0.04 by removing calculations for box sizes of 2 and 256.

Fig. 1. Examples of the test images: A – normal cases, B – pathological cases
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Fig. 2. log(Nr) versus log(1/r) for one of the test images

Fractal dimension calculation results are presented in Fig. 3. It is observ-
able that fractal dimension for normal images is significantly lower than in case
of pathological changes. Average value for normal images Dnorm = 2.27, for
pathological images: Dabnorm = 2.32. Normal values lie between 2.24 and 2.30.
Abnormal ones are located between 2.30 and 2.35.

No strict criterion was used for election of the slice to be analysed (an inter-
mediate slice with the most circular brain shape and maximal brain expansion),
so it is desirable to analyse the influence of the election process on the fractal

Fig. 3. Fractal dimension of normal and abnormal MR brain images
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dimension calculation. The results for two examples are presented in Fig. 4. The
region of interest was located between slices 15 and 20. It is observable that
fractal dimension is stable in this slice ranges for all tested image datasets.

The fractal dimension calculation is relatively fast. For a single 512 × 512
slice it takes about 0.5s on a typical PC (Intel Core2 Duo, 1.5GHz, Linux kernel
2.6.22, program written in C++, gcc 4.1.3 compiler).

4 Discussion

According to calculation of linear regression standard error and results presented
in Fig. 2, fractal dimension was found reliably for MR brain images, with the
differential box-counting method, though it was not the main purpose of this
work. It is noticeable that a very clear borderline between normal and abnor-
mal cases is visible in Fig. 3 presenting results of fractal dimension calculation.
Only a general classification (normal and abnormal cases with different kinds
of neurological disorders), regardless of age, gender, etc. was performed. How-
ever, it has been proved that fractal dimension is a robust measure that can be
applied for delineation between radiological images of normal and pathological
brain structures.

The presented procedure operates directly on unprocessed MR images. In
particular, no image segmentation (a baffling task) and no brain extraction was
performed. Despite that the final result is satisfactory (almost faultless test image
classification).

Selection of a slice (or slices) to be processed seems to be a problematic issue.
Though, it was observed that in the brain region of interest (slices 15–20 in
Fig. 4) fractal dimension value is very stable across a few neighbouring slices.
Accurate selection of the right slice is not critical. Fractal dimension can also be

Fig. 4. Fractal dimensions for all individual slices of a single dataset (for one normal
and one pathological dataset)
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calculated for many slices (which is not a problem because it requires only 0.5s
per slice on a moderate PC) and the interesting range of slices can be located
automatically. Also presence of non-brain tissue in an image does not cause a
significant impact on the classification result.

The next step is to classify also abnormal images regarding different kinds
of pathologies. The authors are also going to introduce external knowledge
(age, gender, demographic information etc.) into the classification framework,
by means of fuzzy logic. An attempt of fuzzy fractal-dimension-based segmenta-
tion of pathological structures is also going to be made.

References

1. World Health Organization, International Statistical Classification of Diseases and
Related Health Problems. 10th Revision (ICD-10), Mental and behavioural disor-
ders, ch.V, F00–F07 (2007)

2. Castrejón-Pita, A.A., Sarmiento-Galán, A., Castrejón-Pita, J.R., Castrejón-Garćıa,
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Summary. Atheromatous narrowing and subsequent occlusion of the coronary vessel
cause coronary artery disease. Application of optimised feed forward multi-layer back
propagation neural network (MLBP) for detection of narrowing in coronary artery
vessels is presented in this paper. The research was performed using 580 data records
from traditional ECG exercise test confirmed by coronary arteriography results. Each
record of training database included description of the state of a patient providing input
data for the neural network. Level and slope of ST segment of a 12 lead ECG signal
recorded at rest and after effort (48 floating point values) was the main component of
input data for neural network. Coronary arteriography results (verified the existence
or absence of more than 50% stenosis of the particular coronary vessels) were used as a
correct neural network training output pattern. More than 96% of cases were correctly
recognised by thoroughly verified MLBP neural network. Leave one out method was
used for neural network verification so 580 data records could be used for training as
well as for verification of neural network.

1 Introduction

Coronary artery disease manifests as angina, silent ischaemia, unstable angina,
myocardial infraction, arrhythmias, heart failure and sudden death. It causes
severe disability and more death than any other disease including cancer. Coro-
nary artery disease is due to atheromatous narrowing and subsequent occlusion
of the coronary vessel. An abnormal electrocardiogram increases the suspicion
of significant coronary disease, but a normal result does not exclude it. There-
fore the exercise electrocardiography is the most widely used non-invasive test in
evaluating patients with suspected angina. It is generally safe method and pro-
vides diagnostic as well as prognostic information. The average sensitivity and
specificity is 68% and respectively 77% [5]. The test is interrupted in terms of
achieved workload, symptoms and elecrocardiographic response. A 1 mm depres-
sion in the horizontal ST segment is usual cut-off point for significant ischaemia.
Poor exercise capacity, an abnormal blood pressure response and profound is-
chaemic electrocardiographic changes are associated with a poor prognosis [1].

In this paper application of feed forward Multi-Layer neural network (NN)
trained with Back Propagation algorithm (MLBP) applied to interpretation of
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results of traditional ECG exercise test is presented. The database used for train-
ing and verification of neural network contains 580 data records from exercise
test (training input data) and results of coronarography as a pattern of correct
answer of neural network (training output data).

Application of leave one out verification method is a very important aspect
of this experiment. This method gives the best generalisation estimate but due
to very high computation demand is applied for small datasets only.

2 Materials and Method

2.1 Neural Network

Neural network methods attempt to define decision regions in feature space,
according to their interconnection of weights within the network. The weights
are determined in the iterative training phase, during which samples are pre-
sented to the NN input. After passing through the network, resulting signal is
compared with the desired output to obtain an error expression, which is then
back-propagated and used as a factor to correct weights. Error is iteratively
minimised until the network converges on the solution.

In this experiment, feed forward perceptron type neural network was imple-
mented (Fig. 1). Artificial neural networks consist of simple processing units,
called neurons (S), and weighted connections between them (w).

In a feed forward multilayer perceptron architecture the neurons are arranged
in layers and a neuron from one layer is fully connected only to each neuron of
the next layer. The first (S(0)) and last (S(L)) layer are the input respectively
output layer. The layers between them are called hidden. Values are given to
the neurons in the input layer and the results are taken from the output layer.
The outputs of the input neurons are propagated through the hidden layer of
the net. Figure 2 shows the schematics of algorithm each neuron performs.

Neural network trained with back propagation algorithm with momentum
term and adaptive learning rate was especially optimised. Neural network has
one hidden layer, 60 input units, and four decision neurons in the output layer
to indicate the state of particular coronary vessel.

The optimum configuration of feedforward multilayer perceptron network with
its input, hidden and output layers are very difficult to find. Too many hidden
neurons cause disability of neural network to extract the function rule and take
more time for learning. With a lack in hidden neurons it is not possible to
reach any error limit. Input and output layers are determined by the problem
and the hidden layer neuron count and determined by the function that is to
be approximated. Finally neural network with 5 neurones in the hidden layer
(60-5-4 architecture) was applied.

The basic back propagation algorithm was used with added momentum term
which allows the network to ignore small changes in the error surface. Beside
that, the adaptive learning rate was used which attempts to keep the learning
step as large as possible while keeping learning process to converge to solution.
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Fig. 1. Schematic view of the architecture of the neural network

Fig. 2. Schematic view of the architecture of the single neuron

2.2 Medical Database

The research was performed using 580 data records from traditional ECG ex-
ercise test confirmed by coronary arteriography results. Each record of training
database contained description of the state of a patient, provided input data
for the neural network. Level and slope of ST segment of a 12 lead ECG sig-
nal recorded at rest and after effort (48 floating point values) was the main
component of input data for neural network.
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Coronary arteriography results of verified existence or absence of more than
50% stenosis of the particular coronary vessels were used as a correct neural
network training output pattern. Due to non-specific results of ECG exercise
test result of female patient, only male patient data were included in training
database.

Detailed description of the applied medical database is described by Lewen-
stein in [4]. In this work generalisation possibility of different NN architectures
was evaluated. Neural network with MLBP architecture was the first one inves-
tigated. This network obtained correctness of simple diagnosis equal 88% and
75% correctness of patient state diagnosis.

3 Results and Discussion

One of the most important aspects of NN application is how well the NN gen-
eralises to unseen data. The best generalisation possibility has that one neural
network that offers the smallest probability of misclassification, which can be
estimated by the ‘leave one out’ (LOO) method. This method is based on classi-
fication of each input record from the database by neural network trained with
the whole database reduced by classified record. Thus the number of NN training
sessions equals to the numerical force of the reference set.

Generalisation error is better for smaller nets. They need more epochs to learn
the rule of coronary artery disease, but because of this they can generalise their
behaviour better. Beside that, with neural network with lower neurone count in
the network, it was very difficult to obtain trained network. Training algorithm
will not converge to result within desired number of training epochs.

Three hundred neural network training experiments were performed with
fixed, optimum neural network architecture (60-5-4) and fixed training param-
eters. While majority of training experiments failed to finish training process,
for clinical application only one neural network is needed, that one which was
marked by the best generalisation possibility. In Table 1, generalisation possi-
bility as well as standard deviation computed for five best performing neural
networks is shown.

As a main indicator of neural network quality, the PST (Patient STate) pa-
rameter was used. This parameter is a generalisation possibility of the one neural
network that classifies four coronary arteries as narrowed or healthy.

Table 1. Average generalisation possibilities of applied neural network estimated with
live one out method

Diagnosis type SD PST SENS SP NARROWED

LCA LAD LCX RCA

Generalisation possibility (%) 99.17 96.58 100.0 75.83 99.17 99.51 98.65 99.20

Standard deviation 1.30 1.83 0.00 37.74 1.30 0.33 1.14 0.84
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Tested with database of 580 medical cases, the 96% of probability of proper
indication was obtained. This result proved the thesis that in ECG exercise test
data there is information about the narrowing in the particular coronary artery
vessels. Cardiologists said that there is no enough information in results of ECG
exercise test for such a diagnosis, and they do not make it.

All of the other indicators shown in Table 1 were computed for reference only.
Those parameters are sensibility (SENS), specificity (SP) and simple diagnosis
(SD). It is known from medical literature that sensitivity of the exercise test is
from 44 to 88%, average 68% and specificity is from 52% to 89%, average 77%
[2, 5]. The result of this research of 100% sensibility indicates increase of 32%.
The lower specificity obtained in this experiment (76%) is due to insufficient
count of healthy patient data in training base.

SD parameter is just a simple classification of a patient as sick or healthy.
Patient is classified as a sick while at last one coronary vessel is narrowed. Prob-
ability of correct diagnosis of 99% is a very good result. The last four entries
in the table represent possibility of four main coronary arteries (Left coronary
artery (LCA), Left anterior descending artery (LAD), Left circumflex artery
(LCX) and Right coronary artery (RCA) ) to be classified as a narrowed or
healthy independent each of the other.

4 Conclusion

Our experiment confirmed that it is possible to localize narrowing in the par-
ticular coronary artery of four main coronary vessels with aid of MLBP neural
network applied for traditional ECG exercise test interpretation. The obtained
result of 96% of probability of the correct answer of MLBP neural network in-
troduces 21% improvement to the result obtained by [4] for the same neural
network architecture.

Acknowledgement. Computations were performed at the Interdisciplinary Centre
for Mathematical and Computational Modelling (ICM) of Warsaw University
using Cray SV1ex parallel vector supercomputer (Grant number G12-6).
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Summary. In this paper we present first results of our, computer aided, research
into angiogenesis process, conducted in association with radiologists from local clinical
hospital. Presented here is its informatics part, which was to estimate, basing on CT
scans, the quotient of the tumour volume to the number of its capillary veins. Should
some correlation be found between the effectiveness of the cancer healing process and
the quotient, it would mean that healing is affecting the angiogenesis process.

Angiogenesis is a process of forming new blood vessels from the already existing
ones, and is the main cause of violent cancer development. Let us say that cancer cells
force the angiogenesis process, thus making vasculature nourishing cancer cells a colony
and enabling its growth. Without it, a tumour would be harmless. It is no wonder that
modern medicine is trying hard to develop a method to stop the angiogenesis process.
If during treatment the number of capillaries decreases, the tumour is less effectively
nourished and the disease recedes, furthermore the ability of the cancer to spread over
the body is being limited.

1 Introduction

The switch in tumours from the quiescent state to malignancy is signalled by
the commencement of the angiogenesis process. tumours need an extensive net-
work of capillaries to provide nutrients and oxygen. solid tumours will not grow
beyond 2 millimetres without new blood vessels. malignancy and invasion are
angiogenesis dependent. that is why, the obvious idea would be to stop angio-
genesis, and thus block cancer growth. therefore, this process is the subject of
extensive research and may lead to the discovery of a remedy for some tumours.

Question 1. Is there any relationship between the number of capillary veins sup-
plying tumour and the progress of cancer treatment?

Radiologists, from the Department of Radiology at SPSK Hospital No 1 in Lublin
(Poland), who put forward this idea, were not sure of the answer to the above
question and could not enumerate any academic paper where it might have been
analyzed, and suggested that this issue could be a subject of clinical research.

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 184–191, 2008.
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Analysis of numerous patients’ treatment processes could answer the question:
does effective treatment cause the number of tumour veins to decrees, thus lim-
iting the cancer’s ability to grow and spread?

2 Methodology

Computed Tomography pictures before and after application of contrast medium
will be analyzed. As we know CT is based on X-ray, therefore after injection of
contrast medium into the patient’s body, blood vessels carrying it will be high-
lighted on a CT scan. This enables us to choose (of course by adequate processing
of CT images) only vessels belonging to a specific organ (or tumour). At this
point another question arises: is it possible to find such a small object as tumour
vasculature on CT scans (is CT spatial resolution large enough to distinguish
them from other tissues). The answer is ambiguous: they can be distinguished,
but almost certainly not all of them. Fortunately rapid development of modern
CT will soon provide physicians with new, more accurate and effective diag-
nostic devices with larger spatial resolution, allowing detection of the smallest
capillaries. Therefore, we can be sure that technical means for realising research
topic are adequate and the only thing left to do is to put research into effect.

As mentioned above we are cooperating with the local clinic, and our con-
tribution to the research effort was to implement a computer program which
analyzes medical images, and allows physicians to measure and examine the
proportions between tumour volume and the number of its capillary veins. The
clinical research part using this program has the following structure:

• Taking CT scans of patients’ body parts of interest to us before application
of contrast medium.

• Taking CT scans of patients’ body parts of interest to us after application of
contrast medium. Amount of contrast medium will be carefully selected to
ensure its smooth propagation along blood circulation system and objectivity
of examination results.

• Segmentation of a specific tissue - tumour from scans before or after contrast
medium application. Data from which cancer will be segmented depends
mainly on the kind of tissue. If it is easier to segment it after application of
contrast medium, a second data set will be used, and vice versa.

• Estimation of tumour volume according to the data segmented before.
• Segmentation of tumour capillary veins.
• Estimation of the number (and volume) of capillary veins supplying the

tumour
• Determination of the quotient of tumour volume to the number of its capillary

veins

2.1 Tumour Segmentation

The presented segmentation method is developed mainly to solve the issue of seg-
mentation of various tumour types. That is why we may make some preliminary
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assumptions, regarding, for example, tissue three-dimensional shape, its features
(for example small density changes in tumour volume). However, these assump-
tions are not needed for the algorithm in its basic shape. This information may be
necessary while modifying the basic algorithm for three dimensional cases. An-
other thing is that we do not require the algorithm to be very quick, we would
rather prefer it to be accurate (the presented approach can ensure this point - as
experiments have shown).

The method is based on cellular automata, firstly introduced by Ulam and von
Neumann in 1966 [1] and is an adaptation of idea presented in [2]. It can be used
to solve difficult segmentation problems, furthermore it is multilabel - segments
many object simultaneously (computation time does not depend on the number
of labels). It is interactive: requires the user to provide starting points for the
algorithm (not many seeds are needed and their entering is not laborious), but
in turn enables him to observe the segmentation process and make modifications
in it. Interactivity is very important for physicians who like to have some (often
large) influence on medical images processing. Furthermore, a radiologist will be
able to place seed points very accurately and in characteristic places of a specific
organ, and will check the correctness of segmentation afterwards.

The method is extensible, allowing simple modification of the algorithm for
a specific task. As it was shown in our previous work [3, 4] it is very accurate
for two- and three- dimensional medical images. Three-dimensional cases require
some unsophisticated data post processing, or making some modifications in the
manner in which the automaton grows into the third dimension from the two-
dimensional layer.

Fig. 1. Kidney segmented using described method
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2.2 Tumour Volume Estimation

After segmentation of a specific organ (tissue tumour) we obtain a mask of
this object. This mask can be then used to extract a given part of the three
dimensional image of the patients’ body after application of contrast medium.
This way we now operate only on an image containing only the tumour. Knowing
the number of voxels belonging to the object we can easily estimate its volume,
by simply multiplying it by the volume of a single voxel. This last value is
characteristic of a specific image and is written in its DICOM file.

Of course, the obtained value is only an estimation, because, as it is easy to
foresee, no segmentation method is perfect, and the segmented object can vary
from the original (ideal one) by a few percent. This is natural but should fit
in statistical error. Another fact showing that this can be only an estimation is
that, CT spatial resolution is limited. That is the border of the organ only in few
cases will go exactly between two voxels, one of which belongs to the object and
the other to its surrounding. In most cases the boundary goes through the voxel
but CT interprets it as an object voxel (if the object is in majority in this box
- voxel) or surrounding voxel (if the object is in minority). But all these details
do not have a great influence on the final result and can be omitted.

2.3 Capillary Veins Segmentation

Another point realized by the described program is tumour capillary veins seg-
mentation. At this point we must remember that we deal with images after
application of contrast medium, and that veins should be highlighted. Contrast
is injected into a vein, flows through it into the heart and to the aorta. Unfor-
tunately, after going through the arteries and capillaries it reaches the organs’
parenchyma and is absorbed there. As we see contrast medium flowing through
veins must be distinguished from the one absorbed by parenchyma. Density (in-
tensity) value corresponding to blood mixed with contrast medium in tumour
capillaries should be the same as the one flowing through the nearest artery and
even the aorta. Therefore, detection of capillaries is realized by finding voxels of
specific density in the tumour volume. In most cases it is not enough and some
post processing must be done. This post processing consists of application of the
opening filter (size of the kernel and number of operations must be chosen for
the specific individual case), which removes all information noise.

The person using this program must define the density of reference for the
above process. This can be done in two ways. Firstly, by clicking the selected
pixel on the displayed image and providing a tolerance factor (in per cent) which
states the bracket of accepted density values. Tests have shown that about 3 per
cent is a good choice. Secondly, by circling the part of the image (containing for
example a section of the aorta with contrast medium) from which the average
value is chosen. Distribution of density in this circle should resemble in shape
the Gaussian function with a lot of values near the average value and a small
number of intensities varying significantly from it. These diverging values may
be a kind of noise and should be omitted. Therefore, it is possible to set brackets
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Fig. 2. Visualisation of segmented capillaries in liver

(in per cent of the range of values from the average to the outermost value) for
accepted density. Below we present results of such approach - segmented liver
blood vessels.

2.4 Capillary Veins Counting

After segmenting veins we must estimate their number and volume (this informa-
tion may be useful for a radiologist). While the second point is easy and proceeds
similarly to counting the volume of the tumour, the first is not that trivial. Its
realization requires use of the connected components labelling algorithm.

Before analyzing this feature of the research, let us define how we understand
the term: ”one capillary vein”. As we know capillaries are formed in a shape
resembling a tree. It is important to state whether one capillary is a whole tree
or maybe only its branch (if so: where it starts, where it ends?). We have assumed
that one capillary is a whole tree with its root on the boundary of a tumour.

Now it is easy to understand how the counting process is realized. Three
dimensional connected components labeling is launched [5]. As a result we will
receive groups of voxels divided into several differently labelled groups. Some of
these groups may contain some kind of ’noise’, that is voxels identified as vessels
but not connected with capillaries. Therefore it is essential to exclude them.
In order to do this all labelled groups without common voxels with the object
boundary must be removed from the deliberations. To do so, the algorithm
is first tracking the three dimensional boundary of the analyzed object [6, 7].
Secondly, for all labelled groups it checks if the current group has a voxel common
with the boundary, if it has not, then it is removed. Now the only thing left to
do is to count the remaining groups. Of course, in the implementation it is
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done differently. When the connected components analysis is done, we know the
number of the assigned labels, and when a labelled group is removed, this number
decreases, giving in result the number of the capillary veins of the tumour.

2.5 The Quotient of the Tumour Volume to the Number of Its
Capillary Veins

When one knows the volume of the tumour (TV ) and the number of its blood
vessels (NBV ), the estimation of their quotient (Q) is trivial, the first value must
be divided by the second.

Q =
TV

NBV
(1)

3 Results of Pilot Investigation

Unfortunately, due to the fact that clinical research is just starting, at the mo-
ment of writing this paper, we are only able to provide reader with the prelimi-
nary investigation results. In below table we present five different medical cases,
provided to us by colleagues from the Department of Radiology at SPSK Hospi-
tal No 1 in Lublin. Our application was used at the beginning of the treatment
to estimate the quotient of tumour volume to the number of its capillary veins
(Q). As treatment continued the Q value was again calculated and compared
with first result. In all cases physicians have stated that the treatment is pro-
ceeding as planed and is giving good results. In three cases tumour volume as
well as Q value has decreased. In rest, volume stayed relatively unchanged while
Q increased, what suggests that number of tumour blood vessels decreased.

Below you will also find, as an example, selected CT slices of the lung tumour
(position 1 in Table 1.).

General conclusion can be put forward. Indeed the answer to the question,
which we stated at the beginning of this article (Question 1 ) is Yes: there is a
dependency between cancer treatment and quotient Q. However more detailed
and thorough clinical research will follow, to confirm these first results and con-
clusions.

Table 1. Results of pilot investigation. Quotients Q and Tumour Volumes were calcu-
lated with our application

no. tumour name Q before (TV [cm3]) Q after (TV [cm3])

1 small-cell lung cancer 0.55 (3.85) 0.71 (3.25)
2 astrocystema fibrillare 0.68 (4.12) 0.79 (3.64)
3 careinama adenoides custicum 0.62 (4.88) 0.77 (3.12)
4 careinama pancreatis 0.56 (5.10) 0.83 (5.00)
5 careinama adenoides cysticum 0.7 (4.23) 1.02 (4.10)
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Fig. 3. Example of lung tumour CT slices

4 Conclusions and Future Work

The aim of the whole project is to research into tumours angiogenesis by analyz-
ing the quotient of the tumour volume to the number of its blood vessels. This
quotient must be estimated by a computer program analyzing CT images of the
patient’s body part affected by the cancer. This issue of the whole research, was
presented in this article. We have discussed general methodology of acquisition,
processing and analysis, of these images. Whole methodology has been imple-
mented as Windows application, thoroughly tested, and is now being used in
clinical research. First results of this research has been shown and described in
section 3 of this article.

First results are very promising. According to them we can state that there is
a correlation between progress of the treatment and the quotient of the tumour
volume to the number of its capillary veins. These are preliminary results and
should be confirmed during further clinical research.
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Summary. The crucial part of the lung cancer computer-aided diagnosis (CAD) is
the segmentation of pulmonary nodules in Computed Tomography (CT) study. A new
multilevel approach based on fuzzy connectedness principles has been developed. The
three-dimensional fuzzy connectedness analysis requires a dedicated preprocessing stage
in order to limit the computation time to a reasonable range. It consists of the initial
thresholding, connected components labeling, and creating the binary masks of re-
gions within the thorax. For nodules connected to pleura or vessels, a separation step
is needed, using mathematical morphology and the shape analysis. Separation of the
nodule and pleura is performed in the preprocessing stage, whereas separation of a nod-
ule and connected vessels – in the postprocessing stage. In this paper the methodology
is described and illustrated.

The whole segmentation method has been tested on a set of three-dimensional CT
images of the thorax with delineated lung nodules. Results and some examples of such
an application are shown.

1 Introduction

Lung cancer has a very high mortality rate, causing ca. 1.3 million deaths per
year, and being one of the most dangerous diseases [11]. The main reason of its
progress is cigarette smoking. The curability rule is clear: the earlier and more
accurate the diagnosis, the higher the survival chance for the patient. So, the
biomedical imaging-based computer-aided diagnosis is of great importance.

Three imaging techniques are used for lung cancer diagnosis. The thorax RTG
has been used in the 80’s of the twentieth century, whereas the Positron Emission
Tomography(PET) is still a matter of future, mainly due to economical conditions.
Since 20 yearsComputed Tomographyhas been the main biomedical imaging tech-
nique. Today’s CT scanners give a submilimeter slice thickness and pixel spacing,
and allow for a precise three-dimensional analysis of anatomical structures.

Many segmentation or detection methods have been developed for pulmonary
nodules [4]. In this paper, a multilevel approach based on fuzzy connectedness
[10, 9] is described. It also uses an artificial intelligence, mathematical morphol-
ogy, and the shape analysis. Some of its components have already been presented
in earlier works [2, 3]. The blocks being circumstantially discussed here, are the
pre- and postprocessing stages.

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 192–199, 2008.
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This paper is organized in the following manner. First, the lung nodule seg-
mentation scheme is presented in section 2, along with a brief description of those
blocks, which have been presented in earlier works. In sections 3 and 4 the pre-
processing and postprocessing stages are shown, respectively. Finally, section 5
includes the results obtained during the evaluation of the whole segmentation
method along with conclusions.

2 Lung Nodule Segmentation Scheme

Fig. 1 shows the workflow of the presented lung nodule segmentation method.
It consists of four stages: (1) interactive seed points selection, (2) preprocessing,
including next two blocks, (3) main segmentation stage, with an automatic se-
lection of the object and background seed points and three-dimensional fuzzy
connectedness analysis, and (4) postprocessing including the last block. The
shaded blocks are investigated further in this paper, the remaining are briefly
described here.

First, two seed points are marked manually by the radiologist: o representing
the object (nodule) and b – the background (lung parenchyma). Further analy-
sis is performed automatically. The preprocessing stage, described in section 3,
is followed by two procedures of automatic selection of a larger number of seed
points within both, object and background. These algorithms have been pre-
sented in an earlier work [3]. Then, the three-dimensional fuzzy connectedness
analysis is implemented. The fuzzy connectivity scene [10, 9] is computed using
Dijkstra’s algorithm [2]. The algorithm terminates, when the first background
seed point is reached, resulting in thresholding the fuzzy connectivity scene [2].
Finally, the binary object is processed, in order to eliminate connected vessels
and make some correction operations.

Interactive selection of
object and background

seed points

Thresholding
and labeling

of connected objects

Separation of nodule
and pleura

Automatic selection of
object and background

seed points

Fuzzy connectedness
analysis

Separation of nodule
and vessels

Fig. 1. Scheme of the lung nodule segmentation process

3 Preprocessing Stage

3.1 Thresholding and Labeling of Connected Objects

The main goal of the preprocessing stage is a separation of the nodule and pleura.
These regions are marked by two binary masks Mn and Ma, representing the
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nodule and regions surrounding the lungs, respectively, and defined as:

∀c ∈ C3 : Mi(c) =
{

1 ⇔ c belongs to region i
0 ⇔ otherwise, (1)

where C3 is a set of image voxels (the image domain) and i stands for n or a.
A CT thorax image I is first binarized, using Otsu thresholding method [6].

A threshold value tOtsu, computed for the entire image, yields a binary image
IOtsu:

∀c ∈ C3 : IOtsu(c) =
{

1 ⇔ I(c) > tOtsu

0 ⇔ I(c) ≤ tOtsu,
(2)

Thus, IOtsu contains two classes: the object with white voxels, and the back-
ground with black voxels. The object includes mediastinum, diaphragm, bones,
skin, pleura, vasculature etc., whereas the lung parenchyma, airways, air around
the patient are assigned to the background. In most cases the pulmonary nodule
also belongs to the object1.

All white voxels in IOtsu form a set of three-dimensional, distinct connected
components, depending on the adjacency relation. Here, based on 26-adjacency
relation �26:

∀c = (cx, cy, cz),d = (dx, dy, dz) ∈ C3 c �26 d⇔ max
i=x,y,z

{|ci − di|} ≤ 1, (3)

connected components are detected and labeled with consecutive integers.
A connected component la with the largest number of voxels (volume) is the

one including all regions surrounding the lungs, so it also includes the pleura.
A connected component including seed point o (and a nodule itself) is labeled
with ln. Now it is the right time to introduce the types of pulmonary nodules
considered in the current study [5].

(a) (b) (c) (d)

Fig. 2. Pulmonary nodule types: (a) well circumscribed, (b) vascularized, (c) juxta-
pleural, (d) ”pleural tail”

1 If it does not (IOtsu(o) = 0), then no more preprocessing operations are performed.
Mn consists of zeros only, and Ma corresponds to the connected component la within
IOtsu, with the largest number of voxels.
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If ln �= la, then there is no connection between the nodule and pleura. It means,
that the nodule is well-circumscribed (type A, fig. 2a) or vascularized (type B,
fig. 2b). In both cases the separation block is unnecessary. Voxels labeled with
ln become 1-valued in the mask Mn, yet voxels labeled with la are 1-valued in
the mask Ma.

If ln = la, then the nodule is connected to pleura. The nodule can be jux-
tapleural (type C, fig. 2c) or the connection can have a form of a thin ”pleural
tail” (type D, fig. 2d). Determination of binary masks requires a separation of
the nodule and pleura.

3.2 Nodule Detection

2D Connected Components Analysis

The regions are separated slice-by-slice in three steps, starting from the slice
including a seed point o, in both directions. First, all connected components on
the slice of IOtsu are labeled using an 8-adjacency relation:

∀c = (cx, cy),d = (dx, dy) ∈ C2 c �8 d⇔ max
i=x,y

(|ci − di|) ≤ 1, (4)

where C2 is a set of all slice pixels (the slice domain). Components l2D
a and l2D

n

are determined according to the rules shown above. The former indicates the
region with the largest number of pixels (area), the latest – the nodule region.
Similarly, if l2D

n �= l2D
a , then there is no need to perform the separation: pixels

labeled with l2D
n become white in the corresponding slice of a mask Mn, yet

pixels labeled with l2D
a – white in the slice of Ma. This is the case in many slices

with ”pleural tail” nodules. However, if l2D
n = l2D

a , then the separation step is
indispensable.

Breaking the Pleural Tail

The slice is processed in few steps. First, a morphological erosion operation [8] is
performed on the binary slice including the l2D

a component only. The structuring
element is a small disk, with the diameter of a few pixels. If the connection is thin
and the nodule region is large enough to survive the erosion, then there will be
(at least) two connected components in the slice after the erosion (fig. 3b). If so,
the nodule object is selected and morphologically dilated [8] with the structuring
element used earlier by erosion (fig. 3c).

Subtraction of the nodule object from the l2D
a component results in a binary

slice with some small 8-connected components (few pixels each, fig. 3d), due
to antiextensivity of the erosion-dilation (morphological opening) operation [7].
These components are added to the nodule region. Final partition of the l2D

a

component into binary masks Ma, Mn is shown in fig. 3e.
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(e)(a) (b) (c) (d)

Fig. 3. Nodule detection by breaking the pleural tail (two cases); (a) ROI of a single
slice of IOtsu, (b) (a) after erosion, (c) nodule object selected and dilated, (d) difference
between object l2D

a and (c), (e) final form of Mn (white) and Ma (gray)

(e)(a) (b) (c) (d)

Fig. 4. Nodule detection by approximation of the lung edge (two cases); (a) ROI of
a single slice of IOtsu, (b) considered edge of (a) (white) and its chord (gray), (c)
visualization of an auxiliary slice A, (d) approximated lung edge, (e) final form of Mn

(white) and Ma (gray)

Approximation of the Lung Edge

If the nodule shares a significant amount of its surface with the pleura (juxtapleu-
ral nodule, fig. 4a), then the former step does not lead into a proper separation.
Thus, an attempt to approximate the lung edge is performed.

A region of interest (ROI) of the size of 5 × 5cm is chosen in a binary slice,
including the l2D

a component only (fig. 4a). Then, the lung edge is chosen (fig. 4b,
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white line) with a local convexity bound up with the nodule. ROI-boundary edge
pixels are connected by the chord (fig. 4b, gray line). Successive shift of the chord
into the edge followed by the intersections results in the auxiliary slice A (fig. 4c).
Based on values assigned to edge pixels in A, the edge is discontinued, and
pixels of the local convexity (convexities) are removed (fig. 4d, white line). Then,
elements of the partitioned edge are connected by sections (fig. 4d, gray line).
Finally, the approximated edge is subtracted from the l2D

a component. If that
provides a successful separation of two considered regions, then corresponding
slices of binary masks Ma, Mn are determined (fig. 4e). If it does not, then the
entire separation stage terminates, since no more nodule region in the slice can
be found.

Two binary masks Ma, Mn are used in the next two blocks of the segmentation
process. Particularly, the nodule mask Mn is taken into consideration in both
algorithms of automatic seed points selection, whereas all white voxels in Ma

are excluded from the fuzzy connectedness analysis.

4 Postprocessing Stage

The fuzzy connectedness analysis yields a binary image ICO , being a thresh-
olded version of the fuzzy connectivity scene [2], added to a binary nodule mask
Mn. It does not contain the regions surrounding the lung, because of the binary
mask Ma. It might contain, however, some regions located within the lung, hav-
ing intensity similar to the nodule intensity (especially vessels connected to it).
A three-dimensional visualization of such a case is presented in fig. 5a. The object
within ICO is processed in order to remove connected vessels. Some correction
operations are also performed.

In the first step, a binary image Ifh is obtained as a result of a morphological
filling of holes in ICO . Afterwards, the main part of postprocessing occurs i.e. the
elimination of connected vessels employing the shape analysis and mathematical
morphology. A three-dimensional distance transformation (DT) [8] of Ifh is com-
puted. Then, a three dimensional morphological opening is performed on Ifh.

(a) (b) (c) (d)

Fig. 5. 3D visualizations of consecutive postprocessing steps: (a) object after thresh-
olding the fuzzy connectivity scene, (b) elements removed by the opening, (c) final form
of a nodule, (d) elements removed after the entire postprocessing stage
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The structuring element is a sphere with a diameter greater, than the maximum
expected vessel diameter. It has to be noticed, that some voxels removed from
Ifh by the opening operation belong to the nodule (fig. 5b). In order to avoid
the elimination of true voxels, they are examined in following aspects: (1) their
membership in 26-connected components, (2) their distance transformation val-
ues. As a result, a binary image Isa is obtained. It contains no more vessels nor
other undesirable regions.

Finally, the image Isa is morphologically closed with a three-dimensional
structuring element being a few-voxel-diameter sphere. The aim here is to smooth
the edges of the object. The final form of the considered nodule and the vessel
removed in the postprocessing stage are shown fig. 5c, d, respectively.

Table 1. Comparison of the M-OB, Mask and RFC-OB methods

P100% P50% N0% tpr top tpo

Mask 93.28% 77.12% 1.18% 9.35s 0s 2.92s
RFC-OB 98.42% 83.64% 0.27% 9.35s 26.75s 1.43s
M-OB 99.94% 90.94% 0.39% 9.35s 26.75s 3.17s

5 Results and Conclusions

A set of 23 CT lung studies have been tested to evaluate the presented seg-
mentation method. Images have been provided by the Lung Imaging Database
Consortium (LIDC) [1]. They include lung nodules of multiple types, delineated
in several trials by a group of radiologists and described in the form of a voxel-
probability map Mpr. If all radiologists in all trials have indicated a voxel c to
be a nodule, then Mpr(c) = 100%; if none has done so, then Mpr(c) = 0%, etc.

The method described above, named M-OB, has been evaluated. Two an-
other approaches have also been tested and compared, both being parts of the
M-OB method. The first one, called Mask, omits the main segmentation stage
(fuzzy connectedness analysis), and passes the binary mask Mn as an input of
the postprocessing stage. In the latter – RFC-OB – only a thresholded fuzzy
connectivity scene serves as an input. In all three cases both, the pre- and post-
processing stages, have been executed as described in sections 3 and 4.

The evaluation is based on the following measures:

• P100% – percentage of voxels c assigned to a nodule with Mpr(c) = 100%,
• P50% – percentage of voxels c assigned to a nodule with Mpr(c) ≥ 50%,
• N0% – percentage of false positives,

For each study, containing a single nodule, 5 pairs of seed points o,b have
been indicated. For each pair the Mask algorithm has run once, the RFC-OB
and M-OB algorithms – 5 times2. Table 1 presents the results, along with the
2 Due to the evolutionary algorithm used in the object seed points selection [3].
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mean operation times tpr, top, tpo for preprocessing, main, and postprocessing
stages, respectively. The M-OB method provides the best results in Mpr-based
factors, at 90 − 100% level of sensitivity and less than 0.5% of false positives.
There are no significant differences in values obtained for particular types of
nodules. However, the differences appear in operation times. As expected, the
preprocessing stage requires the most time in case of pleura-connected nodules.
The most time-consuming stage is the main one with a 3D fuzzy connectedness
analysis, especially in case of large or low-intensity nodules.

Methodology described in this paper provides an effective segmentation of
pulmonary nodules. Some specific difficult problems of the nodule appearance
in CT studies are solved: connections between the nodule and pleura (by the
preprocessing stage), vascularization (the postprocessing stage), and low mean
intensity of a nodule region (the fuzzy connectedness analysis).
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Summary. In the present study the goal was to quantify the stresses acting locally
on pulmonary epithelial cells in order to better understand the dynamic behavior of
these cells. To quantify mechanotransduction responses, one must first understand the
magnitude and distribution of stresses on the epithelial cells. It was investigated a two-
dimensional, mathematical model of airway reopening, using a flow-driven semi-infinite
bubble progressing through an airway as it clears a liquid occlusion was created. The
flow in this system was highly viscous, and thus was governed by Stokes equations. This
2-D model was solved computationally using the boundary element method (BEM)
in conjunction with lubrication approximations. Algebraic expressions were developed
that could be used simply and accurately predict the fluid stress based upon the fluid
viscosity, μ, channel height, H , cell size, A, and flow-rate, Q. From the solution, it
was determined the stationary-state stresses acting on the epithelial cells. The results
indicated that the magnitude of both the x- and y-stresses acting on the walls’ cells
were directly related to the cell protuberance topography and produced a complex
stress field.

1 Introduction

A collapsed pulmonary system is one whose airways are blocked by a thin liquid
film that obstructs airflow. If surface tension is large, the excessive pressure of
mechanical ventilation is required to open the airways. Air and liquid occlusion
flowing through the respiratory system exerts mechanical stresses on pulmonary
cellular epithelium of a magnitude that damage the cells or modify their bi-
ological function. The tissues of the lung are delicate and highly sensitive to
their mechanical environment. Abnormal physical forces, especially those asso-
ciated with mechanical ventilation, potentially initiate or exacerbate lung injury
[1]-[10]. During ventilation at low lung volumes and pressures, airway instability
leads to repetitive collapse and reopening. Airway recruitment generates stresses
(shear and normal) on the airway walls, potentially damaging airway tissues.
The normal lung can tolerate repetitive collapse and reopening [9]. Pulmonary
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surfactants reduce these stresses, but during steady reopening the surface ten-
sions are higher than equilibrium. However, combined with insufficient or dys-
functional pulmonary surfactant, repetitive airway reopening produces severe
lung injury [3, 4, 8]. Premature infants may have under-developed lungs that
do not produce adequate surfactant that are required for normal lung function.
This is known as Respiratory Distress Syndrome (RDS) [1, 2]. Mechanical venti-
lation necessary to sustain these infants can potentially cause severe damage to
the sensitive lung tissues. RDS occurs in many infants born before the seventh
month of gestation due to a pulmonary system, which is not yet fully mature.
RDS results in exhaustion, inability to breath, and lung collapse and is the
fourth leading cause of infant death today. With RDS and other obstructive pul-
monary diseases, large pressures may be necessary to open collapsed airway for
breathing.

Large mechanical stresses on pulmonary epithelial cells lining affected airways
could cause damage or modify of their intended biological function [8, 11, 12]. All
of these led as a motivation for the present study. To understand the physiological
mechanisms of mechanotransduction within the pulmonary system, a mathemat-
ical, planar model for airway reopening, using a flow-driven semi-infinite bubble
progressing through an airway as it clears a liquid occlusion was created in this
study.

2 Model Description

To model this problem, the mechanics of semi-infinite gas bubble progression in
a liquid-filled rigid-walled, axisymmetric tube under steady-state conditions was
considered. Airway closure occurs when a liquid occlusion spans the airway and
blocks airflow. This occlusion can be extensive or consists of a short meniscus.
Both types of collapse will tend to occur simultaneously. However, local factors,
such as the liquid volume and airway wall properties, will determine the predom-
inant type of collapse. The airway was represented as a two-dimensional channel
with corrugated walls to account for presence of cells. The model consisted of a
horizontal channel, whose walls, separated by a mean distance (2H), were corru-
gated sinusoidally with amplitude (A) and wavelength (λ) (Fig. 1). The channel
was occluded with a liquid occlusion of constant surface tension (γ), viscosity
(μ) and density (ρ). The semi-infinite air bubble drove through an airway model
with steady flow rate (Q). Adhesive properties of the airway lining fluid, such as
the surface tension and viscosity, determined the airway reopening.

The system was described by the following dimensionless parameters:

• The ratio of viscous to surface tension forces/stresses
Ca—capillary number, that represents the dimensionless velocity,

Ca = (μQ)/(2Hγ)
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Fig. 1. An airway model with semi-infinite air bubble

• The ratio of cell average height (A) to half the average channel width (H),

τ = A/H

Physiological values range is over 0.01 ≤ τ ≤ 0.75 from respiratory bronchi-
oles to collapsed airways [7, 8, 12].

• The cell width (λ) to half the average distance separating the airway
walls (H),

Λ = λ/H

Physiological values range is over 0.2 ≤ Λ ≤ 15 from respiratory bronchioles
to collapsed airways [7, 8, 12].

3 Method of Solution

The flow in this system was highly viscous, and thus was governed by Stokes
equations [13]. It was assumed that inertia was negligible, based upon the
Reynolds number Re = UH/ν � 1, where U is a representative flow veloc-
ity and ν is the fluid kinematic viscosity. The viscous stresses were balanced by
the fluid pressure gradient (∇ · P ), so the hydrodynamic description was stated
in the steady-state Stokes equations and continuity as:

∇ · P = Ca∇2u

∇ · u = 0
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Because shear stress under Stokes flow is directly proportional to flow rate (Q),
it is useful to represent the fluid mechanical interaction with the epithelial cells
by dividing by flow rate (Q) [14, 15, 16]. This representation is beneficial for
several reasons. First, it identifies the magnification of the mechanical influence
on pulmonary tissue in an airway system with a fixed flow rate. Once flow rate
is determined, it is simple to calculate the fluid mechanical impact on the cells.
Most importantly, this representation depends only on physical constants of the
system and the dimensionless flow-normalized response that is function only
of dimensionless cells’ average size τ = A/H [18, 19, 20]. This study assumed
a constant surface tension (γ), therefore, neglected the influence of surfactant.
Surfactant modifies the flow field by altering the local surface tension and me-
chanical stress balance at the interface.

This free-surface problem was solved using the boundary element method
(BEM) in conjunction with lubrication approximations [14, 21]. Lubrication the-
ory was used as a motivation for the development of a simple algebraic formula
that could be used accurately to predict the mechanical influences over the range
of different cell to channel height aspect ratios [22]-[26]. From the solution, it
was determined the stationary-state stresses acting on the epithelial cells.

The study focused on the parameter physiological values:

Ca = 0.01,

0 ≤ τ ≤ 0.05,

Λ = 2

and served to characterize the localized stress behavior at this cellular level.

4 Results

The results depict the dimensionless x- and y-stresses acting on the model’s
airway walls once the system has reached steady state. The data were collected
when the tip of the moving bubbles was aligned with the top of a cell protrusion
(in both cases).

The results demonstrate that a small cell protrusion can greatly amplify the
stresses over what is experienced with a flat wall and introduce a complex, spa-
tially dependent and temporally dependent stress field.

Fig. 2 presents the results for Ca = 0.01, 0 ≤ τ ≤ 0.05, Λ = 2.
Fig. 3 presents the results of data analysis and effects of ratio A/H on the

magnitude of the x- and y-stresses.
These figures demonstrate the effect of an increase in dimensionless cell height

(τ = A/H) on the maximum change in the dimensionless x- and y-stresses acting
on the models airway walls. Clearly, an extraordinary magnification of x- and
y-stresses occurs with only a small amplitude cell corrugation.
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Fig. 2. The results for Ca = 0.01, 0 < τ < 0.05, Λ = 2. A) for domain A/H = 0.05;
B) X-STRESS; C) Y-STRESS
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Fig. 3. The results of data analysis. A) Effect of A/H on the magnitude of the x-stress;
B) Effect of A/H on the magnitude of the y-stress.
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5 Conclusions

In this study it have been modeled the flow field occurs in the vicinity of epithelial
cells during airway reopening. The results indicate that the magnitude of both
the x- and y-stresses acting on the walls’ cells are directly related to the cell
protuberance topography and produce a complex stress field.

The research demonstrates that varying valves of fluid viscosity and surface
tension result in perturbations of the stress field along the epithelium. The cell
stresses are much larger than would be predicted using flat-walled assumptions.
These large amplitude stresses may damage the cellular epithelium or modify its
normal biological functioning.

Finally, it is important to recognize that this is a model study with many sim-
plifications. Although it is expected that the predictions given here are accurate
for rigid model of airway wall and epithelial cells, they ignore the influence of cell
deformability and cell-to-cell interaction, which could clearly alter the behavior
predicted in this study.
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Summary. This paper aims at quality assessment and control of bronchoscopy video
data used for diagnosis and managed in medical information systems. Application of
different video coding/decoding methods according to MPEG and JPEG family stan-
dards were considered for effective video data storage and communication. Enhanced
image sequences preview, analysis and interpretation according to radiological proce-
dures is possible because of improved, flexible, hierarchically ordered data representa-
tion. Useful coding or transcoding algorithms were studied, experimentally optimized
and verified according to quality preserving criteria based on objective numerical mea-
sures, subjectively controlled. Compression schemes suitable for bronchoscopy video
were concluded.

1 Introduction

Medical video examination has become a very useful way of diagnosis last years.
Together with modern 3D visualization methods, advanced medical video tech-
niques has shown a marked improvement in diagnosis and treatment efficiency
but also in the fields of medical education, training and presentation. Medical
image sequences come mainly from endoscopic examinations, i.e. gastroscopy,
colonoscopy, bronchoscopy, enteroscopy, laparoscopy, cystoscopy etc. Advances
in video technology allow visual inspection for diagnosis or treatment of the
inside of the human body without or with very small scars. During the endo-
scopic procedure, the tiny video camera records a video signal of the interior of
the human organ, which is displayed on a monitor for real-time analysis by the
physician [1]. Other medical imaging sources of image sequences are angiogra-
phy, ultrasound examinations: sequential B-mode, color Doppler, power Doppler,
ultrasound contrast imaging, dynamical tomography (CT or MR).

Diagnosis based on medical video requires effective and adjustable represen-
tation of data stored in huge medical image databases, communicated across
integrated medical information systems, distributed and interpreted in real time
through band-limited telecommunications channels for teleradiology purposes
etc. Efficient data management and necessity of adaptation to the requirements
of different system elements (see Fig. 1) require flexible and quality controlled
coding/transcoding methods which preserve full diagnostic information and use-
ful data stream features adapted to receiver characteristics. Among employable
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Fig. 1. Diagram of integrated diagnostic system with bronchoscopy video data flow.
Efficient source data compression or transcoding due to receiving equipment parameters
and application conditions is required.

and desired codec enhancements, scrolling with both automatic redundant (di-
agnostically unimportant) information reduction and specific (diagnostically im-
portant) information selection, diagnostic features scalability and progression,
indexing for fast content-based image retrieval and data transmission error re-
silience can be mentioned.

The most challenging task of video encoding is to balance between preserving
accurate quality and achieving satisfying representative bit rate. Low bit rate of
video data stream is often required due to the limitation of storage or transmis-
sion processes [2]. On the one hand, for the purpose of reliable diagnosis it is
necessary to keep medical video data ”diagnostically lossless” or sometimes even
”visually lossless”. Loss of important details, smoothened and less perceptible
edges or introduced noticeable artifacts are strictly forbidden. Determining for-
mal criteria of interpreted examination quality, selection of medical video coding
standards and defining of acceptable compression bit rates is nowadays one of
the most important development task for DICOM1 standardization process 2. In
details, important issues are as follows:

• estimation of diagnostically lossless bit rates for designed coding/transcoding
methods and characteristics of video-based examinations;

• selection and adjusting of the coding methods to specific application require-
ments taking into consideration video quality indicators, range of acceptable

1 Digital imaging and communications in medicine.
2 http://www.dclunie.com/dicom-status/status.html
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bit rates, useful scales or resolution, information progressive mode, contrast
sensitivity of preferred region of interests (ROI) etc.;

• selection of the transcoding methods due to required video data properties,
alternating transmission channel specification or customer expectations;

• adaptation of reliable video quality assessment methods, numerical or sub-
jective, to control or verify video quality, to optimize codecs or transcoders,
to optimize interactively parameters of communicated data streams etc.

Specific medical imaging modality used to verify usefulness and optimize video
coding methods is bronchoscopy. Bronchoscopic examinations demonstrate many
common features with natural video sequences, e.g. general image features and
natural content perception, color space, textural features, data dynamics, dom-
inant objects properties, movement characteristics. In this paper important as-
pects of medical video compression, especially a choice and the optimization of
coding/transcoding methods were considered. Moreover, numerical metrics were
analyzed to find the most useful measures of video diagnostic accuracy for com-
pression purposes. Selected codecs and quality measures of coded bronchoscopy
video were verified experimentally.

2 Methods

For the sake of interpretation process, which quite often depends on single freeze
frame analysis, it is very important to preserve high quality for each compressed
frame. Therefore making any irreversible processing requires thoughtful exercise
and accuracy assessment. Some standards, like M-JPEG2000 allow for numeri-
cally lossless video compression at the cost of quite low compression ratio. An-
other, quit safe and acceptable compression that allows achieving higher ratios
assumes on weak quantization providing visually lossless video representation:
sensible, acceptable compression limit depends on observer ability of distortion
perception in the reconstructed video. Additional video data size reduction is
possible with diagnostically important ROI selection, where data are compressed
losslessly or near losslessly. Diagnostically unimportant regions are highly dis-
torted to decrease bit rate without diagnostically noticeable consequences.

2.1 Video Compression

Because of the results of DICOM standardization efforts and the last studies
reported in literature one can state that among many modern video codecs
MPEG-2, MPEG-4 (according to part II) and H.264 (advanced video codec,
part 10 of MPEG-4) seem to be the most suitable for medical video compression
[2, 3, 4, 5]. Besides common popularity and high efficiency applied to natural
video, these codecs are characterized by number of useful features crucial for the
purpose of medical video compression and were or are considered to be included
to DICOM standard.

Recent successes of H.264 applications for medical and non-medical video
compression and notified improvements of H.264 codec implementations make
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this paradigm of video compression preferable for most purposes. However,
other less sophisticated video compression standards like DV (digital video)
and M-JPEG2000 (JPEG2000, part 3 – motion) were sometimes preferred for
medical video [6, 7]. Thus design of motion estimation scheme for inter- and
intraframe mode based on subpixel object characteristics with well fitted quan-
tization procedure and context-based binary arithmetic encoding adapted to
progressive and scalable data passes, ROI progression with lossless compression
mode, error resilience and rate distortion optimization of ordered data stream
seem to be crucial for high video compression effectiveness. Inter alia, H.264 en-
ables six different macroblock coding modes inter (for block size of 16x16, 16x8,
8x16, 8x8) and intra (for block size of 16x16 and 4x4) for motion estimation or
skipping with quarter-pixel precision for motion compensation selected accord-
ing to Lagrangian rate-distortion procedure. The H.264 standard determines
four predefined coding profiles: baseline (I/P-frames support, some enhanced
error resilience tools (FMO, ASO, and RS), supports only progressive video
and Context-Adaptive Variable Length Coding (CAVLC)), main (I/P/B-frames
support, progressive and interlaced video coding, CAVLC or Context-Adaptive
Binary Arithmetic Coding (CABAC)), extended (I/P/B/SP/SI-frames support,
some enhanced error resilience tools, but like baseline supports only progressive
video and CAVLC) and high (adds to main adaptive transform block size (8x8
intra prediction), quantization scaling matrices, lossless video coding, more yuv
formats, etc.) [8]. Moreover, the standard defines multiple motion estimation
modes through selection of comparison function used for fullpixel motion esti-
mation: diamond, hexagon, multi-hexagon, and exhaustive motion search (with
definable search range). Optimized realizations of H.264 codec fitted to specific
requirements of medical examination video is still open and challenging question.

During video data stream transcoding, first of all problems regarding a cor-
rection and possible reduction of input lossy compression distortions completed
with adjusted new distortions of quantization procedure, adaptive full and flex-
ible scalability and progression of output video stream are in the limelight. The
limitation of quantization distortion accumulation as well as additional usage
of perception improvement methods which are able to adapt easily to observer
characteristics, diagnostic features of image data and technological conditions
of visualization process are extremely important. Therefore employment of re-
liable video quality metrics is necessary and fundamental for the reliability of
data representation optimization and medical video information management
procedures. Initial experiment with adjusting H.264 compression to transcoding
challenges resulted in satisfying converting efficiency [9].

2.2 Numerical Video Quality Assessment

The medical video content is quite varied and characterized by many features like
diversified background, variable mean brightest level, local and global contrast,
variable noise level, movement and enhancement of diagnostic structures over-
reflected areas (frames) etc. Additionally, in medical video quality assessment,
inter- and intra-frame semantic image content plays an important role.
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Beside subjective quality assessment, i.e. ratings with properly established
scales (like MOS3 widely known from ITU norms) or pathology detection tests
with statistical analysis (methods based on ROC4), reliable numerical metrics
are first and foremost searched. Such computationally objective measures should
highly correlate to subjective radiologist interpretation, additionally objectified
by ”gold standard”patterns. It is crucial to adapt numerical quality indicators to
the requirements of specific applications taking into consideration expert operat-
ing characteristics and diagnostically important descriptors of analyzed content.

Considering commonly used, easy to implement numerical measures, e.g. mean
square error (MSE), the drawback is generally poor correlation to the quality
of diagnostic content. Enhanced measures based on simple human visual system
(HVS), errorweightingwith contrast sensitivity function (CSF), visual progressive
weighting (VIP) or additional masking or normalizationmethods dependent on in-
formation perception have also limited quality assessment efficiency [10]. Among
quality measures which seem to be more suitable for radiological purposes and can
be easily adapted for video quality assessment are vector metrics reduced to scalar
quality indicators in subjectively-driven optimization procedures. An important
role in this group of measures play Picture Quality Scale (PQS) and Hybrid Vector
Measure (HVM) [11] and additionaly Structure Similarity Index Measure (SSIM)
[12]. Alternatively, Video Quality Metrics (VQM) with more sophisticated, DCT-
based HVM modeling occurred useful for codecs verification [13].

Nowadays methods based on manual or automatic region of interest (ROI)
selection, tracking and quality assessment in these regions by means of measures
which take into consideration different types of distortions and reliable HVS
models, seem to be the most useful. Unfortunately we suffer from a lack of
reliable temporal models of diagnostic content sequences, which can be used
for numeric metrics construction or objectivization of subjective ratings. Visual
perception effects like temporal masking, i.e. an elevation of visibility thresholds
due to temporal discontinuities in intensity, adjusting the sensitivity of the visual
system in response to the prevalent stimulation patterns, low-pass sustained and
high-pass transient mechanisms etc, are extended to diagnostic analysis and
interpretation models of the video examinations. Expert quality of experience
models lead to the most reliable quality measures. Between the propositions
more or less approximating such quality assessment paradigm are:

• SSIM-video where structural distortion is used for an estimate of perceived
visual distortion; the quality was estimated in the local image regions, frames
and in the sequence with motion level estimates and luminance frame weight-
ing for content perception sensitivity modeling [14];

• perceptual distortion metric (PDM) that is based on a contrast gain control
model of the human visual system that incorporates spatial and temporal
aspects of vision as well as color perception [15];

• hybrid vector measure for video (HVM-V) especially adapted to medical
imaging applications [9].

3 Mean opinion score.
4 Receiver operating characteristics.
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HVM-V was adjusted adaptively to examination specification (modality con-
ditions, diagnostic content) and uses inter- and intraframe perception models of
video data. HVM-V is composed of 6 scalar metrics which describe several kinds
of distortion according to diversified visual perception effects: local or global dis-
tortions characteristics, random error measure (normalized error energy weighted
by perception model) and local structural error measures, i.e. local spatial cor-
relation and psycho-physical effects which affects the perception of errors in the
vicinity of high contrast transitions. HVM-V is distinguished by universality and
flexibility. Factors are match semiadaptationally, based on mean distortion value
for each measure and subjective observer preferences at preliminary stage.

3 Experiments

Four bronchoscopy video test sets were used in the experiments (see Fig. 2 and
Tab. 1). A group of selected video codecs which seem to be preferable for

Fig. 2. Four bronchoscopy video test sequences. First two (top ones) are distinguished
by fast camera movement, variability of characteristic and reflections while on another
two sequences (bottom ones) we can observe slow, uniform camera movement and
stable kind of environment features.
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Table 1. The characteristics of bronchoscopy video sets used in compression
experiments

Sequence
Numbers
of frames

Frame rate [fps] Resolution Duration [s] Size [KB]

broncho1 175 25 256x256 7 33600
broncho2 200 25 256x256 8 38400
broncho3 185 25 256x256 7.4 35520
broncho4 189 25 256x256 7.56 36288

Table 2. The experimental results of bronchoscopy video compression. Default op-
tions of standard codecs were used. The following implementations of standard codecs
were used: OpenJPEG (www.openjpeg.org) for M-JPEG2000 and FFmpeg (ffm-
peg.mplayerhq.hu) for others.

Sequence
Compression
size ∼133 KB

Objective numerical
quality assessment

PSNR SSIM VQM HVM-V

broncho1 M-JPEG2000 41.02 0.957 0.745 95,58
MPEG-2 25.91 0.776 3.775 400.86
MPEG-4 39.46 0.943 0.855 127.47
H.264 41.72 0.96 0.714 92.99

broncho2 M-JPEG2000 38.21 0.931 0.979 131.45
MPEG-2 26.16 0.742 3.581 399.06
MPEG-4 37.32 0.918 1.039 160.5
H.264 39.54 0.942 0.855 114.01

broncho3 M-JPEG2000 33.91 0.847 1.59 224.4
MPEG-2 30.6 0.756 2.32 344.97
MPEG-4 37.47 0.93 1.018 122.86
H.264 37.53 0.936 1.099 125.73

broncho4 M-JPEG2000 34.65 0.868 1.459 191.48
MPEG-2 29.2 0.737 2.695 355.09
MPEG-4 36.84 0.908 1.121 141.79
H.264 37.55 0.925 1.069 125.79

broncho mean M-JPEG2000 36.95 0.901 1.193 160.73
MPEG-2 27.97 0.753 3.093 375.00
MPEG-4 37.77 0.925 1.008 138.16
H.264 39.09 0.941 0.934 114.63

medical video compression were selected and verified. Codecs were optimized
through selection of motion estimation modes, adjusting quantization and coding
parameters. To assess quality of compressed video, selected numerical measures
and subjective test of acceptable bit rate estimates for visually lossless compres-
sion were used. The results of the experiments were presented in Tables 2, 3, 4.

We tried to determine acceptable visually lossless compression rate. For two
different bronchoscopy video sequences (with various visual features): broncho1
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Table 3. The experimental results of bronchoscopy video compression. H.264 opti-
mization according to typical profiles was underlined – baseline and main profiles (with
default x264 encoder options), and high profile (with adaptive DCT and all possible
macroblock analysis sizes) were used. The best results were bolded.

Sequence
Compression
size ∼133 KB

Objective numerical
quality assessment

PSNR SSIM VQM HVM-V

broncho mean H.264 base 38.24 0.932 1.020 128.02
H.264 main 39.09 0.941 0.934 114.63
H.264 high 39.47 0.945 0.917 112.89

Table 4. The experimental results of bronchoscopy video compression. H.264 optimiza-
tion according to searching procedure for motion estimation was made – all methods
(diamond, hexagon, multi-hexagon, and exhaustive) with two search ranges: 16 and 32
for exhaustive motion mode were tested. Mean values for 4 test videos were presented.

Sequence
Compression
size ∼133 KB

Objective numerical
quality assessment

PSNR SSIM VQM HVM-V

broncho mean H.264 hex 39.47 0.945 0.917 112.89
H.264 dia 39.45 0.945 0.918 113.10
H.264 mhex 39.50 0.945 0.914 112.65
H.264 exh 39.51 0.945 0.912 113.01
H.264 exh32 39.52 0.945 0.909 112.96

and broncho3 subjective video quality assessment procedure based on modifica-
tion of SCACJ5 [16] was carried out. Two image sequences were played simulta-
neously (original and compressed with H.264 optimized to different rates), and
observers decided whether videos are identically or not. The acceptable visually
lossless compression rates were determined as mean rate value for which experts
stopped to perceive meaningful difference between both video sequences. Four
experts in image and video processing participating this experiment. The re-
sulted acceptable bit rates for visually lossless compression based on H.264 were
estimated as follows: 0.84 bpp (172 kBps) for dynamic video (broncho1) and 0.53
bpp (108 kBps) for static video (broncho3).

4 Conclusions

Lossy compression of bronchoscopy video seem to be acceptable for diagnosis be-
cause of visually lossless reconstruction of interpreted video data in estimated bit
rate range. Compression bit rates up to 172 kBps can be safely used for storage
and communication purposes. H.264 compression standard gives the best quality
5 Stimulus comparison adjectival categorical judgment.
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of compressed video according to all used quality metrics, especially to reliable
vector accuracy measures often used for verification of medical video and image
compression. Optimization of H.264 codec increased compression efficiency with
noticeable subjective enhancement especially for high coding profile. Alternative
M-JPEG2000 codec seem to be really useful for bronchoscopy video compression
with the effectiveness comparable to H.264 for dynamic video with fast camera
movement across variable diagnostic content.

References

1. Oha, J., Hwangb, S., Leeb, J., Tavanapongc, W., Wongc, J., de Groend, P.C.:
Informative frame classification for endoscopy video. Medical Image Analysis 11,
110–127 (2007)

2. Paul, M., Sorwar, G.: Encoding and decoding techniques for medical video signal
transmission and viewing. In: IEEE Conf Comput Inform Science (IEEE-ICIS-
2007), pp. 750–756 (2007)

3. Yu, H., Lin, Z., Pan, F.: Applications and improvement of H.264 in medical video
compression. IEEE Tran. Circ. Sys. I, Spec issue Biomedical Circuits and Systems:
A New Wave of Technology 52(12), 2707–2716 (2005)

4. Yu, H., Lin, Z., Tan, R.S., Le, T.T., Ghista, D.N.: H.264 standard for left ventricle
video compression and telediagnosis. In: Proc IASTED Telehealth, p. 564 (2007)
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Summary. In this paper the fuzzy rule-based system for nuclei classification is pre-
sented. Firstly, in order to receive proper partition of objects (nuclei) the definition
of features which can be used for diagnosis of laryngeal pathology based on contact
endoscopy images is described. After the feature selection the fuzzy clustering process
is realized. It creates the set of training input-output data pairs which later are used
for generation of fuzzy rules by means of the method called learning from examples.

1 Introduction

The rule-based system symbolic processing could be the best platform to ex-
plain physician knowledge in medical diagnosing. These rules can be extracted
from expert/physician knowledge or learned from examples. In daily life diag-
nosis, quite often physicians use some sort of fuzzy rules to interpret what they
perceive to give the correct diagnosis. In this paper the fuzzy rule system for
the quantification and classification of cell images derived from the contact en-
doscopy is presented. Contact endoscopy is a technique [1, 9] used to obtain
detailed magnified images of living epithelium using a modified glass rod lens
endoscope placed (hence: contact endoscopy) on the surface of the tissue. The
input for the proposed system is the segmented contact endoscopy image, where
the segmentation approach is presented by author in [7]. The system output can
be used in the computer-aided intra-operative cancer diagnosis of the larynx.
The main problem with diagnostic interpretation for cancer diagnosis with the
contact endoscopy images is connected with the intuitive description of the image
objects attributes such as: ”rather bigger size of the cells nuclei”, ”highly defor-
mated shape of the nuclei” and ”high density of cell nuclei”or ”the cells nuclei are
grouped very closely”. All these attributes defy precise description of the image
objects such as: object size in pixels, value of the chosen shape coefficient etc.,
and they are best modeled by fuzzy sets. This paper presents a straightforward
algorithm [8] called learning from examples for learning fuzzy rules from numer-
ical data. In this approach a set of desired input-output data pairs (the training
data) is required. But in our case only input values (object features: object field,
object shape coefficient etc.) from training data are available; outputs (class la-
bel for every object) are generated during feature space clustering. Feature space
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clustering is realized with Gustaffson-Kessel fuzzy clustering approach [4] where
the clustering results from sample images taken for the system learning should
be accepted by an expert/physician. The task here is to generate a set of fuzzy
rules from the received training data and use them for further description and
classification of the contact endoscopy images. Outputs of the proposed fuzzy
rule-based system in the near future will be confirmed by histopathology defined
in our research as the ”golden standard”.

The structure of this paper is organized as follows. In the next section the
feature selection problem is described. The following section concerns fuzzy clus-
tering approach used for supervised object labeling. Next section is composed
of four subsections describing steps for fuzzy rules generation by learning from
examples. The following section describes a defuzzification method used for map-
ping between inputs and the output. In the last section we present the system
results for contact endoscopy images and few conceptions for future work.

2 Feature Selection

All tissues are composed of cells including nucleus, and the critical examina-
tions of this biological material is important to an understanding of biological
processes, both normal and abnormal (pathological). Abnormal nuclei by are
described by an expert as: ”rather bigger size of the cells nuclei”, ”highly defor-
mated shape of the nuclei” and ”high density of cell nuclei”or ”the cells nuclei are
grouped very closely”. Therefore the computer analysis should give evaluation
of the cell structures: i.e. the presence of nuclei, their size and color or inten-
sity, shape analysis of the nuclear and the nucleus/cytoplasm ratio or distances
between nucleus. The single, segmented i–th object on the segmented image is
described by the input vector x(i) = [x(i)

1 , x
(i)
2 , . . . , x

(i)
q ]T , where q is the dimen-

sion of the input vectors. In this paper the concept of an object identifies single
nucleus described by three features (q = 3). The first feature x

(i)
1 is termed object

field and is expressed by the number of pixels composing i–th object. The sec-
ond x

(i)
2 is related to the shape of the object and is expressed by shape coefficient

proposed by Blair and Bliss and is defined as:

x
(i)
2 =

x
(i)
1√

2π
∑

k r2
k

, (1)

where rk is the distance between selected k–th pixel belonging to the i–th object
and its centroid. The third feature x

(i)
3 is a local measure of density of objects

and indirectly describes distances between neighboring objects contours (nuclei).
Living epithelium cells touch each other and this feature indirectly expresses
nucleus/cytoplasm ratio because distance between nuclei is related to the size
of cytoplasm surrounding nuclei. The novel idea presented in this paper is used
to formalize linguistics defined as ”high density of cell nuclei” or ”the cells nuclei
are grouped very closely”, is based on the partition of the image space using
multiple grids of different size, also called multi-resolution grids. The proposed
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method assumes that analyzed image space is quantized by K grids composed
from rectangles. The size of the single mesh in the initial grid (k = 0) is (2p)k=0×
(2p)k=0, where p is the power parameter defined by the user. Every single mesh
in the k–th grid, where k = 1, 2, . . . , K − 1 is divided into four, every of size
(2p−k)k×(2p−k)k. The size of a single mesh is expressed by power of two because
it makes possibility for further fast computation by using bit-shift operations.
The algorithm counts, through out the grids, the values of density function
dk(m, n) in the k–th grid for every pixel of the image space localized at (m, n)
according to the formula:

dk(m, n) =
∑

(m,n)∈V k
(m0,n0)

Iobject(m, n)/V k
(m0,n0)

, (2)

where

Iobject(m, n) =
{

1 if pixel (m, n) belongs to an object,
0 if pixel (m, n) belongs to the background.

(3)

V k
(m0,n0)

denotes a single mesh in the k–th grid with its centroid located at
(m0, n0), and |V k

(m0,n0)
| denotes the size of this mesh expressed in pixels. The

multi-resolution conception is based on the fact that grids of different sizes take
into consideration the contribution of density distribution from different points
of view and better approximates distribution of the nuclei in the analyzed tis-
sue. Therefore, the final definition of the third feature x

(i)
3 for the i–th object

is described by the mean of the interpolated and weighted superposition of the
multi-resolution values D of the density function at different resolutions calcu-
lated for every object pixel:

x
(i)
3 =

∑
D(m, n)/x

(i)
1 , if Iobject(m, n) = 1, (4)

where D(m, n) =
∑K−1

k=0 wk·dk(m, n) and wk are values (weights) of the Gaussian
distribution with standard deviation defined by the user which are calculated in
the initial state of the algorithm. It gradually weights the values of the inter-
polated density function in the following grids by ascribing the highest values
for k = K − 1–th grid i.e. with the smallest size of the mesh; dk(m, n) denotes
the interpolated density function in the k–th grid calculated according to the
formula:

dk(m, n) =
S∑

s=1

[dk(ms, ns) · Ps] /|V k
(m0,n0)

|, (5)

where (ms, ns) are centroids of the nearest meshes (S = 4) related to the point
(m, n) and Ps are the linear interpolation coefficients expressed in pixels. Finally,
this value is scaled using the quasi-sigmoidal transfer function.

In this way, the three features define 3–dimensional feature space used for
further object classification where the single i–th object on the segmented image
is described by the input vector: x(i) = [x(i)

1 , x
(i)
2 , x

(i)
3 ]T .
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3 Feature Space Clustering

Feature space clustering is realized with Gustaffson-Kessel fuzzy clustering ap-
proach [4], where the clustering results at few images chosen for system learning
by an expert/physician should be accepted by the same expert. Therefore this
stage could be called supervised object labeling producing a set of desired input-
output data pairs (the training data):

([x(1)
1 , x

(1)
2 , x

(1)
3 ]T ; O(1)), ([x(2)

1 , x
(2)
2 , x

(2)
3 ]T ; O(2)), . . . (6)

where O(i) is the output for the i–th object on the segmented image denoting
the class number. This value is determined on the basis of the maximum mem-
bership value principle (the winning cluster, depicted the class number in this
case, has the maximum membership function value for the i–th object). In our
approach the expert’s acceptation can be realized in two ways: 1) by defining
the number of classes visible on the analyzed image or 2) by accepting the num-
ber of classes proposed by the fuzzy clustering algorithm based on some cluster
validity measures [5, 6] with clustering results on the image. In our approach
we have used the following cluster validity measures defined for the F objects
and C clusters (classes); uij denotes membership of the i–th object to the j–th
cluster (class) and v(j) denotes prototype of the j–th cluster:
1) Partition coefficient : PK = 1

F

∑C
j=1

∑F
i=1 u2

ij ,
2) Separation coefficient : S =

∑F
i=1

∑C
j=1 uη

ij(||x(i)−v(j)||2−||∑F
i=1 /F−v(j)||2),

where η denotes the exponent factor called fuzzifier [2] defined also for the clus-
tering process, and
3) Partition coefficient : CS =

∑F
i=1

∑C
j=1 u2

ij ||v(j) − x(i)||/(F minij ||v(i) −
v(j)||2). The best results understood as the maximal degree of expert’s accep-
tance were obtained for the CS coefficient.

4 Generating Fuzzy Rules by Learning from Examples

Many methods have been proposed to generate fuzzy rules by learning from nu-
merical data [5, 2]. In this paper, for generating fuzzy rules by learning from
examples, a straightforward algorithm proposed by Wang and Mendel [8] is pre-
sented. The task here is to generate a set of fuzzy rules from training data, and
use them to determine a mapping O(i) = f(x(i)

1 , x
(i)
2 , x

(i)
3 ). The method consists

of the following four steps:

1. Generate a set of membership functions for each input of the feature space
Generating the set of membership functions begins with variances compu-
tation var(j), j = 1, 2, . . .C for all clusters resulting from Gustaffson-Kessel
clustering presented above. Let var(j) = [var(j)1 , var(j)2 , var(j)3 ]T , then we can
make use of the cluster prototypes v(j) and var(j), which reflect the actual
data distribution in the input space, to generate membership functions for
each input. The idea is to approximate each cluster as a hyper-ellipsoid with
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its center being cluster prototype and the length of axes decided by the cor-
responding variance of the cluster. The projection of the hyper-ellipsoid onto
each axis will produce a symmetric triangular membership function with the
peak point being the corresponding component of the cluster prototype v(j)

and its variances var(j). In our case we have described the triangular function
as the special case of the trapezoidal function described as:

Π(x, a, b, c, d) =

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 x ≤ a
(x− a)/(b− a) a < x ≤ b
1 b < x ≤ c
(d− x)/(d − c) c < x ≤ d
0 x > d

(7)

where aq = v
(j)
q − h

(j)
q /2, b = c = v

(j)
q , d = v

(j)
q − h

(j)
q /2 for q = 1, 2, 3,

j = 1, 2, . . . , C and h
(j)
q = 4 ·var(j)q . After generation of the set of membership

functions the process of merging neighboringmembership functions is realized.
If two neighboring membership functions are Π(x, al−1, bl−1, cl−1, dl−1) and
Π(x, al, bl, cl, dl), they will be merged if the following condition is satisfied:

0.5 · |bl + cl − bl−1 − cl−1| ≤ lT , (8)

where lT = [10, 0.1, 0.1]T are a pre-specified thresholds defined for each input.
The new membership function after the combination is the following:

Π(x, min(al, al−1), min(bl, bl−1), max(cl, cl−1), max(dl, dl−1)). (9)

As the result of the merging process, some membership functions have trape-
zoidal shapes instead of triangular ones.

2. Find the intervals for each input of the feature space
Find the domain intervals for each input by searching the crossing points
between the membership functions generated in the previous step. It makes
partition of each input into Nq regions where q = 1, 2, 3, denoted as
R1, R2, . . . , RNq , and generates a crisp set of cubes in the feature space.

3. Generate fuzzy rules from given data pairs
Produce a rule from each input-output data pair included in the train-
ing data, for example: x

(1)
1 = 120, x

(1)
2 = 0.8, x

(1)
3 = 0.6; O(1) = 1 ⇒

x
(1)
1 (u(1)

1 = 0.65 in R2(max)), x(1)
2 (u(1)

2 = 0.75 in R4(max)), x(1)
3 (u(1)

3 =
0.91 in R3(max)); O(1) = 1⇒

Rule1 : IFx
(i)
1 is R2 AND x

(i)
2 is R4 AND x

(i)
3 is R3 THEN O is Class = 1.

4. Minimization of fuzzy rules
As mentioned above, each data pair generates one rule. Usually there are
a large number of data pairs (about few thousands) is available, so it is very
likely that some conflicting rules are produced. The conflicting rules have the
same IF part but different THEN parts. On way to solve this problem one
need to assign a soudness degree and from the subset of conflicting rules with
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the same IF part accept only one rule with the maximal soudness degree.
The soudness degree SD(Rulek) for k–th rule is defined as:

SD(Rulek) = NRule/NIFk
, (10)

where NRule denotes the number of data pairs in the training data which
support this rule, and NIFk

is the total number of patterns which have the
same IF part. By using this frequency based degree, we incorporate the
statistical information into fuzzy system resulting in more reliable decision
making. After the minimization of fuzzy rules we create rule bank which
later will be used for classifying. The proposed system learning for the mean
number of objects equals to 1000–4000 which in described above feature
space finds 2-3 clusters (classes) generates rule bank including 10–20 rules.

5 Mapping between Input and the Output by Using a
Defuzzification Method

The fuzzy rule-based system built in the previous stage can start to realize its
task i.e. object classifying. To determine the mapping O(i) = f(x(i)

1 , x
(i)
2 , x

(i)
3 ) in

fuzzy systems, where O(i) denotes crisp value i.e. class number, a deffuzification
method should be adopted. In this system we propose using of the following
centroid deffuzification formula [5, 3] to determine the output for each input
pattern:

O(i) =
K∑

k=1

IF
(i)
k Ok/

K∑
k=1

IF
(i)
k , (11)

where K is the number of rules, Ok is the class number generated by rule k (Ok

takes values of 0, 1, . . . , C − 1 and IF
(i)
k is defined as: IF

(i)
k =

∏3
q=1 uqk and uqk

denotes the membership grade of q–th feature in the fuzzy regions that k–th rule
occupies.

6 Experimental Results and Future Work

We have applied the proposed fuzzy rule-based system for classifying nuclei on
the contact endoscopy images. The system was tested on an image database of
255 grey scale images. A computer program in the first stage segments input
image and producing binary image with objects painted by white. The system
have has been taught and tested using five different subsets of the training data
where every subset was built with five images including total number of objects
equal to 1000–4000. Every subset has included normal and abnormal objects.
Three features as described in second section were extracted for each object.
Experimental results on the database of 25 images showed that the technique
achieved good and reliable results. In our experiments we had learnt the sys-
tem with every subset and later have tested classification using the remaining
four subsets. Comparing classification results, our technique gives similar results
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Fig. 1. Contact endoscopy images (top) and their classification results (bottom)

regardless of subset used for training. However, no quantitative studies of its
diagnostic accuracy not yet exist, and in the in the near future the classification
results will be confirmed in comparison with histopathology images defined in
our research as the ”golden standard”.

Figure 1 shows two original contact endoscopy images with a size 1072×804and
their classification resultwith three classes.The middle-gray objects were classified
to the class called abnormal, dark and white objects define classes normal. Note
that the number of white objects belonging is very small and these objects in the
clustering terminology would represent the special case of objects called outliers.
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Summary. In this paper, the development of a new module of Internet Information
System for synthesis of melanocytic skin lesion images is briefly outlined. The key
approach in the developed synthesis methodology of images is a semantic conversion of
textual description of melanocytic skin lesions - by an in-house developed system - into
digital images. It was found, that the developed methodology can be successfully used in
the process of teaching of dermatology students and also in training of preferred medical
doctors. The system is available via Internet at the website http://www.melanoma.pl.

1 Introduction

Increasing subspecialization in medicine results in an easy availability of medi-
cal doctors at medical centers located in large cities, and a lack them in small,
predominantly rural areas. Physicians in these areas may have problems with
diagnosing of some pigmented skin lesions. For this reason, in many cases, pa-
tients are moved to medical centers in neighbour city for adequate treatment.
This transportation means inconvenience for patients, and unexpected costs for
the health care system.

In the last few years continuous progress in information technology has led
to broader use a revolutionary diagnostic procedure, based on the concept of
telemedicine. This concept improves communication between physicians and
medical specialists, and helps in reducing costs of medical treatments. One of
important parts of current telemedicine is teledermatology (also known as teled-
ermoscopy [1]). It enables the sending of dermoscopic images of pigmented skin
lesions over telemetric networks [2], and a fast comparison of diagnosis of the
same skin lesions by different experts. Another encouraging approach due to the
fast and easy exchange of information via the Internet is the possibility of dis-
cussing dermoscopic images with experts from many countries. An impressive
example would be the New York University Group’s ”e-Room” project, called

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 225–231, 2008.
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Dermnetwork (http://www.dermnet-work.org) where information on interesting
dermoscopy cases can be shared.

In our research we focus the attention on the development of effective algo-
rithms for semantic conversion of textual description of melanocytic lesions into
respective images. In other words, the main goal of our research constitutes in
elaboration also called generator of images. We follow this concept, because ac-
cording to the personal data protection act, both making and publishing of real
photographs of melanocytic lesions requires patient’s approval. This could ob-
struct the creation of informational databases, used by less experienced medical
doctors. It was assumed, that by the application of the generator of images, can
intent on the constraint of the use of real digital pictures in favour of synthesized
images, representing symptoms of melanocytic lesions with required precision.

2 Structure of the Source Dataset

In our research we use the source informational database, initially described in
[3]. Data contained in this database were collected in the Outpatient Center
of Dermatology in Rzeszow, Poland. Each case is described by 13 attributes,
divided into 4 groups. These attributes were: asymmetry, character of the bor-
der of a lesion, combination of colors and combination of structures observed in
the lesion. To finish with, an additional attribute was used, namely the TDS-
parameter (Total Dermatoscopy Score) [4]. It was computed for each case (pa-
tient), using the formula described later. Each investigated case was assigned to
one of four possible decision categories: benign nevus, blue nevus, suspicious ne-
vus or melanoma malignant. The number of different diagnoses in the database
are shown in Table 1.

Table 1. The number of different diagnoses in the database

Diagnose Number of cases %

Benign nevus 248 45
Blue nevus 78 14
Suspicious nevus 108 20
Melanoma malignant 114 21

In our database the attribute Asymmetry defines the symmetry of a lesion
along two axes, crossed at a right angle [5]. Logical values of this attribute can
be: symmetric change (numeric value in the base = 0), one-axial asymmetry
(numeric value = 1) and two-axial asymmetry (numeric value = 2). Description
the character of the rim of a lesion is based on splitting it into eight equal parts
by four axes crossed in a point, and assigning 0 or 1, if the border between
a lesion and the skin is diffuse or sharp, respectively. Therefore, the value of
the Border attribute oscillates between 0 and 8. Then, the attribute Color can
have 6 allowed values: black, blue, dark-brown, light-brown, red and white. On the
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other hand, the attribute Diversity can have 5 logical values: branched streaks,
pigment dots, pigment globules, pigment network and structureless areas. The
TDS value is computed according to the ABCD rule:

TDS = 1, 3 ∗ Asymmetry + 0, 1 ∗ Border

+ 0, 5 ∗
∑

Color + 0, 5 ∗
∑

Structure (1)

where A means a description of lesion’s asymmetry, B is a description of lesion’s
border, C is a specification of combinations of colors appearing in considered
lesion, and D is a specification of lesion’s diversity. In this way, verification of
our research was possible with use of the concept of constructive induction [6].

Recently, synthesis of discussed images is based on latest results of the research
executed at Kansas University [7, 8], differentiating the role of a particular color
and structure within a lesion, allowing to determine the value of a new total
dermatoscopy score parameter, called New TDS:

TDS = (0, 8 ∗ Asymmetry) + (0, 11 ∗ Border) + (0, 5 ∗ C White)
+ (0, 8 ∗ C Blue) + (0, 5 ∗ C DarkBrown)
+ (0, 6 ∗ C LightBrown) + (0, 5 ∗ C Black)
+ (0, 5 ∗ C Red) + (0, 5 ∗ Pigment Network) (2)
+ (0, 5 ∗ Pigment Dots) + (0, 6 ∗ Pigment Globules)
+ (0, 6 ∗ Branched Streaks) + (0, 6 ∗ Structureless Areas)

3 Methodology of the Research

Developed methodology of generation of images consists of the composition
of predefined fragments of images of malanocytic lesions (so called textures).
Such procedure seems to be quite satisfactory in relation to two characteris-
tic attributes of images i.e. Color and Diversity of lesions. The simulation of
Asymmetry of the lesions and character of their rim (Border attribute) requires
the special approach, based on random selection of allowed logical values for
these attributes and combining them in an exhaustive way into a set of sim-
ulated images. According to the present concept, each vector from the source
(textual) database, describing an anonymous patient, can produce a collection
of simulated images. These images, according to Kulikowski [9], could be treated
as synonyms in the space of images.

4 Synthesis of Lesion’s Asymmetry

The problem of asymmetry is solved by putting a combination of four basic
structures, created from a priori prepared parts (of the size 200*200 pixels) (see
Fig. 1).

All attributes of a texture that stands for a constructing part (a quarter) of
an image, are different due to the diversity of lesion asymmetry. It should be
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Fig. 1. Partition of an image and arrangement of its parts

Fig. 2. Pre-defined fragments of images (quarters), with a different form of the rim
(curve F)

mentioned that the four components of a simulated image differ each other only
by a shape of the curve F (see Fig. 1). Due to various shapes of this curve F
there are different types of construction elements, responsible for the simulation
of asymmetry (see Fig. 2).

There are 3 possibilities of mapping the Asymmetry attribute:

- in the first one, for the symmetric change there is only one way of mapping
a fragment randomly selected of some possible fragments (various shapes of the
curved F), which is next placed in each of four fields of the main square,
- for the one-axial asymmetry change, two different textures are randomly chosen
from six a priori defined ones. Next, one of them is placed in the fields no. I and
IV, whereas the other one is placed in the fields II and III,
- finally, for the two-axial asymmetry change, three different construction parts
(textures) are chosen, and then one of them (randomly selected) is repeated onto
the fields labeled I and II, whereas the other two fragments are placed (randomly
too) in the remaining free fields III and IV.
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After placing all four construct fragments in particular fields of the main
square (Fig. 1), it’s received an image characteristic for the type of asymmetry,
described by a given textual data vector from the source dataset.

5 Synthesis of Lesion’s Border

Algorithm of synthesis of lesion’s Border is similar as diagnosing this symp-
tom by medical doctors, relies on splitting of a lesion into 8 regular parts, and
then counting how many of them displayed sharp transition towards the skin
(count=1), and how many displayed diffuse transition (count=0), so the numer-
ical value of this symptom is in the range from 0 to 8. In this way distribution of
possible ”isomers” of transforms increasing to 256 possibilities of sharp/diffuse
transitions. Each combination of transitions (except for border equal 0, 1 or 8) is
multiplied by 8, because a set of 8 new transitions can be generated applying the
operation of eight-fold symmetry axis, perpendicular to the plane of the lesions
image. Transitions for the border=1 and border=8 can be treated as distinct
representations, applying the approach of Schoenflies points groups [10]. All of
them are then applied in the superposition with previously simulated asymmetry
of melanocytic lesions.

6 Synthesis Colors and Structures of the Lesion’s

Synthesis of colors and structures of lesion’s should consider multi-argument
character of Color and Diveristy of structure attributes, capable to create con-
siderable number of combinations of these parameters, which can simultane-
ously appear in a given lesion. Color can have 6 allowed values: black, blue,
dark-brown, light-brown, red and white, when at the same time the Diversity
of structure attribute can have 5 logical values: branched streaks, pigment dots,
pigment globules, pigment network and structureless area. Calculations of all
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Fig. 3. Simultaneous occurrence of colors and structures in real lesion’s images
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possible combinations of those both features required a special approach: ini-
tially (before generating textures), there is an attempt to find which colors and
structures occur simultaneously in a real lesions [11]. The results of these inves-
tigations are shown in Fig. 3.

Basing on these findings, the developed algorithms can be simplified by ap-
plication of so called basic textures, having two combinations of colors only: im-
ages with color blue, appearing separately, and images with colors dark-brown
and light-brown. The remaining colors in combination with required diversity of
structures are added by the dynamic application of so called remaining layers.

7 Program Implementation

The discussed system, called by us a generator of images of melanocytic le-
sions (see Fig. 4),is implemented with using the language PHP (Programming
Hypertext Preprocesor), combined with use of graphic library GD [12]. Pre-
defined textures, necessary for the reasonable simulation (202 in number) of
lesion, were defined in PNG (Portable Network Graphics) format, where each
texture contains various number of combinations of descriptive features.

Fig. 4. Generator of images of melanocytic lesions via Internet

8 Summary and Conclusion

A new module of internet-based information system for classification of
melanocytic skin lesions, is briefly here described. The developed algorithms
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enables to generate the exhaustive number of synthesized images, correspond-
ing to symptoms contained in a given lesion, originally described by textual
vector from the source database. Synthesized images enable to create multi-
category informational database, which can be successfully used not only in
teaching of medicine students, but also in job practice of dermatologists and
preferred medical doctors. This system is available on the Internet website:
http://www.melanoma.pl.
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Abstract. In the paper we present an algorithm for the identification of retina layers
using the Canny edge detection for images obtained with OCT (Optical Coherence
Tomography) Copernicus. The developed algorithm is an extension of the approaches
covered in [4] and allows the identification and detection of hyaline-retinal border layers,
the retina and other. The algorithm was implemented in the Matlab environment and
the C language.

1 Introduction

The LGRAY input image is prefiltered with a median filter with mask (MhxNh) of
size h = 3x3. The obtained image LMED is filtered again with a modified Canny
filter; the consecutive stages of this process are presented in the following chapters.

2 Canny Filtering

The first stage of the edge detection method [1, 3, 6] is to perform the convolution
on the input image LMED, i.e.:

LGX (m,n) =

Mh/2∑
mh=−Mh/2

Nh/2∑
nh=−Nh/2

LGRAY (m + mh, n + nh) · hx(mh, nh) (1)

LGY (m, n) =

Mh/2∑
mh=−Mh/2

Nh/2∑
nh=−Nh/2

LGRAY (m + mh, n + nh) · hy(mh, nh) (2)

with the following Gaussian filter masks 3x3:
⎡
⎣

0.325 0.536 0.325
0 0 0

−0.325 −0.536 −0.325

⎤
⎦

⎡
⎣
0.325 0 −0.325
0.536 0 −0.536
0.325 0 −0.325

⎤
⎦

The gradient matrix (for both directions) required for determining edges was
chosen using the typical formula:

LGXY (m, n) =
√

LGX(m, n)2 + LGY (m, n)2 (3)
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And threshold pxy:

pxy = ε ·
(

max
m,nεLGXY

(LGXY (m, n))− min
m,nεLGXY

(LGXY (m, n))
)

+

+ min
m,nεLGXY

(LGXY (m, n)) (4)

where ε is a coefficient selected in the (0, 1) range. In order to obtain the final
form of the formula for the matrix of the image containing the edges (LBIN KR),
another steps are necessary - defining LGXY M , i.e.:

LGXY M (m, n) =
{

pxy if LGXY (m, n) < pxy

LGXY (m, n) if LGXY (m, n) < pxy
(5)

and obtaining the coordinates of ixy and jxy, (xi, yi) and (xj , yj), respectively,
determined by using the formula:

xi = cos(α(m, n)) and xj = −cos(α(m, n)) (6)
yi = sin(α(m, n)) and yj = −sin(α(m, n)) (7)

where the α angle was calculated for each LGX and LGY pixel pair:

α(m, n) = atan

(
LGY (m, n)
LGX(m, n)

)
(8)

and eventually obtaining the ixy and jxy values, which assume the saturation
level according to the values interpolated on the surface determined from the
area of the 3x3 resolution with LGXY M (m±Δm, n±Δn), where Δm and Δn
are equal to 1 (see fig.1 and 2).

Consequently, the LBIN KR output image of the edges determined with the
Canny method is:

LBIN KR(m,n) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 then LGXY M (m,n) ≤ pxy

1 then (LGXY M (m, n) > pxy) ∧ (LGXY M (m, n) > ixy)∧
∧(LGXY M (m, n) > jxy)

0 then (LGXY M (m, n) > pxy) ∧ ((LGXY M (m,n) ≤ jxy)∨
∨(LGXY M (m,n) ≤ ixy))

(9)

Fig. 1. Graphical interpretation of the ixy

and jxy point location in the LGXY M (m±
1, n ± 1) image fragment

Fig. 2. LMED input image and the
white pixels of the LBIN KR image
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The example image OCT shown in fig. 2 was obtained for e=0.15; for the
sake of the better result evaluation the white pixels of the LBIN KR image were
shown.

3 Edge Line Properties

For the LBIN KR image a labeling operation was performed during which each
cluster (of ”1” values) was given a label et = 1, 2, ..., Et− 1, Et. Then, for every
label et, a dilation operation is performed with a rectangular structural element
SEd of the 5x1 size oriented according to the value of the α(m, n) angle, where
the origin of the coordinate system is located in the first row of the element. The
LIND result image in pseudocolor is presented in fig. 3.

Fig. 3. LIND image in pseudocolor (the
number of labels Et = 131)

et Pet Iet

1 509 0.28

2 42 0.29

3 88 0.15

4 20 0.11

5 13 0.17

6 16 0.14

7 40 0.08

8 74 0.11

9 35 0.34

Fig. 4. Table of weights with examples of
values for the objects with first several et
labels

In fig. 4, we present the weight values for several consecutive first labels from
the LIND image (fig. 3), i.e. the Let binary images where Pet is the area of the
object for label et and Iet is the average value of its grayscale level:

Pet =
M∑

m=1

N∑
n=1

Let(m, n) (10)

Iet =
1

M ·N ·
M∑

m=1

N∑
n=1

(Let(m, n) · LMED(m, n)) (11)

The determined values Pet and Iet are employed as properties during the final
analysis of edge lines.

4 Modified Active Contour

Every continuous edge line visible in the Let image for labels et = 1, 2, ..., Et−
1, Et is transformed into a vector xet and yet that represents the coordinates of
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points in the Cartesian coordinate system. The modified active contour method
is applied in order to ”elongate”each of the edges in both directions [2, 3, 7]. With
this aim in view, for the first two coordinate pairs of the first edge (x1(1), y1(1))
and (x1(2), y1(2)) and for the last two ones (x1(end − 1), y1(end − 1)) and
(x1(end), y1(end)) a straight line that passes through these points (end stands
for the end element) is determined, according to the figure below (fig. 5):

Fig. 5. The graphical interpretation of the modified active contour method used
for determining the consecutive points, starting with the location of the points
(x1(end − 1), y1(end − 1)) and (x1(end), y1(end)) for the new selected point (pixel)
(x1,k(1), y1,k(1)). For simplification, the inclination angle of the end points of the edge
was set to β = 0o.

In fig. 5, we present the principle of the active contour method in which,
starting from points (x1(end− 1), y1(end− 1)) and (x1(end), y1(end)) a straight
line with inclination angle β1 that passes them is determined, i.e.:

β1(x1(end), y1(end)) = atan

(
y1(end)− y1(end− 1)
x1(end)− x1(end− 1)

)
(12)

and, at the Δxy distance the location of a new point (x1,k(1), y1,k(1)) is deter-
mined for various possible locations (within angle range β1(1)±α every Δa). The
selection of the correct location of the point of the contour (created by adding
consecutive points to the existing edge) is achieved based on the analysis of the
average value from the eu1(xu, yu, α, 1) and eu1(xd, yd, α, 1) areas of the MexNe

size. For each location of point (x1,k(1), y1,k(1)) difference ΔS is calculated:

ΔS(1, α) =
1

Me · Ne
·
(

Me∑
yu=1

Ne∑
xu=1

eu(xu, yu, α, 1) · hu(xu, yu)−

−
Me∑

yd=1

Ne∑
xd=1

ed(xd, yd, α, 1) · hd(xd, yd)

⎞
⎠ (13)

Where: xu, yu - the coordinates of the consecutive elements of the eu i hu matrix
located above the analysed point (x1,k(1), y1,k(1)) for which xuε{1, 2, ..., Nu −
1, Nu} and yuε{1, 2, ..., Mu − 1, Mu}.
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xd, yd - the coordinates of the consecutive elements of the ed i hd matrix
located below the analysed point (x1,k(1), y1,k(1)) for which xdε{1, 2, ..., Nd −
1, Nd} and ydε{1, 2, ..., Md − 1, Md} The masks hu i hd for MexNe = 3x2:

hu =

⎡
⎣
0.5 0.5
0.7 0.7
1 1

⎤
⎦ hd =

⎡
⎣

1 1
0.7 0.7
0.5 0.5

⎤
⎦

The areas (matrices) eu and ed of the MexNe size are created based on the β
and α angle every Δα in the following way:

eu1(xu, yu, α, 1) = LMED(y1,k(1) + yu · cos(β1(1) + α + 90),
, x1,k(1) + xu · sin(β1(1) + α + 90)) (14)

ed1(xd, yd, α, 1) = LMED(y1,k(1) + yd · cos(β1(1) + α + 90),
, x1,k(1) + xd · sin(β1(1) + α + 90)) (15)

where: xuε{1, 2, 3, ...Ne − 1, Ne} and yuε{1, 2, 3, ...Me − 1, Me} and β1(1), in
general β1(v1):

β1(v1) = atan

(
y1,k(v1)− y1,k(v1 − 1)
x1,k(v1)− x1,k(v1 − 1)

)
(16)

for v1ε{2, 3, ...V1−1, V1}, V1 - the total number of points in the contour line. The
angle for which there is a best fit for the analysed point (x1,k(v1), y1,k(v1)) is cal-
culated as α∗ for which ΔS(v1, α) reaches its maximum or minimum depending
on the location and brightness of the analysed object.

ΔS(v1, α∗) = max
α

(ΔS(v1, α)) (17)

The consecutively determined points for increasing v1 need to be limited. The
condition is the minimal value of ΔS(v1, α∗) with the pr threshold.

The proposed modified active contour method has very interesting properties.
The parameters of this part of the algorithm include:

• α - the angle specifying the range in which the best fit according to the
selected criterion is searched for,

• Δα - the resolution with which the best fit is searched for,
• Δxy - the distance between the current and next active contour point (i.e.

one that is searched for),
• Me - the height of the analysed eu and ed areas,
• Ne - width of the analysed eu and ed areas.

Below (fig. 6- fig.9) we presented the results for a test image of a square
for the aforementioned parameters α, Δα, Δxy, Me, Ne modified in the range
αε{1, 2, 3, ..., 19, 20}, Δxy = Neε{1, 2, 3, ..., 19, 20}, Meε{1, 2, 3, ..., 19, 20} for
Δα = 1 and pr = −0.001. The number of iterations was limited to 50.
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Fig. 6. The test image and a fragment of
the results from the modified active con-
tour method for α = 40, Δα = 1, Me = 10
and Δxy = Ne modified in the (1, 20)
range

Fig. 7. The test image and a fragment
of the results from the modified active
contour method for α = 40, Δα = 1,
Δxy = Ne = 4 and Me modified in the
(1, 20) range

Fig. 8. The test image and a fragment
of the results from the modified active
contour method for α = 40, Me = 10,
Δxy = Ne = 10 and Δα modified in the
(1, 20) range

Fig. 9. The test image and a fragment of
the results from the modified active con-
tour method for 45, Me = 10, Ne = 10,
Δα = 1 and Δxy modified in the (1, 20)
range

There are following properties of the presented modified active contour
method:

• α - the angle specifies the search range in the sense of the object edge curva-
ture level,

• Δα - the resolution with which the curvature level is searched for,
• Δxy - the distance between the current and next point that influence the

generalization level and the level of the approximation of intermediate values,
• Me - the height of the analysed area influencing the algorithm capability to

find objects of a higher detail level,
• Ne - the width of the analysed area that averages the searched contour along

the edge.
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5 The Final Analysis of the Contour Line

The obtained individual contour lines et and respective values Iet and Pet

(the average brightness value and the area) were corrected. In particular, the
edges for which Iet < pr · maxetε{1,2,3,...,Et}(Iet) and these for which Pet <
pr · maxetε{1,2,3,...,Et}(Pet) (where pr was arbitrarily selected at the 0.2 (20%)
level) were removed. On the remaining edges ek (that is ones that were not re-
moved) the correction was applied by using the active contour method at their
ends. The values of the active contour parameters were selected at the following
levels: α = 45o, Δα = 1, Δxy = 1, Me = 11, Ne = 11. For the individual ek

edges the iterations were stopped when any of the following occurred:

• the maximum number of iterations was reached (set arbitrarily to 1000),
• the condition ΔS(vek, α∗) < ps (where ps was set to 0.02) was not met for

that point,
• at least two points have the same coordinates - this prevents infinite loop in

the algorithm.

Below (fig. 10, fig. 11) we present results obtained for the parameters selected
in the aforementioned way.

Fig. 10. The effects of the active con-
tour method applied to a real image for
α = 40, Δα = 1, Δxy = Ne = 11,
Me = 10. The contour obtained with the
Canny method was marked with the green
line, the points from the active contour
method were marked with the red one

Fig. 11. The effects of the active con-
tour method applied to a real image after
the aforementioned correction for α = 40,
Δα = 1, Δxy = Ne = 11, Me = 11

As it can be seen in the figures above (fig. 10, fig. 11), the proposed method
correctly determines the individual layers in the OCT image of an eye. The
further steps, which we envisage for continuing this approach, are connected
with an in-depth analysis of the algorithm from the perspective of the parameter
selection.

6 Summary

The presented method that combines the Canny edge detection algorithm and
the modified active contour algorithm finds its use in detecting hyaline-retinal
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border layers in OCT topographic images of an eye. The proposed method can
prove useful for the segmentation of images with different content, provided the
appropriate modifications of the algorithm parameters are applied. The obtained
results (presented above) are satisfactory. Nonetheless, there is a vast area for
the further research on this algorithm, namely optimising it for speed. The next
step is the analysis of an image sequence and 3D reconstruction, which will
be presented in subsequent papers. Images on fig. 2 and fig. 10 will obtain at
Optopol.
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Summary. The paper discusses various aspects of diagnostic quality estimate in an
adaptive ECG interpretation system. Since the ECG interpreting software adapts to
the patient status and diagnostics goal variations, the commonly used term of data
quality must be revised. We propose backgrounds and demonstrate the use of a mul-
tidimensional quality hyperspace depending on the assumed system adaptability. The
emerging need of appropriate reference database and standardized description of hu-
man experts behavior is also addressed here. The subset of proposed quality estimators
is used as adaptivity criteria in a prototype of wireless monitoring system for cardiol-
ogy. The paper concludes with guidelines for testing the processing performance and
with a comparison of rigid and adaptive software features.

1 Introduction

Quality control is the aspect of principal importance in every automated support
of diagnoses. Since the end-user is not able to fully supervise the behavior of the
software and the automatic system should allow him to pay more attention to
the patient, professional organizations like cardiology societies implement strict
certification procedures for medical electronic equipment [4]. In the domain of
automated ECG interpretation software testing, worldwide standard databases
with reference signals and data are used to measure whether the values issued by
the software under test fall within the tolerance margin around the corresponding
reference value (gold standard) [3]. The research towards adaptive distributed
ECG interpretation networks revealed unprecedented advantages. Such networks
shows high flexibility of interpretation task sharing, eliminating the unnecessary
computation and data flow, finally they adapt to the variable status of the pa-
tient and diagnostic goals [2]. Until today, there was no standard to test these
new features beyond the parameters common to the rigid software. Our proposal
aims to fill this gap and to implement a multidimensional hyperspace of quality.
Since the target system under test is adaptive and time plays crucial role in life-
critical cardiac events, the quality estimation has to support dynamic behavior of
the system and include transient description parameters. Unfortunately, medical

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 243–250, 2008.
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guidelines and testing standards (e.g. AHA, IEC) describe only stable patholo-
gies and provide reference records stationary in medical sense. This is sufficient
for off-line interpretation systems attempting each part of the signal with the
same assumption and thus guaranteeing high repeatability of results. Human
experts, however, behave differently taking into account not only a limited sec-
tion of cardiac electrical image, but also much wider context of history including
extra-cardiac events. Staying in touch with their patients, human experts often
witness emergencies of pathological events and modify their further diagnos-
tic goal. Design of a remote adaptive interpretation system that is expected to
simulate the presence of doctor, must consider new criteria of adaptivity and
assessment of diagnostic quality present in the everyday clinical life, but not
formally covered by current standards. These criteria should refer to the present
patient status and cover:

• specific area of interest for further diagnosis (the optimal hierarchy of diag-
nostic parameters),

• expected data variability and resulting minimum update frequency of each
parameter,

• tolerance of each parameter value,
• possible subsequent diagnoses (patient status) ordered by the likelihood of

occurrence,
• reference records containing example transient signals.

2 Materials and Methods

2.1 Adaptive ECG Interpretation System Overview

The developed wireless adaptive ECG monitoring system consists of a star-
shaped network managed by a stationary central server receiving medical data
and controlling several remote wearable recording devices (fig. 1). The bi-
directional GPRS link is used as data carrier, however the long-distance con-
nections use the Internet infrastructure. Wearable recorders are manufactured
as low-cost general-purpose instruments for vital signs acquisition. The recorder
consists of a battery-operated computer integrated with signal digitizer, commu-
nication module and user interface. The hardware design provides wide range of
control and re-programmability by the software.

The software consists of a rigid mandatory background and optional overlay
modules that can be reconfigured in course of seamless operation. The back-
ground contains basic common modules: data acquisition and wireless commu-
nication services as well as fundamental user interface procedures. The overlay
includes a repository of interpretation and report-formatting procedures pro-
grammed as diagnosis-oriented dynamic libraries. The upload and linking or
release and deletion of each particular library is performed by the supervising
server in any convenient time with respect to other linked libraries and to the
available computational power. This approach personalizes the remote recorder
to the patient-specific signal features and gives an unprecedented flexibility
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required for a pertinent real-time reaction for unexpected events. Most common
and frequent cardiac episodes are interpreted by the wearable device software and
the result fit in a cost-acceptable data stream. The occurrence of any difficult or
unresolved event is reported as a short strip of raw signal for the interpretation by
the server software automatically, or even in very rare cases with the assistance
of a human expert. The prototype follows human relations-based organization
of ECG monitoring particularly in two aspects:

• processing adaptability,
• reporting adaptability.

In both domains the adaptability is dependent on the past diagnostic result,
monitoring goals and patient-specific features.

 

...

SERVER REMOTE CLIENT 

knowledge base similarity 
search FAILED 

redundant re-interpretation 
interval EXPIRED raw signal request

buffer 
electrocardiogram 
signal processing 

raw signal + data redundant re-interpretation 
and diagnoses comparison

OK 

constants update 

software upgrade 

remote interpr. OFF 
buffer 
electrocardiogram 
signal processing 

raw signal request 

raw signal + dataredundant re-interpretation 
and diagnoses comparison

adaptation data 

Fig. 1. The architecture of remote ECG recorder interpretation optimized for the data
flow and processing error propagation
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2.2 Concept of Multidimensional Quality Estimate

While the conventional rigid software has to be evaluated in the domain of result
accuracy only, the adaptive software may be assessed in the multidimensional
hyperspace including:

• asymptotic accuracy,
• adaptation delay,
• convergence (adaptation correctness).

Asymptotic accuracy is the absolute value of diagnostic error when the transient-
evoked software adaptation is completed. Assuming no other transient is present
in the subsequent signal it may be expressed as:

Q = lim
t→∞ |v(t)− v0| (1)

where v(t) is subsequent diagnostic outcome and v0 is the absolute correct value.
Adaptation delay is defined as the time period from the transient occurrence t0 to
the moment tD when the diagnostic outcome altered by the interpreting software
modification starts falling into a given tolerance margin ε around its final value.

D = tD − t0 : ∀t > tD v(t) ∈ (v(∞)− ε, v(∞) + ε) (2)

The convergence represents the correctness of decisions made by the manage-
ment procedure about the interpretation processing chain. Taking the analogy
from the theory of control, the software adaptation plays the role of a feedback
correcting the diagnoses made automatically. If the software modification deci-
sions are correct, the outcome altered by the interpreting software modification
approaches to the true value, the modification request signal is removed in con-
sequence of decreasing error and the system is stable. Incorrect decisions lead
to the growth of diagnostic outcome error and imply even stronger request for
modification. The outcome value may stabilize on an incorrect value or swing
the measurement range in response to subsequent modification attempts. In such
case the system is unstable and the diagnostic outcome does not converge to the
true value.

2.3 Concept of Weighted Accuracy Estimate

There is no general estimate of diagnostic quality and in the system composed
of several procedures responsible for each parameter, the quality estimates need
to correspond to the procedures selected for modification. Usually in the ECG
interpretation chain there is a complex dependence of the diagnostic parameters
and interpreting procedures (fig. 2). Each final outcome is influenced by several
procedures and each procedure usually affects multiple parameters. The range
of influence depends on the interpretation stage at which the procedure is ap-
plied. The quality of early processing stages affects all diagnostic parameters and
the influence range gets narrower at subsequent stages. Each kind of diagnostic
procedure is attributed by a static list of influenced diagnostic parameters.
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 PATIENT 

DIAGNOSTIC 
PARAMETERS 

status: α priority: M, A, F, V, K, Y, ..... 

1. QRS detection 

also affects 

A(priority 2) BAD  

M(priority 1) OK 

K(priority 5) OK 

Y(priority 6) OK 

depends on 

status: β priority: M, F, K, Y, V, A, ..... 

status: χ priority: A, F, M, Y, K, V, ..... 

PROCEDURES

4. wave axes 

3. wave borders 

2. beats clustering

status: δ priority: M, F, Y, A, K, V, ..... 

status: ε priority: F, Y, M, A, V, K, ..... 

Fig. 2. The illustration of reciprocal dependencies of diagnostic parameters and in-
terpretation procedures. Accordingly to the patient status, the parameters priority
influences the final decision on remote software management. A bad parameter A trig-
gers the replacement of only the procedures ’2. beats clustering’ and ’4. wave axes’
affecting parameters of lower priority K and Y).

The system makes its decision about the software modification with regard
to all diagnostic parameters that may be concerned. The list of influenced di-
agnostic parameters is hierarchically scanned in order to detect any conflict of
interest between simultaneously affected data. This hierarchy is, however, vari-
able depending on patient status. Following the dependence of the diagnostic
parameters medical relevance on the patient status, we propose the use of the
same list of relevance factors to weight the contribution of particular parameters
error to the general estimate of diagnostic quality.

2.4 Providing the Uniform Data

Non-uniform asynchronous updating of particular diagnostic parameters is an in-
trinsic advantage of adaptive interpretation systems, however direct comparison
of their outcome to the reference values is not possible. The patient status has
to be estimated from the irregular series of data issued by the adaptive system
under test at each data point when the reference results are available. The diag-
nostic outcome of the adaptive interpretation being non-uniformly sampled time



248 P. Augustyniak

series Nj(n, v(n)) was first uniformized with use of the cubic spline interpolation
[1] given by a continuous function:

Si (x) = ai + bi(x− xi) + ci(x − xi)2 + di(x − xi)3 (3)

The interpolation yielded the uniform representation of each parameter by sam-
pling the Si(x) at the time points m corresponding to the results of the fixed
software:

N ′
j(m) =

∑
m

Si (x) · δ (x−mT ) (4)

x ∈ [xi, xi+1], i ∈ {0, 1,....n-1} best fitted to the series Nj. The values esti-
mated at regularly distributed time points were finally compared to the refer-
ence. The assessment of data conformance has to consider three quality factors:
tested data accuracy at their individual sampling points, interpolation error and
reference data accuracy.

3 Results

The behavior of limited-scale network prototype of an ECG monitoring system
with auto-adaptive software was investigated with use of the proposed tools.
The remote recorder was based on a PDA-class handheld computer with ADC
module (8 channels, 12 bits, 500 sps) and bi-directional GPRS connection. The
stationary server was a PC-class desktop computer with a static IP address and
100Mb Internet access running Linux OS. The database contained 857 signals
composed of artificially joined physiological ECG and a signal representing one
of 14 pathologies under question. The main goal of the test was the assessment
of the software adaptation correctness. The remote software update process is
initiated if remote-issued diagnostic results differ from the server-calculated ref-
erence by more than a threshold defined accordingly to the diagnosis priority in
four categories: 2% for QRS detection and heart rate, 5% for wave limits detec-
tion and ST-segment assessment for ischemia, 10% for morphology classification
and 20% for remaining parameters. In case the result after a single software
modification step is still out of the given tolerance margin, the decision about
next update is made upon the new value is closer to the reference, and allow up
to four consecutive update steps.

In technical aspect, the correctness of software upgrade and replacement is
expressed by the percentage of incorrect adaptation attempts. As such were
considered resources overestimation, leading to allocation violation, and under-
estimation, resulting in suspending of the software upgrade when the upgrade
was feasible (tab. 2). In medical aspect, the correctness of interpretive software
upgrade and replacement is expressed by the percentage of adaptation attempts
leading to diagnostic parameters converging to the reference values (tab. 3). The
overall distance in the diagnostic parameters hyperspace is expressed by the
values of diagnostic parameters errors weighted by diagnosis priority.

The quality tests demonstrated for this particular system the technical correct-
ness of 768 (89.6%) of adaptation attempts, among of them 643 (99.4%) software
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Table 1. Results of remote diagnostic results convergence test after the consecutive
steps of interpretation software modification

calculation constants update steps converging % non-converging %

first 63.1 36.9
second 74.5 25.5
third 79.1 20.9
fourth 80.7 19.3

Table 2. Technical correctness of software upgrade and replacement

action upgrade possible upgrade impossible

software upgrade 647 (75.5%) 27 (3.1%)
library replacement 62 (7.3%) 121 (14.1%)

Table 3. Medical correctness of software adaptation

action diagnosis improvement diagnosis degradation

software upgrade 643 (99.4%) 4 (0.6%)
library replacement 97 (80.2%) 24 (19.8%)

upgrades and 97 (80.2%) software replacements yielded diagnostic results similar
to the reference observed from the experts’ survey (medical correctness). In 63.1%
of cases the modification completed in a single iteration of 4.4 s average duration.
The total of 89 (10.4%) adaptation attempts failed in result of incorrect estima-
tion of resources availability. Resources overestimation resulting in the remote OS
crash and thus monitoring discontinuity occurred in 27 (3.1%) cases.

4 Conclusions

Presented method offers estimations of various new features emerging due to the
ECG processing adaptivity. Several concepts presented in the paper (multidimen-
sional quality estimate, weighted accuracy estimate) reveal high complexity of the
problem and some area not covered by the medical procedures and recommenda-
tions. These topics were presented for discussion on a cardiologist’s forum. Princi-
pal elements of proposed quality estimation method was used for assessment of a
prototype cardiac monitoring network. In this application our method contributed
to final adjustment of the system properties in particular automatic decision mak-
ing about further processing and reporting in a remote recorder.

Acknowledgement. Scientific work supported by the AGH-University of Science
and Technology grant No 10.10.120.783.
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Summary. Automatic measurement of repolarization duration is highly prone to er-
rors. The paper is focused on the problem of ECG noise suppression prior to the
measurement. Two methods are compared: the traditional linear lowpass filtering and
the projective filtering of the time aligned ECG beats. The performed experiments
show that the projective filtering has much stronger impact on the precision of the
measurements.

1 Introduction

The time between depolarization and repolarization of ventricles is covered by
the QT interval. It is an important electrocardiographic parameter, often used to
quantify the duration of ventricular repolarization. Since precise determination of
a Q wave onset and a T wave end is relatively difficult, new variables were defined
to quantify the repolarization duration (RD) in the research focused on the
analysis of RD variability [1, 2]. It was shown [1] that the most precise measures
can be obtained if the left limit of the repolarization interval is defined as the
position of the R wave maximum and the right limit as the position of the T wave
maximum. The RTmax interval duration is highly correlated with the duration of
the actual QT interval [2]. However, it was reported [3] that the interval between
the T wave peak and its end contains important information, which should not
be discarded. Therefore this paper is focused on the measurements of RTend

interval. Since measurements of RTend interval can be performed on the basis of
high quality signals only, they should be preceded by an operation of ECG signal
enhancement. In [4] it was shown that a significant reduction of the measurement
errors can be achieved by application of projective filtering of time-aligned ECG
beats (PFTAB). The goal of this paper is to investigate the PFTAB influence
on the precision of the repolarization duration measurement and to compare the
method to a classical linear filtering.

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 251–258, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008



252 M. Kotas

2 Methods

2.1 Projective Filtering of Time-Aligned ECG Beats

The method performs the following operations [5].

1. Reconstruction of the state-space representation of the observed noisy signal,
by application of the Takens embedding operation, where a point in the
constructed space is a vector:

x(n) = [x(n), x(n + τ), . . . , x (n + (m − 1) τ)]� (1)

where x(n) is the processed signal, τ is the time lag (τ = 1 is used in this
application), m is the embedding dimension.

2. Correction of individual points x(n) of the trajectory.
3. Conversion of the corrected trajectory points back into one-dimensional

signal.

An outline of the algorithm of trajectory points correction (performed by lo-
cally linear projections, according to the rules of Principal Component Analysis –
PCA [6]) is as follows.

After QRS complex detection, the points occupying the same position within
the respective ECG beats are gathered in small neighborhoods. Within each
neighborhood the local mean is computed and the covariance matrix of the points
deviations from the mean. The matrix undergoes eigendecomposition. The eigen-
vectors associated with the assumed number q of the largest eigenvalues compose
the q-dimensional principal subspace. The respective points contained in the an-
alyzed neighborhoods are projected [6] into the constructed principal subspaces
to suppress noise while preserving the desired component variability. Then one-
dimensional representation of the processed signal is being reconstructed. More
comprehensive description of the method can be found in [5].

2.2 Resampling the ECG Signal

Projective filtering can effectively be applied to processing the signals in low
sampling rate [5], but determination of repolarization interval limits according
to the algorithm which was applied in this study (developed by Laguna et. al. [7])
is of low accuracy in such conditions. In order to raise this accuracy the signals
obtained after projective filtering can be resampled with higher frequency. In [1]
it was shown (and our experiments confirmed it) that this operation raises the
accuracy of repolarization duration measurement.

2.3 Low Pass Differentiator for Repolarization Duration
Measurement

The algorithm described in [7] belongs to the classic approaches to QT interval
measurement. First, the signals are prefiltered by a cascade of a digital differen-
tiator and a moving average filter. The filters were developed for the sampling
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Fig. 1. The analyzed ECG signal (x(n)) and the output (f(n)) of the cascade (2).
Twindow is the region of the search for Tmax and Tend.

frequency of 250 Hz. If the actual sampling frequency of the analyzed signal
is L times higher the transfer function of the cascade can be adjusted to this
frequency as follows

H(z) = (1 − z−6·L)
(

1 − z−8·L

1 − z−1

)
. (2)

In the original algorithm the output of the differentiator is analyzed to deter-
mine the QRS onset. This operation is a source of relatively high errors. Fortu-
nately, it is not crucial if RD variability is concerned [2]. Therefore in this study
we employ only that part of the algorithm which performs the analysis of the
cascade output (denoted as f(n) in Fig. 1). The left limit of the repolarization
interval is defined as a point where f(n) crosses zero between the two extreme
peaks which correspond to the highest ascending and descending slopes of the R
wave. This point will be denoted as Rzc (zc stands for zero crossing). The right
limit is either the T wave maximum (or minimum if the wave is inverted) or the
T wave end. T wave maximum (Tmax) is similarly a point where f(n) crosses
zero between the two extreme peaks in the automatically established [7] search
window (Twindow in Fig. 1). To establish the T wave end (Tend) we first search
for the minimum of f(n) after Tmax (this minimum corresponds to the highest
slope after Tmax). Then we search for the point where f(n) crosses a threshold
which is equal to the half of this minimum. Details of the algorithm (and its
action when T wave has different shape) can be found in [7].
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3 Numerical Experiments and Discussion

Six signals of high quality from the QT database [8] (stored with the sampling
frequency of 250 Hz) contaminated additively with either white Gaussian or real
electromyographic (EMG) noise were used to test the method’s performance.
We performed Rzc, Tmax and Tend determination in the ”noise free” signals,
in the contaminated ones, and in the contaminated signals enhanced either by
projective or by linear filtering. On this basis we calculated three types of errors.

• e1 - calculated as the difference between the position determined in the con-
taminated signal and the corresponding ”true” position in the noise free sig-
nal. This type of error is related with the accuracy of the original procedure
of Rzc, Tmax and Tend determination.

• e2 - calculated as the difference between the position determined in the signal
obtained after projective filtering and the corresponding ”true”position. This
type of error shows the influence of projective filtering on the accuracy of Rzc,
Tmax and Tend determination.

• e3 - calculated as the difference between the position determined in the signal
obtained after linear low-pass filtering and the corresponding ”true”position.
This type of error shows the influence of classical filtering on the accuracy of
Rzc, Tmax and Tend determination.

During experiments the following parameters of the projective filter were ap-
plied: m=50, q=3. The classical low pass filtering was performed by application
of Butterworth filters of various order and various cut-off frequency. To avoid
phase distortion double filtering was performed: in forward and reverse direction.
Fig. 2 illustrates the filter parameters influence on Tend determination errors in
white noise environment. We can notice that for different filter orders similar
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Fig. 2. Root mean square of the Tend determination error e3 as a function of the
cut-off frequency (fc) of the applied low-pass Butterworth filter. The respective panels
correspond to different filter orders (fo); the multiplication by 2 resembles that double
filtering in forward and reverse direction was performed.
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results were obtained. The filter cut-off frequency has more evident influence on
e3 errors. For SNR=15 dB the errors fall with the decrease of fc. However, a
too low value of this parameter results in the desired ECG deformation which
is signalled by the increase of the error with the decrease of fc for lower level
of noise (SNR=30, and SNR=20 dB). For further experiments the filter with
fo=8x2 and fc=12 Hz was chosen.

The influence of either projective or linear filtering on Tend determination
errors is illustrated in Fig. 3. We can notice that projective filtering signifi-
cantly decreased the errors for SNR=20 and for SNR=10 dB (panels B and C).
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Fig. 5. The time series of RTend intervals. Each series is characterized by its standard
deviation (SD). The uppermost series (A,B,C) were established on the basis of a high
quality ECG signal from the QT database. Below are the results obtained for the signal
contaminated additively with EMG noise. The left column corresponds to the original
measuring procedure, the middle one shows the results of projective filtering and the
right one the results of linear filtering.

Moreover, projective filtering prevented the measuring procedure from a com-
plete failure which is signalled by large errors. Such errors occurred for SNR=10
dB when the measurements were not preceded by projective filtering.

Linear low-pass filtering with the very low cut-off frequency fc=12 Hz also
decreased the Tend determination errors for SNR=10 and for SNR=20 dB. How-
ever, for SNR=30 dB (panel D) it caused a systematic error (we can notice only
positive values of e3. It explains the growth of the root mean square of this error
with the decrease of fc for low level of noise (in Fig. 2). Applying this type of
filtering to achieve better repeatability of the measurements for higher level of
noise, we have to accept this bias.

All the distributions obtained for the respective characteristic positions (Rzc,
Tmax and Tend) were evaluated by the RMS values of the three types of errors.
The results are presented in Fig. 4. We can notice that projective filtering caused
a significant reduction of errors for Tmax and Tend determination while preserv-
ing the accuracy of Rzc determination. The classical filtering, on the other hand,
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helped raise the repeatability of Tmax and Tend determination but it introduced
a high bias to these measurements (which is signalled by a higher level of the
RMS error for high SNR) and a very high bias to Rzc determination.

The time series established on the basis of a high quality signal from the QT
database are presented in Fig. 5. We can notice that the measurements are highly
prone to errors. Even the noise of very low level (SNR=30 dB) results in measure-
ment errors that raise the standard deviation of the time series calculated by the
original procedure. For higher level of noise (SNR=20 dB) the series contains
many spikes that result from a complete failure of the procedure. Linear pre-
filtering prior to the measurements decreased the number of large measurement
errors and made the procedure be slightly more immune to the noise contam-
inating the desired signal. However, for SNR=15 dB the measurement errors
significantly raised the standard deviation of the RTend series. When projective
filtering was applied for ECG signal enhancement prior to the measurements,
the procedure was prevented from large errors. Moreover, the series obtained for
different levels of added noise had very similar statistical properties (as mea-
sured by standard deviation). We can conclude that for SNR higher than 15 dB
the method allows to obtain very precise measurements which makes possible
analysis of the repolarization duration statistical properties.

4 Conclusions

The modern approaches to patients risk stratification on the basis of the ventricu-
lar repolarization analysis meet different difficulties. Among the most important
are the measurement errors. Particularly difficult is the beat-to-beat analysis
of the ECG signal features. The necessity to preserve details of the dynamically
changing morphology of the successive beats limits the possibility of applying the
classical time averaging prior to the measurements. Nonlinear projective filtering,
the method which allows ECG noise suppression with limited reduction of the
desired signal morphological variability, appeared very useful in this application.
Applied to ECG enhancement prior to the measurements of the QT interval, it
significantly raised the measurements accuracy. Compared to the classical lin-
ear lowpass filtering, the method was much more effective. It allowed to obtain
the repeatable measurements in a wide range of the signal-to-noise ratio. More
precise measurements make possible more reliable analysis of the repolarization
duration variability.

References

1. Tikkanen, P.E., Sellin, L.C., Kinnunen, H.O., Huikuri, H.V.: Using simulated noise
to define optimal QT intervals for computer analysis of ambulatory ECG. Med. Eng.
Physics 21, 15–25 (1999)

2. Merri, M., Alberti, M., Moss, A.J.: Dynamic Analysis of Ventricular Repolarization
Duration from 24-hour Holter recordings. IEEE Trans. Biomed. Eng. 40, 1219–1225
(1993)



258 M. Kotas

3. Davey, P.P.: QT interval measurements: Q to TApex or Q to TEnd,. J. Intern.
Med. 246, 145–149 (1999)

4. Kotas, M.: Projective filtering of the time-aligned ECG beats for repolarization
duration measurement. Computer Methods and Programs in Biomedicine 85, 115–
123 (2007)

5. Kotas, M.: Projective Filtering of the Time-Aligned ECG Beats. IEEE Trans.
Biomed. Eng. 51, 1129–1139 (2004)

6. Jollife, I.T.: Principal Component Analysis. Springer, New York (1986)
7. Laguna, P., Thakor, N.V., Caminal, P., Jane, R., Yoon, H.: New Algorithm for QT

Interval Analysis in 24 Hour Holter ECG: Performance and Applications. Med. Biol.
Eng. Comput. 28, 67–73 (1990)

8. Laguna, P., Mark, R.G., Goldberg, A., Moody, G.B.: A Database for Evaluation
of Algorithms for Measurement of QT and Other Waveform Intervals in the ECG.
Computers in Cardiology 24, 673–676 (1997)



An Application of Robust Kernel-Based

Filtering of Biomedical Signals

Tomasz Pander

Silesian University of Technology,
Institute of Electronics, Division of Biomedical Electronics,
Akademicka 16, 44-100 Gliwice, Poland
tpander@polsl.pl

Summary. Noises which appear during recording of biomedical signals are seldom
characterized by the ideal Gaussian model, because noises can have an impulsive na-
ture. In this work the robust filter is introduced on the base of the Gaussian radial
basis function. For that purpose the distance measure in the feature space is defined.
Minimizing of this distance measure allows to estimate output value in a moving win-
dow filter. Presented filter was applied to suppress muscle noise in ECG signal. Some
properties of presented filter are also shown. The experiments performed show that
introduced filter is effective in suppression of noise of biomedical signals.

1 Introduction

The process of a noise suppression should be the first step of each biomedi-
cal signal processing system. The accuracy of further signal processing steps
like detection, measurement or classification depend on the quality of reduction
noise algorithms [5]. There exists many different biomedical signals, but for the
purpose of this work the electrocardiogram (ECG signal) was chosen. Electrocar-
diographic (ECG) signals are composed of series of component waves (P, QRS
and T waves) separated by iso-electric regions. There are the following types
of noise that disturbed the ECG signal during a stress test: the baseline wan-
der noise, electrode motion artifact and electromyogram-induced noise (EMG)
[1]. The muscle noise contaminations in ECG signals distort low-amplitude ECG
wave components and hence lower the accuracy of computer-aided measurements
of various morphological characteristics [3]. The most popular model of EMG
noise is a Gaussian model, but the muscle noise shows frequently an impulsive
nature. Another model which describes very likely a muscle noise is model based
on the symmetric α-stable distributions [7]. One of the most disadvantage of
linear filters are their sensitivity to outliers samples, which can appear as an
impulsive noise or sudden change of signal’s morphology. At such condition fre-
quently applied a group of linear filters may fail. More appropriate should be a
group of non-linear filters which are robust to outliers in a filtered signal.

The main purpose of this paper is to present a non-linear robust filter which
is based on the kernel function. The Gaussian radial basis function is applied as
the kernel function. The usefulness of the presented filter is shown in obtained
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results. The rest of this paper is organized in the following way. The next section
presents the theory of kernel methods. In the section 3, the robust kernel-based
filter is presented. The section 4 presents the method of the evaluation of the
presented filter and some results. Final conclusions are presented in the last
section.

2 Kernel Methods

Kernel-based algorithms have been recently developed in the machine learning
community. The general idea of the kernel methods is the following [6, 8]. Given a
linear algorithm, one first maps the data living in a spaceX (the input space) to a
vector space H (the feature space) via a nonlinear transformation φ(·) : X → H,
and then runs the algorithm on the data representation φ(x) of the data. Above
description can be written in the following way [9]:

φ : x ∈ X ⊆ Rn → φ(x) ∈ H ⊆ RN (n� N). (1)

The form of φ(·) can be hard to guess. If only inner products between data
vectors are considered, the data appears in expressions like

〈φ(x), φ(y)〉 = φT (x)φ(y). (2)

Here can be used the fact that for a certain specific nonlinear transformation
φ(·) the inner product can be directly computed from the data x and y without
computing φ(x) and φ(y) [8]. This is known as the kernel function. The kernel
function k is defined as k(x,y) = 〈φ(x), φ(y)〉 [4, 8]. A kernel k is a symmetric
function of two variables. The most popular is the family of radial basis kernel
functions (RBF) which can be expressed as k(x,y) = r(‖x−y‖), where r(·) is an
arbitrary function, like the Gaussian kernel which has the following form [6, 10]:

k(x,y) = exp
(−‖x− y‖2

σ2

)
, (3)

where σ2 is the variance parameter (or the kernel’s width). For all RBF kernels
∀x k(x,x) ≡ 1 [9]. More information about kernel functions can be found in
[2, 4, 8, 10, 11].

3 Kernel-Robust Filter

Let us consider the desired signal si which is disturbed with noise components
vi, where i is the discrete time index. Then the input (recorded) signal xi can
be written as:

xi = si + vi. (4)

The main aim of filtering is to estimate the signal samples si by using the
noisy samples xi. The output of the filter is yi =F (xi), where F (·) denotes the



An Application of Robust Kernel-Based Filtering of Biomedical Signals 261

filtering operation. Let d(x,y) denotes the distance measure in the feature space
between signals xi and yi. Using the RBF kernel, the distance measure d(x,y) is
defined as:

d(x,y)2 = ‖φ(x)− φ(y)‖ = φ(x)T φ(x)− 2φ(x)T φ(y) + φ(y)T φ(y)
= k(x,x)− 2k(x,y) + k(y,y) = 2− 2k(x,y). (5)

This distance measure d(x,y) corresponds exactly to a class of new non-Euclidian
distances in the original space with varying kernels and is robust to outliers [2, 9].
Considering the Gaussian RBF kernel’s width σ2 so large that

∑n
i=1(xi−yi)2 �

σ2 and from the fact that 1 − exp(−x) ≤ x, then the Gaussian RBF kernel
function can be written as [9]:

k(x,y) ∼= 1−
∑n

i=1(xi − yi)2

σ2
, (6)

and replacing k(x,y) in (5) then it yields:

d(x,y)2 ∼= 2
∑n

i=1(xi − yi)2

σ2
. (7)

Presented in eq. (7) distance measure is similar to Lp-norm measures. On the
base of this measure the robust filter is build. This robust filter is a running
window filter with the length N . The output of this new filter in a discrete time
i is defined as:

ŷi = arg min
β

G(β,x), (8)

where G(β,x) =
∑N

i=1 d(xi, β)2.
The filter output is one of the roots of equation ∂G(β,x)

∂β = 0. For the
simplification the Gaussian RBF is considered. Using (5) the solution can be
written as:

∂d(xi, β)2

∂β
=

∂(2− 2k(xi, β))
∂β

= −2
∂k(xi, β)

∂β
= 0, (9)

then

∂k(xi, β)
∂β

=
∂

∂β

(
exp

(
− (xi − β)2

σ2

))
=

2
σ2

(xi − β) exp
(
− (xi − β)2

σ2

)
. (10)

Now the first derivative of G(β,x) has the following form:

∂G(β,x)
∂β

∝
N∑

i=1

(xi − β) exp
(
− (xi − β)2

σ2

)
. (11)

The solution of the last equation is the following:

β =

∑N
i=1 xi exp

(
− (xi−β)2

σ2

)

exp
(
− (xi−β)2

σ2

) =
∑N

i=1 k(xi, β)xi∑N
i=1 k(xi, β)

= f(β). (12)
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Because eq. (12) is the function of β the iterative method is applied to es-
timated value of β. The initial value of β is the median value from the set of
{xi}|Ni=1. The last equation allows to estimate value of the presented GK filter’s
output at the moment i. The obtained solution is more general and different
types of kernel functions can be applied. In this work the Gaussian RBF is
considered. This filter is denoted as the GK filter.

4 Numerical Experiments

Filtering a signal in the time-domain should result in decreasing of unwanted
components of the input signal. The filtering process shouldn’t deform the signal,
but there exists a group of filters which may introduce inadmissible deformations
of the signal. The nonlinear filters belong to this group. For that reasons, the
presented filter is evaluated using the normalized mean square error (NMSE)

defined as NMSE =
∑L

i=1(yi−si)
2

∑
L
i=1(si)2

· 100%, where: L - is the length of signal, yi is
the output of the evaluated filter, si is the deterministic part of a signal without
a noise. The NMSE factor allows to measure the relative power of the additive
residual distortions introduced by the nonlinear filtering. Signals yi and si are
aligned and they have the same time index.

For the testing purposes, high resolution ECG signal cycle (with very high
SNR and sampled at 2 kHz) is used as the deterministic component with added
different realization of random noise. An example of such ECG signal is pre-
sented in the Fig. 1A. Then the noise samples are added to ECG cycles with
the known value of standard SNR factor (-5, 0, 5, 10 and 20 dB) and then such
signal is filtered. In this work a simulated noise (a white Gaussian noise) and a
real EMG signal samples (sampled at 2 kHz) are used. For each value of SNR,
the simulations are repeated 100 times. On the base of the output filter signal,
value of the NMSE factor is estimated. After it the averaged NMSEave value is
calculated and presented in Table 1. The reference filters are the moving aver-
age (MA) filter and the median (med) filter. All experiments were run in the
MATLAB environment.

4.1 A Width of the GK Filter and a Width σ2 of RBF Function

One of the main aspects of filtering is proper choice of the window length N . The
filter window length determines a speed of filtering. In the Fig. 2 the changes
of the window length N is presented in the function of the signal-to-noise ratio.
This parameter N is estimated in order to obtain the smallest value of NMSE
factor when the kernel width is σ2 = 1.

For low values of SNR, the filter length should be larger then for higher values
of SNR. In the Fig. 2 the difference between a real muscle noise and a Gaussian
model is shown, especially for low value of SNR. But when SNR is higher, the
differences between noises are smaller. When signal is corrupted with a Gaussian
noise the window length of the GK filter can be shorter than in the case of a
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Fig. 1. The example of ”clean” (A) and noisy (B) ECG signal (SNR=5 dB)
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Fig. 2. The width of the GK filter N in the function of SNR level for ECG signal cycle
corrupted with Gaussian noise (solid line) and EMG noise (dashed line)

real muscle noise. This parameter depends on a level of a noise. In this work for
simplicity the length of tested filters is set to N = 32.

The second important parameter of presented filters is the kernel width σ2. In
this paper two cases are considered. In the first case σ2 is set to be 1. In the second
case σ2 value is calculated to reach the minimum value of the NMSE factor, viz.
σ2

opt ≡ min(NMSE) |σ2=σ2
opt

. For that purpose the testing set of noises were
created in similar way to the set of tested signals with noise. Obtained results
are presented in the Fig.3. When SNR is lower (SNR≤5 dB), then σ2 should be
greater than 1. And when SNR≥10 dB the best results are obtained for σ2 < 1.
The differences between real muscle noise and Gaussian noise are small in the
whole range of SNR.
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4.2 Signals with Gaussian and Real Muscle Noise

The aim of this experiment is to investigate the behavior of the GK filter in a
presence of a simulated Gaussian noise and a real-life muscle noise. The first case
is the ideal, because in practice a distribution of noise is more complicated. The
second case is practical. Results are presented in the Table 1.

Table 1. Average Value of NMSE For ECG Signal Cycles Corrupted With Gaussian
and Real Muscle Noise

White Gaussian Noise Real Muscle Noise

SNR MA med GK GK MA med GK GK
[dB] σ2 = 1 σ2

opt σ2 = 1 σ2
opt

-5 11.2245 16.2452 15.8651 11.4067 43.1992 54.6194 63.7873 44.6974
0 4.738 5.9036 4.6514 4.4256 14.9034 17.8359 16.727 15.1462
5 2.7358 2.4156 2.1703 2.1151 5.543 6.2683 5.6469 5.1807
10 2.1128 1.3371 1.4828 1.4577 2.9183 2.4046 2.4408 2.3079
20 1.8383 0.76593 1.167 1.0458 1.9336 0.93234 1.28 1.1958

Results presented in the Table 1 are obtained for filter window length N = 32.
The left part of the Table 1 contains results obtained for a white Gaussian noise.
The minimum value of NMSE factor was considered. When SNR= −5 dB, the
best results of filtering are obtained for the MA filter. When SNR is in the range
from 0 dB to 10 dB, presented GK filter leads to best results of filtering. For
SNR=20 dB, the MA filter again leads to obtain the poorest results of filtering.
Better results are obtained with proposed filter, especially when the parameter
σ2 is chosen optimally (minimized value of NMSE). But the smallest distortions
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Fig. 4. The example of filtering of noisy ECG signal cycle (Fig. 1) and results of
filtering (a - clean ECG cycle; b - MA (NMSE=4.37), c - med (NMSE=4.57), d - GK
(NMSE=3.86) filters)

are introduced with the median filter. An estimation of the optimal σ2 for GK
filter improves the process of filtering for all cases of SNR. Results obtained for
a muscle noise are presented in the right part of the Table 1. This type of noise
has very often an impulsive nature. Results obtained for SNR=−5 dB are very
poor for all tested filters. For SNR=0 dB and 5 dB the best results are obtained
for the MA filter. When SNR varies from 5 to 10 dB, proposed GK filter leads to
obtain the smallest value of NMSE factor for all cases (σ2 = 1 and σ2

opt). When
SNR=20 dB the smallest NSME value reaches the median filter.

The example of filtering of the noisy ECG signal cycle (Fig. 1B) with using
the proposed GK filter is shown in the Fig. 4.

5 Conclusions

The paper deals with the problem of a robust ECG signal processing and ap-
plication of kernel functions for the purpose of filtering. Biomedical signals are
usually contaminated by disturbances, which can have an impulsive nature. In
this work the robust kernel-based filter is presented. The Gaussian RBF was cho-
sen from many kernel functions. The principle of the presented filter is a process
of minimizing the distance measure which is defined in the higher feature space.
The necessary conditions for obtaining the minimum value of residual distor-
tions are shown. It is the proper choice of the filter length and the RBF kernel
function width σ2. A comparative study of the presented filter is included. The
numerical examples show that filter based on the Gaussian RBF function leads
to obtain comparative results of filtering to reference filters. In a few cases the
GK filter leads to obtain the best results. Finally presented filter can be useful
in ECG and other biomedical signals enhancement.
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Summary. Averaging signals in time domain is one of the main methods of noise
attenuation in biomedical signal processing. This paper proposes a new weighted aver-
aging method using criterion function minimization and based on partitioning of input
set in time domain, which is a generalization of an existing method. Performance of
the new method is experimentally compared with the traditional averaging by using
arithmetic mean and another weighted averaging method based on criterion function
minimization.

1 Introduction

Noise suppression plays very important role in the most of biomedical signal
processing systems. Accuracy of all later operations performed on the signal,
such as detections or classifications, depends on the quality of noise-reduction
algorithms. Using the fact that certain biological systems produce repetitive
patterns, an averaging in the time domain may be used for noise attenuation.
Traditional averaging technique assumes the constancy of the noise power cycle-
wise, however the most types of noise are not stationary. In reality it can be
observed variability of noise power from cycle to cycle which is motivation for
using methods of weighted averaging, which reduces influence of hardly distorted
cycles on resulting averaged signal (or even eliminates them).

The electrocardiogram (ECG) is the recording of the heart’s electrical po-
tential versus time. The underlying physiological process, the electrochemical
excitation of cardiac tissue, is non-linear and the signals show both fluctuations
and remarkable structures which are not explained by linear correlations. These
structures make the ECG useful to cardiologists as a diagnostic tool [6]. How-
ever, noise reduction is one of the main problems to overcome in order to obtain
a correct interpretation of ECG signal and improvement the signal-to-noise ratio
is usually very intractable because noise overlapping the signal in both time and
frequency domains.

While the predominant QRS complexes which reflect the electrical depolariza-
tion of the ventricle are usually visible even in the presence of rather strong noise,
more subtle features like the atrial P-wave (which normally occurs 120-200 ms
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before the peak of the QRS complex) may be concealed by errors which are due
the imperfect transmission of the signal from the heart through different kinds of
tissue, the electrode and the electronic equipment. These errors are particularly
serious for ECG signal taken during exercise (sweaty skin, muscle activity) and
on long-term ambulatory (Holter) recordings where the experimental conditions
can not be controlled that well.

The peculiar twofold nature of ECG signal (a pronounced pattern repeated
with irregular intervals) makes it difficult to filter these signals with Fourier
methods. The continuous part of the spectrum is due to both the measure-
ment noise (which should be removed) and to the irregular interbeat intervals
(which should be preserved). However, using the fact of quasi-periodic nature of
electrocardiographic signal, an averaging in the time domain may be used for
noise attenuation and many recently developed noise removal techniques involve
weighted signal averaging [1, 3, 4, 5].

The paper presents new method for resolving of signal averaging problem
which incorporates partitioning of input set in time domain. By exploiting crite-
rion function minimization it can be derived an algorithm of weighted averaging
which application to electrocardiographic (ECG) signal averaging is competitive
with alternative methods as will be shown in the later part of the paper. The
new method is a generalization of the method proposed in [5], where the input
set was divided into two separate subsets while the new method allows to divide
the input set into any arbitrarily chosen number of disjoint subsets.

The paper is divided into four sections. Section 2 describes various methods of
signal averaging, from the traditional arithmetic averaging, through the weighted
averaging method WACFM [3], which will be treated as the reference method in
numerical experiments, to proposed new weighted averaging method. Section 3
presents results of the numerical experiments. Conclusions are given in section 4.

2 Signal Averaging Methods

Let us assume that in each signal cycle yi(j) is the sum of a deterministic (useful)
signal x(j), which is the same in all cycles, and a random noise ni(j) with zero
mean and variance for the ith cycle equal to σ2

i . Thus,

yi(j) = x(j) + ni(j), (1)

where i is the cycle index i ∈ {1, 2, . . . , M} , and the j is the sample index in the
single cycle j ∈ {1, 2, . . . , N} (all cycles have the same length N). The weighted
average is given by

v(j) =
M∑
i=1

wiyi(j), (2)

where wi is a weight for ith signal cycle (i ∈ {1, 2, . . . , M}) and v = [v(1),
v(2), . . . , v(N)] is the averaged signal.
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2.1 Traditional Arithmetic Averaging

The traditional ensemble averaging with arithmetic mean as the aggregation
operation gives all the weights wi equal to M−1 . If the noise variance is constant
for all cycles, then these weights are optimal in the sense of minimizing the mean
square error between v and x, assuming Gaussian distribution of noise. When
the noise has a non-Gaussian distribution, the estimate (2) is not optimal, but
it is still the best of all linear estimators of x [2].

2.2 Weighted Averaging Method WACFM

In [3] it is presented algorithm WACFM (Weighted Averaging method based
on Criterion Function Minimization). The idea of the algorithm is based on
the fact that for yi = [yi(1), yi(2), . . . , yi(N)]T , w = [w1, w2, . . . , wM ]T and
v = [v(1), v(2), . . . , v(N)] minimization of the following scalar criterion function

Im(w, v) =
M∑
i=1

(wi)mρ(yi − v), (3)

where ρ(·) is a measure of dissimilarity for vector argument and m ∈ (1,∞) is a
weighting exponent parameter, with respect to the weights vector yields

wi =
ρ(yi − v)

1
1−m

M∑
k=1

ρ(yk − v)
1

1−m

, (4)

for i ∈ {1, 2, . . . , M} . When the quadratic function ρ(·) = ‖ · ‖22 is used, the
averaged signal can be obtained as

v =

M∑
i=1

(wi)myi

M∑
i=1

(wi)m

, (5)

for the weights vector given by (4) with the quadratic function. The optimal
solution for minimization (3) with respect to w and v is a fixed point of (4) and
(5) and it is obtained from the Picard iteration.

If parameter m tends to one, then the trivial solution is obtained where only
one weight, corresponding to the signal cycle with the smallest dissimilarity to
averaged signal, is equal to one. If m tends to infinity, then weights tend to
M−1 for all i. Generally, a larger m results in a smaller influence of dissimilarity
measures. The most common value of m is 2 which results in greater decrease of
medium weights [3].
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2.3 Proposed Weighted Averaging Method

In this section it is presented a new weighted averaging method using criterion
function minimization and based on partitioning of input set in time domain. It
is a generalization of method proposed in [5], where the input set was divided
into two separate subsets while the new method allows to divide the input set
into any arbitrarily chosen number of disjoint subsets.

As it is shown in [5], for input set y = [y1, y2, . . . ,yM ] (where yi =
[yi(1), yi(2), . . . , yi(N)]T ) divided into two disjoint subsets y1 and y2, the weights
vectors w1 and w2 are calculated as minimum of the following scalar criterion
function

I(w1, w2) = (y1w1 − y2w2)T (y1w1 − y2w2), (6)

with constraints w11 = 1 and w21 = 1, which means that sum of weights for
each vector is equal to one. Thus,

w1 =
(
(y1)T y1

)−1 (y1)T y2w2+
1− 1T

(
(y1)T y1

)−1
(y1)T y2w2

1T
(
(y1)T y1

)−1
1

(
(y1)T y1

)−1
1

(7)

and
w2 =

(
(y2)T y2

)−1 (y2)T y1w1+
1− 1T

(
(y2)T y2

)−1
(y2)T y1w1

1T
(
(y2)T y2

)−1
1

(
(y2)T y2

)−1
1.

(8)

In the method proposed in [5], there was made an assumption that input set
is divided into two separate subsets. In the new method described below it can
be done a division of the input set into any arbitrarily chosen number of disjoint
subsets. The proposed new weighted averaging algorithm can be described as
follows, where ε is a preset parameter:

1. Determine partitioning of input set into disjoint subsets yk of size Mk, where
k = 1, 2, . . . , K (K is at least equal 2) and M1+M2+. . .+MK = M . Initialize
weights w

(0)
K . Set the iteration index i = 1.

2. Calculate w
(i)
1 using (7), assuming w2 = w

(i−1)
K and y2 = yK . Calculate

w
(i)
k as w2 using (8) for k = 2, . . . , K, assuming y2 = yk, w1 = w

(i)
k−1 and

y1 = yk−1.
3. If

∑K
k=1 ‖w(i−1)

k −w
(i)
k ‖ > ε then i← i + 1 and go to 2.

4. Calculate averaged signal v =
∑K

k=1 αkykwk, where αk = Mk/M .

3 Numerical Experiments

Performance of the new method was experimentally compared with the tradi-
tional averaging by using arithmetic mean and weighted averaging method based
on criterion function minimization [3]. In all experiments, using weighted aver-
aging, calculations were initialized as the means of disturbed signal cycles and
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the parameter ε was equal to 10−6. For a computed averaged signal the per-
formance of tested methods was evaluated by the maximal absolute difference
between the deterministic component and the averaged signal (MAX). The root
mean-square error (RMSE) between the deterministic component and the aver-
aged signal was also computed. All experiments were run in the R environment
for R version 2.4.0 (www.r-project.org).

The simulated ECG signal cycles were obtained as the same deterministic
component with added independent realizations of random noise. The determin-
istic component was ANE20000, taken from database CTS [7]. A series of 120
ECG cycles was generated with the same deterministic component and zero-
mean white Gaussian noise with different standard deviations with constant
amplitude of noise during each cycle. Figure 1 presents the ANE 20000 ECG
signal (bold line) and this signal with Gaussian noise with standard deviation
equal sample standard deviation of the deterministic component.
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Fig. 1. The example of ECG signal and this signal with Gaussian noise

In consecutive experiments there were taken different noise amplitude char-
acteristics varying from 0.05s to 2s, where s is sample standard deviation of the
deterministic component. In the first case the amplitude characteristic was step
function of cycle index as depicted in Figure 2.
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Fig. 2. Noise amplitude characteristic for the first case
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Table 1. Results for the first case

Method RMSE MAX NI

AA 15.10669 52.95812 –

WACFM 2.762457 9.085588 6

WAPM.2 2.825439 8.259491 15

WAPM.3 2.719333 8.151688 5

WAPM.4 2.704390 8.381335 4

Table 1 presents the RMSE and the absolute maximal value (MAX) of resid-
ual noise for all tested methods (the best results are bolded) such as traditional
Arithmetic Averaging (AA), Weighted Averaging method based on Criterion
Function Minimization (WACFM) with parameter m equal 2 and proposed new
method of Weighted Averaging based on Partitioning of input set in time domain
and criterion function Minimization (WAPM) with parameter K = 2 (WAPM.2),
K = 3 (WAPM.3) and K = 4 (WAPM.4). For all methods, except of tradi-
tional Arithmetic Averaging, the number of iterations (NI) is also presented.
Using presented algorithm the input set was divided into equal in number of
elements subsets (i.e. 120/K), where each of the subset indexes was equal to
one plus remainder in division cycle index by K (interlaced partitioning, i.e.
yk = {yk, yk+K , yk+2K , . . . ,yk+M−K} for k = 1, 2, . . . , K).

As can be seen the WAPM method with partitioning of input set into more
than 2 subsets results in better performance. In this case the best results are given
for WAPM.4 (division into 4 disjoint subsets) with respect to the root mean-
square error (RMSE) and for WAPM.3 (division into 3 disjoint subsets) with
respect to the maximal absolute difference between the deterministic component
and the averaged signal (MAX). It is also worth noting that the number of
iterations was significantly lower for the WAPM method with partitioning of
input set into more than 2 subsets.

In the second case the amplitude characteristic was piecewise linear function
of cycle index as depicted in Figure 3 and Table 2 presents results for this case. In
this case also the WAPM method with partitioning of input set into more than
2 subsets results in better performance with respect to the root mean-square
error (RMSE), but WAPM.2 (division into 2 disjoint subsets) gives the best
result with respect to the maximal absolute difference between the deterministic
component and the averaged signal (MAX). The number of iterations was also
significantly lower for the WAPM method with partitioning of input set into
more than 2 subsets.

In the third case the amplitude characteristic was another piecewise linear
function of cycle index as depicted in Figure 4 and Table 3 presents results for
this case. In this case, similarly as in the first case, the WAPM method with
partitioning of input set into more than 2 subsets results in better performance
both with respect to the root mean-square error (WAPM.3) and with respect to
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Cycle index
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Fig. 3. Noise amplitude characteristic for the second case

Table 2. Results for the second case

Method RMSE MAX NI

AA 17.49267 56.77732 –

WACFM 14.45609 51.60415 9

WAPM.2 6.671185 19.882892 14

WAPM.3 6.464871 22.062749 4

WAPM.4 6.535047 20.709526 4

the maximal absolute difference between the deterministic component and the
averaged signal (WAPM.4) and the number of iterations was also significantly
lower for the WAPM method with partitioning of input set into more than 2
subsets.

It is noticeable the relatively weak performance of WACFM algorithm in sec-
ond and third case. In these cases often it was observed that the algorithm termi-
nated unexpectedly without returning results. It may be the result of numerical
unstability of its implementation.

There were also performed other experiments with different partitioning meth-
ods such as unequal in number of elements subsets and not interlaced partition-
ing, however the method with equal in number of elements subsets and interlaced
partitioning resulted in best performance.
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Fig. 4. Noise amplitude characteristic for the third case
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Table 3. Results for the third case

Method RMSE MAX NI

AA 20.31205 70.14208 –

WACFM 14.08565 40.40659 8

WAPM.2 6.61459 20.99080 14

WAPM.3 6.580835 23.013894 5

WAPM.4 6.596532 20.402297 4

4 Conclusion

In this work the new method of weighted averaging of biomedical signal was
presented along with the application to averaging ECG signals. Presented new
method, which incorporates partitioning of input set in time domain, resolves
the weighted signal averaging problem and it is a generalization of the method
proposed in [5]. By exploiting criterion function minimization it can be derived
an algorithm of weighted averaging which application to electrocardiographic
(ECG) signal averaging leads to results competitive with alternative methods
such as weighted averaging method based on criterion function minimization
proposed in [3].
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Summary. The analysis of the electrocardiographic signal recordings is greatly useful
in the screening and diagnosing of cardiovascular diseases. However usually recording
of the electrical activity of the heart is performed in the presence of noise. One of the
commonly used techniques to extract a useful signal distorted by a noise is weighted
averaging, since the nature of ECG signal is quasi-cyclic with level of noise power vary-
ing from cycle to cycle. This paper proposes a new weighted averaging method, which
incorporates empirical Bayesian inference and the expectation-maximization technique.
It is an extension of an existing method by introducing Cauchy distribution and the
unknown parameter is estimated using interquartile range. Performance of the new
method is experimentally compared with the traditional averaging by using arithmetic
mean and other empirical Bayesian weighted averaging methods.

1 Introduction

An electrocardiogram (ECG) is the prime tool in non-invasive cardiac electro-
physiology and has a prime function in the screening and diagnosing of car-
diovascular diseases. In typical ECG signal, the dominant morphologies are the
P, QRS and T waves. Occasionally a U-wave will be present immediately after
the T-wave, the genesis of which is uncertain. The P-wave represents atria ac-
tivation; the QRS complex represents ventricular activation or depolarization.
An initial downward deflection after the P-wave is termed as ’Q’, the dominant
upward deflection is ’R’ and the terminal part is denoted as ’S’. The T-wave
represents ventricular recovery or depolarization. The ST segment, the T-wave
and the U-wave together represent the total duration of ventricular recovery.
The ST segment represents the greater part of ventricular depolarization. The
ST segment usually merges smoothly and imperceptibly with the T-wave [4].

The electrocardiogram shows the results of nerve impulse stimuli by the heart,
as the current is diffused around the surface of the body. The current at the
body surface will be built on the voltage drop, which is a couple of V to mV
with impulse variations. This is very small amplitude of impulse that needs to
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be amplified to an amount, which is large enough for recording and displaying.
Typically an electrocardiograph requires an amplification of a couple of thousand
times.

Usually recording the electrodiagnostic signals, such as the electrical activity
of the heart, is performed in the presence of noise. In case of the electrocardio-
graphic (ECG) signal, two principal sources of noise can be distinguished: the
’technical’ caused by the physical parameters of the recording equipment and the
’physiological’ representing the bioelectrical activity of living cells not belonging
to the area of diagnostic interest (also called background activity). Both sources
produce noise of random occurrence, overlapping the ECG signal in both time
and frequency domains [1].

This paper proposes a new weighted averaging method, which incorporates
empirical Bayesian inference and the expectation-maximization technique. The
new method is based on methods proposed in [3] and uses Cauchy distribution.
These methods require assumption that p is a positive integer. In numerical
experiments performed by the authors, the best results were usually obtained
for the parameter p = 1 and increasing values of p did not improve performance
of the method. That was motivation to extension of the algorithm for some
values of p < 1. The presented new method is an extension of the methods for
p = 1/2. In this case the conditional distribution of the signal with respect to
some hyperparameter λ is the Cauchy distribution and the unknown parameter
λ can be estimated using sample interquartile range.

The paper is divided into four sections. Section 2 describes various methods of
signal averaging, from the traditional arithmetic averaging, through the weighted
averaging method EBWA [3], which will be treated as the reference method in nu-
merical experiments, to proposed new weighted averaging method. Performance
of the new method is experimentally compared with the traditional averaging
by using arithmetic mean and also with other empirical Bayesian weighted av-
eraging methods in section 3. Conclusions are given in section 4.

2 Signal Averaging Methods

Let us assume that in each signal cycle yi(j) is the sum of a deterministic (useful)
signal x(j), which is the same in all cycles, and a random noise ni(j) with zero
mean and variance for the ith cycle equal to σ2

i . Thus,

yi(j) = x(j) + ni(j), (1)

where i is the cycle index i ∈ {1, 2, . . . , M} , and the j is the sample index in the
single cycle j ∈ {1, 2, . . . , N} (all cycles have the same length N). The weighted
average is given by

v(j) =
M∑
i=1

wiyi(j), (2)

where wi is a weight for ith signal cycle (i ∈ {1, 2, . . . , M}) and v = [v(1),
v(2), . . . , v(N)] is the averaged signal.
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2.1 Traditional Arithmetic Averaging

The traditional ensemble averaging with arithmetic mean as the aggregation
operation gives all the weights wi equal to M−1 . If the noise variance is constant
for all cycles, then these weights are optimal in the sense of minimizing the mean
square error between v and x, assuming Gaussian distribution of noise. When
the noise has a non-Gaussian distribution, the estimate (2) is not optimal, but
it is still the best of all linear estimators of x [2].

2.2 Weighted Averaging Method EBWA

The idea of the algorithm EBWA (Empirical Bayesian Weighted Averaging) [3] is
based on the assumption that a random noise ni(j) in (1) is zero-mean Gaussian
with variance for the ith cycle equal to σ2

i and signal x = [x(1), x(2), . . . , x(N)]
has also Gaussian distribution with zero mean and covariance matrix B =
diag(η2

1 , η2
2 , . . . , η

2
N ). The zero-mean assumption for the signal expresses no prior

knowledge about the real distance from the signal to the isoelectric line.
The values x which maximize the posterior distribution over signal and the

noise variance (calculated from the Bayes rule) are given by

x(j) =

M∑
i=1

αiyi(j)

βj +
M∑
i=1

αi

(3)

for j ∈ {1, 2, . . . , N}, where αi = σ−2
i and βj = η−2

j . Maximization the same
posterior distribution with respect to αi gives

αi =
N

N∑
j=1

(yi(j)− x(j))2
(4)

for i ∈ {1, 2, . . . , M}. Since βj could not be observed, there is used the iterative
expectation-maximization technique. Assuming the gamma prior for βj with
scale parameter λ and shape parameter p for all j, conditional expected value of
βj is given by:

E(βj |x(j)) =
2p + 1

(x(j))2 + 2λ
. (5)

Assuming that p is a positive integer, the estimate λ̂ of hyperparameter λ can
be calculated by applying empirical method:

λ̂ =

⎛
⎜⎜⎜⎜⎜⎝

Γ (p)(2p− 1)
(2p− 1)!!

2p− 3
2

N∑
j=1

|x(j)|

N

⎞
⎟⎟⎟⎟⎟⎠

2

, (6)



278 A. Momot and M. Momot

where (2p−1)!! = 1·3·. . .·(2p−1). When the hyperparameter λ is calculated based
on first absolute sample moment as in formula (6), the method is described as
EBWA.1. The hyperparameter λ can be also calculated based on third absolute
sample moment

λ̂ =

⎛
⎜⎜⎜⎜⎜⎝

Γ (p)(2p− 3)
(2p− 3)!!

2p− 7
2

N∑
j=1

|x(j)|3

N

⎞
⎟⎟⎟⎟⎟⎠

2
3

, (7)

which leads to algorithm described as EBWA.3. However, it requires assumption
that p is greater than 1.

2.3 Proposed Extension of EBWA Method

Method EBWA described above requires assumption that p is a positive integer.
In numerical experiments performed by the authors, the best results were usually
obtained with the parameter p = 1 and increasing values of p did not improve
performance of the method. It was motivation to extension of the algorithm for
some values of p < 1.

Since the probability distribution function p(x(j)|λ) can be written in the
form:

p(x(j)|λ) =
λp(2p− 1)!!

Γ (p) (x(j)2 + 2λ)p+ 1
2
, (8)

it can be observed that for p = 1
2 the function p(x(j)|λ) is Cauchy probability

distribution function:

p(x(j)|λ) =

√
2λ

π (x(j)2 + 2λ)
(9)

with the scale parameter equal to
√

2λ and the location parameter equal to 0.
Although all absolute moments of the Cauchy distribution are infinite, the first
and third quartiles are the linear functions of scale parameter. It follows from
the inverse cumulative distribution function of the Cauchy distribution:

F−1(t; μ, γ) = μ + γ tan
(

π

(
t− 1

2

))
, (10)

where μ is the location parameter and γ is the scale parameter.
Thus the hyperparameter λ can be estimated by applying empirical method

based on sample interquartile range:

λ̂ =
(Q̂3− Q̂1)2

8
. (11)
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Therefore the proposed new weighted averaging algorithm can be described
as follows, where ε is a preset parameter:

1. Initialize v(0) ∈ RN and set iteration index k = 1.
2. Calculate the hyperparameter λ(k) using (11), next β

(k)
j using (5) for j ∈

{1, 2, . . . , N} and α
(k)
i using (4) for i ∈ {1, 2, . . . , M}, assuming x = v(k−1).

3. Update the averaged signal for kth iteration v(k) using (3), β
(k)
j and α

(k)
i ,

assuming v(k) = x.
4. If ‖v(k) − v(k−1)‖ > ε then k ← k + 1 and go to 2, else stop.

3 Numerical Experiments

Performance of the new method was experimentally compared with the tra-
ditional averaging by using arithmetic mean and empirical Bayesian weighted
averaging methods EBWA described above. In all experiments, using weighted
averaging, calculations were initialized as the means of disturbed signal cycles
and the parameter ε was equal to 10−6. For a computed averaged signal the per-
formance of tested methods was evaluated by the maximal absolute difference
between the deterministic component and the averaged signal (MAX). The root
mean-square error (RMSE) between the deterministic component and the aver-
aged signal was also computed. All experiments were run in the R environment
for R version 2.4.0 (www.r-project.org).

The simulated ECG signal cycles were obtained as the same deterministic
component with added independent realizations of random noise. The determin-
istic component was ANE20000 from database CTS [5]. A series of 120 ECG
cycles was generated with the same deterministic component and zero-mean
white Gaussian noise with different standard deviations with constant ampli-
tude of noise during each cycle. Figure 1 presents the ANE20000 ECG signal
and this signal with Gaussian noise with standard deviation equal to sample
standard deviation of the deterministic component.

In consecutive three experiments there were taken different noise ampli-
tude characteristics varying from 0.05s to 2s, where s is the sample standard
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Fig. 2. Noise amplitude characteristics for the first, second and third case

deviation of the deterministic component. Noise amplitude characteristics for
the experiments are depicted in Figure 2.

In the first case the amplitude characteristic was step function of cycle index
as depicted in Figure 2 (on the left):

A(i) =

⎧⎪⎪⎨
⎪⎪⎩

0.1s, i ∈ {1, . . . , 30}
0.5s, i ∈ {31, . . . , 60}
s, i ∈ {61, . . . , 90}
2s, i ∈ {91, . . . , 120}.

(12)

Table 1 presents the RMSE and the absolute maximal value (MAX) of resid-
ual noise for all tested methods such as traditional Arithmetic Averaging (AA),
empirical Bayesian weighted averaging methods: EBWA.1 and EBWA.3 with pa-
rameter p varying from 1 to 3. The table also contains the results for proposed
new method of Empirical Bayesian Weighted Averaging using Cauchy distribu-
tion (EBWA.C). For all methods, except of traditional Arithmetic Averaging,
the number of iterations (NI) is also presented.

In the second case the amplitude characteristic was piecewise linear function
of cycle index as depicted in Figure 2 (in the middle):

A(i) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0.05is, i ∈ {1, . . . , 20}
s, i ∈ {21, . . . , 40}
(0.05(i− 40) + 1)s, i ∈ {41, . . . , 60}
2s, i ∈ {61, . . . , 80}
(2.05− 0.05(i− 80))s, i ∈ {81, . . . , 120}

(13)

and Table 2 presents results for this case.
In the third case the amplitude characteristic was another piecewise linear

function of cycle index as depicted in Figure 2 (on the right):

A(i) =

⎧
⎨
⎩

0.05is, i ∈ {1, . . . , 40}
2s, i ∈ {41, . . . , 80}
(2.05− 0.05(i− 80))s, i ∈ {81, . . . , 120}

(14)

and Table 3 presents results for this case.
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Table 1. Results for the first case

Method RMSE MAX NI

AA 15.45650 57.50675 –

EBWA.C 2.509856 8.927813 7

EBWA.1 (p=1) 2.528694 9.022351 7

EBWA.1 (p=2) 2.533610 9.042611 7

EBWA.1 (p=3) 2.534527 9.045733 7

EBWA.3 (p=2) 2.535590 9.052356 7

EBWA.3 (p=3) 2.536005 9.054720 7

Table 2. Results for the second case

Method RMSE MAX NI

AA 18.15370 56.02270 –

EBWA.C 5.77179 19.67679 24

EBWA.1 (p=1) 5.941526 20.179262 25

EBWA.1 (p=2) 5.977385 20.402368 25

EBWA.1 (p=3) 5.981387 20.439554 25

EBWA.3 (p=2) 5.999454 20.513765 26

EBWA.3 (p=3) 6.005478 20.542843 26

Table 3. Results for the third case

Method RMSE MAX NI

AA 20.59289 72.02635 –

EBWA.C 6.167813 21.472778 28

EBWA.1 (p=1) 6.371921 22.293662 30

EBWA.1 (p=2) 6.423091 22.539492 31

EBWA.1 (p=3) 6.433121 22.582760 31

EBWA.3 (p=2) 6.450463 22.660405 31

EBWA.3 (p=3) 6.458534 22.691401 31

As can be seen in all cases the best results were obtained by using the new
EBWA.C method both with respect to the root mean-square error (RMSE)
and with respect to the maximal absolute difference between the deterministic
component and the averaged signal (RMSE).
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4 Conclusion

In this work the new method of weighted averaging of biomedical signal was
presented along with the application to averaging ECG signals. Presented new
method, which incorporates empirical Bayesian inference, resolves the weighted
signal averaging problem and it is an extension of the method proposed in [3] by
introducing Cauchy distribution and the unknown parameter is estimated using
interquartile range. Application of this method to electrocardiographic (ECG)
signal averaging leads to results competitive with other existing methods.
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Summary. In this paper we presented an approach to segmentation of an electroocu-
lography (EOG) signal. For segmentation we have used the elements of the fuzzy set
theory. Results obtained in our numerical experiments show usefulness of proposed ap-
proach. Our method can be also used for the generating of a learning set necessary for
the neural networks or the fuzzy–neural systems training.

1 Introduction

The EOG signal is based on electrical measurements of the potential difference
between the cornea and the retina. The cornea–retinal potential creates an elec-
trical field in the front of a head. This field changes in orientation as the eyeballs
rotate. The electrical changes can be detected by electrodes which are placed near
eyes. It is possible to obtain independent measurements from each of eye. For a
healthy man, the movement of eyes is coupled in the vertical direction. Then, it is
adequate to measure the vertical motion of single eye together with the horizontal
motion of a pair of eyes. The amplitude of EOG signal varies from 50 to 3500 μV
with a frequency range of about DC-100 Hz. Eye’s behavior is practically linear for
gaze angles of±30o [1]. It should be pointed out any biopotential that is measured
in the human body is almost always recorded with a noise and often have a non-
stationary features. Its magnitude varies in time, even when all possible variables
are under control. This means that the variability of the EOG signals depend on
many factors that are difficult to determine [1].

The EOG signal can be recorded in a horizontal and a vertical direction of
eye movement. This requires six electrodes which are placed in the front of a
human face. An eyelid movement (blink) introduces a change in the potential
distribution around the eye [2]. Another way to record eye movement signals
and eye blinks is to observe different reflections of the emitted infrared light
from eyelid and eyeball [3, 2].

The EOG signal contains two different parts. The first part corresponds to
the changes of the observed scene. The changes correspond to the rapid varia-
tions of the EOG amplitude. The second part of the electrooculography signal
corresponds to the saccadic eye movement. Saccadic parts of the EOG signal
distinguish on the signal as the small but rather fast changes of amplitude. The
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saccade is the fastest movement of an external part of the human body. The
peak angular speed of the eye during a saccade reaches up to 1000 degrees per
second. Saccades last from about 20 to 200 miliseconds.

Our aim is to detect these parts of the EOG signal, which correspond to the
forced change of the observed scene. The main problem is the extraction of these
parts from the analyzed signal which contain the highest slopes and correspond
to the forced change of the observed scene. The desired parts of the analyzed
EOG signal can be found as these parts that are placed between the saccadic
parts. This paper focuses on the segmentation problem. As the one of the possible
applications, the estimation of angular speed of the eye–ball is presented.

The methods of signal segmentation require the number of segments as an
initial parameter [4, 5]. In our approach to the segmentation problem, the number
of segments is not required as an initial parameter.

The paper is divided into the following sections: Section 2 describes proposed
segmentation and the estimation methods. Section 3 presents obtained results
from our numerical experiments. Finally, in section 4 we draw conclusions.

2 Estimation of the Eye-Ball Angular Speed

The EOG signal represents an electric activity of the eyeball muscles. An example
of the electrooculography signal has been presented in figure 1. Looking at the
example, it can be found that the rapid changes of amplitude correspond to
consciously eye move to another part of the scene. Between rapid amplitude
changes small and rather fast changes of amplitude can be observed. These parts
of the analyzed signal are called saccadic eye motions. Let us define the gradient
of the EOG signal as

dx(n) = |x(n + 1)− x(n)| , (1)

where x(n) is the n − th sample of the EOG signal, 1 ≤ n ≤ N − 1, and N is
the length of the signal. Analyzing the gradient signal dx(n) the moment can be
found, when large amplitudes occur. It matches the change of observed object or
part of the scene. Hence, when the gradient values are small then we deal with
saccadic movements. An example of the EOG gradient signal has been presented
in figure 2.

The notions large amplitude and small amplitude can be interpreted from
the fuzzy set theory point of view. So, we can state that the interesting parts of
analyzed signal occur when the amplitudes of gradient signal are small.

Many fuzzy clustering methods can be utilized for the estimation of the mem-
bership values. Namely, as clustering results we obtain the membership grades
for the clustered data, and the cluster prototypes. Unfortunately, after cluster-
ing process only the membership grades for the samples from the input data set
are known. When the input data set would be changed, for some samples from
the data set we could not estimate the membership values. In the worst case,
only for few samples from the input data set we could estimate the membership
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Fig. 1. An example of the EOG signal. The amplitude of the signal has been
normalized.
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Fig. 2. The gradient of EOG signal

values. So, in this paper, instead of clustering data for each analyzed signal, the
Z(x) membership function has been proposed in the following form:

Z(x) =

⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1 if x < a,

1− 2
(

x−a
b−a

)2

if a ≤ x ≤ a+b
2 ,

2
(

b−x
b−a

)2

if a+b
2 ≤ x ≤ b,

0 if x > b

(2)

An example shape of the Z membership function has been presented in figure 3.



286 T. Przyby�la et al.

0 0.5 1 1.5 2 2.5
0

0.2

0.4

0.6

0.8

1

x

μ(
x)
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The two parameters a and b can be computed in the following way: for the
clustered data set X and for the sets defined as:

I1 = {i : 1− μ(xi) < ε, 1 ≤ i ≤ N}
I0 = {i : μ(xi) < ε, 1 ≤ i ≤ N} , (3)

the parameter values can be estimated from

a =
1
|I1|

∑
i∈I1

xi,

b =
1
|I0|

∑
i∈I0

xi,

, (4)

The μ(xi) denotes the membership grade of the i-th sample from the data set
obtained in the clustering process, xi ∈ X and 1 ≤ i ≤ N , the parameter ε
describes the tolerance limit explained further in this section. The notations |I1|
and |I0| correspond the cardinal numbers of I1 and I0 sets, respectively.

After the clustering process, the membership values are equal to one, only for
these samples from the input data set that are equal to the cluster prototype (i.e.
the distance between the samples and the prototype is equal to zero) [6, 7]. Hence,
for the estimation of the a parameter value, the obtained cluster prototype value
corresponds to small cluster can be applied. For the methods that utilize the
kernel functions a problem occurs for the cluster prototype value determination.
Therefore, to avoid such kind of problems, we have proposed another way for
estimation the a parameter value.

The proposed equations (3) and (4) can be interpreted as a mean of these
samples, that have the membership grades not smaller than (1 − ε) for the
problem of the a parameter value estimation. The membership grades are not
higher than the threshold ε during the b parameter value estimation.
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The segments (the saccade parts of the EOG signal) are determined as these
parts of the analyzed signal, for which the membership values of the small fuzzy
set of the gradient signal exceed the threshold 0.5. Generally, when the member-
ship grade values exceed 1/c, where the c is the number of clusters.

After threshold procedure described above, the start point and the end point
of the obtained segments are different than expected. So, as the final stage of the
processing the EOG signal, the nearest local extrema of the EOG signal have
been chosen to the obtained points.

The eye-ball speed can be calculated as:

γ =
Δ Φ

Δ t
, (5)

where: the Δ Φ is the angle range and the Δ t is the duration of the eye–ball
movement. In our investigation, the Δ Φ parameter has been fixed on 10 degrees.
The Δ t parameter can be computed as the duration of the obtained segment.

Generally, the proposed approach could be described as follows:

• Normalize the EOG signal, increase the amplitude of the signal by 100 times,
• Compute the gradient signal,
• Cluster the amplitudes of the gradient signal into two groups: small ampli-

tudes and large amplitudes,
• For the small amplitudes fuzzy set compute the values of the a and the b

parameters of the Z membership function,
• Choose these samples of the gradient signal which have the membership grade

of the small amplitudes fuzzy set higher than 0.5,
• Find the local extrema of the EOG signal and chose these, that are nearest

to the obtained points in the previous stage,
• Finally, evaluate the angular speed based on (5).

3 Numerical Experiment

In this section, the example demonstrates the performance of the proposed ap-
proach. In our investigations, the real, in vivo acquired signal have been analyzed.
As the data acquisition unit we used the Biopack hardware. For the registration of
eye movements we have constructed a segment of LEDs placed on sphere in −40
up to +40 degrees with 10 degrees step in horizontal direction. The LEDs were
displayed sequentially. In our experiments the OEG signal obtained from three
different persons (P1−P3) have been used. The proposed method has been applied
to the raw signals. All analyzed signals have not been preprocessed. The gradient
signal has been multiplied by 100 due to the round–off problems.

As the first stage of the EOG signal segmentation, the gradient signal based
on (1) has been estimated. Next, the gradient values have been clustered into
two groups corresponding to the small amplitude and the large amplitude fuzzy
sets. As the clustering method, we used the familiar fuzzy c–means clustering



288 T. Przyby�la et al.

0 0.5 1 1.5 2 2.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Fig. 4. The comparison between the Z membership drawn by crosses and obtained
from clustering process drawn by dots

0 5 10 15
0

20

40

60

80

100

time [s]

6 6.5 7 7.5

75

80

85

90

95

100

time [s]

Fig. 5. The segmented EOG signal. The whole signal (a) and the short part of the
signal (b). The EOG signal is plotted as the dotted line, and the segments as the solid
line.

method (FCM) proposed by Bezdek. The following parameters have been fixed
for the clustering method:

• the number of clusters c = 2,
• the fuzzyfier m = 2,
• the tolerance for the FCM method ε = 10−5.

After the clustering process, the a and the b parameter values have been
estimated. Value of the ε parameter has been fixed to ε = 10−3. The comparison
of the estimated (Z) membership function and the obtained membership values
for the small data set, have been shown in figure 4.
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Table 1. The angular speed of eye–ball for different angular range

No Angle range P1 [◦/s] P2 [◦/s] P3 [◦/s]

1 −40◦ −−30◦ 62.500 90.909 83.333
2 −30◦ −−20◦ 71.429 90.909 83.333
3 −20◦ −−10◦ 83.333 100.000 125.000
4 −10◦ − 0◦ 125.000 111.111 142.857
5 0◦ − 10◦ 83.333 90.909 100.000
6 10◦ − 20◦ 76.923 90.909 111.111
7 20◦ − 30◦ 71.429 83.333 90.909
8 30◦ − 40◦ 66.667 76.923 90.909
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Fig. 6. The average and the standard deviation values of the eye–ball speed for different
angle ranges

The obtained segments of proposed algorithm have been shown in fig 5.
Finally, the table 1 shows the obtained eye–ball angular speed. The average

and the standard deviation values of the obtained results also in figure 6 have
been plotted.

4 Conclusions

In this work, a proposition of an approach to the segmentation of an EOG signal
has been introduced. The proposed approach is based on the fuzzy logic. Our
aim was to estimate the eye–ball angular speed. The proposed algorithm deals
with human–like rules, ie. the criterion can be described by linguistic variables
such as small, or large. It makes the algorithm more general.

It should be mentioned, that preprocessing has not been applied. The recorded
EOG signals were corrupted by noise, and often the corruption signals have had
the non–stationary features.
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In our future investigations we concern the preprocessing stage. Specifically,
the question of kinds of filters (if any) used for improvement of the final results.
Moreover, we touch on the problem of estimation the signal slopes in the saccade
parts, and the problem of the influence of blinking should also be considered.
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Summary. This paper presents some aspects of a on-line remote fetal monitoring
system based on the GPRS packet data transmission service and WAN network. The
system enables analysis, archiving and presentation of signals directly from homes of
high-risk pregnancy patients. Since the transmitted signals have to be presented on-line
in the surveillance center, possible problems in transmission channel were considered
in details. Data stream continuity for visualization is ensured by implementation of
incoming data buffer and procedures of its data read-period control.

1 Introduction

Cardiotocography (CTG) is one of the most widely used methods of fetal mon-
itoring, which enables evaluation of the fetal condition during pregnancy and in
labour. It relies on the analysis of characteristic fetal heart rate (FHR) patterns
in relation to the uterine contractions activity and fetal movements. The goal
of electronic fetal monitoring is the assessment of uteroplacental physiology to
indicate the adequacy of fetal oxygenation. In traditional cardiotocography the
signals recorded and processed by the bedside monitor are presented as printed
waveforms. Their visual evaluation is subjective and considerably depends on
the experience and knowledge of a clinician. The use of computerized systems
for fetal monitoring assures the required objectivity and reproducibility of CTG
signal interpretation. Automated analysis allows for more accurate evaluation
of the recorded trace due to the computation of instantaneous fetal heart rate
variability and classification [8] of the correlation level between the FHR and
uterine activity patterns. Centralized fetal monitoring system facilities simulta-
neous monitoring of many patients hospitalized in the maternity ward as well as
in the labour and delivery wards [7]. However, currently there is no possibility
to monitor the patient outside the medical centre. The input device is a fetal
monitor communicating with the computer via a serial interface. Recorded sig-
nals from all fetal monitors, along with results of analysis, are simultaneously
presented on the monitoring station.

The use of telemedicine has been increasing worldwide in the last few years.
Among the wide range of innovative technology solutions for healthcare, the
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telemonitoring is one of the most significant. Telemonitoring becomes common
for patients with diabetes or hypertension. Chronic illnesses such as cardiopul-
monary disease, asthma, and heart failure or the level of activity of elderly people
[9] have also been monitored at a distance. In case of high-risk and post-term
pregnancies the cyclic monitoring sessions for follow-up the fetal development
process should be carried out. So far continuous medical care requires a hos-
pitalization of pregnant woman even when her health is not at direct risk. It
results in high cost of longer hospital stay and psychological discomfort for a pa-
tient. The optimal solution seems to be the fetal monitoring at home [5], but in
coordination with patient’s care personnel from the central surveillance station
located in hospital. The general idea of telemonitoring incorporates two concepts
of data transmission. The first is the off-line monitoring, when the acquired data
are stored in the local memory of remote instrumentation. After the monitoring
session is finished, the measurement data are delivered to the surveillance cen-
ter for analysis. Increasing accessibility to teletransmission technology (classical
telephony, GSM, internet) has allowed for development of the on-line monitoring
systems [1], where the continuous error-free transmission is assured and the mon-
itoring session is carried out exactly in the same way as in hospital. Nowadays
the most flexible data transmission service is the wireless packet transmission
(GPRS) offered by GSM network operators [4, 10].

2 Methodology

The overview of the proposed fetal telemonitoring system is presented in Fig. 1.
Its two main components are: the Mobile Instrumentations (MI) used for acqui-
sition and transmission of vital signals from fetus, and the Surveillance Center
(SC) which is responsible for collecting data, the on-line analysis and archiving
of the signals incoming from MIs. Wireless communication is based on the GPRS
packet data transmission service provided by GSM operator, and WAN network
for data transfer between the GSM and the Surveillance Center. The most ob-
vious way of fetal telemonitoring is to provide the patient with her own MI for
the whole time period when the monitoring is recommended [3]. Unfortunately,
in this approach each fetal monitor can be used by one patient only. High cost
of the fetal monitor and long time of its usage by the patient (with high-risk
pregnancy) is a limitation. Reducing the costs, a member of the patient’s care
team with a fetal monitor and PDA computer could visit patients appointed
to be monitored according to a fixed schedule. However, some logistic problems
with visit scheduling, especially for large medical centers incorporating numerous
patients, should be solved.

2.1 Instrumentation

Single Mobile Instrumentation comprises a standard fetal monitor and Personal
Digital Assistant (PDA) as a computer with built-in GSM module, assuring the
wireless connection through the WAN network [2]. The PDA software (Fig. 2) is
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Fig. 1. Block diagram of the essential components that make up the telemedical system
for fetal monitoring

responsible for acquisition of measured data from fetal monitor by the RS 232 or
USB link, dynamic presentation of the incoming signals and on-line evaluation of
their quality. Within the MI various types of fetal monitor can be used, however,
due to the required portability of instrumentation, the adapted monitor should
be small and light. Since monitor manufacturers prefer their own transmission
protocols, the PDA being an interface between fetal monitor and the SC, should
make automated identification and adaptation to a given protocol. We distin-
guished two main protocols: request-answer protocol and automated start-stop
one [6]. In the first (e.g. Team monitor, Oxford, G. Britain) the measured signals
are send from the monitor output only after receiving the proper request. De-
spite the type of protocol used, the signals measurements are done every 250 ms.



294 K. Horoba et al.

Fig. 2. The structure and interactions between different components of Mobile Instru-
mentation for remote fetal monitoring

This sampling interval is accepted as a standard. It ensures that no heart beat
is lost because 250 ms corresponds to 240 bpm - the upper range of FHR. In a
case of the automated start-stop transmission (FM20 monitor, Philips Medical,
The Netherlands) the monitor starts sending data frames as soon as it receives
a single request for transmission beginning. Each frame contains four samples
of registered signals. Surveillance Center contains data server and monitoring
station (Fig. 1) communicating each other via hospital LAN. Data server is a
dedicated computer with database, the archive of records and the communica-
tion module which receives the data from MIs and prepares them for further
processing in the monitoring station. The number of displays in the monitoring
station depends on the number of MIs predicted to be used. Each display allows
for presentation of signals coming from up to eight MIs. Additional workstation,
connected to the data server through the LAN, provides an independent and
constant access to patients data and acquired signals. Workstation can be used
to set up the system, to create paper documentation as well as to process the
signals recorded in the off-line mode (eg. in case of total breaking of the commu-
nication link). It is possible to access the information stored in the archive from
outside the hospital via internet. This feature allows the obstetrician to view
the monitoring records at any time he needs. However, due to the personal data
protection, the access is permitted only for attending doctor for a given patient.

2.2 Communication between MI and SC

Data exchange between Mobile Instrumentation and Surveillance Center is based
on TCP/IP protocol which assures the error-free data transfer. Three types of
data blocks have been applied. The command blocks are used for beginning and
ending of monitoring, as well as the service of events occurring during transmis-
sion. The other types are: blocks with measurement data transmitted by fetal
monitor and test blocks without any information content which are sent only
to check the connection status. Today, using the GSM technology is relatively
inexpensive and makes easy to carry out the monitoring in any place within the
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range of the GSM operator’s network. However, during the development of our
system we met some problems relating to control sharing, ensuring continuous
communication between the SC and MI, as well as designing the optimal set of
system commands and confirmations. The bottleneck for the overall transmis-
sion is the GSM network, where the bandwidth in the worst conditions is limited
to 8 kbit/s. However in the presented telemedical fetal monitoring system this
value still ensures the correctness of communication because the PDA forms the
data stream which does not exceed 1 kbit/s.

Since we assumed that the transmitted signals have to be presented on-line
in Surveillance Center, a major issue that has to be considered is the quality of
service assured by the GSM operator and internet network, eg. latency, jitter,
packet loss rate and bit error rate, on which we have no influence. During the
communication the transmission delays can occur due to the overload of base
transceiver stations or network infrastructure. Additional time shifts between
packets received in SC arise as a result of the internet network rules. When
the collection of related packets is routed through the internet, different pack-
ets may take different routes, each resulting in a different delay. Moreover, the
packet transmission, as opposed to phone connection, does not reserve transmis-
sion channel. Data coming from different users are transferred within the given
channel. It may take a long time for a packet to reach its destination, because
it gets held up in long queues or takes a less direct route to avoid congestion.
A packet delay varies with its position in the queues of the routers along the
path between source and destination and this position can vary unpredictably
(Fig. 3a). Sometimes packets should be retransmitted when the router fails to
deliver some of them - the packets arrive when router’s buffer is already full.
Long-lasting state of router congestion stops the transmission until new route
is assigned. Fig. 3b presents temporary stop of the transmission channel during
which the mechanism of the TCP protocol is responsible for retransmission of
unconfirmed packets. When the stop reason is over, all these packets are trans-
ferred at once.

2.3 Buffer Control

The transmission problems have to be corrected in the on-line telemonitoring
system to assure continuous data stream for the visualization procedure and
signal analysis algorithms. It is necessary to assume the constant time shift
between the data sent from the MI and received in the monitoring station. This
time shift is implemented in SC using the FIFO register. Buffering eliminates
fluctuations in delay of data readings. The buffer size should ensure constant
data feeding to the monitoring station (Fig. 4). Big size of the buffer ensures
continuity of data flow even in case of long-lasting gaps in transmission. On
the other hand, too big size increases the delay between the real signal and the
effect of its analysis observed in SC. It is undesirable effect from the point of
view of the patient’s monitoring. We fulfilled these contradictory requirements
implementing the dedicated algorithm for dynamic controlling of the period of
data-read from the buffer.
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Fig. 3. Transmission of data packets via internet and GSM network with possible
disturbances: jitter - difference between real transmission time and its average value
(a), and transmission channel blockade leading to packet delivery delay (b)

Fig. 4. An illustration of our control algorithm for buffer emptying based on changing
the period of data readings from the buffer (a). Example of temporary transmission
break during data sending by Mobile Instrumentation (b). Data from MI are transmit-
ted with TMI period, data received from the buffer (for visualisation) with the period
TO. Buffer level indicator - L.

The principles of buffer level control are shown in Fig. 4. Three thresholds are
established to control the data-read period. The Lopt value describes the total
buffer occupancy in normal conditions. The Llow and Lhigh values define the
data-read period changes. As long as the total buffer occupancy is between Llow

and Lhigh values, the data-read period is constant and equal to the transmission
period of data packets coming from MI. The long-lasting delays in transmission
are the reason of reducing the data occupancy in the buffer. If the border value
of Llow is reached, the data-read period is increased to TO = 3

2TMI which causes
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that the speed of CTG signal flowing in monitoring station slightly lowers. In
most cases the increasing of data-read period lasts up to a few seconds, and
short slowed down fragments are acceptable for clinicians because the speed of
traces flowing is rather low (max 3 cm/min). The situation when delayed and
current data are simultaneously received results in quick buffer filling. When the
buffer occupancy exceeds Lopt level the data-read period returns to its initial
value TMI . Further rise of occupancy exceeding the Lhigh value causes decrease
of data-read period to TO = 1

2TMI . Analogically, data packets are read from the
buffer with higher rate until the occupancy lowers to the level of Lopt.

The buffer control algorithm assures the compromise between buffer size and
the time shift between transmitter and receiver. The continuous display of CTG
signals may be sustained during the breaks in transmission for even longer than
the time shift resulted from the buffer. Another feature of our control mechanism
is a lack of waiting time when the buffer is being filled with data. Visualization
procedure starts immediately after the first data packets are written into the
buffer, but the traces are shifted more slowly to allow the incoming data to fill the
buffer. This process continues until the buffer occupancy reaches the Lopt level.
During the system development we predicted the episodes of data transmission
blockade leading to a complete buffer emptying and then to an immediate stop of
displaying and analysis of signals. In this case both the receiver and transmitter
have to decide if the monitoring should be stopped or one should wait for a
possibility of resuming the transmission. If connection can not be resumed during
a fixed time, the decision should be made whether to restart monitoring or to
switch into the off-line mode. In this mode the acquired data are stored in flash
memory and after monitoring completes they can be transmitted to the SC via
GSM (when the link is restored) or directly copied into the database using the
additional workstation.

3 Conclusion

We hope that telemedical systems for home fetal monitoring based on internet
and GSM network will soon become a standard in large medical centers. Technol-
ogy of wireless packet data transmission assures the remote fetal monitoring ev-
erywhere within the range of GSM network. However, the available transmission
technologies require development of algorithms to cope with the communication
problems relating to dynamic changes of transmission conditions. Continuous
data stream for signal visualization is ensured by implementation of incoming
data buffer and procedures of its data read-period control. Telemonitoring of
pregnant patients at their homes improves access to care, allows to avoid unnec-
essary hospitalization and makes communication with an attending obstetrician
much easier.
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Summary. Cardiotocographic monitoring (CTG) is the primary biophysical method
for assessment of the fetal state. It consists in analysis of fetal heart rate variability,
uterine contraction activity and fetal movements signal. Visual analysis of printed car-
diotocographic traces is difficult so the computerized fetal monitoring systems are a
standard in clinical centres. In the proposed work we investigated the ability of the
application of artificial neural networks for the prediction of newborn sex using param-
eters of quantitative description of CTG traces. We examined the influence of input
data representation (numerical or categorical) and the influence of the gestational age
on the classification quality. We obtained the classification quality at a level of 80%
and therefore we may state, that there is rather a strong relation between the fetal
gender and the fetal heart rate variability.

1 Introduction

Cardiotocographic monitoring (CTG) is the most common biophysical method
used for the assessment of the fetal state. It consists in simultaneous registration
and analysis of three signals: fetal heart rate (FHR), uterine contraction activ-
ity and fetal movements. Classical visual analysis of printed cardiotocographic
traces is rather difficult even for the experienced clinicians. Visual interpretation
is highly subjective and may be also characterized by high interobserver and
intraobserver disagreement. The FHR variability contains the most important
diagnostic information, which is hidden for a naked eye, but can be quantita-
tively described with a help of dedicated computer-aided systems. Therefore,
computerized fetal monitoring systems have become a standard in many clinical
centres [4]. But effective methods supporting the diagnostic procedure by auto-
matic evaluation of CTG records are still an important topic of research [5, 6, 8].
In the proposed work we tried to apply neural networks for the prediction of
newborn gender (sex) using parameters of quantitative description of antenatal
cardiotocographic traces. The results of the other studies on the relation be-
tween the fetal gender and its heart rate activity are unequivocal. In [3, 7, 9] no
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significant influence of gender on FHR variability was found, whereas in [2] the
possibility of such reliance was suggested. In our opinion, the knowledge about
such relation is very crucial, because a possible influence of the gender on the
FHR variability should be taken into a consideration during the interpretation
of CTG signals, as expected to be different for male and female fetuses.

During our research we tried to answer some important questions, which may
occur during the application of computational intelligence (like neural networks)
as a tool for the vital signals classification. We investigated, how the accuracy of
neural network classification can be affected by different representations of the
input variables. Additionally, we examined the influence of the gestational age
on the gender prediction quality.

2 Research Material and Methodology

The research material was obtained from the computerized fetal surveillance sys-
tem MONAKO [4]. It included results of quantitative analysis of 749 traces from
103 patients, with 261 (35%) relating to male and 488 (65%) to female new-
borns. The traces duration was from 21 to 340 minutes (an average 44 minutes).
The records were registered between 28th and 42nd week of gestation. As input
variables for the neural network we used 17 parameters of quantitative descrip-
tion of the CTG signals. Fifteen parameters describe the fetal heart rate signal
in time domain: baseline (MeanFHR, Fluct), acceleration/deceleration patterns
(ACCfreq, DECfreq), beat-to-beat variability (STVBB, STV, DI M BB, DI M,
STIBB, STI) as well as the long-term variability (LTV, OSC, OSC 0, OSC III,
LTI). Additionally, the frequencies of recognized uterine contractions (CONfreq)
and fetal movements (MOVfreq) were used. The detailed description of the input
parameters is presented below:

• MeanFHR - mean value of the FHR baseline.
• Fluct - difference between the maximum and minimum value of FHR. This

parameter describes fluctuations of the baseline around its mean value.
• ACCfreq - frequency of acceleration patterns [number/hour]. Acceleration is

an increase of FHR signal above the baseline lasting at least 15 seconds with
amplitude of at least 15 bpm.

• DECfreq - frequency of deceleration patterns [number/hour]. Deceleration
occurs when FHR signal decreases below the baseline for at least 15 seconds
with amplitude of at least 15 bpm.

• STVBB - describes absolute differences between successive TR−R intervals.
• STV - describes absolute differences between TR−R intervals averaged over

2.5 seconds epochs.

For STVBB and STV a mean value for each one minute trace fragment is cal-
culated and finally the mean value for a whole trace is determined.

• LTV - describes differences between the maximum and minimum value of
TR−R intervals averaged over 2.5 seconds epochs.
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• OSC (oscillation amplitude) - describes differences between the maximum
and the minimum value of FHR.

For LTV and OSC a mean value (weighted mean for LTV) of differences in each
one minute trace fragment is calculated.

• OSC 0 - percentage of oscillation time with the amplitude below 5 bpm in
relation to a whole trace time.

• OSC III - percentage of oscillation time with the amplitude above 25 bpm in
relation to a whole trace time.

• DI M BB - mean value (for a whole trace) of Yeh’s DI [10] short-term indices
values, calculated for one minute trace fragment.

• DI M - mean value (for a whole trace) of Yeh’s DI [10] short-term indices
values, calculated for one minute trace fragment, but instead of successive
TR−R intervals, the averaged values of TR−R intervals over 2.5 seconds epochs
are used.

• STIBB - mean value (for a whole trace) of the inter quartile ranges of an-
gles obtained by putting successive TR−R intervals from one minute trace
fragment on the coordinate system [10].

• STI - mean value (for a whole trace) of the inter quartile ranges of angles
obtained by putting averaged values of TR−R intervals over 2.5 seconds epochs
from one minute trace fragment on the coordinate system [10].

• LTI - mean value (for a whole trace) of the inter quartile ranges of segments
obtained by putting averaged values of TR−R intervals over 2.5 seconds epochs
from one minute trace fragment on the coordinate system [10].

• CONfreq - frequency of uterine contractions [number/hour].
• MOVfreq - frequency of fetal movements [number/hour].

The neural network output was defined as two-state variable defining the
newborn gender: male or female. The gender was obtained from the newborns
data forms.

Statistica Neural Networks 7.1 (StatSoft, Inc.) software was used for the devel-
oping of artificial neural networks. We used two most common types of networks
[1]: Multi-Layer Perceptron (MLP) and Radial Basis Function (RBF). For both
of them, we changed the number of neurons in a hidden layer to find a net-
work topology with the highest generalization ability. The number of neurons
was changed from 2 to 9 with a step of 1 in case of the MLP networks and
from 2 to 50 with a step of 4 for RBF networks. For MLP networks we used
sigmoid activation function and for RBF a standard Gaussian radial function.
During the learning of the MLP networks we applied 1000 epochs of steepest
descent gradient algorithm with constant learning rate equals to 0.01. The cen-
tres of the RBF neurons were determined by K-Means algorithm and the radii
by K-Nearest Neighbors algorithm. Each network was trained 50 times, with the
cases randomly assigned to three subsets: training, validating and testing. The
number of training examples was two times grater than the number of examples
in validating and testing subsets. The sizes of subsets and the number of traces
from both classes (male and female newborns) in each subset were constant in
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Table 1. Details of antenatal and intrapartum groups

Week of Newborn sex
Group pregnancy Male Female

I 33-36 106 179
II 34-37 80 204
III 35-38 54 225
IV 36-41 47 231
V Labour 137 149

each trial. In order to evaluate the quality of the classification we used a mean
value as well as a standard deviation of the correct assignments in testing subset
calculated for all 50 trials.

Two main numerical experiments were performed in the presented work. The
first one concerns problems, which may occur during development of neural net-
works based system for CTG signals evaluation. The second one concerns the
classification of CTG traces. In the first experiment, the influence of data set
representation on the classification quality was examined. The input variables
were converted from numerical to categorical values. The conversion referred
to the physiological ranges of CTG parameters provided by the clinical expert
[10]. The physiological range for a given input variable was a function of gesta-
tional age. The conversion was possible only for eleven parameters of quantitative
description of CTG traces. We set the value 0 for parameters within the physio-
logical range and value 1 for parameters outside that range. During the second
experiment we examined the influence of gestational age on classification quality,
because with the progress of pregnancy, the parameters describing quantitatively
acquired signals may change. Four groups of traces registered in similar gesta-
tional age (from 33rd to 41st week) and one group of traces registered during
the labour were created. The groups of antenatal traces overlapped in order to
make their sizes similar to the size of labour group (286 cases). The details of
antenatal and intrapartum groups are given in Table 1.

3 Results

The usefulness of the designed neural networks was expressed by the classifi-
cation quality, which describes the percentage of correctly classified cases in a
testing subset. All the statistical parameters were calculated for 50 trials for
every network. In case of the MLP networks and the numerical representation of
data, an increase of mean values of the classification quality was observed with
the increase of the neuron number up to 6. For the number of neurons grater
than 6 the quality of classification decreased. However the single increase was
noticed for 9 neurons in a hidden layer. During the learning of the RBF networks
when using the numerical representation of inputs we observed a trend increasing
classification quality (up to 34 neurons) with a one decrease for 22 neurons. For
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Table 2. Classification results obtained for different input data representations

MLP RBF

No. of
neurons

Mean (SD)
Min-Max

[%]
No. of

neurons
Mean (SD)

Min-Max
[%]

Num. 6 73.9% (3.3) 66-80 34 70.5% (3.1) 62-78
Categ. 9 66.8% (2.9) 61-73 10 62.8% (3.8) 55-70

Fig. 1. The classification accuracy for the MLP and the RBF networks with the highest
generalization ability obtained for 50 different trials

the MLP networks and the categorical representation of data we observed the
best classification quality for 9 neurons in a hidden layer. The best learning re-
sults of RBF networks for the categorical data were obtained for 10 neurons. The
comparison of the results obtained for two different input data representations
(numerical or categorical) and for the networks structures with the highest gen-
eralization ability is presented in Table 2. The categorical representation of data
led to the decrease (by about 7%) of the classification accuracy. For that reason,
we used only numerical representation of data in our further experiments. Also
the RBF networks provided a little worse classification quality (by about 4%)
in comparison to the MLP networks. Figure 1 presents the prediction quality
obtained for the numerical representation of the input data using the MLP and
the RBF networks with the highest generalization ability. The level of dispersion
is similar for both networks, but it may be also observed, that the MLP network
generally leads to the higher classification quality.

In the second group of experiments we investigated the influence of gesta-
tional age on classification. The results (for networks structures with the highest
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Table 3. Results of gender prediction for traces registered in different weeks of preg-
nancy and during labour

MLP RBF

Group
No. of

neurons
Mean (SD)

Min-Max
[%]

No. of
neurons

Mean (SD)
Min-Max

[%]

I 6 79.3% (4.7) 68-89 34 75.4% (4.6) 65-89
II 6 80.1% (5.1) 69-92 34 75.3% (4.8) 63-86
III 5 73.1% (5.5) 61-86 22 73.6% (5.4) 61-87
IV 6 76.2% (5.3) 65-86 34 70.2% (6.4) 59-88
V 6 69.1% (5.0) 58-83 6 62.5% (5.7) 49-75

(a) (b)

Fig. 2. Classification quality of the RBF (a) and MLP (b) networks for different
gestational age

generalization ability) of the gender prediction for CTG signals recorded in dif-
ferent weeks of pregnancy and during labour are shown in Table 3. The best
classification results were obtained for the signals registered in the early weeks
(from 33rd to 37th) of pregnancy. Considering the RBF networks we observed
the decrease of classification quality with the increase of the gestational age (see
Fig. 2(a)). There is no such relation in case of the MLP networks (Fig. 2(b)).
Again, the results obtained for the RBF networks were slightly worse than for
the MLP networks, with the exception of the pregnancy group III. Standard
deviations of classification quality were similar for both types of networks. The
best results were obtained for group I and II, for which the classification quality
of the MLP networks reached the level of 80%. Definitely, the worst results were
observed for signals acquired during labour (group V). It is worth to notice that
in the case of the RBF networks, it was enough to use only six neurons in a
hidden layer to get the reasonable prediction results in group V.

There are differences (with the exception of group V) between numbers of
traces relating to male and female newborns (Table 1), but it is impossible to
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make them equal if we want to have similar number of all traces in each group
during learning. However, these differences seem not to have an influence on clas-
sification quality, because the worst results were obtained not for group IV (the
biggest disproportion), but for the intrapartum traces, where trace numbers for
male and female newborns were almost equal. In our opinion the relation between
the classification results and gestational age comes from the cardiotocographic
traces features, not from the data set structure. The results of our experimen-
tation show the decrease of the gender prediction quality with the higher gesta-
tional age and suggest the strongest differences in the FHR variability between
genders at the early stage of the fetal development.

4 Conclusions

In the presented work we investigated the possibility of the prediction of newborn
gender basing on parameters of quantitative description of cardiotocographic
signals using neural networks. We tried to find the appropriate data set as well as
the network structure. We examined two types of artificial neural networks: MLP
and RBF. In both types, number of neurons in a hidden layer was changed to
find the network structure ensuring the best generalization ability. Each network
was trained 50 times, with random cases assignment to three subsets: training,
validating and testing. Such approach increases the reliability of the prediction
quality evaluation and eliminates coincidences. The best classification accuracy
at level of 80% was obtained for the MLP neural networks.

We investigated also the influence of the input data representation on the
classification process. Our experiments show that converting the inputs from
numerical to categorical values results in a decrease of the prediction accuracy.
We tried to assess the influence of gestational age on classification precision as
well. Four groups of antenatal records and one group with signals registered
during labour were tested. The highest classification accuracy was obtained for
traces recorded in earlier weeks of gestation, the worst prediction of newborn
gender was observed for the intrapartum CTG recordings.

We may state, that there is rather a strong relation between the fetal gender
and the fetal heart rate variability. The results of our experiments indicate also
that the differences in the FHR variability between male and female fetuses at
the early stage of the fetal development are the most significant.
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Summary. Estimation of the instantaneous variability of the fetal heart rate (FHR)
is affected by the autocorrelation techniques commonly used in Doppler ultrasound
channel of today’s fetal monitors. Considerably decrease of short-term variability have
been noted, which is quite surprising because the fetal monitors determine the fetal
heart rate with quite satisfying accuracy in relation to the reference direct fetal electro-
cardiography. The aim of this work was to recognize a source of errors and to develop
the method for correction of the indices describing the FHR variability for a given type
of fetal monitor. The proposed correction relies upon removing of the constant error
component, which has been assigned to an averaging nature of the autocorrelation
function. Although the remaining random error component is still not too satisfactory
considering the instantaneous values, a significant improvement of reliability of the fe-
tal heart rate variability measurement was confirmed in case of a global one-hour trace
assessment.

1 Introduction

Evaluation of instantaneous variability of fetal heart rhythm is considered as
a valuable predictor of good fetal state. In automated analysis of the fetal
heart rate (FHR) signal two main components of instantaneous variability:
short- and long-term are evaluated quantitatively using various numerical in-
dices [8]. In time domain analysis they have been defined on a basis of time
intervals Ti calculated between consecutive heart beats in fetal electrocardio-
gram (FECG) [2, 7]. In turn, present-day computerised fetal monitoring systems
[6] analyse the FHR signal which is transmitted from bedside monitors equipped
with Doppler ultrasound-based technology (US). However, this approach cannot
ensure as high accuracy of heart beat detection as the reference fetal electro-
cardiography. This affects directly the accuracy of calculation of the instanta-
neous FHR values expressed in beats per minute according to the equation:
FHRi[bpm] = 60000/Ti[ms]. Therefore, the algorithms for computation of FHR
variability indices are expected to be particularly sensitive to the acquisition
method of the fetal heart rate signal.

This problem has been widely discussed, however variety of evaluation and
classification methods used makes difficult to estimate definitively an influence
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of the signal acquisition method on the reliability of automated analysis of the
FHR variability [1]. Error in time positioning of the events corresponding to
consecutive fetal heart beats has decisive influence on the accuracy of the Ti

intervals measurement. Segments of the Doppler envelope signal, corresponding
to successive heart beats are characterised by continuous change of their shape
and location of the peaks [9, 11]. Using new generation fetal monitor - with an
autocorrelation function - Lawson et al. [10] obtained error of the short-term
variability assessment: -35%. A minus sign means that the ultrasound approach
has decreased significantly the short-term variability in relation to the direct
electrocardiography. We noted earlier [7] that the US method is able to deter-
mine Ti interval with the accuracy of about 2.5 ms in relation to the reference
electrocardiography, which is 0.7% of the typical measured Ti value of 440 ms.
It was stated also that such accuracy is enough for both visual analysis and au-
tomated recognition of slow-wave patterns of FHR signal: baseline, acceleration
and deceleration. The influence was observed only on evaluation of the instanta-
neous FHR variability. The long-term variability indices were characterised by
the mean error of about -5%, which does not distort considerably the clinical
assessment of FHR trace. However the mean error of -22% obtained for the set
of short-term variability indices was unacceptable.

Considerable decrease of the short-term variability indices caused by the ul-
trasound approach actually makes doubtful the use of this technique for clinical
assessment of FHR trace, when it should rely on automated analysis of the beat-
to-beat variability. There are many bedside monitors of different types still being
used in hospitals. Their work is more than satisfying for visual interpretation of
the recorded traces. But the computerized monitoring system have became to-
day’s standard in fetal surveillance. Since the systems have to cooperate with the
input devices being already in use we had to consider a possibility to improve
the reliability of the FHR variability analysis which resulted in the proposed
correction of the FHR variability indices.

2 Methodology

The research material comprised simultaneously recorded intrapartum FECG
and FHR signals from the ultrasound method. The FHR signal of 0.25 bpm
resolution was provided by a new generation fetal monitor. Electrocardiogram
was captured directly from a fetal head and fed to data acquisition board in
laptop computer. Analogue to digital conversion was performed with the sam-
pling frequency of 2 kHz and the resolution of 12 bits. Reference FHR signal was
computed from the fetal electrocardiogram in an off-line mode. Two different
algorithms were applied to determine Ti as the R-R intervals, and all pairs of
values significantly differing were excluded. This limited the error of the refer-
ence Ti intervals to 1 ms. Finally, after rejection of the segments with signal loss,
185 minutes of traces were qualified for further analysis.

Analysing the results [7] as well as basing on experiments concerning fe-
tal monitors’ operation, the most probable sources of the errors of the FHR
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variability quantification have been defined. Algorithms for Ti values calcula-
tion applied in today’s fetal monitors are based on autocorrelation technique [3].
These algorithms do not detect consecutive heart beats but they only estimate
an averaged periodicity of the signal within a window analysed. This process
requires the window including at least two Ti intervals. However, to obtain an
evident dominating peak of the autocorrelation function from noisy ultrasound
signal and to consider the maximum possible beat-to-beat changes of the interval
value (e.g. during the deceleration pattern), a wider window comprising three
beats has to be used. This leads to the averaging of Ti intervals. However the
real number of the averaged intervals is even higher due to a simplified iteration
algorithm usually used in bedside monitors for autocorrelation computation.

Short-term FHR variability describes the beat-to-beat changes whereas the
long-term one concerns the tendency of these changes in longer time period
(usually in one-minute epochs). Considering these definitions an averaging of Ti

intervals is supposed to cause a small decrease of values of long-term indices as
well as a significant decrease of short-term indices. The variability indices LTI
and STI proposed by de Haan’s [2] are the most commonly used. Only de Haan’s
STI index was selected for detailed analysis because, as it was noted previously
[7] it had the largest error equal to 39%, while the mean error obtained for the
set of short-time variability indices was -22%.

Due to the nature ofΔSTI and its range, this work concerns analysis of the influ-
ence of the ultrasound-based measurement method on an estimation of the short-
term FHR variability only. This error is proportional to a variability range which
is indicated by a slope of the regression line from Fig. 1a. In the previous monitors
the errors caused by shape distortion of patterns corresponding to successive heart
beats in Doppler envelope were random and resulted mainly from measurement
conditions. While in new generation monitors, the error originating in averaging
caused by the autocorrelation is connected with a given monitor type with built-
in autocorrelation algorithm. As for the random errors from the Doppler envelope
distortion they are sufficiently reduced by the autocorrelation algorithm. Having
the reference signal as the event series corresponding to the fetal heart beats de-
tected in the fetal electrocardiogram as well as Ti intervals determined using these
events, experiment was performed based on modeling the reference signal to sim-
ulate the entire error of the new generation monitors and to relate it to the real
error of the US method obtained for the research material collected.

The location distortion was simulated for the events corresponding to consec-
utive heart beats. The values from random generator of the uniform distribution
were added to each reference time point defining the fetal heart beat occurrence.
The random generator was run with range being changed from < −1; +1 > to
< −10; +10 > ms. Than simulation of the error caused by averaging of the in-
tervals in autocorrelation procedure was carried out. Obtained Ti intervals from
distorted reference signal were averaged over different numbers of consecutive
intervals - from two to eight in each iteration. In order to evaluate a range of
distortion in the monitor, the modeling was repeated with various combina-
tions of the levels of distortions and averaging. In every experiment the index
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was calculated within one-minute segments of both the reference signal and the
modeled one. Dispersion of the absolute index error (the difference between the
distorted values and reference) has been shown in relation to the reference signal.
Additionally, the regression line as well as mean values of the absolute and rela-
tive errors were calculated. The parameters were compared with the parameters
obtained for real errors of the STI index from the ultrasound approach.

The obtained results concerning a tendency of STI errors in relation to the
degree of the applied distortions made possible to correct the error components
appropriate for the US method, and connected with built-in autocorrelation
algorithm exclusively. This correction relied on recalculation of the erroneous
index values by the use of the linear regression parameters estimated for ΔSTI
errors as a function of the reference values STIREF :

ΔSTI = a · STIREF + b
ΔSTI = STI − STIREF

STI∗ → STIREF

⎫⎬
⎭⇒ STI∗ =

STI

a + 1
+ b (1)

where the STI* is the variability index corrected with linear regression parame-
ters a (slope) and b (intercept) estimated using the reference values.

The remaining error component was estimated after the correction of the STI
index. It is obvious that correction of the indices calculated for the same signals
acquired with US approach, that have been used to estimate the linear regression
parameters, results in zero value of the mean error of US index in relation to
the reference. The only component left will be a small random error. Therefore,
final verification of the proposed correction method had to be carried out using
another database of FHR signals. They were recorded simultaneously using other
type of fetal monitor based on Doppler ultrasound technology, and developed
system [5] for indirect fetal electrocardiography from maternal abdomen. The
signals were split into two separated groups. The correction parameters estimated
for one group were used to correct STI indices originally calculated for the other
group and vice versa.

3 Results

It has been noted that the values of the absolute errors of STI index obtained for
the research material are spread along the regression line (Fig. 1a, Table 1) of
the slope equal to -0.542 (RE = 1.2). Thus the index calculation error caused by
the US method is proportional to the reference value of the index (r > 0.8 with
p < 0.02). This error has a minus sign, which means that the reference value
is higher than the value obtained for US, and it increases (as for the absolute
value) with the index value increase. The constant component of the error is
defined by the intercept of the regression line equal to 0.93 (Fig. 1a).

In the experiment, various jitter distortions as well as averaging were applied.
Efforts were made to get dispersion of the STI index error as similar as possible to
the results obtained for fetal monitor (Fig. 1b). This was achieved in wide range
of heart beat detection distortion from < −1; +1 > ms to < −10; +10 > ms, but
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Fig. 1. A scatter plot showing the relation between the absolute error of de Haan’s
index STI calculated from: (a) US signal, (b) reference signal after adding the jitter
of < −5;+5 > and its averaging over five intervals exclusively, against the reference
index value. Additional thin lines in (b) represent the regression lines determined for
the index errors for US channel (a).

Table 1. Statistical parameters of the STI index and its error determined using the
US and after adding to the reference signal distortions: jitter of < −5;+5 > ms and
averaging over five intervals (J5A5)

Data sets STI Δ STI δSTI [%] Linear regression
Intercept Slope REa

J5A5 3.85±1.49b 2.50±1.71 −39.4 0.93 −0.547 1.3

US 3.88±1.57 −2.47±1.76 −38.9 0.93 −0.542 1.1
a Residual Root Mean Square Error, known as standard deviation
of data about the regression line, b Mean ± SD.

for only the one averaging period - performed within five-interval window. Sta-
tistical parameters obtained are almost identical with the real ones (Table 1).
The above experiment showed also, that the main source of the errors of the
short-term variability indices determination is the averaging effect being char-
acteristic for the autocorrelation procedures. Since it is strictly connected with
a given type of fetal monitor, the STI index may undergo to correction for the
ultrasound channel method associated with the particular autocorrelation algo-
rithm. Such correction can be carried out using the parameters of the regression
line determined experimentally using the scatter plot of relationship between the
absolute determination error of a given variability index and the reference value
of the index (1).

The last stage was aimed at verification of the efficiency of the correction
performed. Values of STI index were recalculated according to the regression
line parameters (Fig. 2). After cancellation of the constant error component,
the dispersion of the differences around the zero level appeared to be uniform
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Fig. 2. Results obtained from the validation procedure. Scatter plots show the short-
term variability index error ΔSTI∗ for the signal group I (a) after correction using the
regression line parameters determined for the errors ΔSTI for the group II (d) and
vice versa (c)(b).

Table 2. Statistical parameters of the corrected STI index and its errors, where: the
indices for real ultrasound signals (US) were corrected using the regression parameters
from the same signals (US*), the indices calculated for the first verification group of
signals (US I) were corrected using the regression parameters from the second group
(US* I/II) and vice versa - the indices from the second group (US II) were corrected
using the first group (US* II/I)

Data sets STI Δ STI δ STI [%] Linear regression
Intercept Slope REa

US* 6.39±2.80b 0.00±1.03 0.0 0.00 0.000 1.03

US 3.88±1.57 −2.47±1.76 −38.9 0.93 −0.542 1.10

US* I/II 6.09±3.40 0.46±1.43 8.2 0.00 0.048 1.43

US I 3.54±1.47 −2.09±2.77 −37.1 2.77 −0.899 1.43

US* II/I 6.11±3.60 −0.11±1.44 −1.7 0.00 −0.047 1.44

US II 3.31±1.46 −2.91±3.41 −46.8 2.78 −0.948 1.42
a Residual Root Mean Square Error, known as standard deviation
of data about the regression line, b Mean ± SD.

(Table 2) and not to have evident trend, which indicated a pure random nature
of the error. The proposed method for correction of the results of determination
process of the FHR variability indices was verified basing on two additional
independent groups of signals. The correction parameters determined for the
one group were used to correct indices calculated for the second group and vice
versa. In both cases (Table 2) the mean error for the STI index corrected was
not equal to zero but it was decreased considerably: for the first arrangement
from -37.1% to +8.2%, and for the second one from -46.8% to -1,7% (Fig. 2).
There was no relationship between the error of the index and its reference value
and the error dispersion was uniform (SD = 1.44).
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4 Conclusions

Using the Doppler ultrasound method to acquire the fetal heart rate signal,
the main problem is the detection of consecutive heart beats in time point of
their true occurrence. In modern fetal monitors an application of autocorrelation
function for signal processing considerably limited influence of unstable shape
of the Doppler envelope and its dynamic changes on the accuracy of Ti inter-
vals determination. Measurement error has decreased to 2.5 ms [7], which is
quite satisfactory for visual trace interpretation. This accuracy is also enough
for computerised analysis but still only with exclusion of short-term variability.
It was shown, that the index error depends mainly on averaging window width,
which was followed by the change of regression line slope calculated between the
index error and the index value. In turn, the influence of the random error -
heart beats location in time - goes to minimum. It may be assumed, that the
regression line parameters determined experimentally for a given monitor type
are independent from measurement conditions, and they can be used to correct
the index value for any other signal recorded by monitor of this particular type.

The proposed method for correction of the indices describing quantitatively
the short-term fetal heart rate variability is our next step to increase the re-
liability of the FHR signal acquired from fetal monitors based on the Doppler
ultrasound technology with built-in autocorrelation procedure [4]. This correc-
tion relies upon cancellation of the constant error component, which is a result of
an averaging nature of the autocorrelation function. This is reflected by the mean
value close to zero (Fig. 2). This ensures the improvement of global evaluation
of FHR variability for the entire patient’s monitoring session, whose duration is
usually 60 minutes, because the final variability is computed as a mean value
over particular one-minute variability values. The remaining random component
of the averaging process reached value SD = 1.44, which corresponds to 24% of
typical value of STI = 6.0 (Table 2). This is not too satisfactory result consider-
ing the instantaneous values of the index, particularly if these values are close to
the alerting thresholds. Nevertheless, in case of global one-hour evaluation of the
fetal heart rate variability a significant improvement of its reliability has been
achieved.
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Summary. The aim of the study was to analyse relationships between isopotential
areas in sequences of EEG top maps recorded before, during and after seizure activity.
Method of the analysis of isopotential areas in sequences of EEG maps consists on
the comparison of the changes of values of areas before and after seizure activity and
estimation of mutual changes of the areas for the extreme isopotential regions during
seizure activity. Results of the study performed on two groups of totally 17 subjects
suggest that selected image features like area of given range of potentials and the
analysis of the relationships between areas of the isopotential regions before, during
and after seizure episode reveal the differences in considered groups of subjects.

1 Introduction

Brain Electrical Activity Mapping BEAM is a routine method used in electroen-
cephalographic (EEG) examinations for visualization of values of the different
parameters characterizing the bioelectrical brain activity. The mapping proce-
dures are accessible in the majority commercial devices for the routine EEG
examinations, and they are commonly applied in clinical practice [1, 2, 3, 4, 5].
These maps are automatically compared with the reference maps for the control
groups of patients. However, the methods of maps comparison available in the
specialized commercial electroencephalographic systems are still not sufficient
for demanded expectations of medical doctors in the diagnostic usefulness.

The aim of the study was to develop the methods and criteria for the evalua-
tion of variability of the brain bioelectric activity allowing both the improvement
of the visual evaluation of the EEG maps, and their quantitative analysis and
comparison.

2 Material and Method

Methodology of the examinations comprises the elaboration of the set of the
features describing the geometrical properties and mutual localization (topolo-
calization) of the respective regions in the images (EEG maps) representing the
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distribution of the electrical potential on the head surface measured in a given
instants of a time. Applying that features and examination of the selected simi-
larity criteria of those regions were carried out. In particular, the analysis of the
change of the areas of isopotential regions (An, where n indicates the symbol
of range of potentials) and the determining the relationships between An in se-
quences of EEG maps before, during and after the seizure activity were taken
into consideration.

The present approach concerns the analysis of the relationships between An

for the whole maps in the sequence of the top maps.
The data necessary to the investigations were acquired using the system Neu-

roScan 4.3. Examinations have been carried out for 17 subjects divided into two
groups (common numbering for both groups). The first group (I) was consisted
of the 10 clinically healthy subjects with the seizure activity. The second group
(II) comprised the seven patients with epilepsy [6, 7]. The start point and the end
point of the seizure activity episode in EEG records were determined by clinician.

The material used in the examinations comprised the sequence of 1000 ampli-
tude maps taken from the 10 s EEG record before, during and after the seizure
activity episode for each subject (Fig. 1). The dimensions of images of those
maps were 628×790 pixels in 17 colors scale referred to the 17 ranges of values
of electrical potentials in scale from −20µV to 20µV . The maps were generated
in instances of 10 ms each.

Fig. 1 shows the example of images from the sequence of 1000 maps referring
to 10 s EEG recorded signal chosen from three periods:

• images 150 - 179 before seizure activity episode (frame numbers: 1 - 400),
• images 450 - 479 during seizure activity episode (frame numbers: 401 - 549),
• images 850 - 879 after seizure activity episode (frame numbers: 550 - 1000).

Present approach concerns the analysis of the changes and the relationships
between areas An for the ranges of minimum and maximum potentials denoted
as A−20 and A20, respectively. The analysis of changes of An in the sequence of
the maps was performed using the normalized histograms of images of the top
maps. Fig. 2 shows the normalized histogram of the map no 150 shown in Fig. 1.

The values of areas for all ranges of potentials were calculated on a basis of
the normalized histograms for all maps in the given sequence. Fig. 3a shows the
normalized values of areas An for all ranges of potentials (17 ranges) for sequence
of maps from number 1 to 1000 that partially were presented in Fig. 1. Fig. 3b
shows values of areas A−20 and A20 for the same sequence.

Present method of the analysis of the relationship between An in sequences
of EEG maps consists on the comparison of the changes of values of areas taken
before and after seizure activity and estimation of mutual changes of An for the
ranges of minimum and maximum potentials during seizure activity.

So, the procedure was performed in two steps:

1. calculation of the difference between the average areas A−20 and A20 before
and after the seizure activity episode,

2. calculation of the values of the mutual ratio of areas A−20 to A20 during the
seizure activity episode.
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Fig. 1. Selected images from EEG maps sequence before (frame numbers: 150 - 179),
during (frame numbers: 450 - 479) and after (frame numbers: 850 - 879) seizure activity
episode for patient no 3 from II group

Fig. 2. Normalized histogram of the map no 150 shown in Fig. 1
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Fig. 3. The normalized values of areas An for all ranges of potentials (a) and for the
areas A−20 and A20 (b)

2.1 Relationship between the Areas A−20 and A20 before and after
the Seizure Activity Episode

Fig. 4a shows average values of the areas for all ranges of the potentials before
and after the seizure activity episode for values of areas An presented in Fig. 3a
and the modules of differences between average values of the areas An before
and after the seizure activity (Fig. 4b).

Then the values of sum of modules of the differences of average areas A−20

and A20 were calculated.

2.2 Relationship between the Areas A−20 and A20 during the
Seizure Activity

Estimation of the relationship between isopotential areas during the seizure
episode was based on the analysis of the values of mutual ratios of the areas
A−20 and A20. Fig. 5a shows the example of the values of areas A−20 and A20

during the seizure activity.

Fig. 4. Average values of the areas An for all ranges of potentials before and after
the seizure activity episode for values of An presented in Fig. 3 (a) and modules of
differences of average areas An (b)
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Fig. 5. The normalized values of areas A−20 and A20 during seizure activity episode
(part of curves presented in Fig. 3b) for frame numbers: 401 - 549 (a), the values of
ratios for the range from 0 to 1

Two ratios were calculated:

• ratio of the area values regarding −20µV potential range to the area value
regarding 20µV potential range Rbr = A−20/A20,

• ratio of the area value regarding 20µV potential range to the area value
regarding −20µV potential range Rrb = A20/A−20.

There were analysed the values of ratios for the range from 0 to 1 (Fig. 5b).

3 Results

Preliminary results of analysis of relationships between the areas A−20 and A20

before and after the seizure activity episode for 17 subjects divided into two
groups were reported earlier in [8, 9]. In point 3.1 the most important results
of the examinations carried out are presented in details. In point 3.2 the values
of ratio of the areas A−20 and A20 during the seizure activity episodes for the
example of healthy subjects and epilepsy patients are shown.

3.1 Relationship between the Areas A−20 and A20 before and after
the Seizure Activity Episode

Fig. 6 shows the examples of normalized values of the areas A−20 and A20 before
and after the seizure activity for both groups of subjects.

For the healthy subjects the values of the areas A−20 and A20 before and after
seizure activity do not present the differences whereas for patients the values of
the areas after seizure activity are higher.

Fig. 7 presents the values of sums of modules of differences of the average
areas A−20 and A20 before and after the seizure activity episode for both groups
of subjects.



320 H. Goszczyńska et al.

Fig. 6. Examples of the normalized values of the areas A−20 and A20 before and after
the seizure activity episode for group II (patiens: no 3 - upper left, no 4 - upper right)
and for group I (subjects: no 8 - bottom left, no 16 - bottom right) [7, 8]
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Fig. 7. Sums of modules of differences of the average areas A−20 and A20 before and
after the seizure activity episode for both groups of subjects [8, 9]

3.2 Relationship between the Areas A−20 and A20 during the
Seizure Activity

Fig. 8 shows examples of the normalized values of the areas A−20 and A20 during
the seizure activity episode for the same subjects as in Fig. 6.

Examples of the values of ratio of the areas A−20 and A20 during the seizure
activity episodes for the healthy subjects and epilepsy patients are shown in
Fig. 8. For each subjects two ratios were calculated:
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Fig. 8. Examples of the normalized values of the areas A−20 and A20 during the seizure
activity episode for group II (subjects: no 3 - upper left, no 4 - upper right) and for
group I (patients: no 8 - bottom left, no 16 - bottom right)

• ratio Rbr (area values regarding −20µV potential range to area value regard-
ing 20µV potential range) (Fig. 9 left diagrams),

• ratio Rrb (area value regarding 20µV potential range to area value regarding
−20µV potential range) (Fig. 9 right diagrams).

For the healthy subjects the values of ratio of the areas A−20 and A20 during
seizure activity are more variable than for the patients. For the patients the
shapes of the envelope curves of the values of the ratio seems to be more regular.

4 Discussion

Results of the study performed on the groups of totally 17 subjects suggest that
selected image features like area of given range of potentials and the analysis of
the relationships between the areas A−20 and A20 for whole maps in the sequence
of top maps before, during and after seizure episode may be a foundation for
differentiation of EEG maps.

However, it should be noticed that the important issue in this analysis was
setting the amplitude scale for EEG maps of subjects. A range from −20µV to
20µV was chosen which seemed to be the most convenient. From the other side,
it may be the possible source of errors in the results of analysis of the An. In
what follows, two examples are discussed.
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Fig. 9. Example of the values of ratios Rbr (left diagrams) and Rrb (right diagrams)
for group II (patients: no 3, no 4) and for group I (subjects: no 8, no 16)

For the patient no 5 from group II (see Fig. 7) in the majority of images of
maps before and after seizure activity episode there are no regions regarding
−20µV or 20µV ranges of potentials and the normalized values of the areas for
the ranges of minimum and maximum potentials before and after the seizure
activity episode have very low amplitude (Fig. 10). For this case the scale should
be narrower.
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Fig. 10. Selected maps (frame numbers: 150 - 199) from the period before seizure
activity (frame numbers: 1 - 480) for patient no 5 from group II and the normalized
values of the areas A−20 and A20 before and after the seizure activity episode (see
Fig. 6)

Fig. 11. Selected maps (frame numbers: 350 - 399) from the period before seizure
activity (frame numbers: 1 - 430) for patient no 6 from group II and the normalized
values of the areas A−20 and A20 before and after the seizure activity episode (see.
Fig. 6)

For the patient no 6 from group II (see Fig. 7) the majority of images of
maps before and after seizure activity episode are similar to the maps charac-
teristic for seizure activity period and the normalized values of the areas for the
ranges of minimum and maximum potentials before and after the seizure activity
episode demonstrate high amplitudes (Fig. 11). For this case the scale should be
wider.

Analysis of the normalized values of the areas A−20 and A20 during the
seizure activity episode (Fig. 8) does not indicated the differences between both
groups of subjects. Analysis of the values of the ratio of the areas A−20 and
A20 during the seizure activity episode (Fig. 9), suggests, however, that the dif-
ferences may be characterized by the shape of the envelope curves of the ratio
values.
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Summary. Monitoring of a pregnancy course is one of socially important application
of biomedical engineering in clinical medicine. In this paper we evaluated a possibility
of a nonlinear analysis of an electrohystegraphical signal for assessment of an uterine
contractile activity during a pregnancy. This analysis was performed based on a sample
entropy statistic. The obtained initial results confirmed that this method could provide
clinical useful information for an obstetrical care.

1 Introduction

Since many years information technologies have been supporting clinical medicine.
Most of these applications are referred to cardiology, anesthesiology, neurology
and radiology. On the contrary, reproductive medicine obeyed gynecology obstet-
rics and sexology is still mostly poor aided by information technology. This situ-
ation arises from two factors. Firstly, biological knowledge about physiology of
human reproduction remains incomplete and hard to quantitatively modeling.
Secondly, our culture gives impression that human reproduction process is highly
mysterious and should evoke shyness. Thus, the serious challenge for the applica-
tion of computer science to reproductive medicine is an observerbility problem,
i.e. the problem how to measure biological featres that determinate a state of a
female or male reproductive system. In particular, high complexity of a female
reproductive system makes that it can be unobservable globally.

The above limitations steer bioengineering researches to monitoring of a preg-
nancy course, particularly a last pregnancy trimmest. This monitoring obeys ob-
servation of fetal well-being and observation of an uterine activity. It is performed
using clinical methods such as palpable examinations of mother’s abdomen
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(e.g. Leopold’s manipulation) and an assessment of a cervical opening process.
The USG methods and biochemical tests are also performed. The primary draw-
back of these methods is impossibility of continuous monitoring of pregnancy
and labor progress. Thus, they are complemented by a cardiotocography which
enables to measure fetal heart rate variability and mechanical activity of an
uterus.

Numerous results of epidemiological studies indicate that prolonged or preterm
labors are themain risk factorsofnewbornneurological disorders [1].Unfortunately,
none of the above mentioned methods are effective clinically because they do not
allow to predict beginning of a labor. Moreover,measuring of a mechanical activity
of an uterus by one tocodynamic probe is biased by spatial-averagingof a measured
signal. Additionally, this method provides only information on the frequency of the
uterine contractions. It disables to estimate the force or efficiency of these contrac-
tions.

Overcoming those disadvantages, alternative methods are proposed. Among
them the most promising is measuring of an electrical activity of an uterine
muscle layer, called electrohysterography (EHG) [2]. The idea of this measuring
is analogical to an electrocardiography. However, because of an electrophysiology
of an uterus is still poorly known there is no elaborated standard method for
analysis of EHG signals.

On the base of mathematical models describing a dynamic of uterine my-
ometrium contractions and clinical observations some authors suggest that
approaching labor contractions are evoked by a synchronization of electrical ac-
tivities of myometrium fibers [3]. This hypothesis leads to appearance of higher
regularity in EHG signals which may be identified by nonlinear signal analysis.

Although there are known many indexes which characterized nonlinear signal
(e.g. fractal dimension, Lyapunov exponent etc), they are not sufficiently sensi-
tive to signal regularity. Only the indexes constructed based on signal entropy
have this required feature [4]. Graczyk et al. show effectiveness of an approxi-
mate entropy computed for EHG signal in assessment of a prelabor state of the
uterus [5]. However, it was proven that the estimator of approximate entropy
is biased and highly sensitive to number of signal samples [6]. Therefore, we
study application of the unbiased entropy estimator called sample entropy for
evaluation of the physiological state of the uterus.

2 Biological Basis for Pregnant Uterine Activity

Changes in uterine activity during a pregnancy is very complex process obeyed
the interaction between an uterus and its cervix. This process is controlled by
some hormonal, mechanical and electrical factors. The phenomenological model
of this process is shown in Fig. 1 [3]. Uterine contractility is direct consequence of
the electrical activity in the myometrial cells. An unpregnant uterus shows spon-
taneous electrical activities in the muscle from the uterus which are composed-
intermittent bursts of spike action potentials. Uterine volume as well as ovarian
hormones contributes to the change in action potential shape through their effect
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Fig. 1. A model of changes in an uterine activity during a pregnancy adopted from [3]

on resting membrane potentials. Usually multiple, higher-frequency, coordinated
spikes are needed for forceful and maintained contractions [3]. The action poten-
tials in uterine smooth-muscle result from voltage- and time-dependent changes
in membrane ionic permeabilities. Ca2+ ions and Na+ ions contribute in genera-
tion of these potentials. The frequency, amplitude, and duration of contractions
are determined mainly by the frequency of occurrence of the uterine electrical
bursts, the total number of cells that are simultaneously active during the bursts,
and the duration of the uterine electrical bursts, respectively. Each burst stops
before the uterus has completely relaxed [3]. The potential wave is propagated
in the uterus by so called gap-junction mechanism, i.e. myometrium cells are
grouped and joined by channels with low electrical resistances. The electrical
potentials propagated via myometrium cells can be observed in EHG signals as
a spike complex. Generation of cellular potentials is well modeled by nonlinear
dynamic model presented by Bursztyn et al. [7]. Thus, it can be considered that
EHG signal is a time series generated by a nonlinear dynamical system.

3 Measurements and a Nonlinear Signal Analysis

3.1 Measurement of EHG

The analyzed signals were measured by the measuring system realized by ITAM
Zabrze [8]. This system contains three channels: two for active Ag/AgCl elec-
trodes and one channel TOCO probe. During a monitoring session, the electrodes
were attached to the skin in the vertical median axis of the abdomen as it was
shown in Fig. 2. The first EHG signals were measured differentially by the elec-
trodes placed in the projection of body of the uterus and of the uterine cervix.
The distance between the electrodes constituting the differential channels was
set at 5 cm. The frequency range of EHG signal was limited to 5 Hz by low-pass
filtration. The sampling frequency was 10 Hz.
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Fig. 2. The placement of the EHG electrodes and TOCO probe on female body

In the Fig. 3 is presented an example of the EHG signal registered by the
EHG1 electrode and TOCO probe during a labor while Fig. 4 presents the EHG
signal registered during a puerperium period.

3.2 Estimation of the Sample Entropy Statistic

Identification of EHG regularity was performed based on the sample entropy
statistic. Let EHG signal will be represented by a time series denoting as {x (n)}.
The sample entropy statistic was estimated in the following manner. Let’s cre-
ate m vectors contained consecutive values of xi, commencing at the i−th
sample, i.e.

Xm (i) =
[
x (i) x (i + 1) ... x (i + m− 1)

]
for 1 ≤ i ≤ N − m + 1. By

d [Xm (i) ,Xm (j)] is denoted the distance between two vectors Xm (i), Xm (j)
which is defined as:

d [Xm (i) ,Xm (j)] = max
k
|x (i + k)− x (j + k)| (1)

The distance measure was used for counting of the number of the similar elements
of the vectors Xm (i) and Xm (j). Let Jm = {j : d [Xm (i) ,Xm (j)] ≤ r} will be
the set of such indexes which for this distance is not greater than r. For a given
Xm and for 1 ≤ i �= j ≤ N −m we define the coefficient Bm

i = card{Jm}
N−m−1 . Then,

one can compute the number of the similar vector elements averaging over i, i.e.
Bm = 1

N−m

∑N−m
i=1 B.m

i . It expresses the probability that two sequences coincide
for m points. Analogically, such probability is computed for the vector Xm+1.
The estimator of the sample entropy is given by:
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Fig. 3. An example of EHG and TOCO signal registered during a labor

Fig. 4. An example of EHG signal registered during a puerperium period
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SamEn (m, r) = − ln
Bm+1

Bm
(2)

This estimator depends on two parameters m, r. Setting their values properly is
still problematic. In this study we assumed according to literature m = 2, r =
0.2σ, where σ was a standard deviation of a given EHG signal.

4 Results

The evaluation of EHG sample entropy for discrimination uterine activities was
performed on the base of the signals registered from 66 pregnant women while 26
of them had registered EHG during term labors, 20 during preterm labors and
6 during puerperium periods. The mean values of the sample entropy estima-
tors were computed. One-way ANOVA was used to evaluate differences between
groups in these mean values. The results were shown in Fig. 5. All differences
were statistically significant based on the LSD test.

Fig. 5. The mean and 95% CI of the estimated values for EHG SamEn

5 Conclusion

High complexity of a physiological system controlling human partitions makes
difficult to build phenomenological model of the electrical or mechanical activi-
ties of an uterus. However, there is a clinical need to monitoring them ensuring
newborn health. The performed initial study shows that nonlinear analysis of
EHG signals based on the sample entropy statistic could differentiate dynamic
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states of an uterus. The sample entropy has several advantages over used the
approximate entropy by other authors. This estimator reduces approximate en-
tropy bias avoiding counting of self-matched elements. It leads to more consistent
estimators [10] and decreases computing time consuming. This feature enables
also a recursive form of SamEn estimators which could be used for 24 hours
monitoring of an uterus activity [10]. Moreover, it is independent on time se-
ries length. However, impact of m, r parameters on discrimination power of the
uterine states requires further investigations.
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Summary. An outline of issues relating to the contemporary application of mono-
clone antibodies and techniques for obtaining hybrids has been presented in the study.
The results of research concerning modifications of Zimmerman’s methods have been
presented. They prove a higher efficacy and selectivity of the solution proposed. An
electroporation system with changed geometry of electrodes and current parameters
has been presented. The procedure is controlled entirely by a microprocessor from the
stage of technological parameters’ control in the incubators of initial cells to the cre-
ation of a determined mixture of cells in a mixer, then division into portions, pumping
the mixture into a hybridisation chamber and, following hybridisation, passing the mix-
ture into separate sections of the incubator. The hybridisation system was modified.
A transparent water coat was constructed and connected to a thermostat, on which
a transparent hybridisation chamber was installed. Lighting from underneath and gap
lighting of the chamber enable continuous observation of suspended cells by means of
a microscope lens which is connected by a picture channel to a computer. The software
analyses the picture in terms of hybrid selection. The marked cells are planimetri-
cally analysed during the programmed duration. When the morphometric criteria are
met, the suspended cells are pumped over to separate sections of the incubator, where
selective breeding of hybrids is carried out. The selection of hybrids takes place in
electroosmosis gradient under morphometric control of cells in microcapillary systems.

1 Introduction

One of the most significant problems connected with modern laboratory diagnos-
tics and systems for selective control of medical therapy are monoclone antibod-
ies. They constitute a practical key to immunological and chemical peculiarity
and present unique possibilities to find shield cells or even single chemical indi-
viduals selectively in organisms. The single and simplest antibody is tetramer,
which is composed of two polypeptide heavy chains and two light chains con-
nected by means of sulfhydryl bridges. The structure consists of an invariable
area characteristic of a given immunoglobin class and a variable area which con-
sists of the ends of four chains, and their three-dimensional conformation and
amino acid sequence almost fully determines their complete molecular pecu-
liarity. The configuration of functional groups and unbalanced chemical bonds,
as well as molecule vector decomposition of magnetic and electric fields, all in
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the form of a three-dimensional mosaic are so unique that they are capable of
determining the peculiarity of the molecule bond with a compatible chemical
structure. At the same time, differentiation of chemical compounds takes place,
not only on the basis of their molecular formulae, but also due to their three-
dimensional conformation, including stereoisometry [20, 21]. Owing to a specific
molecule identifier, diagnostics can link it with substances for radioactive, spin,
fluorescent or classic dye marking. There also exist interesting therapeutic pos-
sibilities for this solution based on interconnection with cytostatic, antibiotic,
or any drug, the performance of which should be very selective as its too high
concentration in blood circulation can cause specified side effects in other or-
gans [1, 2, 4, 5, 7, 8, 9, 10, 11, 14, 15, 16, 17, 18, 19]. Oncology seems to be a
particularly fitting area where it can be applied.

• Precursor substances for monoclone antibodies were plasmocytes – spe-
cialised cells of the immunological system, whose natural function was taking
a selected antigen standard, e.g. from macrophages and production of anti-
bodies compatible to its antigen determinants.

• The next step was drawing attention to the occurrence of pathological plas-
macytes showing an uncontrolled tendency to produce antibodies (plasma-
cytoma) in some types of growing diseases.

• The basic biological structure capable of producing monoclone antibodies are
heterogen cell hybrids (atypical cells), which are created outside the myotic
and meiotic cycle as a result of two initial cells merging, often of wholly dif-
ferent types. Because of numerous protection mechanisms such phenomena
occur very rarely and spontaneously in natural conditions. It was observed
that an inductive factor for such a change to occur may be viruses, mul-
tihydroxide alcohol, ionising radiation or electromagnetic fields. The above
information was practically used in the design of systems for controlled hy-
bridisation which employed:

• Controlled infection of a determined solution of selective cell cultures for
example with Sendai viruses

• Exposure of the mixture of selective cell cultures to detergents which diminish
surface tension of the cell’s membrane /e.g. multihydroxide alcohol/

• Direct exposure of the solution of selective cell cultures to electromag-
netic fields and electric discharges /Zimmerman’s method/ [12, 13, 23, 25]
Nowadays, there exist many commercial laboratory systems (based on the
Zimmerman notion) which enable conducting controlled hybridisation. Un-
fortunately, a common issue is their relatively low efficacy in obtaining living
and dividable hybrids in comparison with the amount of cells which are put
in for hybridisation and hybrids impaired and unable to divide any further.

The Aims of the Study

• computerised parameterisation of the hybridisation process in the extent of
parameterisation of cell culture and dosage.
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• controlling the proportion of the suspended matter loaded in which hybridi-
sation is being carried out

• controlling and selection of hybridisation parameters
• continuous monitoring of hybrid forming dynamics

2 Characteristics of the System

The laboratory part of the system consists of an inspection chamber, situated
under the microscope lens, from which, by means of a picture channel composed
of a ”Hiton” camera and ”Fly video”, converter card images of preparations of
hybridised cells are inserted into the author’s morphometric software design.

The hybridisation chamber is different from traditional solutions because of
the geometric deformation of their electrodes[13].The change in design leads to a
greater predictability and efficacy of the hybridisation process because of specific
guidance of the electric force field’s line while cell cords are being formed and
while needle potential takes place [23]. The hybridisation chamber is connected
to a mixer chamber and into the latter determined amounts of cells are inserted
from any number of thermostats by means of programmable peristaltic pumps.
On filling the hybridisation chamber with a suspended matter of cells in specific
proportions and on conducting electroporation controlled by the author’s oper-
ating software, the cells are observed and judged by the author’s morphometric
software, which monitors the dynamics of their growth. If the sample obtained
meets the morphometric criteria, the content of the chamber is pumped into a
suitable incubator which enables further in vitro culturation.

Control of the Hybridisation Process

For control of the laboratory position, a 89C52 processor was used together with
a mulitiplexor and drivers for specific functions of the system. Tool functions
have been coded in a programmable memory of 32kB, there is an additional

Fig. 1. Block diagram of the laboratory software for cell hybridisation
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Fig. 2. Hybridisation phases: (a) introduction of a mixture containing a determined
number of cells from the mixer; (b) actuation of the positioning field leads to the
creation of interwoven chains of A and B cells; (c) generation of an electric impulse
piercing the membranes of neighbouring cells; (d) pumping the contents of the chamber
into a selective culture medium

Fig. 3. Pictures and modeling of hybrid (fot. LaBio 2007)

Fig. 4. Laboratory equipment (a) steering pumps; (b) hybridisation chamber

RS232 link for bi-directional communication with a PC. The control of specific
modules has been presented in detail in fig. 4.

3 Control Software

The software managing the system consists of two parts:

• electroporation module, written in ”Delphi 2.0” which enables loading of
voltage, intensity, frequency and the time of the current’s passage in the
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Fig. 5. Block diagram of the controller for parameters of the hybridisation process by
means of a modified method of electrofocusing

hybridisation chamber, parameters steering the thermostat functions in a
given culture, pumps proportioning the flow of suspended matters of cells
and a cell mixer. The program co-operates with an experimental chamber
in order to create optimal hybridisation parameters for a given hybrid type,
and then, on the basis of the parameters obtained, it can control the pa-
rameters of the technological process of antibody production using the large
hybridisation flow chamber.

• morphometric module, written in ”C++” which enables loading microscope
images from the hybridisation chamber (fig. 6) continuously or optionally.
The program enables marking the chosen cell structures by use of a cursor,
planimetric measuring of the cells marked at specific time intervals and gen-
eration of a diagram presenting changes in the cell area as a time function.
The program enables also the creation of cell standards, which qualifies the
hybrid obtained for further culturation.

Image Analysis Procedure

The registered image is loaded into the computer and then undergoes filtration by
means of a median filter, which compared to a convolutional filter does not cause

Fig. 6. Operation window for control of electrofusion parameters
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Fig. 7. Microscopic images of a cell suspension after leaving the hybridisation chamber
at various magnifications

any noise drifting on a larger planar surface. The next stage involves histogram
compensation i.e. converting the brightness of particular image points so that
the number of points whose brightness lies within equal range in the histogram
is the same.

As can be seen in the picture (fig. 7), the projection of many bodies onto the
surface leads to the creation of a preconjugated system where it is difficult to
identify the base components. Assuming a relatively large loss of information, the
components may be separated by controlling the binarisation threshold (fig. 8).
Thus for binarisation with a low threshold, the subsequent opening and closing
operations invlove elementary morphological conversions such as are erosion and
dilatation or dilatation and erosion in the order provided.

Erosion involves removing all the points of an image with a logical value of
1 which are neighboured by at least one value of 0. In the dilatation process
the value of the central point is 1 on the condition that not all the values of
the neighbouring pixels are equal to 0. Both erosion and dilatation generalize
the image by removing small concavities - dilatiation, or small, isolated areas

Fig. 8. Presentation of the conjugation of overlapping projections of cell bodies onto
a plane with clearly visible conjugation areas A/B; B/C; C/D; D/E
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Fig. 9. Following binarisation which guarantees the separation of the cell structures’
image, the following procedures can be carried out: (a) outlining; (b) indexation

- erosion. The described procedures, if used separately, lead to a change in the
surface area of the significant diagnostic areas.

The obtained image, void of minute interference, is closed by an edge algorithm
and then is subject to indexation i.e. assigning determining identifiers to all
the pixels belonging to the structures, indicating which structure a given pixel
belongs to. This operation allows for the exposition of all the fragments of an
image which are of interest, as well as for removing interference by introducing
a minimum threshold for the size of the structure.

Observation of a Structure

Planimetric assessment of the dimensions of static structures is not much of an
issue, especially when having clear edge parameters in the matrix which have
been compared with standard metric units. Assigning planar parameters to pixel
sets enclosed in edge contours does not cause much difficulty either (fig. 10a). The
situation becomes much more complex when observing live structures. The over-
lapping of metabolic micromotions, chemotaxis and excratory functions leads to
the observation of edge contour drift (fig. 10b) during continuous recording of
images in a gate time approximate to the micromotion function duration.

Moreover, a cell in a water solution has limitless freedom of movement hence
its 2-dimensional projection enters into unpredictable conjunctions with other
structres in subsequent images. In such conditions, the specificity of the algo-
rithm for tracking the indexed cells based on their edge contour falls dramatically.

Fig. 10. Planimetric positioning of index numbers based on the edge contour or the
structure image’s center of gravity
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Fig. 11. Observation of the growth of the indexed structures’ edge contours (growth
of cell hybrids): (a) Microscope chamber for cell control, (b) software window for mea-
surements (fot. LaBio 2007)

This algorithm, however, has a very valuable feature which allows for a compar-
ison to be made of the cell’s dimensions at regular intervals which provides the
possibility to assess its growth dynamic.

While considering the issues which have been presented above, the measure-
ment process of the growth of marked cells can be seen as a compromise between
the capabilities of laboratory preparation and information technology methods.
The preparation process is aimed at achieveing maximum immobilisation of hy-
brids on semi-fluid or solid surfaces by operating with surface tension param-
eters, oxidation-reduction potential and by selecting their optimum chemical
composition.

Conclusions

The laboratory position presented is a modern system, which combines the prac-
tical capabilities behind many interesting biotechnological solutions. The system
is a quick compromise between demand, dictated by the market, and production
potential. It enables an easy specification of biotechnological parameters in the
production process to be made of any type of hybrid. This is possible thanks
to the parameter transformation of an experimental chamber into a technolog-
ical chamber. By means of computer controlled hybridisation, steering systems
and storing cell images, it is possible to create interactive and quickly accessible
database systems. The system may be very useful in long term production pro-
grams. However, it is cardiology [3, 6], endocrinology [4, 21] and oncology which
seem to be a particularly interesting area for its implementation.
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17. Dyszkiewicz, A., Gaździk, T.: Ocena penetracji leków w tkance mi ↪eśniowej po
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Summary. The microscopic images of the cells are very difficult to analyze and to
segment. The advanced method of segmentation such as region growing, watershed
or snake requires the initialization information about the rough position of the cell
body. It is proposed to localize cells in image using a threshold of simplified image.
Clustering grey levels in image is proposed to simplify image. The k -means clustering
method supported by weighting coefficients is chosen to collect all grey tones presented
in the background into one cluster and other grey tones into few clusters in such a way
that they cover a cell region in microscopic images. The weighting coefficients are used
to influence (expand or contract) patterns in microscopic images of living cells. The
method was evaluated on the basis of confocal and bright field microscopy images of
cells in culture.

1 Introduction

The microscopic images of the cells are very difficult to analyze because of lack of
precise and accurate methods of cells separation from the background. The seg-
mentation of cell images are not easy due to the contrast quality, variation in cell
shape, temporal changes in image contrast and focus, what is shown in Fig. 1.

The advanced method of segmentation such as region growing, watershed or
snake requires the initialization information about the rough position of the cell
body. The main idea of this research is to localize cells in image using one of
the clustering methods. The k -means clustering method supported by weighting
coefficients is proposed to reduce quantity of grey tones in image in such a
way that the background variation is suppressed into one cluster and the other
clusters cover cell area. This type of simplified image, after being thresholded,
allows to localize the cell body fragments. Next, using mathematical morphology,
binary operations, the cell fragments would be connected and holes in their area
would be filled.

2 Related Research Review

Clustering has a rich history in pattern recognition [29], image processing [6, 10]
and information retrieval [15, 16]. In this paper this methodology is employed
in image processing as a low-level procedure that aims at simplifying an image.

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 345–356, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. Three images with their histograms present external source light variations
and internal nonhomogenity in the light distribution. There are three line profiles: the
top line profile shows intensity function along the top white line crossing the relatively
well contrasted and small cell cluster, the central one shows intensity function along
the middle white line crossing the middle size cells, and the last one shows intensity
function a long bottom white line crossing large, flattened and poorly contrasted cell.

Analogical, but not the same aims have been investigated by Du et al. [8] and by
Duda and Hart [9]. Both groups of researchers were concentrating on partitioning
an image into homogeneous regions in the sense of segmentation rather then
object localization. Among methods of image segmentation, using clustering,
the most interesting are: k -means [13, 25], isodata [3], and fuzzy c-means [28].
In this investigation the variation of k -means method was chosen as very easy
to adjust to particular image by manipulation of weighting coefficients.

The k -means clustering methods were introduced in 1967 by J. MacQueen
as an unsupervised classification technique. These methods were used to detect
cell nuclei in digital image-based cytometry [20, 26], but only for fluorescent mi-
croscopic images which are easier to analyze rather then bright field or confocal
microscopy images. Since bright field and confocal microscopic images segmen-
tation using such methods as watershed [21, 17], region growing [18, 24], model-
based [22] and agent based or hybrid method [2, 4], gives good accuracy and
precision but all these methods need initial information of the cell position, so
the k -means clustering is proposed to be pre-processing phase of these images
segmentation methods.
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3 Microscopic Image Characterization

The microscopic images of cells are very difficult to analyze. This is because of
the image quality which depends on a type of microscope, a type of cells and a
resolution of acquired image [19, 7].

The bright field microscopy and the scanning confocal microscopy produce
greyscale images with poorly contracted cells in the image plane, see Fig. 1.
Cells are transparent objects so they transmit light and they are visible as grey
tones which are darker or brighter then grey background. Some path of the cell
body is in the background grey level range. Some cells are partly or fully rounded
by halo which appears as brightened background. This brightness is caused by
light reflection on cell wall. There is no halo and contrast between a cell and the
background in the parts where cell is very flattened. Furthermore the intensity of
the background is not uniform across the image, due to the external and source
light variation.

Three graphs of line profiles in Fig. 1 present significant intensity changes
across the image plane (bottom-right and top-left image corners are darker then
bottom-left and top-right) in both, in the background and within the cell. The
variations of the intensity caused by noise is also observed in the background
and in the cell area. The histogram of each microscopic cell image is unimodal
and slightly skew. The presented histograms are located in various positions of
grey scale according to mean lighting conditions, see Fig. 1.

There is a difference in detail visibility according to microscopic techniques.
Neural stem cells sample observed in the red laser confocal scanning microscopy
and the bright field microscopy image are presented in Fig. 2. The bright field
microscopy builds images (see right part of Fig. 2) with relatively large deep
of field in comparison to the laser confocal microscopy (see left part of Fig. 2).

Fig. 2. Cells images in the red light laser scanning confocal microscopy (left) and the
bright field microscopy (right)
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The structures visible in confocal microscopy such as nucleus, the endoplasmic
reticulum around nuclei only sometimes are observed in bright field images as
blurred objects.

4 Methods

The goal of the study is to find the method of the microscopic image simplifica-
tion which suppress the background variation into one grey tone cluster and cell
regions in the other clusters. It is proposed to use k -means clustering method to
do that.

4.1 Clustering Method

Clustering is a commonly used technique for features determination and extrac-
tion from large data sets and for the determination of similarities and dissimi-
larities between elements in the data sets.

In this paper the concept of image clustering is exploited. Image pixels are
grouped in such a way that the information which image contains is emphasized
or extracted. Generally, the criteria used to collect pixels in clusters are various,
among them color, texture, connectivity, gradient and so on and they depend
on image characteristics and objects in the image and on the goal of the image
processing. Pixels collected in one cluster are presented by similar or the same
color or grey level in simplified image what leads to image segmentation. This
process reduces image noise and some image details. If these details carrying
information which is redundant or not important according to the goal of the
image processing, the image simplification does not damage image, but rather
highlights its sense.

Mathematical Background

The clustering problem can be formally defined as follows [12, 27].
Given a data set U =

{
u1, u2, ..., up, ..., uNp

}
where up is a pattern in the

Nd-dimensional feature space, and Np is the number of patterns in U , then the
clustering of U is the partitioning of U into K clusters {V1, V2, ..., VK} satisfying
the following conditions:

• Each pattern should be assigned to a cluster, i.e.
K⋃

k=1

Vk = U

• Each cluster has at least one pattern assigned to it
Vk �= ∅ for k = 1, ..., K

• Each pattern is assigned to one and only one cluster
Vl ∩ Vk = ∅ for l �= k.

Clustering can be defined with reference to an image [8, 23], than given an
image u, let U = {u (i, j)}(i,j)∈D, where D = {(i, j) : i = 1, ..., I, j = 1, ..., J}



Clustering as a Method of Image Simplification 349

for positive integers I and J , (i, j) are integer pairs that range over the image
domain, denote the set of grey tones values in the original image. Then, for any
set of the replacement grey tones W = {wk}Kk=1, called generators, let

Vl = {u (i, j) ∈ U : |u (i, j)− wl| ≤ |u (i, j)− wk| , k = 1, ..., K} (1)

Vl, l = 1, ..., K denotes the subset of those values of the grey tones that are closest
to wl (in the sense of the euclidian distance in 1-dimensional space of grey levels)
than to any of the other wk’s. The subset of grey tones Vl is called the cluster
corresponding to wl and the set of subsets V = {Vk}Kk=1 is called a clustering of
the set U of grey tones. For any non-overlapping covering of U = {Vk}Kk=1 into
K subsets, one can define the means or centroids of each subset Vk as the grey
value w̄k ∈ Vk that minimizes following expression called clustering energy

K∑
k=1

∑
u(i,j)∈Vk

|u (i, j)− wk|2 (2)

The grey values wk that generate the clustering such that wk = w̄k for k =
1, ..., K are called the centroids of the associated clusters.

Several variants of the k -means algorithm have been reported in the literature
[1]. Some of them attempt to select a good initial partition so that the algorithm
is more likely to find the global minimum value. Another variation is to permit
splitting and merging of the resulting clusters. Typically, a cluster is split when
its variance is above a pre-specified threshold, and two clusters are merged when
the distance between their centroids is below another pre-specified threshold. Us-
ing this variant, it is possible to obtain the optimal partition starting from any
arbitrary initial partition, provided proper threshold values are specified. An-
other variation of the k -means algorithm involves selecting a different criterion
function. The weighted k -means algorithm is a variation of the classic k -means
algorithm [14, 29]. Weight coefficients, which provide weighted distortions be-
tween data and cluster centers, are incorporated into the algorithm to realize
anticipated clustering. One can redefine the energy expression Eq. 2 so that the
contributions from each of the clusters are weighted. This allows, for example,
for a given grey tone to be included in a large cluster and opposite. Applied to a
digital image, weighted clustering can let grey tone generators focus on selected
details of the image and not be overwhelmed by other grey tones. Definition of
the weighted energy expression is as follows

K∑
k=1

λk

∑
u(i,j)∈Vk

|u (i, j)− wk|2 (3)

where λk are positive weighting factors. In general, λk is allowed to depend on
factors such as the cardinality |Vk| of the subset Vk, the within cluster variance,
etc. [14]. In the resulting image original grey levels are replaced by centroids of
the last iteration of the proposed algorithm.
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Algorithm

The k -means method aims to minimize the sum of squared distances (in the
sense of grey levels) between all points and the cluster center. Algorithm works
recursively:

1. Initialization phase:
a) Choose K initial cluster centers w1, w2, ..., wK .
b) At the k -th iterative step, distribute the samples u (i, j) among the K

clusters using the relation,

u ∈ Vk if |u (i, j)− wl| ≤ |u (i, j)− wk| for k = 1, ..., K (4)

where Vk denotes the set of samples whose cluster center is wk and l �= k.
2. Iterative phase

a) Compute the new cluster centers wk (k + 1), k = 1, ..., K such that the
sum of the squared distances from all points in Vk to the new cluster
center is minimized. The measure which minimizes this is the sample
mean value of Vk. Therefore, the new cluster center is given by

wk (k + 1) =
1

Nk

∑
u∈Vk

u for k = 1, ..., K (5)

where Nk is the number of samples in Vk.
b) If wk (k + 1) ∼= wk (k) for k = 1, ..., K (with respect to a chosen threshold

value) then the algorithm has converged and the procedure is terminated.
Otherwise go to step 2.

Different stopping criteria can be used in an iterative clustering algorithm:

• the change in centroid positions are smaller than a user-specified value,
• the quantization error is small enough,
• a maximum number of iterations has been exceeded.

In the proposed method the last stopping criterion is used and merging pro-
cedure supported by weighting coefficients are exploited. So the resulting cluster
consists of clusters corresponding for grey levels of the background. The weight-
ing coefficients are selected on the basis of the cluster size counted from the
previous iteration.

4.2 Details of the Proposed Method

A major problem with k -means algorithm is its sensitivity to the selection of
the initial generator number and their positions and its convergence to a local
minimum of the criterion function if the initial partition is not properly chosen.
In this investigation the number of the generators ranges from 5 to 25 and three
various methods of choosing the initial generators were tested:
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1. random choice,
2. homogenous choice,
3. arbitrary choice,

of the grey levels over grey scale. Resulting images for various values of K and
for various methods of generators initialization are presented in Sect. 6.

5 Material

Evaluation of the proposed method was done using microscopic images of neural
stem cell culture [5]. The images were acquired from digital cameras attached
to two microscopes: bright field inverted microscopy (Olympus IX70 the right
side Fig. 2) and scanning confocal microscope with the red color laser (Zeiss
Fig. 1 and the left side Fig. 2). The observation plane on culture dishes cover
100 x 100 μm space in the first case while 120 x 120 μm in the second. Bright
field microscopy images were acquired as a digital image of 1024 x 1024 pixels
in 12 bits deep acquisition and next converted to 8-bit deep images by the linear
resampling of the grey scale from minimum to maximum of grey levels. In the
case of confocal microscopy images 8 bits deep acquisition of 2048 x 2048 pixels
were done. Bicubic resampling was used to resample images to the size 1024 x
1024.

6 Results

The proposed method results on microscopic images were analyzed and compared
in both qualitative and quantitative manner.

6.1 How Initialization Influences the Results

Fig. 3 shows the results of the proposed method with increasing number of
clusters and with various generators distribution over grey scale.

It can be observed that the number of clusters influences the resulting image
in the detail level and in the smoothing of the background. The larger cluster
number, the more grey values are bounded up with the background. Therefore
smoothing of the background is desirable, the choice of 8 clusters seems to be the
best to achieve the smoothing of the background. The dependence of the results
on the way generators are chosen isn’t unambiguous. Because tested strategies
of generators choice do not lead up to fundamental differences in the final dis-
tribution of the centroids after many iterations and difference among results are
not ambiguous and not significant, arbitrary choice of generators positions was
used in further investigation.

6.2 Evaluation of Influence of Selected Weighting Coefficients

The procedure that involves weighting coefficients aims at such partitioning of
the picture grey levels that some pixels which grey tones correspond to the
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Fig. 3. Proposed clustering method results with corresponding image histograms for
various initialization methods: with increasing number of clusters from k = 6 in the first
column, by k = 8 in the second one to k = 12 for the last one and with starting centroids
chosen as: randomly distributed across the grey scale in the first row, homogenously
distributed in the second one and arbitrary chosen by operator in the third one
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Table 1. Matching matrix resulting from weighted k -means algorithm: distribution of
classified pixels percentages compared with classification without weighting coefficients

Centroids of Fraction

Image Weighting coefficients the last iteration; of pixels

Resulting centroids displaced

1-row,1-column 0 0 0 0 0 0 0 0 32 73 98 108 119 140 177 239 —
2-row,1-column 150 0.01 0.01 2048 10456 5586 0.01 45 43 74 85 113 141 185 81,2%

2-row,2-column 150 654 856 0.01 0.01 0.01 75 130 43 74 85 95 113 141 245 45,7%

2-row,3-column 150 654 856 2048 10456 5586 75 130 43 74 85 95 113 141 185 62,1%

Fig. 4. The results of the proposed clustering method for arbitrary chosen generators
position as described in the text with corresponding image histograms: - in the first row
(from left to right): reference image with all weighting coefficients equally influences
all clusters (equal 1); reference image with merged background grey levels (98 and 119
merged to 108); image with weighting coefficients which influence five first clusters [0.1,
0.1, 0.1, 0.1, 0.1, 0.1, 1, 1]; in the second row images with coefficients calculated based
on cardinality of the chosen clusters (from left to right): resulting in the homogeneity of
the background, resulting in the expansion of the objects, resulting in both homogeneity
of the objects and homogeneity and the expansion of the background

one class are placed in the other class. Generally, pixels are attracted by other
classes if coefficients of these classes are small numbers. This mechanism is used
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to include background pixels around cells structures to the cell classes to achieve
a cohesive object region. Matching matrix, presented in Tab. 1, was calculated to
evaluate fraction of pixels reclassified from one class to the other one according
to a chosen set of coefficients. Classification without weighting coefficients, which
is presented in both the first row in the Tab. 1 and in Fig. 4 the first row and the
first column image, is used as a reference to calculate pixels displacements. The
last three rows of Tab. 1 present the matching matrix results for images shown
in the second row in Fig. 4.

6.3 How Cardinal Coefficients Influences the Results

Fig. 4 shows the results of the proposed method with 8 clusters and arbitrary
chosen positions of initialization generators: [42 68 86 109 137 149 162 175] and
with various values of weighting coefficients. In this test weighting coefficients
different than equal to 1 appeared for various clusters to investigate influence of
specific cluster expansion or contraction in the resulting image.

It was observed that in order to narrow the area of the determined cluster,
the coefficients are selected to be equal to the cluster size. Otherwise, in case of
the cluster area expansion, coefficients are selected as the inverse of the cluster
size. The results show that choosing such coefficients that are leading to the
background expansion (first image in the second row), gives the best effects
while the grey tones present in cell area are manipulated the results images are
worse (middle and last images in the second row). The best result was obtained
by merging procedure (middle image in the first row).

7 Discussion and Conclusion

The proposed greyscale image simplification method described in this paper
employs clustering method to redefine grey value of each pixel in microscopic
images in such a way that the background pixels are collected into one cluster
and the other clusters collect pixels of other grey tones. Resulting images, pre-
sented in the text, show that the used method is less dependent on the way the
starting centroids are chosen rather than on the number of these centroids and
that weighting coefficients based on the cluster cardinality allow manipulation of
the cluster size. These studies conclude that the proposed method is promising
enough to carry out the influence on the use of another types of coefficients. It
seems that texture would be a good choice for a new coefficient definition because
texture is the feature which discriminate area of the cell from the background
area.
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Summary. The article presents an algorithm and an application to estimate hap-
lotype frequencies from genotype data for unrelated individuals. Presented approach
can handle loci with multiple alleles as well as silent (null) alleles. The mathematical
model and an expanded Expectation-Maximization algorithm is described. The com-
puter program, called NullHap, available freely at http://staff.elka.pw.edu.pl/

~rnowak2/nullhap implements presented ideas. Comparison with known software to
estimate haplotypes: Arlequin, PHASE and Haplo-IHP proves the advantage presented
method.

1 Introduction

Laboratory techniques used to determine local haplotypes [4] are often too ex-
pensive for large-scale studies. The lack of phase information (as depicted in
Fig. 1) provided by the popular typing methods could be overcome by using
likelihood-based calculations [3], which estimates haplotype frequencies in popu-
lation, and reconstruct of haplotype pair in an individual. This approach is more
cost-effective and powerful than linkage analysis [2], and gives more information
than single marker-based methods [7].

The maximum likelihood approach to haplotype estimation from unrelated
individuals was widely discussed, and a number of programs is available for that

Fig. 1. The lack of phase information and ambiguous of the heterozygous status for
present-absent genes after popular typing techniques

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 357–364, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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purpose. The Expectation - Maximisation algorithm (EM), proposed in [6] is
the most popular (used in tested applications Arlequin [5] and PHASE [9]), but
also others methods were applied: Bayesian networks [8], Monte Carlo [1] and
Hidden Markov Model.

The polymorphism for present-absent genes, where ambiguous as regards to
the heterozygous status of the individuals (Fig. 1) is poorly analyzed in literature.
The only available computer program designed to handle this problem, proposed
in [10] can estimate haplotypes only for biallelic loci.

2 Algorithm

In a diploid organism, when the k polymorphic loci is analyzed and each locus
has li different variants (optionally including null variant) for i–th locus, the
number of different haplotypes is H =

∏k
i=1 li, and the number of different

haplotype resolutions is R = 1
2H ∗ (H + 1). The lack of phase information as

well as ambiguous to the heterozygous state for locus with null variant cause
that only the G (equation 1) different genotypes could be observed.

G =
k∏

i=1

(li − δi)(li + 1 − δi) + 2δi

2
, δi =

{
1 locus with null allele
0 locus without null allele (1)

The number of haplotype resolutions rj which gives genotype j (when phase
information is lost) is described by equation 2, where sj is the number of observed
heterozygous and tj is the number of observed (not null) alleles for loci with null
allele. The number of haplotype resolutions grows exponentially with number of
observed loci, thus full space search can not be applied.

rj =
{

2sj−1 ∗ 3tj for sj > 0
3tj +1

2 for sj = 0
(2)

2.1 Maximum Likelihood Approach to Estimate Haplotypes

A sample of genotype data from unrelated n individuals is simplified to a vector
S = (n1, n2, ..., nG), where G is the number of different genotype data (with
lack of phase information), and nj is the number of individuals having j-th
genotype,

∑G
j=0 nj = n. In maximum likelihood approach haplotype probability

hi is estimated to maximise the probability of the given sample (equation 6).
The condition probability of sample S, given each genotype probability gi,

assume unrelatedness of individuals in sample is provided in equation (3), where
α not depends on gi.

P (S |g1, g2, ..., gG) =
n!

n1! ∗ n2! ∗ ... ∗ nG!
∗

G∏
j=1

g
nj

j = α

F∏
j=1

g
nj

j (3)
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The probability of genotype gj is the sum of probabilities of respective
haplotype pairs zmn, and with Hardy-Weinberg assumption, is calculated from
haplotype probabilities, as shown in equation 4, where zmn is the probability
of haplotype pair m and n, rj is a number of haplotype pairs for given j-th
genotype, and hm, hn are the probabilities of haplotypes m and n respectively.

gj =
rj∑

i=0

zmn, where zmn =
{

h2
m for m = n

2 hmhn for m �= n
(4)

The estimation of haplotypes probability to maximise the probability of observed
sample can be described as optimization, the equation 6 summarizes considered
approach.

argmax
h1,h2,...,hH

P (S |h1, h2, ..., hH) = arg max
h1,h2,...,hH

G∏
j=1

(
rj∑

i=0

zmn)nj , (5)

zmn =
{

h2
m for m = n

2 hmhn for m �= n

2.2 Extended EM Algorithm

An Expectation-Maximization algorithm alternates between performing an ex-
pectation step E(t), which computes an expectation value of unknown param-
eters, here the probabilities of haplotype pairs, and a maximization step M (t),
which computes the value of parameters by maximising the probability of ob-
served data. The parameters found on the M (t) step are then used to begin an-
other E(t+1) step, and the process is repeated until the parameters are changed.

The EM algorithm peaks at local optimum. In presented solution this algo-
rithm is used to maximize equation 6. The algorithm details for polymorphism
with k observed loci, li variants for i-th locus, and sample S = (n1, n2, ..., nG)
are supplied below.

Initiation

The initial haplotype pair probabilities (the E0 step) are set as described in
equation 6. For each haplotype pair the probability depends only on the number
of resolutions for given genotype. It is similar to initiation in [6].

z(0)
mn =

1
rj

where the mn gives the j genotype (6)

Maximization step

The genotype probability is calculated as sum of responding haplotype pairs
probabilities, and the next values of haplotype pair probabilities are calculated
to maximize given sample probability. Details in equation 7.
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z(t+1)
mn =

nj

n
∗ z

(t)
mn

g
(t)
j

, where mn gives genotypej, g(t)
j =

rj∑
x

z(t)
x (7)

Expectation step

Haplotype probabilities hm are calculated from given haplotype pair probabil-
ities zmn, it is a half of sum of each haplotype pair probability when given
haplotype occurs. The next expected haplotype pair probabilities are calculated
using haplotype probabilities as described in equation 8.

z(t+1)
mn =

{
(h(t)

m )2 for m = n

2 h
(t)
m h

(t)
n for m �= n

where h(t)
m =

1
2
(
∑

i

z
(t)
im +

∑
j

z
(t)
mj) (8)

Stop conditions

Algorithm stops when the stability of estimations between following steps are
obtained. In presented approach it means the absolute difference between calcu-
lated probabilities is less then ε (equation 9).

R∑
i=1

|z(t+1)
i − z

(t)
i | < ε (9)

Finally, the haplotype probabilities are calculated (by another E step), as well
as the conditional probability of the haplotype pair, given genotype are estimated
using equation 10.

zmn|gj =
zmn

gj
=

zmn∑rj

x zx
(10)

3 NullHap: Validation and Comparison with Other
Applications to Haplotype Estimation

Considered algorithm was used in application called NullHap. The implemen-
tation in C++, depends on the Boost libraries and faif library [12]. The source
code and binaries for Windows NT/2000/XP and Debian Linux are available at
project web page [11].

Application was tested on simulated and real data sets. Results were compared
with previously mentioned programs: Arlequin [5], PHASE [9] and Haplo-IHP
[10].

The main advantage of NullHap over others known applications is ability to
handle problems when multiallelic locus containing null variant (Tab. 1).

Test on Generated Data Sets

To compare the ability to calculate the haplotypes probabilities for considered
applications the most probable sample was generated for five polymorphisms
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Table 1. Short comparison of analyzed applications to estimate haplotypes

name biallelic multiallelic null variants

Arlequin + + -
PHASE + + -
Haplo-IHP + - +
NullHap + + +

Table 2. Example of simulated data. Two loci polymorphism was considered: probabil-
ities were assumed for each haplotype, next the sample was generated, than haplotype
probabilities were estimated, finally results were compared.

haplotype probability hi

assumed Arlequin PHASE Haplo-IHP NullHap

A0B0 0.2 0.042 0.04 0.25 0.2
A0B1 0.2 0.126 0.12 0.25 0.2
A1B0 0.2 0.147 0.14 0.25 0.2
A1B1 0.2 0.442 0.42 0.25 0.2
A2B0 0.1 0.021 0.07 0 0.1
A2B1 0.1 0.221 0.21 0 0.1

error - 77% 67% 50% 0%

Table 3. Haplotype estimation probability error for considered applications

No example error
description Arlequin PHASE Haplo-IHP NullHap

1 biallelic loci: A(A0, A1), B(B0, B1),
C(C0, C1), null variants: A0, B0 and C0

61% 50% 0.7% 0%

2 biallelic loci: A(A1, A2), B(B1, B2), no
null variants

0% 0% 0% 0%

3 multiallelic loci: A(A0, A1, A2), B(B0,
B1, B2), null variants: A0, B0

62% 62% 100% 0%

4 multiallelic loci: A(A1, A2, A3), B(B1,
B2, B3), no null variants

0% 1% 78% 0%

5 multiallelic loci, A(A0, A1, A2), B(B0,
B1), null variants: A0, B0

77% 67% 50% 0%

with varying locus characteristics. An example of assumed and estimated prob-
abilities is shown in Tab. 2 (others examples are available at web [11]). In Tab. 3
the results of simulations are summarized. The error was calculated as provided
in equation 11, where x is assumed probability, and x∗ is calculated one.
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Fig. 2. Sample size effect on organism described in tab. 2. The figure describes the
median of error in function of sample size for two examples (example 4 and 5 from
tab. 3.

Table 4. The haplotype estimations for HLA data set for 99 Polish [5]. The difference
between estimated probabilities between programs is less then 2%.

haplotype Arlequin NullHap Phase haplotype Arlequin NullHap Phase

1500 0602 0.16 0.156 0.153 1301 0603 0.055 0.055 0.05
0700 0200 0.1 0.101 0.101 0401 0302 0.035 0.035 0.035
0101 0501 0.091 0.091 0.091 0104 0501 0.035 0.035 0.035
0301 0200 0.076 0.076 0.075 0806 0402 0.025 0.025 0.025
1101 0301 0.066 0.066 0.063 0700 0303 0.02 0.02 0.02

error =
1
N

N∑
i=1

|x− x∗

x
| (11)

Next, the effect of sample size on the exactness of the method were investi-
gated, therefore the minimal sample size required to provide reliable estimations
could be obtained. The 10 samples of 25,50,100,200,400 and 1000 from an infinite
population in Hardy - Weinberg equilibrium characterized by haplotype distri-
bution as those given 4-th and 5-th example in tab. 3. The haplotype probability
were estimated, and median of errors (equation 11) are illustrated in fig. 2.

Test On Real Data Sets

The applications able to analyze multiallelic loci (Arlequin, PHASE and Null-
Hap) were used to calculate HLA (DRB1-DQB1) data set for 99 Polish supplied
by [5]. The case contains two multiallelic loci (36 and 14 variants), without
null variants. The results, shown in tab. 4, are very similar for each computer
program.
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Table 5. The haplotype estimations for KIR data set, 200 Irish, [10]. The difference
of estimated probabilities between programs is about 3%.

2DS2 2DL2 3DL3 2DL5B 2DL1 3DS1 Haplo-IHP NullHap

0 0 1 0 1 0 0.546 0.55
0 0 1 0 1 1 0.101 0.1
1 1 0 1 1 1 0.095 0.094
1 1 0 0 0 0 0.075 0.083
1 1 0 0 1 0 0.064 0.056
1 1 0 1 1 0 0.028 0.028
0 0 0 0 1 0 0.019 0.028
1 1 1 1 1 0 0.021 0.021
1 1 1 0 1 1 0.019 0.019
0 0 0 1 1 1 0.009 0.01

The data set containing the KIR loci for 200 Irish [10], was used to check the
applications takes into account null variants (Haplo-IHP and NullHap). Each
locus is biallelic and has null variants. Results provided in tab. 5 shows similar
results.

Tests of simulated samples proves ability to estimate assumed haplotype prob-
abilities. In case of polymorphisms able to calculate by other known computer
programs the results produced by NullHap were similar.

Performance Tests

The analysis of computational time in different scenarios is presented in tab. 6.
All computations were achieved on Celeron M 1.6GHz, 1GB RAM, under De-
bian Linux or Windows XP. The number of loci and sample size influence to
computational time.

Table 6. Computational time for considered applications (HaploIHP in parenthesis
with greedy algorithm). Results only for applications able to estimate haplotypes for
given polymorphism.

number of time for application
loci haplotypes observations Arlequin Phase HaploIHP NullHap

2 6 100 0.13s 46s 0.5s 0.07s
2 9 100 0.06s 47s 0.15s 0.04s
3 8 100 0.04s 69s 0.58s 0.02s

2 504 99 0.22s 53s - 37s
2 540 99 0.34s 58s - 39s

7 128 200 - - 145s 13s
9 512 200 - - 1300s(8s) 209s
11 2048 200 - - 24h(10s) 3h
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4 Conclusion

Presented application can effectively estimate haplotype probabilities with per-
formance similar to other computer programs. It should be emphasized that
the main advantage of created application is the ability to estimate haplotypes
for every type of polymorphism, in particular polymorphisms with multiallelic
loci with null variants. The tests for simulated data shows that NullHap obtain
results closer to assumed than others computer programs.

The demonstrated application is under development, and some improvements
are planned such as the ability to consider the cases of missing data and the
additional step removing unimportant haplotypes, to speed-up computations.
The new versions will be available at project web side.

The application would be confirmed by larger studies involving experimental
work on allele typing.
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Summary. Automation of monitoring and analysis of cell culture condition is crucial
for fast and reliable optimization of culturing methods e.g. in the regenerative medicine.
So the method of automatic cells counting during culture monitoring and analysis of
cells population, according to the model of cell culture development, is needed. To solve
this general problem several separated problems should be investigated. One of them
is the detection of cells which are soon going to divide, the moment when in the new
frame two daughter cells could be expected in the place occupied by a single cell in
the previous image. A method of localization of cells, which potentially would divide,
is proposed in the paper. The mathematical morphology operations are used to detect
small, rounded and converged cells which in potentia could be mitotic in a single frame
from the sequence of images. The proposed method is applied to images of neural stem
cells, made with the laser scanner confocal microscope. Results of the experiments are
also presented in the paper.

1 Introduction

Since stem cells are a potential source of cells for use in the regenerative medicine,
the monitoring and analysis of the culture quantity is crucial for reliable opti-
mization of culturing methods [4]. Monitoring of the living cell cultures by means
of a human-made evaluation at the microscope is typical method used in the lab-
oratory as the fastest and cost free [1, 22]. The acquired information is supported
temporary by immunohistochemistry and flowcytometry culture evaluation. The
idea of the continuous culture condition monitoring using a computer supported
microscopy seems is promising because it allows evaluating the culture growth
and to discriminate cells revival or differentiation in the observed culture as
early as possible. The automation of the cells culture observation and evaluation
is the main goal which could be achieved by solving several separated problems.
One of them is to investigate a method of automatic cells counting and in mi-
croscopic images acquired in the constant time increments. Next, based on this
information, the cell culture growth dynamics, in a sense of the rates of cells
proliferation and death or so called mitotic index (defined as a quotient of the
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number of mitotic and normal cell) [1], could be evaluated. To do that, one needs
to identify all cases of cell divisions in cells population observed in the image
sequence.

Because of some inherent properties of both the process of collection data in
time sequence with a constant time increments and the process of cell division
itself (described in the next section) it is impossible to detect each cell division
analyzing each single frame. The moment of the daughter cells separation could
be missing in the observation gaps. So the idea of detection of cells, which would
have divided in the nearest future allows to monitor both the number of cell
divisions and the trees of cells linkage [1, 4].

The goal of investigations described in this paper is to detect and to localize
all cells which would have divided in the nearest future in the image plane based
on the features of cell shape, area and texture. The proposed method makes use
of the advanced morphological image processing tools [16] and consists of three
steps. First, the nonuniform background, which is characteristic feature of most
of the images, is removed using morphological top-hat operator. In the second
step the image is simplified using morphological tools based on reconstruction
operator in order to make cell region more homogeneous. Finally, image is bina-
rized using double threshold technique.

The paper is organized as follows. Sect. 2 contains the literature review, Sect. 3
described the biological background. In the Sect. 4 the morphological image pro-
cessing tools are described and the proposed method is introduced. Sect. 5 de-
scribes the experiments and finally, Sect. 6 concludes the paper.

2 Related Works

There are some applications which offer mitotic cell selections, manual meth-
ods [6] as well as the semiautomatic ones based on image processing [12]. Both
of them can be useful only if any off line cells counting is possible. In the case
of continuous monitoring a fully automatic method is required.

Automatic methods for particle detection used in the cryo-electron mi-
croscopy, which seems to be similar to the problem of cell localization, have
been investigated for a long time. There are descriptions of methods based on
intensity or texture comparison, on cross-correlation of template matching [20]
or neural networks in Nicholson and other reviews [14]. The Authors come to a
conclusion that none of presented methods alone is good enough. Consequently,
their successors have used the hybrid method [3, 9], supported by extra infor-
mation of the local average intensity method [8], cross-correlation with pruning
the list of candidates by examining modified local gradient [13] or agents based
systems [2] in which agents performing their action locally are used.

For a long time, the problem of microscopic images of living cells segmenta-
tions has been solved by detection of edges or regions [1]. Nowadays there are two
directions of developing progress in this field: (1) using a priori knowledge and
models [13], (2) employing the cooperation between methods, and their adapta-
tion to the local situations in the image [5]. Within the second direction there
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are two methods going back to the edge and region approach: combined texture
and edge based method, proposed by one of the authors and her collaborators [9]
and cooperative system [1].

The direct approach uses the cell segmentation and detection according to the
cell features, most important of which are the following:

• shape [1, 6, 8, 10]: enumeration and detection of proliferating bone marrow
progenitors, cancer cells, neutrophiles or artefact in smears;

• texture [9, 10]: identify nuclei by characterizing the chromatin structure;
• color [8, 15]: nuclei in fluorescent-stained samples.

3 Microscopic Investigation of the Cell Growth

3.1 Cell Growing Process

According to the knowledge about cells divisions [1, 22], it is a long-lasting
process. It starts from changes in the cell inner reorganization (prophase and
metaphase) which become visible as morphological continuous changes in the cell
shape, area and texture. The cell converges and rounds shape up to become a
sphere (anaphase). Next, it narrows in the middle and becomes eight shaped with
gradually more and more narrow waist/neck (telophase), which finally brakes
what causes that two separate converged cells appear. Characteristics of cells
division during the stage of eight shaped cell could not be visible in the image
sequence acquired in constant time increments. To find all cases of cell divisions,
the converged cells should be detected as a cell which can divide in potentia.
Because a cell can be converged not only just before its division, so behavior
of the rounded converged cell in the next few frames should give us an answer
if the cell has divided or has not. Because of the physiology of the cell division
these cells differ in appearance from most but not all not dividing cells. They
are small, rounded, converged with specific texture and strong halo while most
of other stem cells adhere to the dishes and start to develop pseudopodia, to
elongate in various degree up to become flattened (see Fig. 1).

The cell division is denoted if two small, rounded, converged cells occupy a
place which, in the previous frame, has been occupied by a cell which potentially
could divide. It is observed that stem cells in culture in vitro sometimes aggregate
in clusters, in which they are located closely one to another, but sometimes
migrate out of clusters, see all figures in this paper [24]. The detection of each
particular cell is much more difficult if it is located in the cluster (shown in Fig. 1
and Fig. 3) than if the cell is surrounded by the background (shown in Fig. 2).
So that if converged cells are detected in cells cluster, the additional steps of
cells separation, cell shape and area measurements are needed.

3.2 Characteristics of the Images Sequence and Cells in the Images

Two types of microscopic techniques are used in observation of living cells: the
conventional light microscopy (bright field, phase contrast, dark field or No-
marski contrast microscopies) or the confocal microscopy with coherent laser
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Fig. 1. Six images fragments from the images sequences acquired with red laser confocal
microscopy show both the variation in image quality, lighting conditions, focus plane
during 4 hours 15 minutes observations and the divisions of two cells located in the
cells cluster

light [5, 10]. Both techniques insignificantly influence the cells behavior. The
cells make transparent objects so they have a poor contrast with respect to
the gray background in both microscopic techniques: the laser scanning confo-
cal and the conventional brightfield microscopies. Furthermore, the quality of
recorded images depends on the illumination at present, on the internal inho-
mogeneous light distribution in the microscopic light pathway and on the focus
plane position; all of them are instable during the long-term observation. To
observe all of these features of images, see Fig. 1, where fragments of images
from the sequence acquired with the red laser confocal microscopy [Zeiss] are
presented.

The fluctuation in intensity of the gray level is observed within cells regions
as well as within the background region. But variations of the gray level within
cell regions have a larger amplitude than in the background. It is because the
variations due to noise and light distribution, observed in the background, are
dumped by various light transmission through the cellular organelles in the cell
body regions.

The cells population observed in images is not homogeneous, cells differ in
size, shapes and texture properties. The investigations are concentrated on the
specific fraction of cells - small, rounded and converged ones, because they could
divide in the nearest future. Cells with different morphology e.g. flattened cells
(Fig. 1. the cell on the top) and cells which start to develop pseudopodia and
to elongate but which are still far from being flattened (Fig. 1. right side cells)
should be excluded from consideration even, if some of their part resembles
converged cells in the texture properties.

The main features which discriminate a cell under investigation from other
cells are size, shape, converged cellular body remarkably darker than the back-
ground and with irregularly but closely and densely dispersed bright and dark
dotes and with the strongest halo around them. The last two are principally
exploited in the proposed method.
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4 Proposed Method

4.1 Mathematical Morphology Methods in Image Processing

Image processing by using mathematical morphology [15, 17, 18, 19, 21, 22] is
based on two nonlinear local operators: minimum (infinimum) and maximum
(supremum) applied within the neighborhood of every image pixel. This neigh-
borhood is defined using the structuring element. The popular structuring ele-
ments covers pixel’s neighborhood of a given radius. In digital grid various ways
of defining such a neighborhood are considered. Two principal morphological op-
erators, dilation and erosion of image f with structuring element B are defined
as, respectively:

δB(f)[p] = max
b∈B

[f(p + b)] ; εB(f)[p] = min
b∈B

[f(p + b)] , (1)

where p stands for the single image pixel. The morphological filters of open-
ing and closing contain the combination of morphological dilation and erosion
performed one after another:

γB(f) = δBT (εB(f)) ; ϕB(f) = εBT (δB(f)), (2)

where γ represents the operator of opening and ϕ - the operator of closing, BT

stands for transposed structuring element B. Opening and closing remove from
the image its elements (object, noise) lighter and darker then the background,
respectively. By combining opening and closing the alternating filters are defined.
They are applied to remove both darker and lighter elements of the image.

Opening and closing are also used to detect objects while removing the image
background by means of the two kinds of top-hat operators. defined as follows:

WTHB(f) = f − γB(f) ; BTHB(f) = ϕB(f)− f, (3)

where WTH stands for white top-hat and BTH - for the white top-hat. The
description ’white’ (’black’) refers to type of objects that are detected by a
particular operator - lighter (darker) than the background. In order to extract
from the background both darker and lighter objects, a sum of results of both
top-hats can be used:

THB,B′(f) = WTHB(f) + BTHB′(f) = ϕB′(f)− δB(f). (4)

As shown above, sum of both top-hats is simply a difference between closing
and opening.

The effect of filtering by opening and closing implies an important disadvan-
tage of shapes modification. To avoid this effect, advanced morphological filters
based on the morphological reconstruction are used. To define a morphological
reconstruction one has to introduce the geodesic erosion and dilation. Contrary
to the classic erosion and dilation (Eq.1), the geodesic ones require two input
images. The second of them - called a mask - restricts the area in which the
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operator is performed. The geodesic dilation of size 1 (resp. geodesic erosion of
size 1) is defined as:

δB,g(f) = δb(f) ∧ g ; εB,g(f) = εB(f) ∨ g. (5)

The ∧ and ∨ operators stand for the point-wise minimum and maximum. The
geodesic erosion and dilation of a given size n are defined as, respectively:

ε
(n)
B,g(f) = εB,g(εB,g(...εB,g︸ ︷︷ ︸

k−times

(f)...)) ; δ
(n)
B,g(f) = δB,g(δB,g...δB,g︸ ︷︷ ︸

k−times

(f)...)) (6)

The image created by the successive erosions/dilations has an important prop-
erty - for certain n the resulting image stops to change - the idempotence is
reached. Owing to that feature, the reconstruction operator can be defined. The
reconstruction by dilation is thus defined as:

Rδ
B,g(f) = δ

(i)
B,g(f) ; i = argminj

{
δ
(j)
B,g(f) = δ

(j+1)
B,g (f)

}
(7)

By duality, the reconstruction by erosion is defined as:

Rε
B,g(f) = ε

(i)
B,g(f) ; i = argminj

{
ε
(j)
B,g(f) = ε

(j+1)
B,g (f)

}
(8)

Image f in both above operators is usually called a marker image. Structuring
element B used in geodesic operators: geodesic erosion and dilation as well as
in the reconstruction is usually defined as the closest 4 - or 8- connected pixel’s
neighborhood (elementary structuring element in 4- or 8-connected grid).

By means of reconstruction operators, the filters of opening by reconstruction
and closing by reconstruction are defined as, respectively:

γrec
B,B′(f) = Rδ

B′,f (εB(f)) ; ϕrec
B,B′(f) = Rε

B′,f(δB(f)) (9)

Their filtering results are similar to those of simple opening and closing defined
by the Eq.3, but without the effect of shape modification, which is their great
advantage. Both filters can be used instead of classic ones in top-hat operators
defined by Eq.4 and Eq.5. In the latter case appropriate top-hat will be called
farther in this text: WTHR, BTHR and THR for white and black top-hats and
sum of top-hats by reconstruction respectively.

The second application of reconstruction which is used in the proposed method
is conversion of graytone image into a binary one. The simple conversion is
performed using the thresholding operator - pixels of grayvalues higher than
given threshold are set to 1, all the other - to 0:

Tα(f)[p] =
{

1 if a ≥ f(p)
0 otherwise

(10)

This approach has several disadvantages, which are important for particular
kind of images. One of them is following the dependence between unnecessary



Detection of Mitotic Cell Fraction in Neural Stem Cells in Cultures 371

areas on the binary image and the shape of the correctly binarized regions. For
lower threshold all the required areas are visible, but their shape is not correct.
On the other hand, for higher threshold the shape of required areas is correct
but there exist also some unnecessary and unwanted areas on the binary image.
To solve that problem, the double threshold method is used. This operation
consists of two simple thresholdings with two threshold levels (narrow and wide)
followed by the reconstruction of the binary image with narrow thresholds and
with a mask equal to the binary image constructed with wide one. It is than
equal to:

DT[a,b](f) = Rδ
Tb

(Ta(f)) (11)

where a ≤ b are threshold values.

4.2 Proposed Method Workflow

The proposed method makes use of the morphological tool described in pre-
vious section. The whole algorithm can be functionally divided into 3 steps:
background suppression, image simplification, binarization. They are described
below.

Background Suppression

The input images are characterized by non-uniform background. The variations
of the graytones of the background area are however much smoother than changes
of graytones related to the presence of cells. In order to perform further with the
detection, the background must be thus removed, which is performed by means
of the top-hat operator. Another two features of the initial image determine
the type of top-hat to use. First of them is the fact that investigated cells are
characterized by both the inner part darker and the halo-effect which is lighter
than the background. This observation makes the choice of the sum of top-hats
(Eq.5) obvious in this case. The second important issue is the fact that the
background removal cannot influence the shapes of cells. Usage of classical top-
hats based on openings and closings obviously would modify the cells’ shape,
which could influence the shape of cells detected in the segmentation phase. In
order to avoid this problem, the openings and closings by reconstruction are used
instead:

f1 = BTHRB1,BR(f) + WTHRB2,BR(f) = ϕrec
B1,BR(f)− γrec

B2,BR(f) (12)

Where f stand for the input image (shown in Fig. 2(a)), f1 for the result of
above processing (Fig. 2(b)). B1 and B2 represent structuring elements used
in erosion/dilation. BR is the structuring element used in reconstruction. The
choice of these and other parameters as well as the choice of structuring elements
will be discussed later, in the next section.
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Fig. 2. The sequence of image operations in proposed method (description in the text)

The resulting image without background contains the cells with clearly shaped
borders what is presented in Fig. 2(b). In case of cells having the halo-effect, the
boundary is split into two light outlines separated by a narrow dark gap. This
dark inclusion can be a problem for further processing, so closing operator of a
small size is used to remove it:

f2 = ϕB3(f2). (13)

The result of this operation is presented in Fig. 2(c).

Simplification

Although the image obtained in the preceding step does not contain the back-
ground, it still contains a noise - small regions which are not cells, which would
strongly influence the segmentation process resulting in oversegmentation. In or-
der to remove unwanted details from the image, the alternating sequential filter
is applied consisting of openings and closings by reconstruction. The application
of reconstruction filters guarantees that the shape of cells will not be deformed.
The following equation describes applied filter:

f3 = ϕrec
B5,BR(γrec

B5,BR(ϕrec
B4,BR(γrec

B4,BR(f2)))). (14)

Apart from removal of unwanted objects, smaller than cells, the filtering step
modifies the inner part of cells. It is presented in Fig. 2(d). Owing to this mod-
ification, the grayvalues of pixels inside cells depend on the intensity of texture
within the same area on the input image. The more dense and contrasted the
texture is on the input image, the higher grayvalue characterizes this area on
f4 image. Thus, the level of ’convergence’ (or ’flatness’) of a cell is mapped into
average grayvalue of the appropriate region of the simplified image.

Binarization

Due to, above mentioned, properties of f3 image it is perfectly suited to seg-
mentation by thresholding. Simple thresholding according to the Eq.10 does not
produce correct effects. The reason is non fully homogeneous graylevels inside
cells. The inner parts of cells are usually lighter, while those closer to the cell
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boundary - darker. On the other hand some less converged cells are character-
ized by darker grayvalues. Owing to that, one can either set lower threshold and
obtain correctly segmented converged cells and - in addition - some transitional,
or get only converged cells (without transitional) but of inappropriate shape -
too small. This is typical situation in which the double thresholding can be ap-
plied. The thresholding according to the Eq.11 is applied with thresholds set as
parameters.

f4 = DT[a,b](f3), (15)

where a and b stands for thresholds: lower and upper. The result of this operation
is presented in Fig. 2(e) while in Fig. 2(f) the result of threshold superimposed
on original image is presented.

5 Experiments

5.1 Experimental Material

The 5 image sequences of neural stem cells culture were collected using an in-
verted confocal laser scanner microscope with red color equipped with a tempera-
ture, CO2 and humiliation controlled incubation chamber with perfusion [Zeiss].
Cells were seeded in density 1000 cell/ml few hours before observation and were
stayed in standard conditions (37◦C, 5% CO2 and humidity 95%) before and
during the time of observation. Images of 2048x2048 pixels were acquired in ev-
ery 15 or 20 minutes up to 46 hours. They document chosen observation plane
which covers only 120x120 μm space on culture dish. 6 images was randomly
chosen to perform the evaluation of the method. The evaluation was done on the
decreased resolution images of 1024x1024 pixels (bicubic smoother resampling).

5.2 Parameters Choice

The parameters used in the proposed algorithm belongs to two groups. First
contains all morphological operators described by Eqs.12,13,14. Parameters of
the first group depends on the resolution of the image and the average size of cells
in pixels. The second group to which the double thresholding (Eq.15) belongs,
requires graylevel thresholds which depend on the luminance of cells. The latter,
in turn, depends on the lighting conditions under which the initial image was
taken. As far as the first group is concerned, structuring elements shapes and
sizes have to be defined. They depend on the size of the average cell. All the
structuring elements are described in Table 1. All these structuring elements
was chosen for input image of resolution 1024x1024.

Parameter from the second group - thresholds in Eq.15 depends on the in-
tensity of the image. They was chosen manually and were constant for all the
images within single series.

Results of the proposed method of converged cells fraction localization are
presented in Fig. 3.
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Table 1. Structuring elements

SE Eq. type

B1 12 Octagon of radius 6
B2 12 Octagon of radius 3
B3 13 4-connected elementary
B4 14 Octagon of radius 3
B5 14 Octagon of radius 6
BR 12,13,14 8-connected elementary

Fig. 3. Example of cell extraction

6 Conclusions

The method of extraction cell fraction which in potentia are mitotic cells has
been proposed in the paper.

The method is based on the morphological image processing. It consist of
three steps: background suppression, image simplification and binarization. In
each of these steps advanced morphological tools was applied mostly based on
the morphological reconstruction. The application of these tools allows dealing
with complex images of cells. These images are characterized by several features
which causes serious problems for automatic processing. First, there are cells
of various kinds determined by their shape, intensity and texture in each im-
age. Secondly, the image acquisition conditions varies from one series of images
to the others. Consequently, images, although presenting biological material of
homogeneous type, are themselves not homogeneous. This fact caused a prob-
lem for automatic extraction of desired cell type. Proposed algorithm deals well
with all above problems, which was illustrated in the paper by images showing
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processing results. The method extracting regions occupied by cells which ap-
pear like cells before division on most of processed images. It dose not answer if
cells are mitotic or not but feather cells behaviors monitoring using next images
in sequence allows to determinate it.

Future research will focus on the ability of the method to detect other types
of cells, as well as the detection of single cells instead of regions occupied by cells
in clusters.

Acknowledgement. We are grateful for confocal microscope images of neural stem
cells in culture from the NeuroRepair Department, Polish Academy of Sciences
Medical Research Centre, Warsaw, Poland.

References

1. Alberts, B., Bray, D., Lewis, J., Raff, M., Roberts, K., Watson, J.D.: Molecu-
lar Biology of the Cell, 3rd edn. Garland Publishing Inc., New York, London
(1994)

2. Boucher, A., Doisy, A., Ronot, X., Garbay, C.: Cell Migration Analysis After
in Vitro Wounding Injury with a Multi-Agent Approach. Artifical Intelli-
gence Review 12, 137–162 (1998)

3. Boier Marti, I.M., Martineus, D.C., et al.: Identification of spherical virus
particles in digitized images of entire electron micrographs. Journal of Struc-
tural Biology 120, 146–157 (2005)

4. Buzanska, L., Jurga, M., Stachowiak, E.K., Stachowiak, M.K., Domanska-
Janik, K.: Stem Cell and Development, vol. 15, pp. 391–406 (2006)

5. Francis, K., Ramakishna, R., Holloway, W., Palsson, B.O.: Two New Pseu-
dopod Morphologies Displayed by the Human Hematopoietic KG1a Progeni-
tor Cell Line and by Primary Human CD34+ Cells. Blood 92(10), 3616-3623
(1998)

6. Frank, J., Radermacher, M., et al.: Spider and web: Processing and visu-
alization of images in 3d electron microscopy and related fields. Journal of
Structural Biology 116, 190–199 (1996)

7. Iwanowski, M.: Binary Shape Characterization Using Morphological Bound-
ary Class Discrimnation Functions. In: Kurzynski, M., Puchala, E., Woz-
niak, M., Zolnierek, A. (eds.) Computer Recognition Systems, pp. 303–312.
Springer, Heidelberg (2007)

8. Kivioja, T., Ravantti, J., et al.: Local average intensity-based method for
identifying spherical particles in electron micrographs. J. of Structural Biol-
ogy 131, 126–134 (2000)

9. Korzynska, A., Strojny, W., Hoppe, A., Wertheim, D., Hoser, P.: Segmenta-
tion of microscope images of living cells. Pattern Anal. Applic. 10, 301–319
(2007)
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Summary. Visualization of protein molecular structures is a very important part of
the analysis of protein function and activity. Visualization tools allow to represent
graphically the complex construction of proteins and give us an idea of the biological
molecules built with hundreds or thousands of atoms linked to each other by covalent
bonds. In the chapter we present the most interesting features of our Protein Molecular
Viewer (PMV). The PMV is a molecular visualization tool which is used to show protein
structures loaded from the well-known Protein Data Bank. With the possibility of
loading and presenting protein structures from the PDBML data format the PMV
becomes one of a few tools in the world having this unique function.

1 Introduction

Applications that visualize the spatial structures of proteins and other biologi-
cal compounds belong to the wide group of tools of molecular analysis used in
biochemistry, proteomics and system biology. Functioning of living organisms in
biological aspect is tightly related with the existence and activity of proteins.
Proteins are important molecules that play a key role in all biochemical reactions
in organisms’ cells. They are involved in many processes, e.g.: reaction cataly-
sis, energy storage, signal transmission, maintaining of cell mechanical structure,
immune response, stimuli response, cellular respiration, transport of small bio-
molecules, regulation of cell growth and division [1, 2].

Analyzing their general construction proteins are macromolecules with the
molecular mass above 10 kDa (1 Da = 1.66 x 10−24g) built with amino acids
(>100 amino acids, aa). Amino acids are linked in linear chains by peptide
bonds [3]. In the construction of proteins we can distinguish four description (or
representation) levels: primary structure, secondary structure, tertiary structure
and quaternary structure. The last three levels define the protein conformation
or protein spatial structure [3, 4]. The biochemical analysis is usually carried on
one of the description levels.

The analysis of protein spatial structure is very important from the viewpoint
of protein function, protein activity and reactions the protein is involved in. This
type of analysis supported by the observations of protein structure, include not
only a sequence, but also geometrical features of studied molecule. There is no
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doubt, the structures of even small molecules are very complex – proteins are
built up of hundreds of amino acids, and then thousands of atoms. Visualiza-
tion tools, which allow to display and to study spatial structures in the finest
details, are useful to explore such complex structures [5]. The common purpose
of the tools is a presentation of the general atomic structure of proteins, general
spatial shape, and presentation of the simplified construction by the extraction
and revealing of secondary structures. As a result, a user can study the shape
of a protein or its specific regions and compare it to other proteins, and thus
evaluate the similarities and differences. Since the early eighties scientists have
made a use of growing knowledge about various protein structures and functions
to rebuild existing proteins and to design completely new molecules. For this
reason, protein structure viewers are often applied in drug engineering - they
help in the design of effective drugs. The achievements of the modern pharmacy
are impressive. However, it is impossible to construct a new drug until the struc-
ture of the pathogenic, malfunction protein is found out. Visualization tools are
then supportive in the design of inhibitors - substances that decreases exces-
sive activity of some proteins, especially enzymes [6]. One of a vibrant branch
of the modern biochemistry, molecular biology and biotechnology became the
prediction of protein structures, since it gives many possibilities to the medicine
and industry. This process cannot be performed without the insight into protein
internal arrangement. Finally, visualization tools are indispensable in the molec-
ular pathology, where scientists investigate the influence of small mutations in
protein structures on the protein activity [4].

The visualization of protein structures is performed on the basis of structural
data, which have a form of Cartesian coordinates (x, y, z). These coordinates can
be retrieved from appropriate databases. Therefore, the visualization of proteins
is possible on personal computers. The most popular databases are Protein Data
Bank (PDB) [7] and NCBI Molecular Modeling DataBase (MMDB) [8]. They
contain data obtained as a result of X-ray crystallography or NMR spectroscopy.
These repositories make the data available for an exchange in appropriate for-
mats, like: PDB [9], mmCIF [10] and PDBML [11] for the PDB repository, and
ASN.1 [12] for the MMDB repository. The PDBML [11] is the newest format,
which benefits from the strength of the XML technology and it will certainly
become the main exchange format of structural data for the Protein Data Bank
(PDB).

In the chapter, we present the Protein Molecular Viewer (PMV) - a tool
to visualize protein structures stored in the PDBML data sets. The PMV has
several unique features that distinguish it from other viewers. These applications
are briefly described in section 2. The most important functions of the Protein
Molecular Viewer are demonstrated in section 3.

2 Related Works

Computer scientists have developed protein visualization tools for many years.
These tools are able to show protein structures stored in many different formats
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designed during all these years. However, in the section we give a short descrip-
tion of the tools in the context of the exchange formats related to the PDB and
MMDB repository.

RasMol [13] is one of the most popular programs for the visualization of
molecular structures and chemical compounds. It can read protein structures
from the PDB and mmCIF formats. The RasMol enables many representations
of protein structure and has many functions. Users can zoom in/out and rotate
obtained structures and mark particular groups of atoms with a chosen color. In
the RasMol it is also possible to export obtained pictures to popular graphical
formats. The program was implemented in the C language and its graphical
performance is very good.

The Jmol [14] is a tool realized in the Java language, which visualizes struc-
tures stored in the PDB format (and some other, not related to the PDB). The
functionality of this program is comparable to the RasMol. A graphic engine
used for 3D visualization was written in the Java language. This engine was
optimized for molecule display. The performance of this program is very good
although it was written in the Java language. The main disadvantage of the Jmol
is that there is no possibility to read structures stored in the PDBML format.

The jV [15] is another known program for 3D visualization of proteins. The
program was written in the Java language and uses the JOGL (Java bindings
for OpenGL) library, which supports hardware acceleration. The jV is one of a
few programs that have a possibility to read structures from the newest PDBML
format. The program provides a very efficient visualization and its functionality
is comparable to RasMol.

The Cn3D [16] is a very efficient viewer of protein 3D structures, implemented
in the C++ language. The program uses the OpenGL technology. The quality of
graphical representation is very high at very fast rendering. However, the Cn3D
can visualize proteins from the MMDB repository, which are stored in the ASN.1
format [12].

The Bioclipse [17] is an interesting tool for 3D visualization of biological
molecules dedicated for chemists and bioinformatics specialists. The program
was realized in the Java language based on the Eclipse Rich Client Platform
(RCP). The Bioclipse inherits a basic functionality and visual interfaces from
the Eclipse environment, which functionality can be extended by additional plug-
ins. For the 3D visualization of molecules a user should install the Jmol plug-in.
However, the functionality of the Jmol plug-in is very limited in comparison to
the Jmol application presented above. The Bioclipse can visualize different kind
of chemical compounds and also their chemical formula.

3 The Protein Molecular Viewer

The Protein Molecular Viewer (PMV) is a program, which visualize molecular
structures of proteins and other compounds. It was implemented in the Java
language and can work as an application or the Java applet on any website. The
PMV can read molecular data in the PDBML format, usually retrieved from the
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PDB repository. Older formats, like PDB or mmCIF, are not supported, since
the PMV concentrates on web technologies and popular XML format. The PMV
uses the Java3D library to display spatial structures of biological molecules. The
library has to be installed before the PMV is executed. The PMV program works
in the specific architecture, which makes up its strength and will be presented
in the next section.

3.1 PMV Work Architecture

The PMV program works with data sets, which can be stored locally or dis-
tributed over the Internet (Fig. 1). Therefore, the PMV users can open and
visualize molecular structures saved in the PDBML format on the local hard
drive or download structures from the web. In the second case, molecular struc-
tures can be downloaded directly from the XML repository of the Protein Data
Bank in the United States or from any place identified by HTTP or FTP ad-
dress (e.g. http://www.pdb.org/pdb/files/2abx.xml). As a result, the PMV
can visualize structures that are the elements of various network resources. The
only condition is that molecular structures must be kept in the form of PDBML
files. Users usually specify the PDB ID number (PDB identifier) of the structure,
which they want to view.

3.2 Display Modes

During the visualization of protein structures or other chemical compounds users
have their own preferences regarding structure representation. It usually depends
on the visualization purpose, e.g. is it a profound analysis of the structure con-
cerning the smallest details? or, is it just a preview of the general structure of
the molecule? For this reason, the PMV program provides three basic display
modes:

• atomic - it is the most detailed display mode, which shows all atoms in a
structure and bonds between atoms (Fig. 2a). The atomic mode focuses on

Fig. 1. The architecture of the data exchange during the structure visualization with
the use of the Protein Molecular Viewer
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Fig. 2. The structure of the CDK2 kinase (PDB ID: 1B38) displayed by the PMV: a)
atomic mode, b) sticks mode, c) ribbon mode

atoms, which can be supportive when users evaluate a distance between cho-
sen atoms or observe small conformational switching as an effect of particular
cellular reaction. However, a consequence of the big number of details in the
atomic mode is that usually only the elements of the first scene are visible.

• sticks (frame) - focuses on the skeleton of the displayed molecule, which is
formed by covalent interatomic bonds (Fig. 2b); The atoms themselves are
marked with particular colors at the ends of the bonds. The sticks mode
is less detailed than atomic mode. The mode is especially supportive for
observations of the conformation changes as a consequence of various factors.

• ribbon - reveals the secondary structure elements in the construction of the
molecule (Fig. 2c); It is the least detailed display mode, recommended to the
analysis of the general structure of the biological molecules, e.g. in protein
function identification or visual evaluation of the protein similarity.

3.3 Marking Selected Structural Regions

One of the interesting features of the PMV is a possibility to mark selected
structural regions of the molecule through the change of its color or selection of
the particular group of atoms. The PMV provides two predefined approaches to
painting displayed structures: atom painting (default) and chain painting.

Atom painting is only available in the atomic and sticks display modes. It
distinguishes atoms depending on the chemical element. In the PMV we assumed
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Table 1. Colors of chemical elements in the atom painting

Chemical element Symbol Color Chemical element Symbol Color

Oxygen O red Sulfur S yellow
Hydrogen H white Phosphor P orange
Nitrogen N blue Others - green
Carbon C light gray

coloring of atoms according to the rules presented in table 1. The atom painting,
as a default setting, was visible in Fig. 2a and Fig. 2b.

Chain painting is available in all display modes. It distinguishes individual
chains in the quaternary structure of a protein. Chain painting in various display
modes is presented in Fig. 3.

The third option of the structure painting is a marking only selected group
of atoms in the displayed structure. Selected atoms are then marked with a
chosen color (Fig. 4). It is the most advanced form of the structure painting.
This painting option is not predefined and is very useful during the analysis of
the particular regions of proteins. E.g. if a user wants to view, how the active
site of an enzyme is constructed, he/she can select and mark with a chosen color
only these atoms, which belong to the active site. Afterwards, it is much easier to
identify particular atoms in the complex structure displayed at the screen, zoom
the image in and watch selected atoms carefully or evaluate distances between

Fig. 3. Chain painting in the PMV for the Alpha-Bungarotoxin molecule (PDB ID:
2ABX): a) atomic mode, b) sticks mode, c) ribbon mode
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Fig. 4. Structure painting by marking a group of atoms - part of the structure of the
myoglobin (PDB ID: 1MBN) responsible for oxygen binding

each other. Marking a group of atoms the user specifies chains and amino acids
(or amino acid collections) the requested atoms belong to. E.g. a notation A(1-15)
means the user wants to mark all atoms from amino acids 1 to 15 in the chain A
of the presented molecule. He/she can also write more complex expressions, e.g.
A(1-15);B(10);C(20-35), which allow to mark several disjoint groups of atoms.

3.4 Additional Features of the PMV

The PMV has many other interesting features. However, only some of them will
be described in the section. One of the useful features of the PMV is that it
allows to evaluate distances between pointed pairs of atoms. A user can do this
in the atomic display mode. The information about the distance is shown in
additional window and straight line is drawn between selected atoms (Fig. 5).
The distance is given in Angstroms (1A = 1x10−10m). This kind of measurements
is supportive for the analysis of selected parts of molecular structures.

During the work with the PMV, a user can manipulate the 3D scene by using
a mouse: rotate a structure (by moving the pointer while keeping the left mouse
button pressed), displace a structure (by moving the pointer while keeping the
right mouse button pressed), zoom in/out (by moving the pointer down/up while
keeping the middle mouse button or ALT key pressed).

A user is allowed to export displayed structure in the current view to one of
the popular graphic formats. In the PMV the following formats are supported:
JPG, PNG, BMP, and GIF. If the quality of the view is insufficient, a user can
change the PMV display resolution and the background color.
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Fig. 5. The PMV: Marked and enlarged part of the myoglobin structure (PDB ID:
1MBN) responsible for oxygen binding with the line evaluating the distance between
two selected atoms

3.5 Software and Hardware Requirements

It is required to install the Java Runtime Environment (JRE) and Java 3D
library before the first use of the PMV. The PMV is optimized to work with
the JRE ver. 6 update 3 and Java 3D ver. 1.5.0. Both, the JRE and Java 3D
can be downloaded from the Internet. The Java 3D library should be installed
manually, if the PMV is launched as an application, or will be downloaded and
installed automatically, if the PMV is launched as an applet. The PMV applet
has a digital signature - a user will be asked to accept the signature before the use
of applet on the www web site. The PMV applet was tested and works with the
following web browsers: MS Internet Explorer ver. 6 and 7, and Mozilla Firefox.

The required item of the hardware is a graphics card with the 3D graphics
acceleration and the support for the OpenGL technology ver. 1.2.

3.6 The PMV Software Availability

The Protein Molecular Viewer is free for all, who need a tool to visualize struc-
tures from the Protein Data Bank stored in PDBML format files. The PMV
supports two languages: English and Polish. A user can easily switch between
languages of the PMV GUI. The PMV and required libraries can be downloaded
from the Protein Molecular Viewer Home Page http://zti.polsl.pl/dmrozek/
pmView.htm



Protein Molecular Viewer 385

4 Concluding Remarks

The Protein Molecular Viewer is still in the development phase. However, the
first version of the tool has already had unique features in comparison to other
molecular viewers. One of the main advantages is a possibility to load and show
data stored in the newest PDBML format. At the moment, only a few tools in the
world support this format. There were other important functions implemented in
the PMV, like: structure painting, various display modes, an interatomic distance
evaluation, export of the image to popular graphics formats, listing of additional
information about the displayed structure, rotations, moving, scaling, animation
of the structure, and others. These functions are very practical and valuable for
the structural analysis of proteins. We use the PMV in our research to verify
the results of the protein similarity search processes performed by our EAST
algorithm [18, 19]. However, the purpose and functionality of the program is
much wider. A significant feature of the PMV is an ability to download and
display protein structures directly from the Protein Data Bank repository or from
any web resource using the HTTP or FTP protocols. This is a very rare ability
among visualization tools. The PMV was implemented in the Java language, and
consequently, it is independent on the hardware and system platform. Moreover,
it can work as an applet, which can be a part of any web site.

The PMV has also some weak points. The main disadvantage concerns effi-
ciency decrease during the visualization of big molecular structures. This leads
to a big consumption of the memory. The sticks display mode is the least, and
the atomic display mode is then the most memory consuming. The main reason
of the decreasing efficiency is a rising complexity of the 3D scene built by Java
3D library. A solution of the problem is planned to be an element of the future
works on extending the PMV functionality.
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Summary. The current study presents two approaches to the fuzzy support vector
machine. The first approach implements the fuzzy support vector machine for solving
a two class problem. The second approach employs the fuzzy support vector machine
for a multi-class problem. In both cases fuzzy classifiers have been used for genes
expression data analysis. The first method has been tested on clinical data acquired at
the Silesian Medical University. Then the dataset from Kent Ridge Biomedical Data
Set Repository has been used to simulate the performance of the second tool.

1 Introduction

The support vector machines (SVM) is a classification technique based on the
statistical learning theory, first introduced by Vapnik in 1995. A good classifica-
tion performance of this tools is commonly known for many years.

Many approaches to the biomedical data analysis have been developed, yet
no general method has been found. SVM combined with fuzzy logic (FSVM) is
an effective tool which opens up new data classification possibilities.

This paper is organized as follows. In Sec. 2 a definition of the classical ap-
proach to support vector machines is given. Section 3 discusses a modification
of the classical FSVM-theory for two classes. The FSVM for a multi-class prob-
lem is described in Sec. 4. Section 5 discusses two datasets and results of the
experiment. The last section (Sec. 6) concludes the paper.

2 Support Vector Machine

In a classical approach the SVM is a learning machine able to solve a two-
group classification problem. This method permits for an optimal hyperplane
data separation. Optimal hyperplane is a unique hyperplane which separates
the training data with a maximal margin [2]. For the linearly separable labeled
training set

(x1, y1), ..., (xl, ..., yl), yi ∈ {−1, 1} (1)

a vector w (weight vector) and a scalar b (bias or threshold) fulfill the inequalities
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w · xi + b ≥ 1 if yi = 1 (2)

w · xi + b ≤ −1 if yi = −1 (3)

The separating hyperplane is given by

wT x + b = 0 (4)

with the decision rule given by

fw,b(x) = sgn(wTx + b). (5)

Vectors xi for which yi(wxi + b) = 1 are referred to as support vectors. The
optimal hyperplane is obtained by solving the following quadrating programming
problem

Minimizew,bΦ(x) =
1
2
‖w‖2 (6)

s.t. yi(wTxi + b) ≥ 1, i = 1, ..., l. (7)

This problem is precisely described in [2].
The biomedical data is often not linearly separable. In order to use the SVM

approach for solving the nonlinear problem, a training-data has to be first
mapped to a higher dimensional features space. The separating hyperplane
is constructed in this space. A function that transforms the n-dimensional in-
put vector into a N-dimensional feature vector φ : Rn �→ RN is called a kernel
function. The classification of an unknown vector x takes a form

fw,b(x) = sgn(wT φ(x) + b) (8)

In this papers three types of kernels are tested:
Linear

K(u,v) = uT · v (9)

Polynomial

K(u,v) = (〈u,v〉+ 1)k k-degree of a polynomial (10)

Gaussian Radial Basis Function

K(u,v) = exp(−‖u− v‖
2σ2

) (11)

3 Fuzzy Support Vector Machine for Two Classes

Randomly chosen SVMs can by a reason of misclassifications occurrence. One
solution is to classify the same data of different SVMs and use fuzzy knowledge
to combine the classifications results [3].
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To make the calculation easier the same data is classified only with three
SVM classifiers. The classifiers could be different in types and parameters of
kernel functions. Three classifiers are trained and validation data examples are
then plugged into the decision hyperplane models. (Validation data examples
means the part of training data, which is not used for training the models.)
Accuracies of these three different classifiers are then obtained. Next, the set
of testing data is subjected to the classification of the three previously used
models. As a classification result, for each testing point the distances d from
these optimal hyperplanes are calculated as:

d(x) = wT φ(x) + b. (12)

Accuracies and distances are then used in the next phase [3],where fuzzy system
is constructed. The inputs of the fuzzy system are accuracies ai, i = 1, ..., 3 and
distances di, i = 1, ..., 3. For the sake of the need of simplifying the calculation,
triangles membership functions are employed. These functions are shown in Fig.1
[3]. Therefore, fuzzy sets for all inputs consists of 216 rules, which combine
accuracies and distances as follows:

In a1 is A1 and a2 is A2 and a3 is A3 and d1 is D1 and d2 is D2 and d3 is
D3 then

z =
3∑

i=1

μAi(ai)μDi(di)λidiaiυi (13)

where A1, A2, A3 ∈{low, middle, high} and D1, D2, D3 ∈ {negative, positive},
μAi(ai) and μDi(di) are membership functions. λ denotes an adjustment factor
of the fuzzy models [3], whose value depends on the accuracy: if the accuracy is
greater than or equal to 80%, then λ = 1; if the accuracy ranges between 50%
and 80% then λ = 1

2 and is equal to 1
4 when the accuracy is lower than 50%. υi

describes observation applied in kernel function, discussed in Sec. 5.
To determine the firing strength of one particular rule T-norm, the min oper-

ator is used as follows [3]:

ηi = μA1(a1) ∧ μA2(a2) ∧ μA3(a3) ∧ μD1(d1) ∧ μD2(d2) ∧ μD3(d3) (14)

Fig. 1. Membership functions [3]
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The final result is given as:

Z ′ =
K∑

i=1

ηizi/

K∑
i=1

ηi, (15)

where K is the number of rules. If Z ′ is greater than or equal to zero, the
testing data point is considered in the positive class. Otherwise, it belongs to
the negative class [3].

4 FSVM for Multi-class Problem

The classical SVM handles a two-class problem. In order to use the conventional
method for solving a multi-class problem an n-class problem has to be converted
into n two-class problems and for the ith two-class problem, class i is separated
from the remaining classes [4]. This method is called One-against-One (1A1) [5].
Another approach is based on [6] converting the n-class problem into n(n-1)/2
two-class problems. This method is called One-against-All (1AA) [5] or pairwise
classification. However, unclassified regions remain when any of these methods
is used. To solve this problem a fuzzy support vector machine for multi-class
problems is developed.

4.1 One-against-One

In conventional pairwise classification, the decision function for class i against
class j, with the maximum margin is formulated as follows:

Dij(x) = wT
ijφ(x) + bij (16)

where Dij(x) = −Dji(x).
For each input vector x the decision function is calculated as [6]:

arg max
i=1,...,n

Di(x) (17)

where

Di(x) =
n∑

i�=j,j=1

sgnDij(x). (18)

A problem appears if equation (18) satisfies more than one class. In this case x is
unclassifiable. For solving this problem a one-dimensional membership function
μij(x) on the directions orthogonal to Dij(x) = 0 is defined as:

μij(x) =
{

1 for Dij(x) ≥ 1
Dij(x) otherwise . (19)

Since μi(x) = 1 holds for one class only

μi(x) = min
j=1,...,n

Dij(x) for i �= j. (20)

A new vector x is classified into the class

arg max
i=1,...,n

μi(x). (21)
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4.2 One-against-All

Similar to the formulation in Sec. 4.1, a solution of a N two-class problem is
defined. The decision function that classifies a class i and separates i from the
remaining classes is given by [4]:

Di(x) = wT
i φ(x) + bi, (22)

if
sgn(Di(x)) = 1 (23)

where x belongs to the ith class. If equation (23) is satisfied for various cases,
x is unclassifiable. Then, a one dimensional membership function for each class
μij(x) is given as:

μii(x) =
{

1 for Di(x) > 1
Di(x) otherwise (24)

for i �= j

μij(x) =
{

1 for Dj(x) < −1
−Dj(x) otherwise (25)

For the class i the membership function is defined as:

μi(x) = min
j=1,...,n

μij(x), (26)

therefore, the x is classified into the class

arg max
i=1,...,n

μi(x). (27)

5 Experimental Results

In this section experimental results of applying the fuzzy support vector machine
and the conventional support vector machine to a gene expression analysis are
presented.

5.1 Two-Classes

The first experiment has been carried out on the microarray of the genes con-
nected with dopamine metabolism in normal placentas and placentas suffering
with hypertension (PIH) and diabetes (GDM) [7]. A set of probes used in the
experiment has been collected at the Department and Clinic of Perinatology and
Gynecology Medical University of Silesia in Zabrze. It consists of samples from
patients with PIH (7 cases), with GDM (5) and from control group (3). The data
has been classified on the basis of distinguished transcripts previously selected by
Bland-Altman method. Two transcripts have been distinguished between PIH
and control samples, and two other between GDM and control samples.

The default parameters of SVMs have been used to train the datasets as
shown Table 1. For PIH and control samples 10 tests has been carried out. In
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Table 1. Parameters of used SVMs

Parameters of SVMs

SVM1 SVM2 SVM3
Nr kernel parameters kernel parameters kernel parameters
1 RBF σ = 0.1 RBF σ = 1 RBF σ = 10
2 RBF σ = 1 RBF σ = 10 RBF σ = 100
3 RBF σ = 1 poly k = 2 poly k = 3
4 RBF σ = 10 poly k = 1 poly k = 5
5 RBF σ = 10 poly k = 2 poly k = 3
6 poly k = 1 poly k = 3 poly k = 5

Table 2. Classifications result for two classes

Nr of all cases correct classification improvement of result
control group

GDM 48 32 4
PIH 60 60 17

each of them one probe has been tested in 6 configurations of SVMs. Fig.2 lists
results of the experiments. The set of GDM and control samples consists of 8
samples, therefore 8 tests in 6 configurations have been performed. In total 108
tests have been carried out. In 19.4% of cases, FSVM improves the final result
and only in 5.5% of cases one of three configurations of SVM has been better
than FSVM. Moreover, for FSVMs used in test PIH and control samples 100%
correct classifications have been obtained. This is a very good result considering
limited set of training samples taken into account. The results have been shown
in Table 2.

The dataset from Kent Ridge Biomedical Data Set Repository [1] was also
used for testing purposes [3]. Numerical experiment is described in [8]. For the
set of all probes, in 25% cases the accuracy of FSVMs was higher than the best
SVMs. In 42% cases accuracy of FSVMs was equal to the best SVMs and in

Fig. 2. Classification result for PIH and control
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Table 3. Parameters of SVMs

Nr Kernel parameters Nr Kernel parameters

1 RBF σ = 1 4 poly k = 1
2 RBF σ = 10 5 poly k = 2
3 RBF σ = 100 6 poly k = 3

Table 4. Classifications result for three classes

Number of cases %of all cases %of used

use of FSVM 59 61.46%
improvement 39 40.62% 66.1%

no improvement 9 9.37% 15%
deterioration 11 11.46% 18.64%

82.5% accuracy of FSVMs was higher or equal to the average accuracy of three
SVMs. Only in 17.5% cases these accuracies were lower.

5.2 Multi-classes

For simulating the proposed fuzzy SVMs the datasets from Kent Ridge Biomed-
ical Data Set Repository is used [1]. This set consists of samples from three
classes of patients: patients suffering from ALL (acute lymphocytic leukemia),
therein patients suffering from ALL-T (T-cell acute lymphocytic leukemia) – 9
probes, ALL-B (B-cell acute lymphocytic leukemia) – 38 probes, and patients
with AML (acute myeloblastic leukemia) – 25 probes. Like in the first exper-
iment (for two classes) computer simulations have been performed for various
configurations of conventional SVMs Table 3. For each tests, a set of all probes
has been divided into two parts: testing and training set. Numerical experiments
have been performed for One-against-One as well as One-against-All. In total
96 tests have been executed. Table 4. shows final result of experiments. It con-
tains information showing how many cases of testing samples are unclassifiable
using conventional SVMs and how many cases using fuzzy SVMs improved con-
ventional classification results. Total result has been improved in 66.1% cases.

6 Conclusions

Results show the performance improvement of the FSVM over the conventional
SVM. The generalization ability of fuzzy support vector machine is better in com-
parison with the conventional solution. Computer simulations have demonstrated
that fuzzy support vector machine is also more powerful than the conventional
method and can be successfully used for gene expression data analysis. This
statement is confirmed by the result for two-classes as well as for multi-classes.
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Summary. This paper reports a comparative study demonstrating what level of pre-
dictive performance can be achieved if class prediction is attempted based on features
obtained as the top most differently expressed genes from class comparison studies. Sev-
eral typically used methods of gene ranking in class comparison are considered including
Wilcoxon rank test, signal to noise and fold-change method. Predictive performance is
estimated for a variety of feature set dimensionalities, this allows to empirically find a
classification model yielding best performance for new data. This is used as a measure
of predictive performance of feature vectors. Predictive performance is illustrated using
publicly available microarray data sets. Results are compared with those using feature
selection methods aiming to reduce feature redundancy.

1 Introduction

One of most promising application areas of microarray gene expression studies
seems to be class prediction, i.e., building models for predicting classes (e.g., dis-
eases or phenotypes) of samples based on their gene expression profiles ([2, 3]).
This can open new opportunities in medical diagnosis or prediction of response to
treatment, etc. Although more wide-spread use of microarrays in the clinical or
regulatory practice still requires resolution of some issues related to data quality
and data analysis ([4, 8]), the US FDA recently approved first microarray chip to
help administer patient dosages of drugs that are metabolized differently by cy-
tochrome P450 enzyme variant. This shows that the time for bedside application
of microarrays is coming.

Building a class prediction model based on microarray data is a challenging
task due to very high dimensionality of data and small number of samples avail-
able. E.g., microarray data realize dimensionality d ∼ 103 to 104 (the number of
transcripts observed in one DNA chip), while the number of samples tested is at
most n ∼ 102. This produces an ill-formulated problem of classification, where
d� n, and requires significant dimensionality reduction, the process referred to
as feature selection.

Perhaps the most widely used approach to feature selection involves ranking
genes by some measure of their individual relevance to the target classes. Then

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 395–402, 2008.
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the top-ranked genes are used as features for class prediction, with the number
of features selected either heuristicly (as in e.g., [2]) or determined adaptively in
order to control classifier complexity and avoid oversimplifying or overfitting of
the model (as described and demonstrated in [9] and [6]). These simple methods
of gene selection have a common shortcoming as they do not control the rela-
tionships or redundancy among features selected which can result in decreased
predictive performance of features selected. This motivated development of fea-
ture selection methods analyzing correlations between pairs of genes (e.g., [12]),
which aim to increase informative value of a feature set by removing redundancy.
However, simple gene-ranking based feature selection seems to form the main-
stream in microarray literature as it is both efficient (linear complexity in terms
of the number of genes) and considered quite effective as recently pointed out
by [10] who claims that ”Classifiers based on rather small numbers of the top
differentially expressed genes selected in sample comparison studies are usually
very effective in predicting taxonomies related to future measurements”.

This work aims to quantitatively measure what level of performance of class
prediction for new data can be expected using features selected by several widely
used gene-ranking methods. The next section explains how predictive perfor-
mance for new data will be measured. Then an empirical study is shown to
compare predictive performance obtained using different gene ranking methods.
Results are also discussed in comparison with redundancy reduction approach
reported in [12].

2 Performance of Class Prediction Using Gene Ranking
Feature Selection

In this section we describe how performance of class prediction using a specific
gene ranking method for feature selection can be estimated. The method de-
scribed here, and developed more extensively in [7], will be used in the empirical
study in section 3.

In order to estimate performance of a class prediction model built using a
given gene ranking method for feature selection two major challenges have to be
solved:

• the right dimensionality of the feature set has to be selected to avoid over-
simplifying or overfitting of the model [9],

• predictive performance of the model for new data has to be estimated, based
on test samples not used at any stage of model building (this also means that
the test data should not be used for feature selection), [9, 11].

The former challenge will be approached by searching through the list of can-
didate feature set dimensionalities up to the number of samples, and using per-
formance of the best model as the measure of effectiveness of the gene-ranking
method applied for feature selection. In this way we avoid making a heuristic a
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priori assumption on the number of features in the model (as this assumption
can bias the estimated predictive performance if the model is too simple or too
complex). Limiting the number of candidate features can be justified by the well
known fact pertaining to binary classification that in d dimensions d + 1 points
can be always perfectly separated by a simplest linear classifier [5]. Hence, by
increasing the number of features perfect fit can be achieved the for training
data, however deteriorating performance for new data is observed [9].

The latter challenge related to proper estimation of predictive performance of
the model for new data will be approached by using internal cross-validation.
This procedure requires that available data is repeatedly split into training and
test parts, with the training part used for both feature selection and model
fitting, leaving the test part solely for estimation of effectiveness of the model.
Note that failing to include the feature selection stage within the cross-validation
loop (referred to as external cross-validation) can significantly bias the estimated
predictive performance for new data, as shown e.g., in [11].

The method used in the empirical study will be described formally using
the following notation. Let xi, yi, 1 = 1, 2, ..., n denote data from the n samples
tested, where xi ∈ Rd represents gene expressions from sample i and yi ∈ C =
{c1, c2} denotes the known class membership associated with the sample i. (Here
we consider only the binary classification; this can be extended to the multi class
problem by using ANOVA based metrics for gene ranking such as the F-statistic).

Performance of a class prediction model f : Rd �→ C can be estimated by
empirical risk defined as

1
k

k∑
i=1

L(yi, f(xi))

where the loss function L equals 1 for f(xi) �= yi and 0, otherwise, and is used
to punish misclassification errors. Note that empirical risk should be computed
on data not used for building the model f . Empirical risk estimates the expected
prediction error (EPE) of f defined in statistical learning theory [5].

Since in microarray studies the number of samples n is usually small, perfor-
mance of the model f for new data (or EPE) can be estimated with leave-out-one
cross-validation as:

EPE ≈ 1
n

n∑
i=1

L(yi, f
−i(xi))

where f−i is the classifier fitted to data with the sample xi removed [5]. As
mentioned previously, feature selection will also be done with the sample xi

removed (internal cross-validation).
In section 3 we plot the EPE versus the dimensionality of the feature set.

This gives insight into how performance of class prediction depends on the gene-
ranking method used for feature selection, and allows to select the best perfor-
mance model. It is performance of this model that will be used as the quality
measure to rank feature selection methods.
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3 Empirical Study

This empirical study illustrates what performance for class prediction can be
achieved using the following gene-ranking methods for feature selection:

• Wilcoxon rank-test,
• Fold difference (used and recommended by [8]),
• Signal to noise measure.

Feature selection using Wilcoxon test ranks genes by increasing value of the
p-value of the nonparametric group comparison test, performed independently
for every gene. This returns the set of top differentially expressed genes between
the compared classes c1 and c2.

Feature selection using the fold difference measure ranks genes by decreasing
value of ratio of mean expression from samples of class c1 and c2. More specif-
ically, if for a given gene, mean value of gene expression from samples of class
c1 and c2 is denoted μ1 and μ2, then the (log) fold difference measure used for
gene ranking is defined as fc = |log(μ1)− log(μ2)|, which produces high values
if either of the means exceeds the other.

Feature selection based on the signal to noise ranks genes by decreasing value
of the measure defined as sn = |μ1−μ2|

σ1+σ2
, where σ1 and σ2 are standard deviations

of expressions of a fixed gene for samples of class c1 and c2, respectively.
Performance of class prediction for these methods of feature selection is

demonstrated using two publicly available microarray data sets: colon cancer
[1] and leukemia [2]. Colon data contains 62 samples (40 tumor vs 22 normal)
with 2000 genes. Leukemia data contains 72 samples (47 ALL vs 25 AML)
with 1707 genes (original dimensionality of leukemia data 7129 was reduced
by removing genes with detection level of Absent in more then 30 samples
out of 72).

Figures 1 and 2 compare the estimated prediction error (EPE) vs. model di-
mensionality for Wilcoxon, signal to noise and fold change gene-ranking methods
using the colon cancer and leukemia data sets, respectively. In these examples
multilayer perceptron (MLP) was used (implemented as SAS neural procedure).
In figure 3 performance of decision tree model for colon data is shown (imple-
mented as SAS split procedure with entropy reduction model building crite-
rion). We observe the following:

• Expected performance of class prediction for new data (EPE) tends to dete-
riorate for extreme (small or large) numbers of features used, realizing best
EPE for moderate numbers of genes (around 20-30). This demonstrates the
effect of over-simplifying or overfitting the model when using inappropriate
number of features. The best performance model can be selected using plots
as shown in Figs. 1 and 2.

• Performance of class prediction depends on the gene-ranking method used to
select features. Generally, for wide range of numbers of features, Wilcoxon
method yields fewer prediction errors then signal to noise or fold difference.
Also, Wilcoxon method yields best class prediction (EPE=0.16 at 20 genes
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Fig. 1. Expected prediction error for colon data. Neural network model, different
methods of gene selection. (Notation: w=Wilcoxon test, fc=fold difference, sn=signal
to noise, snfc=signal to noise with additional fold difference criterion).

Fig. 2. Expected prediction error for leukemia data. Neural network model, different
methods of gene selection. (Notation: w=Wilcoxon test, fc=fold difference, sn=signal
to noise, snfc=signal to noise with additional fold difference criterion).
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Fig. 3. Expected prediction error for colon data. Tree model, different methods of
gene selection. (Notation: w=Wilcoxon test, fc=fold difference, sn=signal to noise,
snfc=signal to noise with additional fold difference criterion).

for colon data; EPE=0.056 at 15 genes for leukemia data with the neural
model; EPE=0.145 at 15 genes for colon data with the tree model).

• It is also interesting to notice that a combined method of feature selection
(signal to noise with additional criterion of at least two-fold change in expres-
sion – shown in the figures as ’snfc’) yields better performance then individual
methods. (This observation holds for the neural network classifier).

Yu and Liu in [12] report results of class prediction (with tree model) using
more sophisticated methods of gene selection, such as Redundancy Based Filter
(RBF). Such methods aim to produce feature sets with limited redunancy and
thus overcome the fundamental shortage of simple gene-ranking feature selection
considered in this paper. The RBF feature selection yields the following results:
EPE=0.065 for the colon data and EPE=0.125 for leukemia, each with 4 genes
selected). For colon data their results are remarkably better then the best perfor-
mance of Wilcoxon features (0.065 vs 0.145), however for leukemia data Wilcoxon
features outperform RBF features (0.125 vs 0.056). However, since results pub-
lished in [12] were estimated using external cross-validation (i.e., test data was
taken into consideration for feature selection), we advice that their results are
taken with caution, as they may be over-optimistic, as shown in [11] and [9]. The
effect of using external cross validation is illustrated in fig. 4. Our observations
consistently show that for small numbers of features external cross-validation
leads to unrealistic estimates of performance of class prediction.
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Fig. 4. Expected prediction error for colon data, measured by internal or external
cross-validation. Tree model, Wilcoxon feature selection. (Notation: w=internal cross-
validation, w ext=external cross-validation).

4 Conclusions

This study demonstrates that performance of simple gene-ranking methods used
for feature selection in class prediction varies considerably among such commonly
used methods as Wilcoxon nonparametric test, signal to noise and fold change.
Out of these three approaches, Wilcoxon method produces most informative
features, i.e., allows to build the most efficient classifiers. Interestingly, the study
based on leukemia data shows that Wilcoxon features outperform in terms of the
classifier performance low-redundancy features obtained with a computationally
more expensive RBF method. This work also suggests that simple gene-ranking
feature selection should be extended to control feature redundancy, and similarly,
redundancy reduction methods of feature selection should benefit from being able
to adaptively control the number of features returned. This however is a field for
further research.
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Summary. The aim of the study was to test diagnostic potential of a computer-
assisted system for identification of neoplastic urothelial nuclei. Presence of neoplastic
urothelial nuclei in organic fluid points to neoplastic changes. The system analyzed
Feulgen stained cell nuclei obtained with bladder washing technique. Image analysis
was carried out by means of a digital image processing system designed by the authors.
Features describing nuclei population were measured, then a multistage classifier was
constructed to identify positive and negative cases. The principle of the worked out
urothelial nuclei analysis on the basis of nuclei size distribution and the basic idea of
the case classification were presented. The results obtained in a study of 38 new cases
were compared with those obtained with earlier studies. All together 170 cases were
analyzed. The results of this new study together with earlier investigated cases yielded
∼60% correct classification rate in the control group, while a 86% was obtained among
the cancer patients. The predictive value of the positive result of the test based on this
method showed to be ∼82% and the predictive value of the negative result occurred to
be ∼75%.

The results shown that this system may be sufficiently well developed to be used
successfully in clinical practice.

1 Introduction

It is generally understood that tumors make one of the most dangerous and
difficult disease from the therapeutic point of view. Bladder carcinomas are dis-
tinguished as either superficial (TTC) or muscle invasive tumors. Invasive tu-
mors are generally associated with poor prognosis. Recurrence rate of superficial
bladder tumors is high (80%) and 40% of them will progress to a muscle-invasive
stage with poorer prognosis [9]. In situation when at the moment none univocal
cause of tumors incidence nor a high effective therapy are found it seems that
there is nothing left but early diagnosis of neoplastic changes. Process of tumor
formation from the moment of action of carcinogenic factor is usually long. It is
period of latency which for some tumors continue even 20 years. For the others
is shorter but it is always a certain period of time, called preclinical, in which
tumors are not detected. In this time symptoms are not observed but tumors
can be detected. It would allowed for increase of chance for efficient therapy or
prolongation of patient’s life.

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 403–417, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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Urinary bladder cancer is one of the most frequent malignant neoplasm. In
Poland it ranks as fourth cause of male mortality and it occur five times more
often with men than women. It is diagnosed mainly in elder people: women over
60ty and men over 50ty. It causes death of more than 70% of diagnosed people
in Poland (data of 1990) and it happens mainly because the illness is diagnosed
in its advance stage. Early diagnose of neoplastic changes, besides increasing
chance for efficient therapy, would considerably lower costs of treatment, which
in case of advanced stage of invasive cancer is expensive, as it requires surgical
treatment (extensive intervention of removal of an attacked organ together with
lymph nodes), radiotherapy and chemotherapy.

Traditionally, the diagnosis of urinary bladder cancer is carried out by urol-
ogists (cytology, clinical observation) and histopathologists. Cytological visual
examination of urine provides many false negative results especially for cases at
an early grade of malignancy whereas histological examination is an invasive test.
To carry out histological examination patients undergo a transurethral resection
of the tumor. This intervention is associated with a number of disadvantages
due to its invasive nature. It is neither entirely safe nor free of complications.
It is also traumatic for patients often causing inflammation, dysuria, hematuria
and difficult for the medical staff. Moreover, it is not always perfectly conclu-
sive as you can not inspect the whole surface of the bladder and may need to
be repeated several times during therapy and later in the case of relapses. An
additional problem is lack of qualified cytopathologists and histopathologists at
many medical centers.

Other methods used in urology such as urography, ultrasonography, computer
tomography CT, magnetic resonance MRI, scintigraphy, positron emission to-
mography PET are applied to detect enlarged changes (bigger than 10mm) and
possible metastases and are not pertinent in detecting early bladder tumors.
Biochemical tests being nowadays widely tested are not accepted so far as a gold
standard for detecting bladder cancer as level of biomarkers can be raised with
healthy people and can not be raised with cancer patients especially in early
stages of disease.

Urinary bladder tumors originate from lining and glandular epithelium of
urinary bladder wall or from other cells of bladder wall (they make more than
90% of bladder tumors) (Fig. 1).

Tumor cells exfoliate into urine. Exfoliation concerns both normal and cancer
cells. They can be recovered from urine or obtained with ”bladder washing”
technique which consist in washing out bladder with physiologic saline. Then
they can be subjected to analysis after being accordingly technically prepared.
Classification of urinary bladder tumors grades and stages is based on changes
taking place in tumor cells and changes in the architecture of a urine bladder
wall. On this basis a stage of the tumor progression and grade are stated. The
G1 grade is the most early one, G2 is medium and G3 is the most advanced
one. The most important task for a diagnosis method is to recognise grade G1.
Another applied classification of malignancy is : ”low grade” for G1 grade cases
and ”high grade” malignancy for G2 and G3 grade cases.
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Fig. 1. Cancer cells detach from the tumor and begin migrate with blood stream to
other parts of the body

As it was above mentioned cystoscopic inspection is an invasive method. Other
applied methods such as cytology of urinary sediment and ultrasonography of uri-
nary bladder are not precise methods especially in cases of small urinary bladder
tumors. Therefore, working out a computer standards for recognizing neoplastic
changes in bladder sediment cells being in different grades of malignancy would
considerably facilitate for control examinations.

2 Materials and Methods

Cells for analysis in our study were obtained with bladder washing technique.
Then material was concentrated, specially prepared to prefix the cells. Next the
cells were settled on glass slides, dried, post fixed and stained (Feulgen staining).
Feulgen staining was choose in order to get specimens with stained nuclei without
cytoplasm. There were several reasons to analyze not the whole cells but nuclei
only:

• cell nuclei provide most information for cancer detection,
• analyzing nuclei it was possible to avoid the problem of double extraction

(extraction whole cells from the image background and extraction nuclei from
the cytoplasm),

• avoiding sticking, deformed and overlying objects.

The specimens were observed under an optical microscope (Nikon Optiphot 2)
at an objective magnification of 10:1 and were automatically scanned by means
of our own software SSU (Stage Scan Utility) (Fig. 2). Observed images were
transmitted to the computer system. Then, a full cycle of processing and analysis
was performed by DIPS (Digital Image Processing System) software worked out
by authors. DIPS software facilitates correction of the image background and
normalization, which are essential conditions for correct comparison of objects
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Fig. 2. The general view of the system configuration

derived from different images. The general view of the system configuration is
presented in Fig. 2.

There are many image processing systems available commercially but usually
they are not useful for processional medical applications. That is because they
provide a lot of tools trying to be universal ones for solving all possible image
processing problems but when one try to use them one will quickly find out
that the software package dose not suit for an actual task. Therefore, we have
designed our own software package DIPS which was a result of several years of
experience and collaboration with medical and computer scientists. The basic
ideas on which the project was established are following:

– almost every real research task requires special picture processing methods
and algorithms depending on the nature and scope of investigations. There-
fore, procedures available for the user should be specialised for strictly defined
task. Their internal complexity should not be visible for him,

– flexibility and universality should be achieved by opening the system for user
designed software extensions.

In 144 images registered for every one specimen 3000-18000 nuclei were reg-
istered. Usually each single image contained ∼30 to 200 nuclei . The size of the
recorded images was: 480×640 pixels (8 bits). For working out a classification
rule data were obtained from cytological specimens of 56 persons. Among them
20 had no cancer (control), 19 were diagnosed as having bladder cancer of a ”low
grade” and 17 as having cancer of a ”high grade” histopathological malignancy.
Then the system was tested on a new clinical material of 114 cases to check its
usefulness in clinical practice. The specimens were prepared and diagnosed in
Holland at first by Department of Urology at University Hospital of Nijmegen
and later by Leiden Pathological Laboratory.
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2.1 Image Analysis

The DIPS’s procedures were specially designed and implemented in DIPS soft-
ware to meet this kind of input images (urinary bladder specimen images). The
way of image background correction consisted in this software in creating of
a two dimmetional correction matrix and using it later for ”pixel”multiplication
with images of the specimen. The correction matrix was created on the basis of
10 images of ”empty field”derived from different places of the analysed specimen.
Each image should contain a small number of pixels of maximum light intensity
(it could be achieved by regulation of microscope lighting) in order to normalize
conditions of lighting. The result correction image (an averaged image of empty
field) was obtained on the basis of pixels light intensity of the all composed im-
ages. The light intensity values of the same coordinates pixels were taken, two
extremes values were neglected and the average value was calculated out of the
rest. Thus the correction image free from individual features such as scratches,
spots, etc. was obtained.

A value of the correction matrix elements (coefficients) was calculated accord-
ing to following formula:

M(i, j) = max/O(i, j),

where M(i, j) – value of a correction matrix coefficient for (i, j) coordinates of
the correction matrix,
max – maximum value of light intensity in the image (saturation),
O(i, j) – calculated average value of a correction image in (i, j) element.

In elements where a correction image had maximal values, correction coeffi-
cients (elements of correction matrix) were equal 1, in all the others had values
bigger than 1.

Influence of intensity light changes of a specimen had a multiplicative char-
acter. It means that percentage change of light intensity was the same for all
pixels of the image. Images which were to be compare should had the same light
intensity of the backgrounds.

The normalization brightened input images in that way that the most fre-
quent pixels intensity in the background gained saturation (the maximum of
light intensity). It was realized by the help of multiplication of all the image pix-
els by a coefficient being found for each image on the basis of its light intensity
histogram. It was calculated as quotient of the saturation and maximum value
of the image histogram.

N = 255/Jmax,

where N – normalization coefficient, Jmax – intensity level found as maximum
value of the image histogram.

Fig. 3. shows histograms of light distribution in the image before normaliza-
tion. The maximum value of the histogram light distribution was found as mean
value of its highest values.

Fig. 4 shows histograms of light distribution in the image before and after
normalization.
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Fig. 4. Schematic presentation of light distribution histograms in an image before and
after performing the normalization procedure.(The first and second maximum of light
distribution marked). - dotted line shows histogram of light distribution in the image
before normalization, - continuous line shows histogram of light distribution in the
image after normalization.

The next processing stages of image analysis were:

• object extraction,
• measurement of selected features,
• classification of cases.
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Fig. 5. The example of object extraction (microscope magnification ×60)

The algorithm of objects extraction was also specially designed for these type
of images and had been based on the image histogram of light distribution. The
minimum of the histogram corresponded to a light intensity level where there
was a passage between background and objects light intensity levels (Fig. 3,
Fig. 4). The value of this minimum was used for performing the thresholding
operation.

Fig. 5. shows the captured microscopic image and the same image with ex-
tracted objects.

Subseqsequent stage of processing to object extractions is parameters mea-
surements of selected features. The choice of appropriate features is essential for
the task as it should describe a class of objects as univocal as possible and at the
same time be essential from the discrimination point of view. One never knows in
advance which set of features will discriminate the best analysed classes of objects
giving the smallest classification error. In this approach we based on penetrating
observation of data and knowledge gathered by experienced medical staff.

Neoplastic cells (Fig. 7) differ from normal cells (Fig. 6) in many ways as they
have:

◦ different structure of nuclei (Fig. 7),

Fig. 6. The example of normal cells(microscope magnification x 60)
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Fig. 7. The example of noplastic nuclei. Visible bigger size, shape and structure of
neoplastic nuclei (microscope magnification x 60).

Fig. 8. The example of normal nuclei.
Visible less number of nuclei in the im-
age of normal case (microscope magni-
fication x 10).

Fig. 9. The example of noplastic nu-
clei. Visible great number of nuclei in
the image of cancer case (microscope
magnification x 10).

◦ increased ratio of nucleus to cytoplasm,
◦ bigger nuclei than in normal cells (Fig. 7),
◦ irregular shapes of nuclei (Fig. 7),
◦ nuclei contain more chromatin (Fig. 7),
◦ nuclei have enlarged nucleoli (Fig. 7),
◦ sometimes bigger number of nucleoli (Fig. 7),
◦ more of them exfoliate from the bladder wall (Fig. 9),
◦ nuclei form irregular clusters (Fig. 10).

Characteristic features of neoplastic nuclei related to their shape and inner
structure was used in our other project based on morphological analysis of nuclei
with a very good result but not possible so far to be used in practice as analysis
lasted too long time (hours). That was because microscopic magnification of 60
times was applied.
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Fig. 10. Two examples of noplastic nuclei clusters in the images of cancer cases. Visible
big clusters of irregular shapes.

2.2 Features Selection

In this project we concentrated on those changes occurring in neoplastic pro-
cess which undergo in nuclei and concern nuclei size distribution. The general
observations were:

• an increased number of bigger nuclei in images of the malignant cases (Fig. 8,
Fig. 9),

• numerous exfoliation of urothelial cancer cells than normal cells (Fig. 9),
What means, that density of nuclei could be a good feature for discriminating
between control and malignancy.

• relatively big differences in size and structure of nuclei clusters in images of
the malignant cases (Fig. 10),

Analysis of nuclei size histograms of control, ”low grade” and ”high grade”
malignancy showed the biggest differentiation between those groups in the range
of 5 - 150 pixels, what corresponds to the range of 3,6μm2 - 108μm2. Fig. 11
shows the histogram of nuclei size distribution in four ranges of nuclei size.
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Fig. 11. The histogram of nuclei size distribution in four ranges of nuclei size
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Fig. 12. The mean nuclei size distributions for control, low grade and high grade
groups of cases

Finally, there were 6 parameters defined on the basis of histogram of nuclei
size distribution. The list of them is presented below:

• Feature Δ, defined as a ratio of nuclei number in the range of 27-60 pixels
size to number of nuclei in the range of 61-120 pixels size (Fig. 12),

Δ =
Δ1

Δ2

• Feature Φ, defined as a ratio of nuclei number in the range 27- 40 pixels size
to number of nuclei in the range of 41 - 80 pixels size (Fig. 12),

Φ =
Φ1

Φ2

in both cases, if the calculated result was <1 , it indicated control, and if was
≥ 1, it indicated malignancy.

• Feature θ, as a measure of the rate of interest of number of objects in the
interval of object size: 121–500 pixels, calculated in proportion to the total
number of objects in a specimen.

• Feature RB10S10, as a measure of the ratio of the number of nuclei clusters
- nk to the global number of single nuclei and granulocytes in a specimen -
nj .

nk

nj

if ratio: RB10S10≤0,04 , then it pointed out to control otherwise it denoted
malignancy.

• Feature X- was a measure of the difference between low grade and high grade
malignancy.

X =
number of nuclei in the range ”a”
number of nuclei in the range ”b”

- where ranges: a and b concern sizes of nuclei measured in pixels Fig. 13.
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Fig. 14. The algorithm of classification, where: Δ, Φ, θ, ζ, X – parameters defined
as ratio of the number of objects in five different intervals of objects sizes, RB10S10 –
ratio of the number of nuclei clusters to the global number of single objects (nuclei and
granulocytes) in the specimen, Control – denoted norm (no cancer), LG – Low grade
of histological malignancy, HG – High grade of histological malignancy

On the basis of these features multistage classifier was designed and imple-
mented as a software package: PathEx. The Fig. 14 presents the scheme of it.

The time of one patient data analysis was 17 minutes.

3 Results

There were three stages of checking the quality of the designed system. The
first stage was reclassification what was getting the results of the computer
system classification on the data which had been used as training data.

The data were obtained from 56 patients:

• 20 had no cancer (control),
• 19 were diagnosed as having bladder cancer of ”low grade”,
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• 17 as having cancer of ”high grade” histological malignancy.

The result was: 90% correct classification for the control group, 73,7% correct
classification for the low grade group, 88,2% correct classification for the high
grade group. It meant 10% of false positive diagnosis and ∼ 19% false negative
diagnosis.

The next stage of checking the quality of the designed system was carried
on 76 new cases which were not used for training.

There were

• 28 patients with no cancer (control),
• 20 patients were diagnosed as having bladder cancer of ”low grade”,
• 28 patients were diagnosed as having cancer of ”high grade” histological ma-

lignancy.

The result was: 68% correct classification for the control group, 80% correct
classification for the low grade group, 89% correct classification for the high
grade group.

What means that the sensitivity of the method was = 85%, and specificity
of the method was =68%.

The next third stage of testing the quality of the designed system was
carried on 38 new cases.

There were

• 13 patients with no cancer (control),
• 8 patients were diagnosed as having bladder cancer of ”low grade”,
• 14 patients were diagnosed as having cancer of ”high grade” histological ma-

lignancy,
• 3 patients were diagnosed as having benign neoplasm.

The Table 1 shows the results of computer discrimination between control and
malignancy.

The result of case classification of respective grades of malignancy (low and
high grade), benign neoplasm and norm are shown in Table 2.

In the third testing test the result of correct classification of malignancy was
better as sensitivity of the method was 88% but there was worse differentiation
between low and high grade malignancy, moreover benign cases were recognized
as low grade cases but the system had not been earlier thought to recognize
benign cases. Another thing, was low accuracy of recognizing control cases in
this group.

Table 1. The result of case classification of the third tested set of cases between
”control and malignancy”

Cytopathological Classification: Control Neoplazm

Number of cases: 13 25
% correct computer classifications 46% 88%
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Table 2. The result of case classification to respective grades of malignancy (low and
high grade), benigen neoplazm and norm

Predicted group membership

Actual group No. of cases Control LG HG Benigen

Control 13 6 6 1 0
Low Grade 8 2 6 0 0
High Grade 14 1 13 0 0
Benigen 3 0 3 0 0

The general result of all the tested cases was:

• sensitivity of the method = 86.5%,
• specificity of the method = 57%.

Sensitivity and specificity show how properly a test discriminate cancer pa-
tients from control. Knowing the result of a test it is possible to determine what
is the probability of a disease in case of positive result of the test. The answer
for this question gives so called predictive value of the test, which is a measure
of the ratio of really positive cases (TP) to a sum of really positive cases (TP)
and false positive cases (FP). This value is also called posttest probability and
determine probability of a disease in case of positive result of the test.

predictive value of the positive test =
TP

TP + FP

For the tested method this value was equal 78%.
Likewise knowing the result of the negative test it is possible to determine what

is the credibility of this result. A predictive value of negative test is calculated as
a measure of the ratio of really negative cases (TN) to a sum of really negative
cases (TN) and false negative cases.

predictive value of negative test =
TN

TN + FN

For the tested method this value was equal 81%.
A diagnostic usefulness of a test in practical use depends to a great extend on

purpose that it is to serve: screening examination or ascertaining of a disease.
This test considering its certain degree of invasiveness should be applied in clinics
not for screening examinations. Therefore, modification of thresholding value in
order to increase its sensitivity can still improve parameters of this test.

In Fig. 15 a graph of ROC presents relation between sensitivity and specificity
of this method. Such a relation shows how the worked out method presents
against a background of graphs considered as the excellent, good and worthless
results. The points marked with a star points out to the results of the worked
out method.
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Worthless

GoodExcellent

The results of

the worked

out method

Fig. 15. The curves of ROC present relations between sensitivity and specificity of
methods

4 Conclusions

The results of a pilot study carried out on 170 smears were derived from 170
patients. Among them there were 61 of the control group, 106 cancer patients
and 3 benign cases. As the end result of testing the ∼ 60% correct classification in
the control group and 86% correct classification of cancer patients were achieved.
The predictive value of the positive test was ∼ 82% and the predictive value of
the negative test was ∼ 75%.

A computer-aided system based on analysis of histograms of nuclei and their
clusters size distribution in microscopic specimens of Feulgen stained urine blad-
der nucleated cells has shown that it could be helpful in clinical practice greatly
contributing to a rapid confirmation of the diagnosis made by the physicians
being an additional diagnostic tool.

The method is only a little invasive and enables diagnosing bladder cancer in
early stadium and during its progression or involution in the course of therapy
in a quick and easy way.
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Summary. The paper presents a concept of bioprosthesis control via recognition of
user intent on the basis of myopotentials acquired from his body. The contextual recog-
nition of elementary actions is considered and recognition algorithm based on fuzzy
inference system with mathematical evidence model is described. Proposed method
was experimentally tested on the real data dealing with grasping of different objects
limited to the sequences of seven steps of elementary actions.

1 Introduction

The activity of human organism is accompanied by physical quantities variation
which can be registered with appropriate measuring instruments. Some of such
biosignals can be applied to control the work of technical devices. This allows
for new possibilities of using these devices by enabling a close integration of a
machine and a living organism into one being. The only human body signals,
which can be used for control purposes, are those which can be created and
sent intentionally. Electrical potentials accompanying skeleton muscles’ activity
belong to this type of signals. They are called myopotential or electromyographic
(EMG) signals.

Contemporary hand prostheses are usually based on myoelectric control. Such
control takes advantage of the fact that after a hand amputation great majority
of the muscles that generate finger motion is left in the stump. The activity of
these muscles still depends on the patient will, so biosignals that occur during it,
can be used to control prosthesis motion. In the simplest case these signals can
be detected (in a non-invasive way) on the surface of the skin using electrodes
located above the examined muscles. That kind of measurement is called the
surface electromyography (EMG) [1].

The EMG signal obtained in such a way is the sum of electrical phenomena
taking place in the cells of the working muscles. Its form depends on the level
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of excitement and the spatial localization of the muscles, and that is how it
identifies the type of the performed movement. This relation is the basis of
the bio-prosthesis decision control. The patient tenses the muscles of the stump
according to a prosthesis movement intention. The information about the type of
muscles activity included in the EMG signals can be identified through adequate
signal analysis (classification) [1, 4, 7, 8, 9, 10, 11].

A large repertoire of motion actions demands a large number of recognized
classes of EMG signals. Furthermore, since the signal acquisition (especially per-
formed in a non-invasive way, using electrodes located on the surface of the skin
of the stump) is accompanied by numerous disturbances the reliable recognizing
of the signals (especially when the number of possible classes is great) is a dif-
ficult problem. Reliability of EMG signal recognition (and thus the correctness
of taking decisions by the system) is here the key issue as the prosthesis cannot
perform any action inconsistent with human intent.

The paper presents the concept of a bio-prosthesis control system which con-
sists in recognition of a prosthesis user’s intention based on algorithm with fuzzy
inference and mathematical evidence model. The paper arrangement is as fol-
lows. Chapter 2 includes the concept of prosthesis control system based on the
recognition of patient’s intent. Chapter 3 describes recognition algorithm and
chapter 4 in turn presents a specific example of the described concept and its
practical application for the control of dexterous hand bio-prosthesis.

2 Control System of Bio-prosthesis

In the considered control concept we assume that each prosthesis operation (ir-
respective of prosthesis type) consists of specific sequence of elementary actions,
and the patient intention means his will to perform a specific elementary action.

Thus prosthesis control is a discrete process where at the n-th stage (n =
1, 2, ..., N) occurs successively:

• the measurement of EMG signal parameters xn, (xn ∈ X ⊆ Rd ), that
represent patient’s will jn (jn ∈ M = {1, 2, · · · , M}) (the intention to take
a particular action),

• the recognition of this intention (the result of recognition at the n-th stage
will be denoted by in ∈ M ),

• the realisation of an elementary action an ∈ A, uniquely defined as a recog-
nized intention.

This means that there is M number of elementary actions A = {a(1), a(2),
· · · , a(M)} (an exemplary meaning of elementary actions in relation to a dex-
trous hand prosthesis is defined in chapter 4). The assumed character of control
decisions (performing an elementary action) means that the task of bioprosthesis
control is reduced to the recognition of patient’s intent in successive stages on
the basis of available measurement information, thus the determination of the
recognition algorithm is equivalent to the determination of prosthesis control
algorithm.
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For the purpose of determining patient’s intent recognition algorithm, we will
apply the concept of the so-called sequence recognition. The essence of sequence
recognition in relation to the issue we are examining is the assumption that
the intention at a given stage depends on earlier intentions. This assumption
seems relevant since particular elementary actions of a prosthesis must compose a
defined logical entity. This means that not all sequences of elementary actions are
acceptable, only those which contribute to the activities which can be performed
by a prosthesis. Examples of such actions (sequences of elementary actions) are
presented in chapter 4.

Since the patient’s current intention depends on history, generally the deci-
sion (recognition) algorithm must take into account the whole sequence of the
preceding feature values (parameters of EMG signal), x̄n = (x1, x2, · · · , xn). It
must be stressed, however, that sometimes it may be difficult to include all the
available data, especially for bigger n. In such cases we have to allow various
simplifications (e.g. make allowance for only several recent values in the x̄n vec-
tors), or compromises (e.g. substituting the whole activity history segment that
spreads as far back as the k-th instant, i.e. the x̄k values, with data processed
in the form of a decision established at that instant, say ik)[3].

Apart from the data measured for a specific patient we need some more general
information to take a valid recognition decision, namely the a priori information
(knowledge) concerning the general associations that hold between decisions (pa-
tient’s intentions) and features (EMG signal parameters). This knowledge may
have multifarious forms and various origin. From now on we assume that it has
the form of a so-called training set, which - in the considered decision problem
- consists of training sequences:

S = {S1, S2, · · · , Sm}. (1)

A single sequence:

Sk = {(x1k, j1k), (x2k, j2k), · · · , (xNk, jNk)} (2)

denotes a single-patient sequence of prosthesis activity that comprises N EMG
signal observation instants, and the patient’s intentions.

Fig. 1. System of bioprosthesis control via sequential recognition of patient’s intentions
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An analysis of the sequential diagnosis task implies that, when considered in
its most general form, the explored decision algorithm can in the n-th step make
use of the whole available measurement data, as well as the knowledge included
in the training set. In consequence, the algorithm is of the following form:

ψn(x̄n, S) = in. (3)

Fig. 1 shows the block diagram of the dynamic process of prosthesis control

3 Algorithm of Sequential Recognition

With the usage of Dempster-Shafer theory it is possible to describe interactions
between consecutive classes as a transition matrix:

P(jn−1) =

⎡
⎢⎢⎢⎣

m(jn−1=1)({1}) m(jn−1=1)({2}) · · · m(jn−1=1)({M})
m(jn−1=2)({1}) m(jn−1=2)({2}) · · · m(jn−1=2)({M})

...
...

. . .
...

m(jn−1=M)({1}) m(jn−1=M)({2}) · · · m(jn−1=M)({M})

⎤
⎥⎥⎥⎦ , (4)

where m is the basic probability assignment function. Values in rows of the
matrix (4) sum to one. It is assumed that available knowledge is available in the
learning set (1).

Learning set S is used for creating fuzzy rule base system of the IF-THEN
type. The conclusion of k-th rule is a discrete fuzzy set

Y (k) = {1/m(jn−1)({1}), 2/m(jn−1)({2}), · · · , M/m(jn−1)({M})}, (5)

in which values of membership function are replaced with values of basic prob-
ability assignment function, fulfiling the orthogonality condition [13]:

a)
∑

Y (k)⊆M
m(jn−1)(Y (k)) = 1,

b) ∀jn−1 m(jn−1)(�) = 0
(6)

where

m(jn−1)(Y (k)) =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

m(jn−1)({1}) j = 1
m(jn−1)({2}) j = 2

...
m(jn−1)({M}) j = M

. (7)

During the inference process all active rules are aggregated using the Dempster-
Shafer combination rule, viz:
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m(jn−1)(Y ∗) = m(jn−1)(Y (k))⊕m(jN−1)(Y (k−1)) = (8)

=

∑
Y (k)∩Y (k−1)=Y ∗

m(jn−1)(Y (k)) ·m(jn−1)(Y (k−1))

1− ∑
Y (k)∩Y (k−1)=�

m(jn−1)(Y (k)) ·m(jn−1)(Y (k−1))
. (9)

The order of joining of active rules is strictly restricted. Combination process
starts with the rule with the highest activation coefficient and ends with the
rule with the lowest activation coefficient. The activation coefficient of rule is
calculated as a product of values of premises membership functions.

Further combination of other active rules is performed only if the non-
contradiction condition is met:

∑
Y (k)∩Y (k−1)=�

m(jn−1)(Y (k)) ·m(jn−1)(Y (k−1)) < αF , (10)

where αF ∈< 0, 1 > is the contradiction coefficient calculated empirically. This
can be done by discretizing its values e.g. with the step 0.01 in an experimental
manner. The value of αF for which the classifier achieves the best performance
should be treated as the definitive one.

The next step is to calculate the belief function [13]

Bel(jn−1)(Y ) =
∑

Y ∗∩Y

m(jn−1)(Y ∗), (11)

and hence we simply get the following sequential classifier:

Ψn(xn, S) = in if Bel(jn−1)({in}) = max
r∈M

Bel(jn−1)({r}). (12)

4 Experimental Investigations

The presented above sequential recognition algorithm has been tested experi-
mentally on real data, in an example of the task of controlling a hand prosthesis
model. In the considered example, seven steps can be distinguished in the process
of grasping with a hand [5]:

a0 − rest position (starting point for the grasp preparation; the fingers stay at
rest - half-closed arrangement, are motionless and passive),

a1 − grasp preparation (the fingers are ”opening” or ”closing”, taking the pos-
ture depending on the shape of the object that is observed visually and the
knowledge K about the method of grasping it, with the velocity proportional
to the velocity of the intended arm movement),

a2 − grasp closing (precedes the grasp - the fingers move with the velocity
resulting from the observation and knowledge about the object behaviour
and the movement velocity during the previous stage, taking the posture
depending on grasping object),
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a3 − grabbing (the fingers squeeze the object with a force dependent on the
knowledge and observed behaviour of the object and proportionally to the
arm motion velocity in the grasp preparation phase),

a4 − maintaining the grasp (with force adjustment - the fingers increase/ de-
crease the squeeze depending on object deformation and slip),

a5 − releasing the grasp (the fingers move with a velocity dependent on the
knowledge of the object behaviour, e.g. small velocity for an object with an
unstable balance),

a6 − transition to the rest position (the fingers move with a fixed velocity
toward the rest position).

Let us consider the grasping of following objects: a pen and a credit card
(standing in a container), a computer mouse and a cell phone (laying on the
table), and a kettle and a tube (standing on the table).

For the purpose of simplifying our considerations, the constant time of 256 ms
for each action was adopted. This means that a movement of a given type, e.g.
closing a spherical grasp (5), is represented by a sequence of the same elementary
actions, e.g.: < a

(5)
k+1, a

(5)
k+2, · · · , a(5)

k+n >, with a variable number of elements
proportional to movement duration.

EMG signals registered in a multi-point system [11] on a forearm of a healthy
man were used for the recognition of elementary actions. The measurements were
taken by means of 6 electrodes at the frequency of 103 samples/s. The rms values
of signals in 256-sample windows (1 feature/channel) and selected harmonics of
an averaged frequency spectrum in these windows (8 features/channel) were
considered as potential features. This gives a total of 54 features. Finally the

Fig. 2. Exemplary decision tree for patient intent sequence recognition a0 - rest stage;
a1 - grasp preparation (3 different types of a finger gape); a2 - grasp closing (different
for the kettle and the tube) a3 - grasping (different for the mouse and the phone - grasp
and turn) a4 - maintaining the grasp (modification of grasp for the pen); a5 - releasing
the grasp (equal for the pen and the card and different for the remaining items); a6 -
transition to the rest position (different for all items)
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Table 1. Frequency of correct classification versus the number of learning sequences
(NLS) in per cent

NLS 30 40 50 60 70 80 90 100

Result 63.3 66.4 71.3 73.9 77.7 78.6 80.2 84.7

rms values of EMG signals, coming from 3 electrodes were accepted as a feature
vector x.

The electrodes were respectively located above the following muscles:

• the wrist extensor (extensor carpi radialis brevis);
• wrist flexor (flexor carpi ulnaris);
• thumb extensor (extensor pollicis brevis).

The basis for determination of classifying functions of recognition algorithm
(12) was learning sequences (2) containing a set of pairs: segment of EMG sig-
nal/the class of elementary action. Such a set was experimantally determined
by means of synchronous registering of movement of fingers and EMG signal. In
order to collect learning set a measuring system was used, which concept can be
found in [11]. The algorithm was constructed on the basis of the collected learn-
ing sequences (1) of the length 7 elementary actions. The tests were conducted
on 100 subsequent sequences. The outcome is shown in Table 1. It includes the
frequency of correct decisions for the investigated algorithm depending on the
number of training sets.

5 Final Remarks

Presented in this paper concept of hand bioprosthesis control is of prliminary
nature. On the basis of set of elementary actions for exemplary six stage control
procedure, a new recognition system has been proposed. Its idea consists in combi-
nation of fuzzy sets and Dempster-Shafer theory into common sequential decison
algorithm. Experimental results demonstrate effectiveness of the proposed algo-
rithm in contrast with other methods [10] in the control of bioprosthesis of hand.

Acknowledgement. This work was financed from the Polish Ministry of Science
and Higher Education resources in 2007-2010 years as a research project No
N518 019 32/1421.
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Summary. The Dempster-Shafer theory extended for fuzzy focal elements can be
used to build a flexible model of medical diagnosis. Yet, quality of an inferred diagnosis
depends on precision of matching knowledge with evidence (patient’s findings). The
paper provides definitions of matching precision and suggests methods of the most
adequate use of available information about symptoms. The methods are illustrated by
an example and tests of an Internet database.

1 Introduction

Various symptoms are analyzed during medical diagnosis. For instance, labo-
ratory tests are numerical variables and they provide crisp input information.
On the other hand, linguistic information is used when symptoms found from
an interview or primary examination are considered. All symptoms need to be
estimated during diagnosis. Depending on a number and an exacerbation of
symptoms, certainty of diagnosis should be found. The Dempster-Shafer theory
[2, 3, 5] makes it possible to determine belief and plausibility of the diagnosis.
An extension of the theory for fuzzy focal elements [7] allow for representation
of symptoms by fuzzy sets. Yet, the extension involves the problem of estimation
of an accuracy of matching diagnostic knowledge with observed symptoms, i.e.
evidence. The accuracy determines credibility of the diagnosis. Hence, it is nec-
essary to use a threshold for an estimation of matching precision. The present
paper defines precision of matching and shows methods of the threshold deter-
mination. The methods are illustrated by an example and tests performed for
Internet data of thyroid gland diseases.

2 The Dempster-Shafer theory

The Dempster-Shafer theory (DST) has been estimated as particularly useful in
modeling medical diagnosis [1, 3]. In the theory the basic probability assignment
(bpa), denoted as m, is defined for the set A of focal elements a, in the following
way [2, 4, 5]:
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m(f) = 0,
∑
a∈A

m(a) = 1. (1)

where f stands for the false focal element. In a model of medical inference the
focal element a describes a symptom or a collection of several symptoms. In
the first case it will be called the single while in the second - the complex focal
element. On the basis of the bpa the belief and plausibility measures [4, 5] can
be determined:

Bel(c) =
∑

(a⇒c)=t

m(a), (2)

Pl(c) =
∑

(a⇒c) �=f

m(a), (3)

In medical field c can be regarded as a diagnosis. Thus, (2) and (3) are suit-
able for the representation of belief and plausibility of a diagnostic hypothesis.
According to this interpretation, the [Bel(c), P l(c)] interval corresponds to the
certainty of the diagnosis. Attention is focused on belief, i.e. the smaller measure,
as conclusions in medicine are drawn very cautiously. When several hypotheses
have to be analyzed, their belief measures can be compared. The hypothesis with
the greatest Bel value is the final conclusion. If the greatest value occurs with
several hypotheses, the final conclusion cannot be determined.

3 Matching Symptoms and Observations

If a symptom is crisp then evidence, i.e. an observation, either entirely matches
the focal element or excludes it from inference. On the contrary, when the symp-
tom or the evidence is fuzzy, a partial accuracy of matching is possible. The
membership function is a generalization both of the characteristic function and
the singleton. Thus, generally, the focal element that regards the xi variable can
be represented by the μ(xi) membership function, while the evidence, i.e. ob-
served value of the i− th variable, corresponds to the μ∗(xi). Then, the partial
accuracy of matching can be defined as the precision level:

ηl(ai) = max
xi

(
μ

(j,l)
i (xi) ∧ μ∗

i (xi)
)

, (4)

where μ
(j,l)
i concerns the i− th variable, j− th focal element and l− th diagnosis.

The j− th complex focal element refers to nj variables instead of the single vari-
able xi in (4). In this way a collection of ηl(ai) i = 1, . . . , nj values is obtained
for individual symptoms included in the complex element. The model of diag-
nosis should base on the most reliable patient cases. Hence, the precision level
should be:

ηl(aj) = min
i

ηl(ai), aj = {ai}, i = 1, . . . , nj. (5)
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Then, the bpa is defined in the following way:

ml(f) = 0,
∑

ηl(aj)≥ηbpa

ml(aj) = 1, (6)

where f denotes the focal element: ’lack of symptoms of the l − th diagnosis’
and the ηbpa is a threshold that determines the ’quality’ of knowledge. If the bpa
is a normalized frequency of occurrence of symptoms in training data, low ηbpa

implies knowledge based even on patients cases of doubtful symptoms. If the
ηbpa is high, than the most clear cases compose knowledge. Yet, it is pointless
to set ηbpa = 1, as in this case we step back to the classical definition of focal
elements. The (4), (5) definitions of the precision level are also suitable for the
belief measure calculation:

Bel(Dl) =
∑

ηl(aj)≥ηT

ml(aj). (7)

where Dl denotes the l− th diagnosis. By the analogy to (6), the ηT decides how
sure evidence takes part is the inference. Yet, when the plausibility measure is
regarded, all fuzzy focal elements that match (even partly) evidence should be
considered. To this end, let us define the imprecision level:

θl(aj) = max
i

ηl(ai), aj = {ai}, i = 1, . . . , nj. (8)

Then, the plausibility measure for fuzzy focal elements is:

Pl(Dl) =
∑

θl(aj)≥ηT

ml(aj). (9)

The [Bel(Dl), P l(Dl)] interval is also important in inference, as it may illustrate
a difference between what we know for sure and what might be true, when some
symptoms would have been confirmed. Medical databases are usually very defi-
cient because of costs (not only economical) of examinations. Thus, the length of
the interval is a measure of diagnosis certainty. By means of the introduced def-
initions, all symptoms of different nature, single or complex may be represented
in the model of the diagnosis and can take part in estimation of diagnostic hy-
potheses. Let us present the model on a simple example.

3.1 Example

Let us assume that we define focal elements for the disease (c) diagnosis in the
following way:

a1 ≡”symptom X is present”,
a2 ≡”test Y result is high”,
a3 ≡”symptom Z is low”
a4 ≡”test Y result is high and symptom Z is normal”
f ≡”none of the symptoms is present”.
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In the same time, the focal elements for the ’health’ (h) diagnosis are:

b1 ≡”symptom X is absent”,
b2 ≡”test Y result is normal”,
b3 ≡”symptom Z is normal”
b4 ≡”test Y result is normal and symptom Z is less than normal”
f ≡”none of the symptoms is present”,

It is necessary to determine adequate membership functions and the bpas for
the both diagnoses to complete knowledge. Let us assume membership functions
that are presented in fig.1. The functions for the h diagnosis are denoted by
dashed lines, while for the c diagnosis – by dotted lines. Some membership func-
tions of the latter diagnosis are covered by patient observations (solid lines). The
bpas can be:

mc(a1) = 0.3, mc(a2) = 0.3, mc(a3) = 0.3, mc(a4) = 0.1;
mh(b1) = 0.25, mh(b2) = 0.3, mh(b3) = 0.25, mh(b4) = 0.2.

The bpa values are defined individually for each diagnosis, so that (6) holds
true. Let us now consult a patient. Observations for the patient are: ’symptom
X is present’, ’test Y result is 2.25’ and ’symptom Z is normal’ (see solid lines in
fig.1). The observations are matched with focal elements both for c and h diag-
nosis and precision as well as imprecision levels are found. A difference between
the levels is significant only for the a4, b4 elements. Now the ηT should be chosen
and compared with ηc(ai), θc(ai) as well as with ηh(bi), θh(bi), i = 1, . . . , 4. Then
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belief (7) and plausibility (9) values are calculated. The values depend on the
ηT threshold:

for ηT = 0.25
Bel(c) = mc(a1) + mc(a2) + mc(a3) + mc(a4) = 1, P l(c) = 1;
Bel(h) = 0 + mh(b2) + mh(b3) + mh(b4) = 0.75; Pl(h) = 0.75.

for ηT = 0.5
Bel(c) = mc(a1) + mc(a2) + mc(a3) + mc(a4) = 1, P l(c) = 1;
Bel(h) = 0 + 0 + mh(b3) + 0 = 0.25,

P l(h) = 0 + 0 + mh(b3) + mh(b4) = 0.45.

Thus the problem of the ηT threshold choice is crucial.

3.2 Choice of Inference Threshold

The example shows that the higher is the ηT , the smaller are the values of
belief and plausibility. Moreover, the interval [Bel(h), P l(h)] is also changed.
The final diagnosis can be taken after a comparison of the [Bel(Dl), P l(Dl)]
l = 1, . . . , N , where N is the number of hypotheses. Still, such a comparison is
hardly applicable, as users of diagnosis support systems are rarely familiar with
evaluation of intervals. A better idea is to contrast beliefs for different hypotheses.
The smaller measure ensures cautious judgment of symptoms and a comparison
of its values is easy. If the maximal value of the belief measure is single, then the
final conclusion is the diagnosis for which the maximal value occurs. In other
case the final conclusion cannot be stated. Anyway, the latter criterion is also
influenced by the ηT threshold of inference. In the example Bel(c) > Bel(h)
regardless the threshold. Nevertheless, it may happen that for one threshold
belief values differ, while for the other, they are equal. Hence, it must be decided
which threshold is the most adequate. It is possible to test a number of ηbpa and
ηT values for training data to find out the most suitable couple of thresholds.
Still, this method requires time-consuming calculations. Another approach may
be suggested. When knowledge is gathered, rather clear examples of diagnoses
are represented. That is why, ηbpa should be quite high (but smaller than 1, as
it has already been noticed). During inference all possible evidence should be
used. Thus, the ηT should be as high as possible, but ensure that the symptom
with the least precision level (4) is still considered. The value of the threshold
can be found as the highest ηT value, for which Pl(Dl) still remains the maximal
possible. In this way ηT becomes also an indicator of quality of the final diagnosis.
The both approaches has been tested for an Internet database.

4 Tests

During tests the Internet database ftp.ics.uci.edu/pub/machine-learning-data-
bases/thyr oid-disease, files new-thyr have been used. The data concern thyroid
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Fig. 2. Global errors for ηbpa and ηT couples

gland diseases. Three diagnostic categories (D1, D2, D3) have been considered.
The database includes values of 5 laboratory test results for which a diagnosis
is stated. The data have been divided for learning/test sets with the following
number of cases: 75/75 for D1, 15/20 for D1, and 15/15 for D1. The detailed
description of methods used during building of the diagnosis model can be found
in references [6, 7]. Here, only the problem of thresholds and [Bel(Dl), P l(Dl)]
intervals is discussed. For the database 5 single focal elements, 3 two-variable
and 1 three-variable complex focal elements have been defined. After membership
function construction [6], the thresholds have been tested. The ηbpa and ηT has
been changed in the [0, 1] interval with 0.01 step. Obviously, the ηbpa has been
used to find the bpa (during training), while the ηT has been used to infer
diagnoses for test cases. For each couple of the thresholds the global error has
been found as the quotient of number of wrong classified cases and the overall
number of cases, for the three diagnoses. Results are presented in the fig.2.

Minimal errors areas have been detected for ηbpa ∈ [0.1, 0.4] ∪ [0.8, 0.9] and
ηbpa ∈ [0.2, 0.4], yet the thresholds usually have different values (ηbpa �= ηT ).
The minimum error has been 2.67%. Thus, detection of the appropriate couple
of the threshold is not easy. On the contrary, when the ηT threshold has been
chosen by the criterion of maximum plausibility, it has been possible to find
immediately the right classification for almost each test case (which has resulted
in the minimal error of the 2.67%). In that case calculations are shorter, as
ηbpa is constant and instead of scanning the whole [0, 1] interval for ηT , only
several threshold values are tried. It has been also observed that the length of the
[Bel(Dl), P l(Dl)] interval is greater for the non-optimal choice of the thresholds.
The fig.3 presents the values of Cert(Dl) = Pl(Dl)−Bel(Dl) l = 1, 2, 3, as well
as mean values of Cert, obtained for test data of the D1 diagnosis. For the ηbpa
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Fig. 3. Diagnosis certainity Cert(Dl) = P l(Dl)-Bel(Dl) for different thresholds. Mean
values of Cert(Dl) are represented by horizontal lines in the subplots. Numbers of
correctly classified cases are denoted on the horizontal axes.

and ηT both equal 0.2 or 0.3 certainty values for correctly diagnosed cases are
great. The most appropriate thresholds (found for maximal plausibility) result
not only in correct diagnoses for almost all cases, but also in smaller Cert(Dl)
values. It means that all possible information has been used to determine a
diagnosis. Hence, if all available information about symptoms has been used,
the diagnosis has been improved.

5 Conclusions

Years of research have proved that the Dempster-Shafer theory is a remarkable
alternative to the classical probability theory, particularly in case of medical di-
agnosis models. Nevertheless, a model of diagnosis that is created in the theory
should represent all kind of symptoms: crisp and fuzzy. This requires an ex-
tension of the theory for fuzzy focal elements. However, the extension involves
necessity of threshold choice, both for basic probability assignment calculation
and for inference. It is suggested to choose the former threshold as rather high, to
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ensure the right quality of knowledge used for building diagnosis model. Yet, the
threshold should be smaller than 1, otherwise symptoms will be interpreted as
crisp. The inference threshold can be found when belief and plausibility measures
are simultaneously considered. The belief measure is necessary to find possibility
of diagnosis on the basis of clearly known symptoms. The plausibility measure
indicates credibility of the diagnosis if some more information would be provided.
Medical diagnosis is always based on uncertain information, as only necessary ex-
aminations are completed for a patient. Unknown symptoms are usually treated
in the same way as absent findings, which disturbs the diagnosis. Thus, it is
proposed to choose the inference threshold as the highest among the thresholds
that are low enough to keep maximum plausibility. This seems to be a good idea
to estimate entire possible evidence. The value of the threshold together with
the length of the [Bel, P l] interval are useful indicators of diagnosis credibility.
The presented solution is numerically simple and can be easily implemented in
a diagnosis support system.
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Summary. Chronic renal failure is associated with major biochemical and hematolog-
ical derangements. These changes are often represented as linear functions of creatinine.
The aim of the study is to analyze the correlation of hematologic parameters with cre-
atinine. The sample population involved patients with renal insufficiency observed in
the Stefan Kardynal Wyszynski Regional Specialists’ Hospital in Lublin (Poland). The
method presented here is based on the theory of statistical kernel estimators, which
frees it of assumptions in regard to the form of regression function.

1 Introduction

Chronic renal failure (CRF) is characterized by a slow, progressive decline in
glomerular filtration rate which increasingly effects other kidney functions. Pro-
gression of renal disease is associated with development of anemia. A negative
correlation between creatinine and hematologic parameters (hemoglobin, hema-
tocrit, red blood cells) exists. Inhibitors of erythropoiesis have been suggested
to be important in the pathogenesis of anemia. Inadequate erythropoiesis occurs
because the quantity of endogenous erythropoietin produced by the peritubular
fibroblasts in the kidney, is insufficient in relation to the degree of anemia. Pa-
tients with CRF are unable to increase erythropoiesis sufficiently to compensate
blood loss [8, 9]. Correction of anemia becomes possible due to the availability
of recombinant human erythropoietin (rHuEPO) [11].

The goal of this paper is to provide a method allowing the analysis the rela-
tionship of the hematological parameters, performed separately, and creatinine.
Creatinine was chosen as a marker of renal insuffiency. The data was derived
from patients with renal insuffiency. The proposed method allows determine the
stage of renal failure indicated the beginning of anemia. The mathematical ap-
paratus relies on the theory of statistical kernel estimators [5, 6, 7, 10], which
frees the method from the types of regression functions. The preliminary version
of this paper was presented as [1].

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 437–444, 2008.
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2 Materials and Methods

The sample population involved patients with renal insufficiency who had not
received rHuEPO, observed in the Stefan Kardynal Wyszynski Regional Spe-
cialists’ Hospital in Lublin (Poland), for periods up to five years (1994-1998).
During this time, determinations of creatinine, as well as other biochemical and
hematological parameters, were done routinely. The study is composed of 1915
determinations in the creatinine range from 1.1 to 5.0 mg/dL. The normal range
for creatinine values equals 0.7-1.4 mg/dL. The number of observations with cre-
atinine exceeded normal values equals 908. The mean, standard deviation and
median values of standard blood parameters, including hemoglobin, hematocrit
and red cells for this group are shown in Table 1.

The mean ± S.D. of hemoglobin concentrations were 13.28 ± 2.63 g/dL with
the median of 13.50 g/dL for males, and 11.91 ± 1.93g/dL with the median of
11.81 g/dL for females. The mean ± S.D. of hematocrit were 38.37± 7.57 % with
the median of 38.70 % for males, and 34.43 ± 5.43% with the median of 34.25 %
for females. The mean ± S.D. of red blood cells count were 4.33 ± 0.87 [×1012/L]
with the median of 4.37 [×1012/L] for males, and 3.84 ± 0.61 [×1012/L] with
the median of 3.84 [×1012/L] for females. In fact, all of the following parameters
are lower than the normal ranges given in Table 2.

In treated patients, there was a significantly negative correlation between
the hemoglobin concentration and creatinine (r = −0.45, p < 0.0001 for males,
r = −0.49, p < 0.0001 for females). The correlation was significantly neg-
ative between hematocrit and creatinine (r = −0.46, p < 0.0001 for males,
r = −0.49, p < 0.0001 for females) and also between the red blood cells count
and creatinine (r = −0.49, p < 0.0001 for males, r = −0.50, p < 0.0001 for fe-
males). The rate of hemoglobin, hematocrit and red blood cells decreases when

Table 1. Mean (±S.D.) and median values of selected hematologic parameters for
creatinine range ≤ 5.0 mg/dL

Male (n = 534) Female (n = 374)

Parameters Mean ± S.D. Median Mean ± S.D. Median

Hemoglobin [g/dL] 13.28 ± 2.63 13.50 11.91 ± 1.93 11.81
Hematocrit [%] 38.37 ± 7.57 38.70 34.43 ± 5.43 34.25
Red Blood Cells [×1012/L] 4.33 ± 0.87 4.37 3.84 ± 0.61 3.84

Table 2. Normal range of selected hematologic parameters

Parameter Male Female

Hemoglobin [g/dL] 14.00–18.00 12.00–16.00
Hematocrit [%] 42.00–52.00 37.00–47.00
Red Blood Cells [×1012/L] 4.70–6.10 4.20–5.40
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Fig. 1. Scatterplot of creatinine and selected hematologic parameters for males and
females

creatinine increases. Scatter diagrams given on Figure 1 shows selected hemato-
logic parameters as functions of creatinine, separately for males (first column)
and females (second column).

During early renal failure (creatinine < 5 mg/dL) hematological parameters
have often been represented as linearly related to creatinine [3]. The kernel-based
nonparametric regression estimators give a much more flexible family of curves
to choose from.

3 Nonparametric Regression

3.1 Kernel Regression

Classical parametric methods of determining an appropriate functional relation-
ship between the two variables imposed arbitrary assumptions concerning the
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functional form of the regression function. The choice of parametric model de-
pends very much on the situation. If a chosen parametric family is not of ap-
propriate form, then there is a danger of reaching incorrect conclusions in the
regression analysis. This also makes it difficult to take into account the whole ac-
cessible information. The rigidity of this regression can be overcome by removing
the restriction that the model is parametric. This approach leads to nonpara-
metric regression that let the data decide which function fits them best. In this
study, a class of kernel-type regression estimators called local polynomial kernel
estimators is presented.

Let therefore, n elements (xi, yi)∈R×R, i = 1, 2, . . . , n be given, where
values xi may designate some non-random numbers or realizations of the
one-dimensional random variable X , whereas yi designate realizations of the one-
dimensional random variable Y . Assuming the existence of the function f :R→R
having a continuous first derivative that:

yi = f(xi) + εi, (1)

where εi are independent random variables with zero mean and unit, finite vari-
ance. Let then p∈N be the degree of the polynomial being fit. The kernel regres-
sion estimator f̂ :R→R, obtained by using weighted least squares with kernel
weights, can be given by the formula:

f̂(x) = eT
1 (XT WX)−1XT Wy, (2)

where

y =

⎡
⎢⎢⎢⎣

y1

y2

...
yn

⎤
⎥⎥⎥⎦ (3)

means the vector of responses,

X =

⎡
⎢⎢⎢⎣

1 x1 − x (x1 − x)2 . . . (x1 − x)p

1 x2 − x (x2 − x)2 . . . (x2 − x)p

...
...

...
. . .

...
1 xn − x (xn − x)2 . . . (xn − x)p

⎤
⎥⎥⎥⎦ (4)

is an n×(p + 1) design matrix,

W = diag

(
1
h

K

(
x1 − x

h

)
,
1
h

K

(
x2 − x

h

)
, . . . ,

1
h

K

(
xn − x

h

))
(5)

denotes an n×n diagonal matrix of kernel weights,

e1 =

⎡
⎢⎢⎢⎣

1
0
...
0

⎤
⎥⎥⎥⎦ (6)
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is the (p + 1)×1 vector having 1 in the first entry and zero elsewhere. The coef-
ficient h > 0 is called a bandwidth, while the measurable function K :R→[0,∞)
of unit integral, symmetrical with respect to zero and having a weak global
maximum in this place, takes the name of the kernel.

The choice of the kernel form has no practical meaning and thanks to this, it is
possible to take into account the primarily properties of the estimator obtained.
Most often the standard normal kernel expressed by a convenient analytical
formula:

K(x) =
1√
2π

e−
x2
2 (7)

is used.
The practical implementation of the kernel regression estimators requires a

good choice of bandwidth. If h is too small, a spiky rough kernel estimate is
obtained, and if h is too large, it results a flat kernel estimate. A frequently
used bandwidth selection technique is the cross-validation method [2, 4], which
chooses h to minimize

n∑
i=1

(
yi − f̂−i(xi)

)2

(8)

where f̂−i(·) denotes the regression estimator (2), without using the ith obser-
vation (xi, yi).

An important problem is the choice of the parameter p. For sufficiently smooth
regression functions, the asymptotic performance of f̂ improves for higher values
of p. However, for higher p, the variance of the estimator becomes larger and in
practice, a very large sample may be required. On the other hand, the even degree
polynomial kernel estimator has a more complicated bias expression which does
not lend itself to simple interpretation. These facts suggests the use of either
p = 1 or p = 3. Moreover, for p = 1, the convenient explicit formulae exists:

f̂(x) =
1

nh

n∑
i=1

(ŝ2(x)− ŝ1(x) (xi − x)) yiK
(

x−xi

h

)

ŝ2(x)ŝ0(x)− (ŝ1(x))2
(9)

where

ŝr(x) =
1

nh

n∑
i=1i

(xi − x)r K

(
xi − x

h

)
r = 0, 1, 2. (10)

Therefore - except in more advanced statistical applications - p = 1 is preferred.
The tasks concerning the choice of the kernel form, the bandwidth, as well as
additional procedures improving the quality of the estimator obtained, are found
in [5, 6, 10]. The utility of local linear kernel estimators has been investigated in
the context of some typical data derived from patients with renal insuffiency.

3.2 Results

In this study, the method of nonparametric regression based on a weighted local
linear regression was used to analyze the relationship between creatinine and se-
lected hematological parameters (hematocrit, hemoglobin and red cells). For ease
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of computation, the standard normal kernel (7) was used. The bandwidth was
determined using the cross-validation method (8). The results were compared
with results obtained for two parametric models:

• linear regression model [3]

y = b0 + b1x (11)

• logarithmic regression model

y = b0 + b1logx (12)

having the best fit to the data in the family of nonlinear functions.
The Mean Squared Error MSE

MSE =
1
n

n∑
i=1

(yi − ŷi)
2 (13)

precisely, the Root of the Mean Squared Error RMSE was reported in compari-
son with the weighted local linear regression (9). Table 3 shows estimation errors
RMSE obtained for these three considered regression models describing the re-
lationship of hemoglobin, hematocrit and red cells to creatinine, separately for
males and females.

Table 3. Comparing of the estimation errors for selected regression functions describing
the relationship of hematological parameters (hemoglobin, hematocrit, red blood cells)
to creatinine for males (n = 1239) and females (n = 676)

Male Female

Regression Equation RMSE Regression Equation RMSE

Hemoglobin HB [g/dL]

HB= 16.75 − 1.20·creatinine 1.77 HB= 15.08 − 0.95·creatinine 1.41
HB= 15.84 − 2.63·log(creatinine) 1.77 HB= 14.45 − 2.27·log(creatinine) 1.44
kernel estimator (9) 1.73 kernel estimator (9) 1.35

Hematocrit HT [%]

HT= 47.38 − 3.14·creatinine 5.23 HT= 43.04 − 2.56·creatinine 4.10
HT= 44.98 − 6.82·log(creatinine) 5.24 HT= 41.34 − 6.06·log(creatinine) 4.05
kernel estimator (9) 5.12 kernel estimator (9) 3.92

Red Blood Ceels RBC [×109/L]

RBC= 5334.48 − 347.01·creatinie 6.15 RBC= 4857.05 − 274.40·creatinine 4.89
RBC= 5067.61 − 750.08·log(creatin) 6.17 RBC= 4671.56 − 641.49·log(creatin) 4.86
kernel estimator (9) 6.02 kernel estimator (9) 4.69
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Table 4. Calculated values of creatinine corresponding to the values less than the
lower limit of normal ranges of selected hematologic parameters

Creatinine [mg/dL] Creatinine [mg/dL]

Parameter Male Female

Hemoglobin [g/dL] 2.11 2.76
Hematocrit [%] 2.02 2.32
Red Blood Cells [×1012/L] 2.15 2.63

The RMSE for both the linear and logarithmic functions are comparable. The
mean square error for males is a bit greater than for females. The local linear
estimator gives the lowest mean squared errors and the difference is in the range
from 2% to 4%.

Further analysis was performed using kernel estimators of regression. The
functional form of the relationship of all dependent variables is determined as
a function of creatinine. Using obtained forms, the values of creatinine corre-
sponding to the values less than the lower limit of normal ranges of hemoglobin
concentrations, hematocrit and red blood cells count were calculated. The re-
sults, obtained separately for males and females, are given in Table 4.

The analysis of various hematological parameters has allowed the claim that
anemia in chronic renal failure develops when creatinine exceed 2 mg/dL for
males and 2.3 mg/dL for females. The dispersion of all these parameters is
greater in the male’s group. The first step in the correction of renal anemia
is confirmation of the diagnosis. This diagnosis should be done before rHuEPO
treatment. If renal anemia appears, other causes of anemia such as blood loss,
iron deficiency or malnutrition should be sought and corrected. Treatment deci-
sions for patients with renal anemia should be recommended at an early stage,
before symptoms appear.

4 Summary

Anemia is a common complication of chronic renal failure (CRF). Over fifty
percent of patients with CRF die because of anemia. It has been reported that
dialysis have no significant meaning in treatment of anemia in patients with renal
disease. In eighty years, much progress has been made in the management of
anemia due to the availability of recombinant human erythropoietin (rHuEPO).
The clearest benefit of rHuEPO in CRF is a substantial reduction in transfusion
dependency, which reduces the need for hospital admission and the risk of viral
transmission. Treatment of anemia with rHuEPO has also been shown to improve
cognitive function, socialization and quality of life in dialysis patients and in
consequence, is required and beneficial. To obtain the maximum benefits of early
anemia correction, physical training and diet are necessary.

The aim of this study was to analyze the relationship between hematological
parameters and stage of kidney disease. A negative correlation between creatinine
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and hematocrit, creatinine and hemoglobin and also between creatinine and red
cells was observed. The proposed procedure, based on the methodology of kernel
estimators, has allowed the claim that anemia in renal insuffiency develops when
creatinine exceed 2 mg/dL. The kernel regression method enabled better use of
the available data and more sophisticated analysis.
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Summary. The Multiple Classifier Systems are nowadays one of the most promising
directions in pattern recognition. There are many methods of decision making by the
group of classifiers. The most popular are methods that have their origin in vote meth-
ods, where the decision of the common classifier is a combination of simple classifiers
decisions. On the other hand there exists a trend of combined classifiers, which are
making their decisions basing on the discrimination function, this function is a combi-
nation of above-mentioned simple classifier functions. This work presents an attempt
to estimate the classifier error, which bases on the combined discrimination function.
Obtained from this estimation conclusions will serve to formulate project guidelines
for this type of decision-making systems. At the end experimental results of combining
algorithms are presented.

1 Introduction

The concept of the Multiple Classifier Systems (MCS) is not new and it is known
for over 15 years [18]. Some works in this field were published as early as the
’60 of the XX century [2], when it was shown that the common decision of in-
dependent classifiers is optimal, when chosen weights are inversely proportional
to errors made by classifiers. In many review articles this trend is mentioned as
one of the most promising in field of the pattern recognition [10]. In the begin-
ning in literature one could find only the majority vote, but in later works more
advanced methods of receiving common answer of the classifier group were pro-
posed. Attempts to estimate classification quality by the classifier committee are
one of essential trends. Known in literature conclusions, derived on the analytic
way, concern particular case of the majority vote [8], when classifier committee is
formed from independent classifiers. Unfortunately this case has only theoretical
character and is not useful in practice. On the other hand the weighted vote is
taken into consideration [13]. In this work it was pointed that the optimal weight
value should be dependent on the error of the simple classifier and on the prior
probability of the class, on which classifier points. When it comes to combined
systems, which base their decisions on the common value of the discrimination
function, one has to list the work [15], in which the optimal projective fuser was
presented. One also has to mention many other works, that describe analytical
properties and experimental results, like [1, 6, 9, 16]. In this work we consider
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only fusion of classifiers on the level of their discrimination functions, which in a
case of the Bayes algorithm is the posterior probability. This work also presents
the upper bound estimation of the error made by each classifier in relation to the
optimal Bayes classifier. Above-mentioned estimation is used for upper bound
estimation of the error made by the classifier committee that for making decision
uses the posterior probability estimator. This posterior probability estimator is
a linear combination of values of simple classifier estimators. Our observations
are verified by experimental results on computer generated data.

2 Problem Statement

To begin let’s present briefly the problem of the recognition in Bayes’ deci-
sion theory and the fusion method of the classifier’s answer. Among different
approaches to the uncertainty management in computer-aided recognition sys-
tems the statistical decision theory is still an attractive and effective approach.
This theory assumes [4] that both the feature vector x and the class number
ωj ∈ {ω1, ω2..., ωc} ,which object belongs to, are realizations of the pair of ran-
dom variables X, J. They are described using the prior probability of classes
P (ωj) and using the class conditional probability density function p(x | ω̄j), for
each of the classes. Above characteristics serve for deriving the posterior proba-
bility, which in particular case (for loss function 0-1) acts as the discrimination
function [3] of the optimal Bayes classifier Ψ∗

Ψ∗(x) = ωi if P (ωi | x) = max
k∈{1,...,c}

P (ωk | x) (1)

where

P (ωi | x) =
P (ωi)p(x | ωi)∑c

k=1 P (ωk)p(x | ωk)
. (2)

In real decision problems above characteristics are unknown and our knowl-
edge of them is hidden in given learning information. Our goal is then the esti-
mation of unknown characteristics and usage of derived estimators for making
decision according to the Bayes’ rule. Let’s assume that we have n classifiers
Ψ (1), Ψ (2), ..., Ψ (n). Each of them makes decision basing on the estimation of the
posterior probability. Let P (l)(ωi | x) denotes the posterior probability estimator
of the class i with given value of x. This estimator is used by the lth classifier
Ψ (l) . For making common decision by the group of classifiers Ψ (1), Ψ (2), ..., Ψ (n)

let’s use following classifier Ψ̄

Ψ̄∗(x) = ωi if P̄ (ωi | x) = max
k∈{1,...,c}

P̄ (ωk | x), (3)

where

P̄ (ωi | x) =
n∑

l=1

α(l)P (l)(ωi | x) and
n∑

l=1

α(l) = 1. (4)
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3 Analytical Estimation of Upper Errors

Let’s note that according to the Bayes’ decision theory each classifier has an error
not smaller than the error of the optimal classifier (1) [3]. Let’s try to estimate
the error made by the classifier (3) in relation to the optimal classifier. For this
purpose let’s formulate the theorem that estimates the upper bound of the error
made by any classifier (let’s name it Ψ (l)(x) ). This classifier for making decision
uses the posterior probability estimator P (l)(ωi | x). Let’s also assume that this
estimator is derived with the accuracy ε(l)(x), i.e.

∀x ∈ X ∧ ∀i ∈ {1, ..., c} | P (l)(ωi | x)− P (ωi | x) |≤ ε(l)(x) (5)

Let P
(l)
e denotes the Ψ (l) classifier error probability and Pe denotes the Bayes

classifier error probability.

Theorem 1
P (l)

e − Pe ≤
∫

X

2ε(l)(x)p(x)dx, (6)

where p(x) denotes unconditional probability density of x

p(x) =
c∑

k=1

P (ωk)p(x | ωk). (7)

Proof
Let’s consider the worse case where classifier makes decision different than the
optimal classifier

∀x ∈ X P (l)(ω(l)
i | x) = max

k∈{1,...,c}
P (l)(ωk | x) (8)

∧P (ω∗
i | x) = max

k∈{1,...,c}
P (ωk | x) ∧ ω

(l)
i �= ω∗

i

Then the considered classifier, for given value of the feature vector x, makes an
error P

(l)
e (x) = 1 − P (ω(l)

i | x). If considered classifier makes decision different
than the Bayes classifier, i.e. estimator used by the considered classifier is higher
for class other than in case of optimal classifier. Let ω

(l)
i denotes class number

pointed by algorithm Ψ (l). On the basis of assumptions we made

P (ω(l)
i | x)− ε(l)(x) ≤ P (l)(ω(l)

i ) | x) ≤ P (ω(l)
i ) | x) + ε(l)(x), (9)

therefore
P (l)

e (x) ≤ 1− P (l)(ω(l)
i | x) + ε(l)(x). (10)

On the other hand for the same value x the Bayes algorithm points at class
ω∗

i and following inequality occurs

P (ω∗
i | x)− ε(l)(x) ≤ P (l)(ω∗

i ) | x) ≤ P (ω∗
i ) | x) + ε(l)(x), (11)
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Making use of the fact that the error probability for Bayes classifier is given
by Pe(x) = 1 − P (ω∗

i | x), where ω∗
i is the class number pointed by the Bayes

algorithm, we finally have

Pe(x) ≥ 1− P (l)(ω∗
i | x)− ε(l)(x). (12)

Equating the inequalities (10) and (12) we derive the upper bound estimation
of the classifier error in relation to the Bayes classifier

P (l)
e − Pe ≤ 1− P (l)(ω(l)

i | x) + ε(l)(x) − 1 + P (l)(ω∗
i | x) + ε(l)(x) = (13)

= 2ε(l)(x) + P (l)(ω∗
i | x) − P (l)(ω(l)

i | x).

Let’s also note that since classifier Ψ (l) made decision ω
(l)
i , then

P (l)(ω∗
i | x)− P (l)(ω(l)

i | x) < 0, (14)

therefore

P (l)
e − Pe ≤ 2ε(l)(x) + P (l)(ω(l)

i | x)− P (l)(ω(l)
i | x) ≤ 2ε(l)(x). (15)

Let’s then derive the upper bound estimation of the classifier’s average error

P (l)
e − Pe = EX [p(l)

e − pe(x)] (16)

Making use of (15) we have

P (l)
e − Pe =

∫

X

2ε(l)(x)p(x)dx. �
(17)

Let’s use above theorem for estimating the error of classifier (3).

Theorem 1. Theorem 2 Let P̄e denotes the average probability of error of the
classifier, which makes a decision according to (4). Upper estimation of the dif-
ference between the above-mentioned error and the Bayes classifier error is given
by the formula

P̄e − Pe ≤ 2
∫

X

c∑
l=1

α(l)ε(l)(x)p(x)dx. (18)

Proof. Since each lth classifier for making decision uses the posterior probabil-
ity estimator with accuracy ε(l)(x), then the common classifier, which uses the
weighted estimator derived according to formula (4), will be derived with ac-
curacy

∑N
l=1 α(l)ε(l)(x). The upper bound estimation of the error of the above-

mentioned common classifier in relation to the optimal classifier, according to
the Theorem 1, will be given by

∫

X

N∑
l=1

α(l)ε(l)(x)p(x)dx. �
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As a result of the above considerations we derived the upper bound estimation of
the error made by the common weighted classifier. Its lower bound estimation is
determined by the error of the optimal Bayes classifier. Let’s note that the upper
bound estimation will not be higher than the estimation of the worst classifier
of the group and will be better than the estimation of the best classifier of the
group, because

min
l∈{1,...N}

ε(l)(x) ≤
N∑

k=1

α(k)ε(k)(x) ≤ max
l∈{1,...N}

ε(l)(x). (19)

Above conclusions refer only to the upper bound estimation of the error and does
not tell us anything about the classifier quality in relation to simple classifiers.
The obstacle here is mostly due to not knowing the error estimation function,
ε(x) for each posterior probability estimator. Let’s only note that it is possible to
get classifier, for which the upper bound estimation of the error will be smaller
than the upper bound estimation of each simple classifier. For that purpose the
weights that determine the power, with what each classifier takes part in the
common decision, cannot be constant, but these weights have to be functions of
the argument x. Unfortunately as we noted earlier the function ε(x) is unknown
for wanted classifier. Therefore selection of the weight functions, α(l)(x) for each
classifier should be made independently for each decision task. These functions
have a heuristic character and certainly should be derived by skilled experts,
who basing on their experience and intuition, should provide such functions.
The quality of those functions should be verified by the computer experiments.
Let’s also note that proposed form of weight coefficients, which suggest taking
into consideration, for the given value of x, the best (the most accurate) classifier
can be found in literature under name classifiers selection [12, 14, 17].

4 Experimental Investigation

Since it is not possible to determine the quality of above-mentioned classifiers in
analytical way, it was decided to carry out computer experiment.

4.1 Conditions of Experiment

The aim of the experiment was to compare the errors of the weighted combined
classifiers with the quality of simple classifiers with different qualities of recog-
nition and combined ones that in combining rules do not take into account the
qualities of simple classifiers [11, 13]. All experiments were carried out in Matlab
environment using the PRtools toolbox [5]. Errors of the classifiers were esti-
mated using the 10-cross-validation method. In all experiments two-class recog-
nition task was considered with the prior probability values equal 0.5 for each
classes. The conditional density functions were generated according the Normal
or Banana distribution. The examples of learning sets are depicted in Fig.1.

To obtain set of classifier with different qualities of recognition we decided to
add to the learning set some elements generated with unperturbed probability
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Fig. 1. Examples of banana (left) and Normal (right) distribution

distribution (noise). The quality of classifier which learned on more noised data
has worse quality. For estimation of the probability density the k(n)-NN ( Nearest
Neighbour) estimator [7] and the Parzen estimator were used [3]. For comparison
listed below classifiers were chosen:

1. classifiers based on the learning sets generated according to the chosen prob-
ability distribution, perturbed 0, 10, 20, 30, 40 % of elements of the uniform
distribution – denoted as S1, S2, S3, S4, S5 respectively,

2. majority voting – denoted as MV,
3. weighted voting, where each simple classifier voted with power proportional

to p
1−p , where p was the classifier’s error TUTAJ denoted as PV,

4. classifier based on weighted function of the posterior probability, where the
weight of each classifier amounted to 0.2 – denoted as AM,

5. classifier based on weighted function of the posterior probability, where the
weight of each classifier was proportional to p

1−p , where p was the classifier’s
error – denoted as WS.

Obtained results are presented in Fig.2-3.
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Fig. 2. Frequency of the incorrect classification for banana (left) and Normal (right)
distributions and knNN probability estimation
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Fig. 3. Frequency of the incorrect classification for banana (left) and Normal (right)
distributions and Parzen probability estimation

4.2 Experimental Results Evaluation

Firstly one has to note that we are aware of the fact that the scope of experiments
is limited. Therefore making general conclusions basing on them is very risky
and in our opinion mentioned below statements should not be generalized at
this point, but they should be confirmed by other experiments in much broader
scope. In the experiments combined algorithms gave results slightly worse than
the best single classifier. It was also observed that classifiers, which for making
decision used weighted answer of single classifiers, classified objects definitely
better than the rest of combined classifiers.

5 Final Remarks

This study presented the experimental and analytical quality evaluation of the
combined classifiers recognition, where these classifiers for making decision used
the posterior probability estimators. Obtained results seem to confirm the sense
of using combing methods. They also suggest the usage of combing rules, which
base on the valuation consistent with the local quality of simple classifiers. Un-
fortunately, as it was shown in chapter 3, it is not possible to determine their
value in the analytical way. One should although hope that in case of applica-
tion of above mentioned methods for real decision tasks, we have judgment of
the expert, who can formulate the heuristic function of weights selection. This
function then could be verified and improved by the computer experiment.
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Summary. The more information is processed in a system the more likely is that
some input values are missing. The paper describes (i) a method for managing the
incomplete input data in a Mamdani fuzzy system and (ii) discusses the influence of
inference interpretation on an efficiency of the fuzzy system operating on incomplete
data. Two fuzzy models of missing information are discussed theoretically and then
presented on an example of iris data set. Various interpretations of fuzzy rules and
various types of membership function are examined in order to find a solution of fuzzy
system that is more robust to missing data.

1 Introduction

The more we know about the patient the better is his/her diagnosis and treat-
ment so usually in the medicine large amounts of information are collected be-
fore a decision is taken. However frequently not all the potentially significant
information is available for a given patient. Reasons can be various: some exam-
inations can be risky for the patient, too expensive to be performed routinely, or
sometimes a patient deliberately withholds some information in questionnaire.
Such incompleteness of input information is a problem a human being usually
deals with very efficiently. On the contrary a fuzzy inference system where the
knowledge is represented by rules (and the majority of the automatic reasoning
methods), it is unable to produce a result, if the input data does not match a
predefined set of attributes. How to deal with the problem? Elaborating a special
set of rules for every possible case of missing data seems impractical, and even
unachievable for exploding complexity in systems with many inputs. It would be
better to make a fuzzy system with a given rule base able to process incomplete
data sets. A solution proposed in this paper is to replace a missing datum by a
fuzzy model of unknown value. Another question arises now: whether it is possi-
ble to minimize the deterioration of results for partially missing data by special
choice of fuzzy operators interpreting the inference process.

The problem of dealing with missing information has already drawn the at-
tention of researchers. Common probabilistic solution is to replace the missing
value with its estimate obtained from the conditional probability distribution
given the known features. In a fuzzy setting Berthold and Huber [1] describe a
method for training a classifier with incomplete data. In normal operation of the
classifier a missing value on input is assigned a degree of membership equal to
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one. Gabrys [2] presents a generalized fuzzy min-max neural network that can
deal with incomplete information both during the design and the normal oper-
ation. The missing values are represented as real valued intervals spanning the
whole range of possible values. The result of the classification in this situation
is rather a reduced number of alternative classifications than one class. In an
Austrian fuzzy diagnosis support system for various fields of medicine [3] a user
is allowed to specify some elements as ’unknown’, but the internal representation
is not explained. In the system for assessment of skeletal development of children
[4, 5] from hand radiographs the ability to deal with incomplete data is achieved
by two-step inference process and dividing the classifier into subclassifiers. Each
region of interest in the hand has its classifier, that is activated only when param-
eters of the region are measured, independently from the others subclassifiers. A
final classification is then obtained by a special ‘averaging’ aggregation of results
from the previous step.

2 Processing of Incomplete Data in Theory

2.1 Fuzzy Inference System

Knowledge in a fuzzy inference system is represented by rules. Each rule in a
Mamdani system with a multiple input and a single output has a form:

x1isA1 ∧ x2isA2 ∧ · · · ∧ xkisAk ⇒ yisB (1)

Where
x1, x2, . . . , xk - values of input variables
A1, A2, . . . , Ak - fuzzy sets for input variables
y - value of output variable
B - fuzzy sets of output variable
Fuzzy set A is described by its membership function µA with values in the

range [0,1]. Statement xkisAk is interpreted as supremum of intersection of the
fuzzy sets xk and Ak. Connective ∧ (and) can be interpreted by minimum op-
erator or by product operator. Value obtained from evaluation of the premise is
called firing level of the rule. Implication⇒ is interpreted by minimum operator
or by product operator. If there are several rules, then the inference result is ob-
tained by aggregation of outputs of all rules. Aggregation is usually performed
by maximum operator or probabilistic or (probor). Whenever a crisp output is
necessary, a defuzzification is applied.

2.2 Representation of Missing Data

Consider a fuzzy inference system with n input variables. Assume that a datum
for k-th input is missing. How to execute the inference process in this case? Note
that the only problem that needs a special solution is evaluation of premises
where k-th variable is missing. Other effects for the inference process are caused
by a way a modified firing level of the rule projects on the conclusion and the
aggregation of rules.
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‘Skip’ approach: if the k-th input is missing, then simply skip the statement
xkisAk in the premise of the rule. Firing level of the rule in this case is calculated
as: ∧

1≤i≤n
i�=k

sup(xi ∩Ai) (2)

and as from definition of the membership function:

0 ≤ sup(xi ∩Ai) ≤ 1 (3)

so from (2) and (3) it can be concluded:

∧
1≤i≤n

i�=k

sup(xi ∩Ai) ≥ ∧
1 ≤ i ≤ n

sup(xi ∩Ai) (4)

That means that the firing level of the rule with unknown k-th input is always
greater or equal to the firing level of the rule with all known inputs. Statement
(4) is true independent of the connective interpretation, however with product as
∧, firing of the rule is more likely to be higher for missing data then for complete.
Note that ‘skip’ representation is equivalent to assuming a degree of 1 for the
statement xkisAk, which is similar to approach proposed in [1].

‘Null’ approach: if the k-th input is missing, then substitute it by a ‘null’
fuzzy set representing unknown value. Since no information about xk is available
it seems reasonable to assume any value in the domain is equally possible. The
‘null’ fuzzy set representing unknown value for the k-th input variable has a
membership function equal to constant c = 0.5 over the entire domain of the
k-th variable (Fig. 1). The cutoff at c = 0.5 was chosen as representing the state
between not being a member and being a member of a set. In this case the
premise is evaluated:

∧
1 ≤ i ≤ n

sup(xi ∩Ai) =
∧

1≤i≤n
i�=k

sup(xi ∩Ai) + sup(xk ∩Ak) (5)

And as from definition of the membership function

0 ≤ sup(xi ∩Ai) ≤ c (6)

0

0.5

Fig. 1. In a ‘null’ approach the unknown input value is represented by a fuzzy set with
a membership function equal to constant c = 0.5 over the entire domain of the input
variable
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If connective ∧ is interpreted by minimum, then we get:

min (min
1 ≤ i ≤ n

i �= k
(sup(xi ∩Ai)), c ) ≤ c (7)

That means the rule with missing data is not fired at higher level then for com-
plete data and the firing level is cut off at c = 0.5. If connective ∧ is interpreted
by product, then we get:

prod(
prod
1≤i≤n

i�=k

(sup(xi ∩Ai)), c) = c · prod
1≤i≤n

i�=k

( sup(xi ∩Ai) ) (8)

That means the firing level of the rule with missing data is reduced by a factor
of c = 0.5 in comparison with the rule for complete data.

3 Dealing with Incomplete Data on Exaple of Iris Data

In this section we demonstrate how the proposed methods of managing missing
data work and how the interpretation of inference influences the efficiency of the
fuzzy classifier. Iris plant data are used for tests. This well known data set [6]
published by R.A. Fisher in 1936 is often applied in tests of classifiers. The set
counts 150 cases, for each case four features (sepal length, sepal width, petal
length, petal width in cm) and a proper classification into one class (1: Iris
versicolor, 2: iris setosa, 3: iris virginica).

3.1 Applied Fuzzy Inference Systems

Tests have been conducted on fuzzy systems with various types of membership
functions and different interpretation of the inference process. However the basic
structure of all systems is the same. Domain of each input variable is covered by
three fuzzy sets representing values typical for every class. Three types of mem-
bership functions have been applied: gaussian (gaus), triangular (tri1,tri2 ) and
trapezoidal (trap). The membership functions are generated automatically on
the base of the data. Output space is divided into three fuzzy sets corresponding
to classes. The same type of the membership function is used at output as for
inputs. Parameters of the membership functions for each input are calculated in
the similar way. The center of membership function is located at mean value of
k-th feature for elements belonging to a given class. In trapezoid membership
function the area at mean +/- standard deviation is equal 1. For Gaussian mem-
bership function the second parameter is the standard deviation of the feature
in the class. The first and the last parameter of triangular and trapezoidal func-
tions is placed where a membership function reaches zero. Their positions are
chosen in order to obtain the membership 0.25 for the minimum and maximum
in the class respectively (tri2, trap) or to obtain membership 0.5 at 25 and 75
percentile (tri1 ). Parameters of the membership functions can be found in the
tab.3-6.
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Table 1. The evaluation of the fuzzy system tri1 with the complete data (x1 = 6.20,
x2 = 2.90, x3 = 4.30, x4 = 1.30, proper class = 2) and missing value for variable x3.
Two interpretations of and are used minimum or product operator.

Complete data Missing x3 - skip Missing x3 - null

Rule xiisAi,k Firing xiisAi,k Firing xiisAi,k Firing

k \ i x1 x2 x3 x4 min prod x3 min prod x3 min prod

R1 0 0.69 0 0 0 0 - 0 0 0.5 0 0
R2 0.84 0.86 0.97 0.95 0.84 0.66 - 0.84 0.68 0.5 0.50 0.34
R3 0.85 0.94 0.21 0.23 0.21 0.04 - 0.23 0.18 0.5 0.23 0.09

A rule base is the same in every system and consists of three rules:

R1 : x1isA1,1 ∧ x2isA2,1 ∧ x3isA3,1 ∧ x4isA4,1 ⇒ y is B1

R2 : x1isA1,2 ∧ x2isA2,2 ∧ x3isA3,2 ∧ x4isA4,2 ⇒ y is B2
R3 : x1isA1,3 ∧ x2isA2,3 ∧ x3isA3,3 ∧ x4isA4,4 ⇒ y is B3

The first index at A describes the input number, the second describes the
class, and the index at B describes the class. Inference process is interpreted
by minimum, maximum, product and probabilistic or operators as described in
section 2.1. Two most popular methods for defuzzification are used: center of
area (COA) and mean of maxima (MOM).

3.2 Example for a Single Case

This section demonstrates step by step how one missing input value influences
the operation of the fuzzy system. A case where x1 = 6.2, x2 = 2.9, x3 = 4.3,
and x4 = 1.3, proper class = 2 is considered. Tab.1 shows the evaluation of each
statement xiisAi,k, and the firing for each ule for complete data and missing value
for x3. Rule R1 is not fired, rule R2 is fired at lower level for null representation, at
equal or slightly higher level for skip representation, rule R3 is fired at higher level
for both representations. The change in firing levels is more substantial for prod
than for min. Fig.2 shows the output fuzzy sets for rules, the degree of membership
for B2 (proper class) is smaller and the degree of membership for B3 higher for
both representations of missing value, that means the fuzziness of the classification
increases in comparison to the result for complete data, but the defuzzified values
still point the proper class.

3.3 Results

Fuzzy systems based on product/probabilistic or operators showed to be more
sensitive to missing data then systems based on minimum/maximum operators
tab.2. However the deterioration of the classifier’s performance depends strongly
on which variable is missing. Features x3 and x4 are much more crucial for
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Fig. 2. Outputs of rules R2, R3 and aggregation for complete data (rule R1 is not
fired, see tab.1) - solid line, for missing x3: skip representation - dotted line, null rep-
resentation - dashed line (classifier tri1, implication prod). After MOM defuzzification
2 for all, COA: complete data 2.05, null 2.19, skip 2.18.

Table 2. The increase in number of wrong classifications respectively to the same
fuzzy system with complete input data. A comparison of null and skip representations,
min/max vs. prod/probor interpretation of inference.

min/max prod/probor

Skip Null Skip Null

var x1 x2 x3 x4 x1 x2 x3 x4 x1 x2 x3 x4 x1 x2 x3 x4

gaus 0 0 1 8 0 0 2 7 0 1 3 11 0 1 3 11
tri1 0 0 3 6 0 0 1 6 -1 -1 5 6 -1 -1 5 7
tri2 0 0 3 4 0 0 3 6 -3 -1 5 6 -2 -1 5 6
trap 0 0 1 6 -1 -1 1 6 -1 0 4 7 -1 0 4 7

classification then features x1 and x2. Influence of membership function type is
not considerable. The difference in efficiency of the classifiers with null and skip
representation is not significant. This effect can be caused by the fact that in the
considered rule base each input variable is present in premises of all rules that is
a change in one rule conclusion is compensated by similar changes in the output
of the other rules. Results for MOM defuzzification are similar as for COA.
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Table 3. Gaussian membership function gaus - parameters

Variable Class 1 Class 2 Class 3

x1 0.352 5.006 0.516 5.936 0.636 6.588
x2 0.381 3.418 0.314 2.770 0.322 2.974
x3 0.174 1.464 0.470 4.260 0.552 5.552
x4 0.107 0.244 0.198 1.326 0.275 2.026
y 0.500 1.000 0.500 2.000 0.500 3.000

Table 4. Triangular membership function tri1 - parameters

Variable Class 1 Class 2 Class 3

x1 3.947 5.006 6.197 4.382 5.936 7.532 4.056 6.588 8.556
x2 1.741 3.418 4.891 1.615 2.770 3.715 1.813 2.974 4.213
x3 0.768 1.464 2.118 2.370 4.260 5.520 3.974 5.552 7.574
x4 0.028 0.244 0.778 0.837 1.326 2.037 1.087 2.026 2.737
y 0.000 1.000 2.000 1.000 2.000 3.000 2.100 3.000 3.900

Table 5. Triangular membership function tri2 - parameters

Variable Class 1 Class 2 Class 3

x1 4.065 5.006 6.065 4.555 5.936 7.355 4.337 6.588 8.337
x2 1.927 3.418 4.727 1.743 2.770 3.610 1.942 2.974 4.075
x3 0.845 1.464 2.045 2.58 4.26 5.38 4.149 5.552 7.349
x4 0.052 0.244 0.71866 0.891 1.326 1.958 1.191 2.026 2.658
y 0.000 1.000 2.000 1.000 2.000 3.000 2.100 3.000 3.900

Table 6. Trapezoidal membership function trap - parameters

Variable Class 1 Class 2 Class 3

x1 4.133 4.800 5.200 6.000 4.667 5.600 6.300 7.233 4.467 6.200 6.900 8.233
x2 2.033 3.100 3.700 4.633 1.833 2.500 3.000 3.533 2.000 2.800 3.200 4.000
x3 0.867 1.400 1.600 2.000 2.667 4.000 4.600 5.267 4.300 5.100 5.900 7.233
x4 0.067 0.200 0.300 0.700 0.933 1.200 1.500 1.900 1.267 1.800 2.300 2.567
y 0.000 1.000 1.000 2.000 1.000 2.000 2.000 3.000 2.200 3.000 3.000 3.800

4 Conclusions

A method for dealing with missing input values has been presented that en-
ables a classical Mamdani fuzzy system to process incomplete data. No sig-
nificant difference in overall classifier performance between the two proposed
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representations of missing data was observed in tests for iris plant data. The
inference interpreted by minimum/maximum operators has turned out to be
more robust with respect to incomplete information than the inference based on
product/probabilistic sum. Future investigations should include tests for more
varied rule bases and non relational interpretations of implication.
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Summary. In the paper certain expert system concept for neediness of patients disease
entity diagnoses was presented. Problem of knowledge acquisition to knowledge base
and conclusion on that knowledge were realized. Testing results of HYBRIDEX expert
system were presented as well as the effectiveness of that system usage as a doctor
support in setting correct medical diagnose was estimated.

1 Introduction

Computer support of human activity takes place in various domain of science
and technology [2, 3, 7]. One of domains, in which development was possible
due to the usage of computers is artificial intelligence [4, 5]. Dynamic growth
of science branches using artificial intelligence led to great interest of expert
systems [2, 3, 4].

Deployment of expert systems in medicine can considerably increase effective-
ness of doctor work. It’s because of great knowledge, which general practitioner
must know in order to make a correct diagnosis of chosen ailment case. The
answer on question about usability and effectiveness of expert system depends
on solution of knowledge acquisition into knowledge base problem and next on
method of conclusion process based on stored knowledge.

The purpose of that paper is computer realization of knowledge acquisition
into knowledge base and that knowledge elements conclusion process in certain
expert system called HYBRIDEX. The basic task of the paper is estimation of ef-
fectiveness in expert system knowledge gathered in knowledge base management
as a doctor support in correct medical diagnoses.

Knowledge base was built by expert in laryngology and contains rules and facts
describing certain disease entities symptoms, that can be diagnose in hearing
ailments (the scope of the expert system usage is hearing and balance diagnoses)
[1]. The task of expert system is initialization of man-computer dialogue. The
result of that dialogue is presentation of expert system advices and informations,
which help in making correct diagnosis of certain patient.

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 461–467, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008



462 Z. Buchalski

2 Knowledge Representation in HYBRIDEX System

In the latest time new category of artificial intelligence tools appeared – hybrid
systems. In general we can say, that they are connection of traditional expert
systems, self-learning systems, neural networks and genetic algorithms.

Presented in the paper HYBRIDEX expert system is hybrid system, which
allows alternative conclusion mechanism to rule based conclusion. It’s made so,
because usage of rules as an only tool can much diminish effectiveness of knowl-
edge management.

The hybrid expert system model is presented in the following figure:

Fig. 1. Hybrid expert system model

Hybrid system application is especially useful in case, when knowledge ne-
cessary to conclusion process is difficult to formalization, uncertain or incom-
plete. In many disease entities providing of complete knowledge to system about
disease causes, symptoms or ways of cure is in practice not possible.

Advantage of hybrid system construction is full cooperation of neural network
and expert system, in which conclusion is based on rules and where problem can
be broken down and solutions of subproblems thanks to full integration can be
passed from one technique to another.

The easiest way of hybrid system creation is connection of traditional, based
on rules conclusion methods with neural networks. On this ground symbolic
transformation, which characterize traditional expert system is complementary
to dispersed parallel transformation, specific for neural networks.

In the simplest case both types of transformation can be done independently
in the same time. In such a solution one of environments is established as more
important. This environment is responsible for tasks distribution into systems.
The choice of system, which will solve task and assure the best solution depends
on problem type.
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HYBRIDEX system contains user interface, transforms data into proper co-
efficients, searches knowledge base. Next to that system activities, steering is
passed to neural network in order to esteem, what are the most probable ex-
pert’s report results.

It’s well known, that in many knowledge domains creation of clear and explicit
rules is not possible. On this ground neural network is suitable tool for that type
fuzzy and inexplicit knowledge transformation. Expert system creates file, which
contains coefficients as input data for neural network. Earlier neural network
was learned with data provided by knowledge sources providing proved and sure
knowledge. After neural knowledge calculations results from output are given
back to expert system, which is responsible for theirs interpretation and displays
final results.

The basic neural networks feature is their ability to based on previous illnesses
diagnoses knowledge assimilation. It is not necessary to specify solutions of con-
crete problem, the only thing is to gather big and representative set of symptoms,
which are sufficient to recognize certain disease entity. Neural networks can in
natural way transform set of gathered by expert’s knowledge symptoms into
expected results, that means they can diagnose concrete disease entity.

Important neural network feature is results generalization ability – they can
diagnose certain disease entity when not full ailment symptom list was provided
by patient. Neural network is also able to use inconsistent or incomplete data,
that means it can recognize correct disease entity even though, patient provided
some symptoms specify for another ailment.

HYBRIDEX system was created with usage of PC-SHELL expert system
framework, which allows construction of traditional expert system as well as
hybrid system thanks to integration of neural network simulator with framework
systems in knowledge representation and architecture level [6].

3 HYBRIDEX System Conclusion Mechanism

The conclusion process on HYBRIDEX system’s knowledge base purpose is dis-
playing to user all results, that fulfil provided at the beginning set of conditions
in form of rules stored in knowledge base. Conclusions of described system ac-
tivities are stored in computer memory. Untrue results are not stored and just
ignored. Next conclusion process task is affirmation or deny hypothesis, which
can be put due to beginning set of conditions.

In expert system presented in the paper backward conclusion, called also
from hypothesis to conditions conclusion was applied. The conclusion process is
presented in figure 2.

Backward conclusion starts with hypothesis and searches for arguments
(proofs), which can prove or deny that hypothesis. Backward conclusion task
in general is affirmation of main hypothesis on the ground of premises affirma-
tion. If it’s not sure that premise is true, it is treated as new hypothesis, which
has to be proved. If as a result of that new rule, for which all premises are true
is found, that rule’s conclusion is also true. On the ground of that conclusion
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Fig. 2. Backward conclusion process model applied in HYBRIDEX system

the next rule, which premise wasn’t previously known is being proved, a.s.o.
Hypothesis, which was put is true only than, when all analysing premises are
true.

Backward conclusion in HYBRIDEX expert system is in fact form of hypoth-
esises verification. It comes from hypothesis (destination) through rules to facts.
In practice it consist in hypothesis agreement with fact or rule. If the agreement
is not possible, system is searching for next fact or rule and agreement operation
is repeated. Agreement is comparison of matched hypothesis elements or rule’s
condition and fact or rule’s conclusion. Agreement of objects and attributes takes
place, when they’re identical.

Important feature of HYBRIDEX expert system’s algorithm is that in con-
clusion process chain of many rules invoking sequentially can be created.

Fundamental feature, which distinguishes backward conclusion and forward
conclusion is smaller quantity of new facts generation and impossibility of many
hypothesis affirmation. It is necessary to emphasize, that duration of backward
conclusion is in many cases much shorter than in forward conclusion.
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4 HYBRIDEX System Realization

HYBRIDEX expert system was constructed with SPHINX artificial intelligence
package provided by AITECH company [6]. This package was chosen, because
it allows programist easy interpretation and cooperation with neural network
and provides easiness and simplicity of database creation, which is necessary in
expert system using rule knowledge representation. Additional trump are de-
fined user communication methods and ability to friendly and easy user-system
communication interface.

Proposed in the paper HYBRIDEX hybrid expert system was created to sup-
port doctor work in disease entities recognition and diagnoses on the ground of
two mechanisms:

- backward conclusion on the ground of rules and facts stored in knowledge base,
- solution specification on the ground of input data analysis by neural network.

User can choose conclusion mechanism on his own. In the disease entity recog-
nition uncertainty second conclusion mechanism can be used to assure the most
credible disease entity diagnose. After the most probable disease entity diagnose
system advices to carry out proper medical examination to diminish likelihood
of wrong diagnosis. In some cases system suggests hospital cure possibilities.

To make a diagnosis on the ground of input data (facts) multidimensional
neural network created from connected perceptrons (neural cells) was used. It’s
normal procedure to organize neurons in layers. Input layer is specified with
possible disease entities symptom quantity and output layer with possible to
recognition disease quantity.

Basic neural networks feature is their ability to knowledge assimilation on
the ground of provided examples. It’s not necessary to specify certain problem
solution, but only suitable big and representative set of samples. Neural networks
can in natural way transform provided information and derive from it the most
important elements.

Incontestable neural network advantage is their ability to incomplete and trou-
ble data processing. In suitable example it can be shown, that on the ground
of only few symptoms it is difficult to make not only correct diagnosis, but also
any diagnosis. Conclusion on the ground of rules provides any results and in
some cases even specialist can be surprised with diagnosis accuracy proposed
by neural network. Moreover neural networks are esteemed for their quick work,
which makes them valuable in real time systems.

Correct neuron calculation technique application often is much better than
rule based conclusion methods. This difference can be well observed in work on
great input and output parameters number.

The most important part of neural network implementation in describing
project is its learning. This process has great impact on later system work cor-
rectness. Thanks to multidimensional network application learning process is
controlled.
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When network learning process is ended results usage is possible. In the pro-
posed in the paper expert system neural network’s work is absolutely hidden for
user and depends on filling in form with symptoms, which is next sent to neural
network for analysis and results receiving – diagnosis. After providing facts to
input neural network undertakes analysis process and provides to output certain
values, which after suitable interpretation are recognized as answer.

Diagnose based on first work mode, that means with rule knowledge rep-
resentation subsystem application uses, what was meant backward conclusion.
System user, who expects disease recognition at the beginning establishes first
symptoms by writing them down in the table and next answers on question se-
quence provided by expert system. After such a dialogue with patient conclusion
mechanism establishes additional facts.

Information gathered by system can be qualified as facts, when they are de-
clared as disease entity symptoms in knowledge base. Conclusion mechanism
searches for rules in which provided new fact appears. It doesn’t ask twice the
same questions to user when some facts were already established, but only anal-
yse them and match them to rules stored in knowledge base. At the conclusion
process beginning conclusion mechanism analyse large number of rules. When
it has more facts these rules are eliminated, which don’t contain selected facts
or if specified fact excludes rule. During the whole conclusion process it tries to
establish as much as possible facts to rule affirmation. To fulfil end of conclusion
process condition all possible rules must be tested.

Conclusion system is supported by so called return mechanism, thanks to
which finding of all accessible solutions is possible. That’s why providing two
diseases in the same time is nothing special. Some of diseases have similar symp-
toms in certain stage.

After facts are established expert system provides disease entity recognition.
Establishing facts and hypothesis affirmation process investigation is also pos-
sible. Explanation about disease entity recognition can be provided after each
diagnosis.

Conclusion based on HYBRIDEX expert system second mode work, that
means with neural network application in recognition process, starts with pro-
viding disease symptoms to system. All provided by user symptoms are put
into neural network input. On this ground it makes a diagnosis and proposes
additional activities, which will prove certain disease entity recognition.

5 Conclusion

Presented in the paper HYBRIDEX expert system proves and shows abilities of
artificial intelligence methods application in non computer science world. System
purpose is doctor work support by providing certain possible solutions (theoreti-
cal disease entity diagnosis) and later activities for that solution affirmation. This
system operation isn’t ideal because of knowledge range necessary to gathered
in order to complete knowledge base filling up.
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HYBRIDEX expert system was designed as a system with two mechanisms,
which recognise patient’s disease entity. One mechanism doesn’t provide proper
diagnosis authenticity level. When two mechanisms are provided by system al-
ways alternative conclusion method can be used. When one me-chanism doesn’t
suffice diagnosis credible enough it can be proved or denied by second one.

HYBRIDEX expert system test returned good results. System makes diagno-
sis correct not only in case, when rules are used, but also when neural network
is applied. Conclusion on ground of rules didn’t always return good diagnosis.
It was caused by conclusion processing on incomplete data set. When only one
rule’s premise isn’t proved, whole rule isn’t proved and the possibility of lack
of ailment recognition occurs. In the few cases recognition wasn’t synonymous.
Reason of that situation was either providing too many fact to knowledge base
or providing by patient those symptoms, which are the same for related disease
entities.

Neural network provided diagnosis in all cases. It should be emphasize, that
neural network isn’t main conclusion mechanism, but only additional tool in not
credible results (one or more possible solutions) or when main conclusion mech-
anism working on rules doesn’t find any solution. There was no such a situation,
when neural network provided completely different solution than suggested by
rules stored in knowledge base. In few cases, when conclusion mechanism working
on rules didn’t return any solution neural network provided it.
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Summary. The main purpose of this paper is to deliver appropriate tool to find sim-
ilarities between texts. The area of interest covers comparing large amount of different
texts grouped in various areas of knowledge. Similarity is defined as distance between
two texts and as this the measure may be calculated as the set of parameters based on
features.

1 Introduction

This article focuses on the features useful for determining measure of similar-
ity of texts. Comparison of texts in the meaning of determining the degree of
similarity of texts is a complex task because of absence of unequivocal crite-
ria of comparison. Texts may be compared from various points of view. The
scrutiny of texts in terms of information conveyed in them is the most compli-
cated undertaking. It requires both the syntactic analysis and the semantic one.
Such approach requires, however, the use of the base of ontological knowledge
by the system. Researches in this field have been conducted for a long time. Also
the authors of this text have carried out the research topic connected with this
problem. It does not change the fact that for a number of applications such a
profound analysis is not necessary, in fact it is completely redundant. One should
remember to choose an appropriate instrument for a given application.

The main area of studies described in this article is comparison of texts for
determining similarity between them in morphological terms[1]. Here the basic
morphological units are words, phrases and sentences. It should be emphasized,
at the same time, that we do not take into account a grammar or semantics of
utterances. Thanks to such an approach it is possible to achieve very efficient
processing of texts, e.g. in order to determine whether a given text was written
on the basis of another. Another application consists in determining an author
of the text by means of recognition of objects with a learning set.

2 The General Description of the Problem

The aim of the authors’ work was defining the features that can help to determine
measures of similarity of texts. At the beginning we have to explain what the
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notion of text means in this approach. In the most analytical sense, the text is a
sequence of signs. The study of the text on a low level, however, does not allow
to refer to its character, while the examination of its semantics is too complex
for applications concerning defining measures of similarity of texts[2]. Therefore
the authors decided to choose the middle approach, i.e. the treatment of the text
as a sequence of words. The words has become the basic unit and the smallest
element of the text.

Words as the basic units are defined as sequence of signs divided by empty
signs. Phrases are sets of words occurring in uninterrupted flow. Sentences are
sequences of signs ending with a sign of the end of a sentence. In consequence,
the text consists of a sequence of sentences, sentences consist of phrases, phrases
of words, and words are sequences of signs.

It is assumed that there are two texts. The aim is to define such features
that would enable us to determine similarities of these texts by means of certain
measures. The measures of similarity depend strictly on the aim of comparison
and on the character of the texts in question, which will be discussed in the
further part of this article.

The topic has been divided into three levels: words, phrases and sentences[3].
For each of these levels a group of features has been defined.

3 The Description of the Defined Features

A part of these features is dependent on parameters. So that it is possible to rec-
ognize texts and appoint the measures of their similarity for various applications
without necessity of creating complicated, logical and computational, formulae.
The parameters of the features:

LPS (Polish abbreviation) / NRW (English abbreviation) - minimal number of
repeated words,
LSZ/NWS - the minimal number of words in sentences,
ULPS/PNRW - the minimal participation of the number of repeated words,
DF/LPh - the minimal length of a phrase,
MINDS/MINLS - the minimal length of an analyzed sentence.

The meaning of these parameters will be explained in a more precise manner
while describing particular features.

Comparison on the level of words

Words constitute the lowest level. This set of features does not refer to envi-
ronment, i.e. it is a comparison completely alienated from any context. It is
coincidence of words in the texts examined that is analyzed here. Four features
have been developed.

S LPS/W NRW - The number of repetitions of words in documents. The
repetition of a word in a given sentence of the document is counted separately. If
a given word of the source document is repeated several times in a given sentence
or in various sentences, the repetitions in the document compared are counted
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independently for each occurrence. For example in the texts given below: the
parameter S LPS/W NRW will acquire value 9. Words bbb and ccc generate
together three repetitions. The word aaa in the first sentence of the document

T1.TXT: (source document) T2.TXT: (document compared)
aaa bbb aaa aaa. aaa bbb ccc aaa aaa.
ccc ddd eee. bbb aaa aaa.

T1.TXT appears three times and for each of these one repetition will be found in
the first sentence and independently in the second one of the document T2.TXT,
which together gives 6 repetitions. Thus the number of repetitions is 9. One has
to notice that in the document T2.TXT in the first sentence the word aaa occurs
three times and in the second one two times. However within one sentence of the
document compared all cases of the word are counted as one occurrence.

S ULPS/W PNRW - The percentage participation of the number of repeti-
tions of words in documents (S LPS/W NRW) in relation to the total number of
words in the source document. In the example given above the source document
has 7 words, so that this parameter will acquire the value of 128.6%.

S LPULPS (ULPS)/W NCPNRW (PNRW) - The number of compar-
isons of sentences, in which the percentage of repeated words for sentences com-
pared equalled at least ULPS/PNRW. For the example given above the value
of the parameter ULPS/PNRW was calculated as 35%. The total number of
comparisons of sentences is 4, since each of the documents has two sentences.
The first sentence of the source file (T1.TXT) as compared with the sentences
of the file T2.TXT fulfills this condition twice, because in each case more than
35% of words is repeated in this sentence. In the case of the second sentence at
best 1/3 of the words is repeated in T2.TXT. As a result the value of the feature
S LPULPS/W NCPNRW is 2.

S ULPULPS (ULPS)/W PNCPNRW (PNRW) - The participation of
the number of comparisons of sentences, where the percentage of repeated words
for compared sentences was at least ULPS/PNRW in relation to the total num-
ber of comparisons. For the example in question the parameter ULPS/PNRW
was 2, and the total number of comparisons was 4, so that the parameter
S ULPULPS/W PNCPNRW was 50%.

Comparison on the level of phrases:

Phrase is a sequence of words, the length of which is not smaller that 2 words.
Thanks to the parameter LPh for some features this value can be increased.
There are six features prepared for phrases.

F LPF/Ph NRPh - The total number of repeated phrases. Algorithm of the
search of repetitions was prepared in such a way as to avoid the repeated counting
of the same phrases. As a result, the number calculated is modified by the number
of repetitions shorter than the phrase of a given length. It means that, if there
is a phrase consisting of 4 words, after the calculation has been completed, the
total number of repeated phrases should be decreased by extracting 2. It is a
consequence of the fact that a repeated phrase with minimal length of 4 words
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means that there had to appear a phrase consisting of 3 and 2 words. Moreover,
in order to avoid detection of nested repetitions of phrases, the next phrase in
the sentence of the document compared is searched for beginning with the next
word occurring after the last phrase found. The number of occurrences of phrases
in the file compared, for the example given above, is 3.

F WZLPF/Ph ReSNRPh - The relative number of repeated phrases in re-
lation to the number of comparison of sentences, i.e. the product of the number of
sentences in both documents. Because of relatively large number of comparisons
of sentences in relation to repetitions of phrases, this feature is multiplied by
1000. In the example analyzed above the value of this feature is 1000*3/4=750.

F WSLPF/Ph ReWNRPh - The relative number of repeated phrases
in relation to the number of comparisons of words, i.e. the product of the
number of words in both documents. Because of relatively large number of
comparisons of words in relation to repetitions of phrases, this feature is mul-
tiplied by 1000000. In the example analyzed above the value of this feature is
1000000*3/14=214285.7.

The following three features are analogous to the previous ones. The only
difference is that for calculations one takes phrases the length of which is equal
at least to the parameter LPh.

F LPFDF (DF)/Ph NRPhLPh - The number of repetitions of phrases
for assigned minimal length of phrase LPh. For the example analyzed above the
value of this feature is 1.

F WLPDFLZ (DF)/Ph ReNRLPhNS (LPh) - The relative number of
repetitions of phrases (multiplied by 1000), for assigned minimal length of phrase
(LPh), in relation to the number of comparisons of sentences, i.e. the product
of the number of sentences in both documents. For the example analyzed above
the value of this feature is 250.

F WLPDFLS (DF)/Ph ReNRLPhNS (LPh) - The relative number of
repetitions of phrases (multiplied by 1000000), for assigned minimal length of
phrase (LPh), in relation to the number of comparisons of words, i.e. the product
of the number of words in both documents. For the example analyzed above the
value of this feature is 71428.6.

Comparison on the level of sentences

The following features concern the number of sentences repeated as a whole in
both documents or when respective (parameter PSL/NRW) number of words
is repeated in them. There are nine features prepared for sentences. The exam-
ples of texts to be analyzed have the following form: Parameters acquire the

Z1.TXT: (source document) Z2.TXT: (compared document)
aaa bbb aaa aaa. aaa bbb aaa aaa.
ccc ddd xxx eee yyy. xxx yyy zzz.
fff ggg hhh iii. jjj kkk.
jjj kkk.
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following value: LSZ/NWS=3, LPS/NRW=2. The group of six features given
below concerns the situation when sentences are totally overlapping.

Z LZ/S NS - The total number of sentences repeated as a whole. For the
example analyzed above the value of this feature is 2.

Z ULZ/S PNS - The percentage of the number of sentences in relation to
the total number of sentences of the document. For the example analyzed above
the value of this feature is 50%, since the number of repetitions of full sentences
is 2, and the total number of sentences of the source document is 4.

Z LS/S NW - The sum of words repeated in sentences. For the example
analyzed above the value of this feature is 6(4 words from the first sentence and
2 words from the fourth one).

Z ULS/S PNW - The percentage participation of the number of words in
repeated sentences in relation to the total number of the of words in the docu-
ment. For the example given above the value of this feature is 40%.

Z LZLS (LSZ)/S NSNW (NWS) - The number of repeated sentences
longer than or equal to LSZ. For the example analyzed above only one sentence
(the first one) is repeated and at the same time it consists of at least 3 words.

Z ULZLS (LSZ)/S PNSNW (NWS) - The percentage participation of
the number of repeated sentences longer than or equal to LSZ in relation to the
total number of sentences in the document. For the example given above the
value of this feature is 25%.

Z LPS (LPS)/S NRW (NRW) - The number of sentences with repeated
words, for the minimal number of repeated words LPS/NRW within one sen-
tence. For the example given above the value of this feature is 3, since sentences
no. 1, 2 and 4 fulfil this criterion.

Z WZLPS (LPS)/S ReSNRW (NRS) - The relative number of sentences
with repeated words, for the minimal number of repeated words LPS/NRW
within one sentence. For the example given above the value of this feature is
75%.

Z WPZLPS (LPS)/S ReRSNRW (NRW) - The relative number of
sentences with repeated words, for the minimal number of repeated words
LPS/NRW within one sentence, in relation to the total number of comparisons
of sentences multiplied by 1000000 for legibility of this feature. For the example
analyzed above the value of this feature is 250000.

4 Application

Due to the fact that there 19 features accessible, it is possible to create measures
of similarity of very specific properties in terms of detection of the overlapping
of texts. It is known that authors of texts possess specific inclinations for con-
structing their utterances in a certain way. One may define it, in a certain sense,
as the style of writing.

The features concerning words and phrases may turn out to be most effective
in this regard. Frequent repetition of words in two documents may point to one
author. Obviously the focus on a single feature brings little effectiveness. When
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similarity occurs simultaneously on the level of both words and entire phrases,
one may suspect that it does not have to be an accidental coincidence. The
features based on the relative values are essential here. They allow to refer par-
ticular values e.g. to the number of sentences in the text, comparisons of words
or sentences. If comparison of two texts will show that the feature Z ULZ/S PNS
= 10% and Z WZLPS(4)/S ReSNRW(4)=30%, which means that 10% of sen-
tences was precisely rewritten and 30% of sentences have at least 4 repeated
words, one may suppose that the documents examined have common roots.

Correct description of parameters is essential for programs for defining the
degree of textual similarity in terms of plagiarism. A special importance possesses
the parameter MINDS/MINLS, which determines the minimal number of words
in the sentence to make this sentence an object of analysis. It allows to filter
out short sentences which obscure the image because of their insignificance from
the point of view of communicated information. Moreover they may be repeated
in texts as typical formulas which have nothing to do with plagiarism. The
study of various texts show that this parameter should not be smaller than 3.
It influences also the time of processing and can shorten it by several percent.
The parameter DF/LPH defining the minimal length of phrase also contributes
to filtering phrases that are too short to be considered as really borrowed ones.

Analyzing features in terms of proposed application we have to discuss the
interpretation of some of them. The feature Z LZ/S NW describes the total
number of overlapping sentences. It is a very strong feature. In texts possessing
over 500 sentences and the parameter MINDS/MINLS=3, this feature equals
zero if the texts are really written independently. Obviously, it is not a rule.
However, the repetition of full sentences in two texts is a very serious signal.
In practice, rarely does plagiarism consist in copying full sentences, therefore
various, more precise features have been prepared. Derivative of Z LZ/S NW?
is the feature Z ULZ/S PNS which refers the number of full repeated sentences
to the number of sentences of the analyzed text. It is obvious that there is
a significant difference between repetition of 10 sentences in a text consisting
of 200 sentences and the same repetition in a text of 2000 sentences, where
the probability of an accidental repetition is much bigger. This feature can be
applied as the measure of the level of copying one text to another, in the case of
copying full sentences, i.e. an activity widely known as ”copy-paste”. Information
complementary to the features Z LZ/S NS and Z ULZ/S PNS are values of the
Z LS/S NW and Z ULS/S PNW. The Feature Z LS/S NW defines summary
number of words found in the sentences classified during calculation of the feature
Z LZ/S NS. In other words this feature is connected with the same ”copy-paste”
symptom, however in this case it is expressed in the form of the number of words
and not sentences. Thanks to it is more precise as it is more sensitive to the length
of the sentences copied. The feature Z ULS/S PNS has analogous interpretation,
however it is expressed in a relative way related to the total number of words in
the source document. The features Z LZLS/S NSNW and Z ULZLS/S PNSNW
have analogous interpretation to Z LZ/S NS and Z ULZ/S PNS, at the same
time they are capable of filtering out sentences which are too short.
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The features S LPS/W NRW and S ULPS/W PNRW usually have high val-
ues in the case when documents compared concern the same thematic areas. As
a result they should be used with caution and never in isolation.

A much more detailed analysis is provided the features connected with
phrases. Our research has shown that the feature F LPFDF/Ph NRPhLPh,
which determines the number of repeated phrases with an additional condition
that the phrase cannot be shorter that the value of the parameter DF/LPh. The
results show that the parameter DF/LPh should remain within the limit of 3-5
depending on the kind of the text. The feature F WLPDFLZ/Ph ReNRLPhNS
constitutes the reference of the previous feature to the product of the number of
sentences in both texts. Because of this, similarly to previous cases, it is possible
to compare the values of the features for the texts of various lengths.

Requirements concerning algorithms

Because of the range of applications, directed at the screening examinations
researches, the features described above and algorithm of their calculation were
optimized for the purpose of efficiency. The computational complexity of calculat-
ing the features is great and non-linear. Each sentence of one document must be
compared with each sentence of the other. All the features are calculated during
a single course of all the sentences, which has a critical significance for efficiency.
For each pair of sentences all the words of the first sentence are to be compared
with the words of the second one. As a result, the essential indicators are:

• the time of comparison of compared documents in relation to the number of
comparisons of sentences and

• the time of comparison of documents in relation to the number of comparisons
of words.

It should be emphasized that the deepest resident fragment of the algorithm of
the analysis of texts is the comparison of phrases. It is a consequence of the fact
that for each coincidence of two words in sentences it should be determined if a
given coincidence is or is not the beginning of the coincidence of the sequence
of words, i.e. phrases. Efficiency research has been conducted. The length of the
source text was 9543 words (772 sentences). The average speed of the processing
of the text is 848 thousand comparisons of sentences per second (Table 1). The
research was conducted with the use of a computer equipped with the processor
Intel Pentium R©D 3.0 GHz.

Table 1. Benchmark for sentence comparison

Comparison parameters File no. 1 File no. 2 File no. 3 File no. 4

Sentences 377 1173 2016 2874

Sentences comparisons 272 194 846 906 1 455 552 2 075 028

Speed of sentences comparisons
916.5 808.9 817.3 851.1

(thousands/s)
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5 Conclusion

The method of quick comparison of texts presented here was optimized in terms
of its employment in the wide-range screen examinations. Similarity is defined
as distance between two texts and in this case the measure may be calculated
as the set of parameters based on features. The further tasks will include im-
plementation of algorithms based on semantic analysis in connection with the
system of artificial intelligence in progress [4].

References

1. Salton, G.: Automatic text processing: the transformation, analysis and retrieval of
information by computer. Addison-Wesley, Reading, Massachussets (1988)

2. Tam, G.K.T.: Formal Concept Analysis and Text Similarity, Computer Science and
Software Engineering, Monash University (January 2004)

3. Metzler, D., Dumais, S., Meek, C.: Similarity Measures for Short Segments of Text.
In: Avances in Information Retrival. Lectures Notes in Computer Science, pp. 16–27.
Springer, Heidelberg (2007)
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Summary. An application of a two-stage classifier to the prognosis of sacroileitis is
presented in the paper. The method of classification is based on a decision tree scheme.
A k -nearest neighbors is applied in pattern recognition task. In this model of classifi-
cation a fuzzy loss function is used. The efficiency of this algorithm is compared with
the algorithm based on zero-one loss function. In this paper also influence of choice of
parameter λ in selected comparison fuzzy number method on classification results are
presented.

1 Introduction

In many pattern recognition problems the loss (utility) evaluation can be quite
imprecise [1]. For this reason, several studies have previously described decision
problems in which values assessed to the consequences of decision are assumed
to be fuzzy [2, 6, 7]. The class of the fuzzy-valued loss functions is definitely
much wider than the class of the real-valued ones. This fact reflects the richness
of the fuzzy expected loss approach to describe the consequences of incorrect
classification as opposed to the real-valued approach. This paper deals with a
recognition problem, where - assuming a probabilistic model - values of a loss
function are assumed to be fuzzy numbers. We will also consider the so-called
Bayesian hierarchical classifier [8]. In this recognition problem the decision as to
the membership of an object in a given class is not a single activity, but is the
result of a more or less complex decision process. This model has been formulated
so that, on the one hand, the existence of fuzzy loss function representing the
preference pattern of the decision maker can be established; while, on the other
hand, a priori probabilities of classes and class-conditional probability density
functions can be given in learning set.

In the paper [9] the Bayesian hierarchical classifier is presented. The synthesis
of multistage classifier is a complex problem. It involves specifying the following
components:

• the decision logic, i.e. hierarchical ordering of classes,
• feature used at each stage of decision,
• the decision rules (strategy) for performing the classification.
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This paper is devoted only to the last problem. This means that we will deal
only with the presentation of decision algorithms, assuming that both the tree
skeleton and the feature used at each non-terminal node have been specified.

2 Hierarchical Classifier

In the paper [9] the Bayesian hierarchical classifier is presented. The synthesis
of multistage classifier is a complex problem. It involves specification of the
following components:

• the decision logic, i.e. hierarchical ordering of classes,
• feature used at each stage of decision,
• the decision rules (strategy) for performing the classification.

First two problems for prognosis of sacroileitis was presented in [5]. This paper
describe only the last problem.

The procedure in the Bayesian hierarchical classifier consist of the following
sequences of activities. At the first stage, there are measured some specific fea-
tures x0. They are chosen from among all accessible features x, which describe
the pattern that will be classified. These data constitute a basis for making a
decision i1. This decision, being the result of recognition at the first stage, defines
a certain subset in the set of all classes and simultaneously indicates features xi1

(from among x) which should be measured in order to make a decision at the
next stage. Now at the second stage, features xi1 are measured, which together
with i1 are a basis for making the next decision x2. This decision – like i1 – in-
dicates features xi2 necessary to make the next decision (at the third stage) and
– again as at the previous stage – defines a certain subset of classes, not in the
set of all classes, however, but in the subset indicated by the decision i1, and so
one. The whole procedure ends at the last N -th stage, where the decision made
iN indicates a single class, which is the final result of multistage recognition.
Thus multistage recognition means in medical diagnosis a successive narrowing
of the set of potential diseases from stage to stage, down to disease unit, with
symptoms which should be measured to make the next diagnosis more precise
being simultaneously indicated at every stage.

3 Medical Description of the Problem

Sacroileitis (SI-itis) belongs to the group of rheumatoid arthritis [5]. SI-itis
is chronic, mostly progressive inflammatory process, embracing lower back-hip
joints, small spine joints, fibrous rings and lower back ligaments, leading to their
gradual stiffeners. The reason of disease is not well-known, one can take into
account the possibility of participation of infectious and hereditary factor. For
participation of microbes speaks considerable frequency of contagions, embrac-
ing especially ureter in the period previous to symptoms of the disease. Genetic
predisposition to falling ill with SI-itis is confirmed by its occurrence in ill fami-
lies at about 20 % men and 8 % women of relatives of the first degree. It has been
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showed, that antigen HLA B27 is present at 90-96 % of the ill in comparison to
5-14 % in the population of healthy testing persons. From among persons with
positive antigen HLA B27 morbidity on sacroileitis comes up to only 1 %. It is
considered, that the presence of the antigen testifies the genetic predisposition
to falling ill under influence of environmental factor, probably infectious.

Correct diagnosis makes long time of development of disease, more difficult
and large probability of first symptoms for different diseases. The period after
which we have final disease results reaches from 5 to 10 years. Properly quick
diagnosis of disease is important, so that correct treatments already in initial
phase of occurrence of SI-it is is undertaken. In such situation the attempt the
computer-aided prognosis of the development of sacroileitis is well founded.

4 Data Description

Clinical material derive from the Research Institute of Rheumatic Diseases in
Piestany. 84 patients with SI-itis were examined. Each case record was provided
with final diagnosis made after 5 years.

In problem of multistage classifier following diseases and groups of diseases of
rheumatoid type has been defined as classes:

• ankylosing spondylitis (definitive) (1),
• ankylosing spondylitis (probable) (2),
• sacroileitis persistens (3),
• others (4).

In group of others are following diseases: arthritis periferal, sacroileitis present,
arthritis periferal, sacroileitis absent, Reiters syndrome, coxopathia only.

The multistage classifier for the prognosis of SI-itis development has been pro-
posed in [10]. In this paper the hierarchial of disease units (the decision logic) and
symptoms (features) used at each stage of diagnosis are presented. A two-level de-
cision logic is presented in Fig. 1, where following natural number are described
above. The interior nodes (0), (5) and (6) are described in turn sacroileitis, anky-
losing spondylitis (Bechtterew disease) and other rheumatoid diseases. Table 1 list
the features selected at each interior node of the two-stage classifier.

Table 1. List of the used syndromes

Node

0 5 6

Stiffness of back Stiffness of back Wheel pain
Pain of S-I joints Reiter’s syn. in history Ischalgia irradiating to knee
Wheel pain Wheel pain ASO
Tenderness of wheels Lumbar pain Tenderness of wheels
Reiter’s syndrome in history AS in family history AS in family history
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Fig. 1. Decision tree for the prognosis of SI-itis

5 Description of the Method

For the prognosis of SI-itis development, a dependent on the node of the decision
tree fuzzy loss function was used. This loss function means that the loss depends
on the node of the decision tree at which misclassification is made and allows
imprecise, linguistic description of loss. We assume following linguistic descrip-
tion small, medium, big for loss function connected with suitable internal nodes
(5), (6) and (0). In Fig. 2 are presented two cases of fuzzy loss functions used in
the next section, which are represented by triangular fuzzy numbers.

Decision rule at each interior node are based on k-nearest neighbors (k−NN)
rule for fuzzy loss function [3]:

Ψ
(k−NN)
in,Sm

(xin) = in+1,

arg
k∈Min

max
{

(L̃in − L̃k)kin

l +
∑

jN∈MjN−1

L̃jN−1q
∗(jN/k, jN)p(jN )kin

jN

}
. (1)

For ranking fuzzy numbers we have selected the subjective method stated by
Campos and González [4]. This method is based on the λ-average valued of a
fuzzy number, which is defined for Ã ∈ Fc(R) as the real number given by

V λ
S (Ã) =

∫ 1

0

[λaα2 + (1 − λ)aα1]dS(α) (2)

where Ãα = [aα1, aα2], λ ∈ [0, 1] and S being an additive measure on Y ⊂ [0, 1].
The parameter λ is a subjective degree of optimism-pessimism. In a loss con-

text, λ = 0 reflect the highest optimism and λ = 1 reflect the highest pessimism.
Then, the λ-ranking method to compare fuzzy numbers in Fc(R) is given by

Ã � B̃ ⇔ V λ
S (Ã) ≥ V λ

S (B̃). (3)

1

1 20

bigL �

0

~
mediumL �

6

~
smallL �

5

~

1

1 20

bigL �

0

~
mediumL �

6

~
smallL �

5

~

Fig. 2. Two cases of fuzzy loss function for the prognosis of SI-itis
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6 Results of Recognition Algorithm

For the two-stage prognosis of the SI-itis development algorithm (1) was used
for k = 3. The probability of correct classification q̂(in/ik, in) was estimated by
leave-one-out method. Results of frequency of correct classification are presented
in Fig. 3.

Fig. 3. Frequency [%] of correct classification

For zero-one loss function the correct classification is equal 69.1%. For selected
cases of fuzzy loss function and for one here or there values of parameter λ we
obtain better results of recognizing than for zero-one loss function.

7 Conclusion

This paper describe the multistage recognition task to the prognosis of the SI-itis
development. Received results seem to confirm usefulness of multistage recogni-
tion algorithms with fuzzy loss function in the computer-aided medical diagnosis.
Probably for the longer learning set the results of classification will be better. It
is necessary to make an investigation for the other (parametric or nonparametric)
estimators of conditional probability density functions.
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Summary. Standard methods used for an identification of risk factors are based on
logistic regression models. These models disabled to assessment a nonlinearity between
a study factors and a disease occurrence. This paper presents an application of gen-
eralized additive models for modeling of reproductive risk factors associated with en-
dometrioid cysts. Moreover theoretical similarity and differences between generalized
additive models and neural networks was discussed. The obtained results enabled to
propose a new etiological aspect for endometrioid cysts.

1 Introduction

An identification of risk factors associated with a disease is one of most frequent
problems in epidemiology. Classically, such identification is performed on the
base of a statistical inference about an odds ratio which is estimated by stan-
dard logistic regression models. Usually for this purpose continuous variables are
arbitrarily discretizing and incorporated into model as dummy variables. This
method allows for testing a linear trend between a discretized factor and a risk
of a disease occurrence applying for example a Chi-square test for a linear trend
[1]. However, this manner leads to significant loss of information accumulated in
medical observations as well as increases measuring errors [2].

From etiological and pathophysiological points of view there is necessity to
know a possible nonlinear dose-effect relationship between a tested risk factor
and a probability of a disease occurrence. A large spatial-temporal averaging of
analyzed processes based on epidemiological data causes that a possible form of
nonlinearity is usually unknown explicite. Therefore, a nonparametric regression
model for binary outcomes should be used.

In literature there are two main class of regression models devoted to this
purpose. One of them are neural networks which according to Kolmogorov the-
orem and Hornik et al. theorem are universal approximators of any continuous
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functions defined on a close set [3]. However, there are some problems associated
with an application of neural networks for a statistical modeling of biomedical
data. Firstly, there is a widely accepted procedure for selection of a neural net-
work structure. Secondly, there is no an universal statistical test which enable to
inference about statistical significant of an identified model. Moreover, relative
complicated knowledge about neural network models limits their application in
epidemiological analysis.

Alternative methods used for identification possible nonlinear relationship
between risk factors and a disease occurrence are generalized additive models
(GAMs). These models allowed use a well known likelihood ratio test for a non-
linearity assessment.

The aim of the performed analysis was studying on a relationship between
menstrual cycle characteristics and an occurrence of endometrioid cysts in
women being in reproductive age. On the base of etiopathological data there
are speculations that a length of a menstrual cycle as well as a length of a
menstrual bleeding may play an important role in development of endometrioid
cysts.

2 Modeling of Clinical Data

2.1 Clinical Data

Clinical data used for a nonlinearity assessment were obtained from the per-
formed case-control study. The case group included 100 Polish patients (age
range 19–42 years, mean 32± 8.72) diagnosed at the 2nd Department of Gynae-
cology and Obstetrics, Medical University of Warsaw for pelvic pains, dysmenor-
rhoea and/or infertility. Ovarian endometriosis (ovarian endometrial cysts) has
been confirmed in these patients, both by laparoscopic and histopathological ex-
amination. The size of these cysts ranged from 2 to 8 cm and they were classified
as stage III or IV of endometriosis according to the American Fertility Society
(1985).

The control group was consisted of 200 age matched women drawn from the
same population as the case group. Each woman of the control group was exam-
ined by gynecologists at most 6 months before the study. Potential endometriosis
and malignant tumors of reproductive organs were excluded based on histories
and clinical examinations. The age range of controls was 20-40 (mean 29.5±9.76)
years.

Data about courses of menstrual cycles were collected on the base of the
specialized preparing questionnaire which was inquired by a gynecologist or a
midwife.

2.2 Identification of the Relationship between a Menstrual Cycles
Characteristics and a Risk of Endometrioid Cysts

A menstrual cycle course was characterized by the following variables: an age
of menarche, an average length of a menstrual cycle, an average length of a
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menstrual bleeding and the ratio of an average length of a menstrual bleeding
to an average length of a menstrual cycle (denoting by τ).

Let r denote a continuous variable characterizing a menstrual cycle and D
denotes a random binary variable representing an occurrence of endometrioid
cysts. Then, a generalized additive model describing an investigated relationship
has the following form:

D =
I∑

i=0

si (xi) (1)

where xi is an element of a vector X =
[
r c1 · · · cI

]T which contains the an-
alyzed variable and I confounders. si is a ”smooth” function. The estimators
ŝi (xi) are computed by maximization of the following likelihood function:

� (s0, . . . sI) = l (z)− 1
2
Q (s0, . . . sI) (2)

where zk =
I∑

i=0

si (xik) and l (z) is a log-likelihood defined for exponential family

of a probability density. The penalty function representing by Q (s0, . . . , sI) has
the following form:

Q(s0, . . . sI) =
∑I

i=0
λi

∫
[s′′i (x)]2dx (3)

Maximization of the formula (2) can be used by Newton–Raphston methods. A
numerical version of this method leads to local scoring algorithm described by
[4]. This algorithm was used to the identification of the studied models.

To assess a nonlinear versus a linear relationship between a study variable and
a risk of endometrioid cyst two models were performed for each study variable.
The first model had the form:

M1 : D = xj +
∑I

i = 0,
i �= j

si (xi) (4)

This model was linear towards to the study variable xj . The second model was
such as:

M2 : D = xj +
∑I

i=0
si (xi) , (5)

so it was smoothing nonlinear in relation to xj . Let �1�2 denote values of log-
likelihood function for the first and second model, respectively. Then, the statis-
tic D = �1 − �2 has Chi-square distribution with d degree of freedom under
zero hypothesis which states that a study relationship is linear versus nonlin-
ear. The degree of freedom is d = n − 1 − tr

(
Ŝ−1

j

)
, where n is a sample size

and tr
(
Ŝ−1

j

)
is a trace of the matrix which is inverse to a ”smoothing” matrix

Ŝj = [ŝk,l]n×n. Their elements are coefficients of the smoothing operator defined
in [4]. The statistical inference was performed assuming α = 0.05. Because this
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model estimation is computation consuming covariates were omitted in the ap-
plied model. Thus fitted model selection was limited to finding the proper value
of the smoothing parameter . This value was adjusted minimizing a mean square
error between the model predicted values and the observed values. S-Plus 6.1 was
used to perform statistical anlysis.

3 Results

The application of the described method to the variables characterizing men-
strual cycles enables to identify the nonlinear relationship between an average
length of a menstrual cycle and a risk of endometrioid cysts. The relation between
the analyzed risk and a length of a menstrual bleeding as well as τ parameter
were linear. These relations were statistical significant. On the other hand, there
was no statistical evidence for an association of the study risk with menarche
age. The obtained results are presented in Fig. 1.

Fig. 1. The relationships between the tested variables characterized a menstrual cycle
and a risk of endometrioid cyst occurrence
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4 Discussion

Modeling of a relationship between a study variable and a risk of a disease is
usually limited to an estimation of odds ratios. However, knowledge about risk
factors associated with a given disease can be insufficient for understanding a
disease etiology. Numerous previous studies showed that short menstrual cycles
(length < 27 days) increased a risk of endometriosis [5]. These results were
interpreted as a biological circumstance supported Sampson’s hypothesis stating
that a retrograde menstrual flow is an important etiological factor leading to
dissemination of an ectopic endometrial tissue [6].

However, the application of the nonparametric nonlinear model showed that
prolongation of menstrual cycles does not lead to decreasing of an endometrioid
cyst occurrence. Moreover, women with oligomenorhoea are characterized by
slightly increasing of an endometrioid cyst risk. The obtained result suggests
that there is another possible mechanism leading to development of an ovarian
form (or each form) of endometriosis.

In our opinion, using of GAM models to a nonlinearity assessment has signifi-
cant superiority in comparing to well known neural networks. Indeed, Anders et
al. showed some applications of statistical tests to statistical inferences for neu-
ral networks [7]. Even, there are suggestions that well known Wald test could be
used for this purpose. However, the Wald statistic contains a covariance matrix
between model parameters (i.e. neural weights). This covariance matrix can be
well estimated assuming that computed weights are global optimal. But it is well
known that popular methods of neural networks learning do not lead to global
identified models. It can be a serious limit for statistical inferences of neural
networks. In opposite to them, GAMs enable to use well proven experimentally
and robust statistical tests for nonlinearity assessment.

One of drawback of GAMs is a high dimension of an observation vector leads
to hard computational problems which limit number of confounders used in the
GAM. However, this problem can be solved in two ways. Hastie and Tibshirani
showed a method of GAM identification assuming dependent observations [4]. It
enables to use of propensity score matching for confounder controls [8]. Moreover,
there is a parallel version of local scoring algorithm [9].

In conclusion, we state that an application of generalized additive models to
epidemiological problems allows for exploring a new possible etiological mecha-
nism. Nonlinearities identified by GAMs can be further modeled by parametric
regression models to precisely investigate differences between stages or forms of
a disease.
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Summary. In this study we examined whether it could be possible to recognize a type
of chemical stimuli, given in intermittent cycles, on the basis of observed changes in the
breathing pattern in an animal model. Ventilatory responses to three chemical stimulus
- normoxic cycles (3-min administration of stimulus/8-min normoxic recovery) in awake
rats were investigated. Two types of chemical stimuli were given: (a) gas mixtures of
14% or 9% O2 in N2 (i.e. hypoxia), and (b) 5% or 10% CO2 in O2 (i.e. hypercapnia),
each one in a separate run of the intermittent stimulus. Ventilatory features: respiratory
frequency, tidal volume, minute ventilation, inspired and expired times, were used for
recognition of ventilatory responses to exposures of the intermittent stimuli. The quality
of recognition was evaluated by a probability of misclassification that was estimated
experimentally. As a classifier we used the k nearest neighbor (k -NN) rule that is
one of most powerful method offered by the pattern recognition theory. Satisfactory
recognition was obtained for recovery periods and stronger stimuli. The best recognition
was observed for the intermittent hypercapnia. In conclusion, the approach based on k -
NN rule has appeared to be useful tool for recognition changes of ventilatory responses
to exposures of the intermittent chemical stimuli.

1 Introduction

Intermittent chemical stimuli, as intermittent hypoxia (IH) or intermittent
hypercapnia (IC) are used in studies on humans (healthy subjects or pa-
tients), animals and cell cultures [1, 2, 3, 4, 5, 6, 7, 8, 9]. These intermittent
stimuli trigger molecular, cellular, and physiological or pathophysiological re-
sponses/adaptations, which (a) allow the creating of experimental models of a
various diseases that may be observed in human clinic [1, 2, 3, 10, 11, 12] and (b)
may be used as a beneficial and a helpful method in training or rehabilitation
procedures [13, 14, 15].

In relation to (a), for example, transient episodes of hypoxia are associated
with a sleep-disordered breathing manifested as recurrent apneas RA (obstruc-
tive or central apneas). A important progress in the field of apnea research
was the demonstration that exposing experimental animals to chronic intermit-
tent hypoxia (CIH) elicited the physiological changes similar to that described
in recurrent apnea patients [2, 3]. For example, Fletcher and colleagues devel-
oped an intermittent hypoxia rat model which mimicking the pattern of hypoxic
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episodes encountered during apneas [3]. In the first experiment that used IH,
the rats were subjected to intermittent hypoxia as 20s of 5% inspired O2 for 9
episodes/h 8h/day over 35 days.

It is known, that patients with RA experience not only chronic intermit-
tent hypoxia but also chronic intermittent hypercapnia [16]. Moreover, repeated
episodes of intermittent hypercapnia usually accompany the early stages of lung
disease. For example, Gozal and workers [17] studied ventilatory responses to
six repeated short hypercapnic challenges (5% CO2 in O2) in ten healthy adult
awake subjects. In their investigations, the breathing variables were measured
before, during, and 5 min after administration of the 5% CO2 for 2 min. Similar
research methods are used in experimental models in animals.

In relation to (b), the intermittent hypoxia training (IHT) is often used in
sports and medicine (especially in a respiratory rehabilitation) [13, 14, 15]. For
example, in physiological studies of acclimatization and of intermittent hypoxic
training in human, typical IHT protocols last at least 5 days and consist of
approximately 60 min per day, at stimulated altitudes of 3800-5500m. The in-
termittent hypoxia protocols have a number of potential benefits. It has been
shown that in humans the IHT provided increasing of hemoglobin and reducing
of blood cell number, and increasing of exercise ventilation and saturation in
hypoxia, and also the reducing of the severity of acute mountain sickness.

Other experimental studies have shown that the intermittent hypoxia/ hy-
percapnia also induced alterations in the respiratory control that reflect various
types of neuroplasticity of respiratory output/input [18, 19, 20, 21, 22, 23, 24].
For example, a respiratory long-term facilitation (LTF) is a model of serotonin-
dependent plasticity induced by IH. Moreover, neurotropphins such as brain-
derived neurotrophic factor (BDF) and neurotrophins-3 (NT-3) play key roles
in many forms of plasticity, also in the respiratory one [1, 4, 21, 22]. Hence, the
intermittent chemical stimuli are used in studies of the plasticity phenomenon
in experimental models.

The ideal IH or IC research/training protocol or pattern of exposures of in-
termittent stimuli in animal or human studies is not yet known. In recent years,
development of various experimental approaches, with the use of these stimuli
provided new interesting insights in to functions of the respiratory system. Acute
intermittent hypoxia or hypercapnia, consisting of the hypoxic/hypercapnic
episodes frequently occurres in healthy and pathologic situations, but it is rather
rarely studied in animals. In the present study we have dealt with recognition of
ventilatory responses to acute intermittent hypoxia and intermittent hypercap-
nia in the awake animal model, by used the k -NN rule.

2 Materials and Methods

Biological Experiments

The study was approved by a local Ethics Committee.
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Six experiments were performed on awake adult male Wistar rats, weighing
381±39g. The animals were placed in plathysmography chamber (Whole Body
Plethysmography, WBP System). The WBP system consists of: a chamber of the
whole body plethysmograph (Bias Flow Supply PLY3223 with Tether), a pream-
plifier (the MAXII preamplifier unit), the A/D card, and the BioSystem XA for
Windows Software for real time data analysis. This system measures spontaneous
ventilation in conscious, unrestrained rats (BUXCO Electronic, Inc., USA). The
animals were exposured to intermittent hypoxia (IH) or to intermittent hyper-
capnia (IC). These chemical stimulus tests were given as gas mixtures of 14%
O2 in N2 (IH 14%) or 9% O2 in N2 (IH 9%) for intermittent hypoxia, or as
gas mixtures of 5% CO2 in O2 (IC 5%) or 10% CO2 in O2 (IC 10%) for in-
termittent hypercapnia. Five pulmonary variables from a respiratory flow signal
of 20 breaths of last minute of exposure and recovery periods were measured:
(a) respiratory frequency (f), (b) tidal volume, the inspired volume (TV), (c)
minute ventilation (MV, the product of f and TV), (d) inspiratory time (Ti) and
(e) expiratory time (Te). The protocol of intermittent stimuli (the intermittent
stimulus test) consists of three cycles of 3-min exposure of stimulus (defined as
an exposure phase, Exp) and then 8-min normoxic recovery (defined as a recov-
ery phase, Rec).

Data Set

Baseline level (Control) was evaluated before exposures to the intermittent hy-
poxia and the intermittent hypercapnia. The stimuli (Biological Experiments)
were given for 3 min (the exposure phase, Exp) and then followed 8-min nor-
moxic recovery period (the recovery phase, Rec). In summary, each of single
intermittent test consisted of seven periods: (a) baseline level (Control), (b) first
exposition (Exp1), (c) first recovery (Rec1), (d) second exposition (Exp2), (e)
second recovery (Rec2), (f) third exposition (Exp3), (g) third recovery (Rec3).
Five ventilatory variables (features: f, TV, MV, Ti, Te) were analyzed in each
period. The data set have 140 objects, the 20 objects in each period for each the
intermittent stimulus test for each animal, independently.

Analysis Methods

The data analysis was performed with the use of pair-wise classier based on
the k-NN rule and the leave-one-out methods [25, 26]. The multi-class pattern
recognition task can be decomposed into several binary tasks. So, the multi-
decision classifier consists of nc*(nc-1)/2 component two-decision classifiers,
where nc denotes the number of considered classes. Each of the component clas-
sifiers decides between two classes only. The final decision is created by voting of
these component classifiers, which are based on k -NN rule with k ’s established
experimentally by use the leave-one-out method. Feature selection was per-
formed separately for each component classifier by reviewing all possible feature
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combinations since the primary number of features is small. The selected feature
set was obtained by gathering all features selected for the component classifiers.

3 Results and Discussion

Results of the performed analysis are presented in Tables 1, 2, 3. Table 1 consists
misclassification errors concerned differentiation between each of exposure or of
recovery phases versus baseline level (Control). The error rate of recognition
between the periods and Control is given in the last row of Table 1. Error rates of
recognition of tree cycles with the use of ventilatory features, taken into account
separately for exposure and recovery phases, and jointly for both of them, are
presented in Table 2. Misclassification rates of recognition of strength of stimulus,
for intermittent hypoxia (IH) and intermittent hypercapnia (IC), are shown in
Table 3.

According to the results presented in Table 1, the ventilatory response of
presentation time-dependent different stimuli is weaker after hypoxic stimuli
than hypercapnic ones. The k -NN classifier allowed to very good differentiation
of the ventilatory response of stronger stimuli and also both of intermittent
hypercapnia. The error rates shown in Table 3, where stimulus strength was
differentiated separately for intermittent hypoxia and intermittent hypercapnia,
confirm the results of Table 1. In this case, the k -NN classifier offered small error
rates as for features measured in stimulus phase as well in the recovery one. As
it was expected, the greater errors concerned the hypoxic stimuli (Table 3). The
misclassification rates for the recognition of the cycles of intermittent stimuli
obtained in exposure phase, normoxic phase and these phases together, were
range from 8.4% to 20.0% - without feature selection, and they were smaller,

Table 1. Misclassification rates (Er). Recognition of ventilatory response between ex-
posure (Expi) or recovery (Reci) (i=1,2,3, cycle number) and control level (i.e. before
application of intermittent stimuli, Control) for intermittent hypoxia (of IH 14% and
9%) and intermittent hypercapnia (of IC 5% and 10%) without and with feature selec-
tion (in parenthesis).

Intermittent hypoxia Intermittent hypercapnia
Phases of stimulus Vs. Control [Er] Vs. Control [Er ]
& cycles (no 1,2,3) IH 14% IH 9% IC 5% IC 10%

Exp1 0.138 0.000 0.000 0.000
Rec1 0.088 0.088 0.063 0.050

Exp2 0.163 0.000 0.000 0.000
Rec2 0.113 0.000 0.038 0.000

Exp3 0.050 0.000 0.000 0.000
Rec3 0.013 0.013 0.063 0.000

Summary recognition All phases: All phases: All phases: All phases:
(after feature selection) 0.268 (0.193 ) 0.158 (0.107 ) 0.150 (0.097 ) 0.115 (0.063 )
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Table 2. Misclassification rates (Er). Recognition of cycles, in exposure (Exp), re-
covery (Rec) and the both phases, for intermittent hypoxia (of IH 14% and 9%) and
intermittent hypercapnia (of IC 5% and 10%), without and with feature selection.

Intermittent hypoxia Intermittent hypercapnia
Phases of intermittent Recognition of 3 cycles [Er] Recognition of 3 cycles [Er]

stimulus IH 14% IH 9% IC 5% IC 10%

Without selection:
Exp 0.200 0.217 0.159 0.134
Rec 0.150 0.084 0.117 0.100

Exp&Rec 0.208 0.150 0.138 0.117

With selection:
Exp 0.117 0.175 0.117 0.075
Rec 0.117 0.034 0.067 0.067

Exp&Rec 0.142 0.104 0.092 0.071

Table 3. Misclassification rates (Er). Recognition of stimulus strength, in exposure
(Exp) and recovery (Rec) phases, for intermittent hypoxia (between IH 14% and 9%)
and intermittent hypercapnia (between IC 5% and 10%), without and with feature
selection.

Intermittent hypoxia Intermittent hypercapnia
Phases of intermittent Recognition of stimulus Recognition of stimulus [Er ]

stimulus strength (14% vs. 9%) [Er] strength (5% vs. 10%) [Er]

Without selection:
Exp 0.042 0.000
Rec 0.180 0.083

With selection:
Exp 0.029 0.000
Rec 0.029 0.067

from 3.4% to 17.5% - after feature selection (Table 2). The recognition of cycles
was better in the recovery phase than in the exposition one. In summary, good
recognition of cycles in the recovery phases suggests that after exposure of the
intermittent stimuli the breathing pattern is not as control one and furthermore
the ventilatory response changes in the sequential cycles.

The paper demonstrated preliminary results concerned to the study of the
ventilatory responses to short-time intermittent stimuli in the awake rats. The
results confirm that the use of pattern recognition methods can be a very use-
ful tool in studies of early respiratory changes after application the intermittent
stimuli. In fact, the authors intend to carry out further researches on neuroplas-
ticity changes in the respiratory system, after the acute/chronic or short/long-
time exposures of IH or IC in the anesthetize/awake animal models.
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60-965 Poznań, Poland
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Summary. Telesfor system is the result of an initiative undertaken by researchers
from Microsoft Innovation Center in Poznan, that attempts to bring a user-friendly
and safe system for the support of communication in healthcare. Telesfor is based on
ConferenceXP architecture. It enables a document-based collaboration that is enhanced
by exchange of text messages and videoconferences between multiple participants of
a communication session. It also brings tools for effective organization of a session
allowing to address differences in role and competence of participants. In this paper,
we present Telesfor system and show how it may be used in telemedical consultations
and in distance learning.

1 Introduction

In the course of development of telemedical portal ”Telemedycyna Wielkopolska”
[4, 5], in the fall of 2006, we faced the need of a safe tool that would allow interac-
tive collaboration between physicians on medical documents. This collaboration
was to be enriched by exchange of text messages and videoconferencing. The sub-
ject for the collaboration were mainly medical images (i.e., digital X-rays, US
scans, CT (computer tomography), MRI (magnetic resonance imaging), fMRI
(functional MRI) and other image clinical documentation) coming from exami-
nation of medical cases. An expected feature of this tool was its ease of use and
ability to run it independently from the portal framework. Also the documents
were expected to come from different sources with main requirement being the
ability to share them easily between participants. The documents were to be
consulted by a group of specialists that were located in different departments of
a hospital. They could have also been a base for a specialized remote consulta-
tion of difficult medical cases encountered in regional hospitals that require to be
consulted remotely with experts in a specialized clinic. Medical tele-education
and collaborative learning were another applications of the tool expected by
physicians. This function was supposed to allow students and medical person-
nel to constantly widen their knowledge and thus improve the overall quality of
the health care. The result of our development is the system for the support of
communication in health care called Telesfor.

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 497–504, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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The structure of this document is the following. In section 2, we present the
motivations and the expected functionality of the Telesfor system. In section 3,
we present technologies in use. In section 4, we show Telesfor’s architecture. In
section 5, we describe in depth the current functionality of the system and we
show an example of its use. We conclude our presentation in section 6.

2 Motivation and Expected Functionality

Today, we are seeing the emergence of devices and technology that support
collaborative communication in ways we have envisioned for many decades. With
wireless and high-bandwidth networks, enhanced with high-quality, low-latency
audio and video, participants of this communication processes can collaborate
in interactive workspaces, both synchronously and asynchronously. Additionally,
these networks enable an easy access to content, collaborators, experts, mentors,
and laboratories, so participants can truly work from anywhere.

Our approach to develop Telesfor system was inspired by the research on
Microsoft’s advanced collaboration architecture ConferenceXP [3], Classroom
Presenter system developed at the University of Washington [1, 2] and by our
experience with clinical decision support systems [6]. Telesfor was expected to
fulfil the following requirements, which meet both expectations of physicians and
possibilities of the available technologies:

• synchronous and asynchronous collaboration of multiple participants,
• teacher and student modes of participation,
• videoconferencing and exchange of text messages,
• image, video and signal documents sharing,
• image processing and image enhancement procedures (i.e., histogram equal-

ization, convolution filtering, noise suppression),
• measurements of image features and objects (e.g., span, area),
• image annotation and signalization features,
• secured and archived collaboration stored and managed by session mechanism

3 Technologies

The aforementioned requirements were considered in view of the available tech-
nologies. We looked for a technology that would provide us with good commu-
nication architecture and that would be flexible enough to adapt and extend it
to our specific needs. First we have checked the possibility to extend the func-
tionality of the typical communication programs like MSN Messenger or Skype.
They are mostly designed for point-to-point communication and programming
their extensions is hardly achievable. We have also checked open-source protocols,
namely Jabber. This, although promising, lacked required sophistication. Mainly
the multi-user voice conference was causing problems. Another possibility was
to use Microsoft Live Communications Server. It is a server based application
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for voice communication implementing Simple Internet Phone protocol, which
also lacked more advanced collaboration functions.

Finally, we focused our interest on a Microsoft Research project, called Con-
ferenceXP, that is designed as an advanced collaboration and distance learn-
ing platform for schools and universities. It allows the parallel collaboration of
many participants on a series of documents (preferably images and presentation
slides) with accompanying voice and video communication. We have chosen this
technology because it satisfied our needs and it is easily expandable. Moreover,
ConferenceXP’s source code is publicly available, making it a good base for an
academic research project.

3.1 ConferenceXP

ConferenceXP concentrates on features called venues. Venue is a virtual place in
a network where people meet to collaborate on a subject. Venue service shown
in Fig. 1, is responsible for management of venues. Any participant in the venue
has access to equal functionality. Anyone can add images, speak or send a video
stream.

ConferenceXP requires the network it operates on to support multicast ar-
chitecture. Some of the participants can also connect from the unicast network
by use of a reflector service. Multicast architecture reduces the volume of data
transferred between client computers. ConferenceXP basically adapts a peer-to-
peer communication scheme. Venue service is used only for discovery of venues to
which a client can connect. All communication is performed between clients and
a multicast address. Specialized archive service is used to store all data sent dur-
ing the venue session in the database server, including voice and video stream.

Fig. 1. ConferenceXP architecture
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The ConferenceXP Network Transport layer provides custom-written network
transport technology that ensures audio, video, and data streams transmission
with a minimum loss of data. ConferenceXP sends data streams over the network
by using an implementation of the Real-time Transport Protocol (RTP), which
is an IETF standard.

ConferenceXP is written for Microsoft .Net Framework 2.0 in C# language.
Its functions are grouped in so called capabilities, for example text message
exchange capability or presentation capability. Software developers can create
new capabilities using available ConferenceXP application programming inter-
face (API).

3.2 Other Technologies

ConferenceXP uses Microsoft Ink technology, designed for tablet computers, for
making image annotation. These, called strokes, can be made using the mouse or
the pen on the TabletPC platform. Strokes are sent to all participants and stored
in the archive server. Microsoft Ink technology works also on regular Windows
systems. Ability to interoperate with Tablet PC platform is an important feature
since this allows to incorporate active learning techniques into ConferenceXP.

We have decided to use Microsoft SQL Server 2005 as the database back-end
for Telesfor system. Database engine is used for storing session information and
session archiving.

4 Telesfor’s Architecture

ConferenceXP seemed to be the perfect founding stone for a medical communi-
cation support system. However, we have realized soon that it lacks several im-
portant features that are required for medical applications. For example, venue
is not recording any information about the state of an ongoing session. Thus, a
newly connected participant is provided with no information on what happened
before (s)he joined in. If any of participants looses the connection to the session
and connects again, all information shared in between is lost for him. Confer-
enceXP does not provide user authentication services. Anyone can connect to a
session. Moreover, data transmitted during the session is not protected in any
way. Lack of each of these features is not acceptable in medical environment.

We decided to build upon the ConferenceXP and to provide all of the required
features. Thus, first we have modified the ConferenceXP architecture. The mod-
ifications, shown in Fig. 2, include new elements in Telesfor’s architecture:

• consultation server – responsible for creation and management of teleconsul-
tation sessions,

• database server – used to store all data about sessions,
• monitor client – specialized type of client used to monitor the session lifetime

and store its state in the database.
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Fig. 2. Telesfor architecture

All software elements mentioned above can run on a single computer, prefer-
ably on Microsoft Windows 2003 Server operating system. We have also designed
from scratch a new client application, called Telesfor client, that is Microsoft
Windows XP and Microsoft Vista compatible.

According to requirements of the Telesfor system, different modes of users’
participation in the session are distinguished. We decided to divide the par-
ticipants into three groups: creator/owner of the session, lecturer, and regular
participant.

Creator of the session has all the privileges, whereas regular participant can
only comment on the session subject. Lecturer can turn on the session share
mode. In this mode every participant sees the same content at a time. Lecturer
privilege can be granted to any of the participants in the session. Additionally,
a participant appointed as the lecturer can use a virtual laser pointer to draw
attention of other participants to the interesting area of the document. (s)he can
also make an annotation to the image if (s)he wants the area to be permanently
marked.

One of our goals was to provide a comprehensive set of tools for image ma-
nipulation. Telesfor includes a typical set of image enhancement functions like
brightness and contrast adjustment, changes to the color depth or a set of lin-
ear filters. The results of application of image manipulation tools can be shared
between participants of sessions.

Telesfor can work with images stored in most of popular formats, as well as
with DICOM images. DICOM is the medical standard for image storing and
retrieval. Telesfor image viewer can open DICOM images and is able to perform
length and area measurements, assuming that spatial resolution information is
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embedded into the image. All DICOM images are stored and distributed between
session participants in their original form.

5 Session Example

A session during which DICOM images are consulted between participants illus-
trates a typical use of the Telesfor system. The session begins when participants
join the venue and upload the documents that they intend to share. As it was
mentioned, participants are not required to come to the session at the same time.
Telesfor takes care, so that latecomers are provided with the results of ongoing
session. Also not all documents have to be shared from the beginning of the
session. Once those initial stages are finished, all of the participants can see the
subjects of their collaboration, the list of shared images on the left of the main
window of Telesfor, as it is shown in Fig. 3. On the right of the main window, a
list of participants and a window with text messages are displayed.

Usually, participants exchange text messages with some first indications of
their intentions at the beginning of the session. At any time during the session,
they may also start a videoconference. Each of the participants may choose to
send and/or receive audio and visual content. Fig. 3, shows session screen during
a videoconference.

As the session continues, participants begin to show important parts of dis-
cussed documents by annotations in images. This is an efficient mechanism allow-
ing to focus attention of participants on selected parts of the images. An example
of annotations in a US scan is shown in Fig. 3. Participants may also accurately
measure selected objects in discussed images. Measurements are done by ‘point-
ing and clicking’ or by using area selection. This feature is, however, applicable
to DICOM images only. Other types of images do not provide information about

Fig. 3. Telesfor – consultation session screen
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physical size of objects that they contain. Results of the measurement process
are only seen by those of participants that wish to participate in it.

Any of participants can choose to operate in shared mode where one of partici-
pants appointed as the lecturer is guiding others and presenting his/her opinions.
Every participant being in this mode sees the same image and the same oper-
ations on his/her screen. This feature is particularly useful in distance learning
sessions. In such a case, participants being students can follow the presentation
that is given by the lecturer. Naturally, some of participants may alternatively
focus on other aspects of consultation. For example, one of participants may
want to annotate and possibly make some measurement on his/her own. (s)he
can disable shared mode and work separately. Then, at any time (s)he can come
back to shared mode to present his/her results to others. (s)he can also be ap-
pointed as the lecturer when wishes to. Obviously, usage of shared mode and
lecturer mode requires some discipline from participants.

Image enhancement procedures are mandatory when analyzing medical im-
ages. Each of participants may apply those procedures according to his/her own
needs. Application of those procedures can also be made in shared mode. Im-
age enhancement procedures include simple methods (e.g., automatic contrast
adjustment) and more advanced methods (e.g. noise suppression, convolution
filtering, pseudocoloring). Participants apply those procedures to reveal details
that were hidden in the original images. This can lead to some new observa-
tions that need to be shared further. It is participants’ choice when to finish the
session.

Satisfied with the results of the consultation, participants can move to another
case and start a new consultation session. The session is archived in the database.
Participants can come back to it or even continue the session at any time later.

6 Summary

We have described the results of the work on Telesfor system. We have also
presented an example of a typical session that shows the features of the system
and their usefulness during consultation and distance learning. Telesfor was used
during test consultation sessions by physicians from Poznań University of Medi-
cal Sciences. It is also planned to be used in an educational setting with students
from this university.

We are looking forward to enhancing Telesfor with processing of signal data
mainly in the form of ECG (electrocardiogram) documents. More advanced shar-
ing of multimedia documents will be also enabled. This should allow sharing
video documents with a possibility to synchronise their presentation during a
session. Possibility to store some parts of a session as Microsoft PowerPoint
slides is also planned. This should allow for a consultation session to become a
valuable part of presentation slides shown during a lecture.

Acknowledgement. The authors acknowledge financial support from Microsoft
Innovation Center in Poznań.
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Summary. Autism is an incurable neurological disease. The main symptoms of this
disease are problems with communication and social behaviour. There are difficulties
with integration of sensory impressions, too [1]. Nowadays, the only way of solving the
problem of autism is rehabilitation, the aim of which is for an autistic person to achieve
the best level of functioning in a society.

On account of communication problems of autistic people in their education, it is
essential to use methods which allow a teacher to move away to the further plan. This
is possible by means of virtual reality methods. This kind of computer program is
presented in this paper. The program is designed for rehabilitation of autistic children.
The main aim of the program is to show typical human behaviour in daily situations
and to make the autistic children familiar with emotions expressed by facial expressions.

1 Introduction

Autism is a comprehensive development disorder. This illness has the influence
on all spheres of child’s functioning. The typical irregularities in autism are:

• language development and communication disorders – the inability to initiate
and continue conversation, and the inability to read nonverbal messages,

• disturbances in contacts with others and in social interactions – children’s
behaviour is schematic and not in accordance with widely accepted social
norms,

• functional and symbolic games.

It is estimated that 4–5 in 1000 people suffer from autism, mainly boys [1]. They
do not have the sufficient knowledge about how they should behave in specified
situation. They have a problem with understanding other people’s intentions
and emotions. A visual and auditory memory is usually the strong point in
� We are grateful to �Lukasz Warda for his valuable help in preparing the application.
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the functioning of autistic people. Therefore, visualisation of actions plays an
essential role in their therapy [2].

Neglecting the problems at the early stage usually leads to the child’s re-
tardation. Therefore, diagnosing the illness at the early stage of childhood and
introducing rehabilitation programs as fast as possible is very important. Mul-
timedia programs and virtual reality are becoming more and more popular in
rehabilitation of children with different kinds of developmental disorders. One
reason for this is that a person who carries out the rehabilitation can be replaced
by virtual objects and characters. Furthermore, the attractiveness of learning
and, by implication, motivation of a child to work on their problems, is greater
when an interactive computer program is used. Additionally, it is possible to
adjust the system of awards to an individual child. It is especially important
when working with children who have an inclination to passive behaviour, like
in autism.

Multimedia and virtual reality have been used for some time now in diagnos-
ing, teaching and rehabilitation of children with different kinds of developmental
problems. Lányi and Tilinger [3] have developed a multimedia and virtual re-
ality software package for the rehabilitation of autistic children. The package
contains a virtual environment helping to learn how to do the shopping, and
two kinds of interactive multimedia software for teaching how to get dressed and
use public transport. Noris and others [4] proposed a computer based approach
to the analysis of social interaction environments for diagnosis of Autism Spec-
trum Disorders (ASD) in young children of 6–18 months of age. They applied
face detection on videos from a head-mounted wireless camera to measure the
time a child spends looking at people. Other system [5] was designed to stimu-
late the social attention of pre-school-aged children with ASD. The system uses
eye-tracking to determine the object on which the examined child focuses their
attention. The child is sitting in a children’s arcade helicopter equipped with a
flat screen monitor and an eye-tracking camera. The objective of the training is
to draw the child’s attention to a face displayed on the screen. Looking at the
face, extracting information from it and other nonverbal behaviour, and reacting
to this information are rewarded by showing to the child their favourite videos.

The multimedia computer program has been designed to teach autistic chil-
dren typical patterns of human behaviour during everyday tasks. The main aim
of the program is to improve communication skills of the children. It is accom-
plished by demonstrating typical behaviour of a person who gets in touch with
another person, and how he or she continues the conversation. The program
allows to acquaint the child with facial gestures and to show what successive
actions must be taken to e.g. rent a film from a video shop. Additionally, cor-
responding pictograms [6] are introduced. The program’s graphic side was built
on the basis of the graphic engine of the well–known computer game The Sims
2 [7]. The application is presented in section 2. It is used in classes for autistic
children of the Special School in Rzeszow. Its effectiveness assessed on the basis
of the work with autistic pupils is shown in section 3. At the end of the paper
the conclusion of the work is presented (Sec. 4).



Multimedia Program for Teaching Autistic Children 507

2 The Application

The main objective of the following application is to enhance communication
skills of children with autism. It is done by demonstrating to them ways of getting
in touch with other people and by acquainting them with facial gestures. Another
objective is to teach a child completing chosen tasks, related to their functioning
in everyday life, for example renting a film from a video shop. Furthermore, the
program helps to acquaint the child with concepts concerning everyday activities
and behaviour. Pictograms related to the concepts are also introduced. They are
widely used as an alternative or augmentative communication system [6].

The program was created in Microsoft Visual C++ 6.0 environment. Video
clips used in it were prepared by means of the graphic engine of well–known
computer game The Sims 2 [7]. The video clips were additionally processed
by VirtualDub application [8]. Animation and sound effects are used in the
application, too. A lector’s voice informs a child about a task, which is to be
done, and gives a hint on how to do that. A character who appears on the
screen uses universal body gestures and their voice. The presented scenes have
a simple structure. The animation fills the entire screen. On the bottom of the
screen there are buttons for the child to influence the course of the action. These
buttons are simple and clear. They present a pictogram or a short description of
their function, depending on the settings. The teacher who monitors the child’s
work with the program can set up a number of options, thus adjusting its action
to the child’s abilities and needs. It is possible to arrange the buttons in two
ways. The order of the buttons can be random or can correspond to the actions
which should be done during the interaction with the program. The buttons can
be visible constantly, or they can appear when they are needed and disappear
when they are not. The speed of playing the scene can also be adjusted.

2.1 Teaching How to Get in Touch

Autistic children have enormous problems with getting in touch with others, even
with the closest family members (parents, siblings). The inability to establish
these relations properly, according to widely accepted norms, is the essence of this
disorder [9]. Therefore, four scenes teaching a child to react properly to certain
situations, ie. in the culturally accepted way, were included in the application.

The scenes differ from one another as for the sex of the people who have an
opportunity to get in touch and the complexity of surrounding, in which the
scene is supposed to take place. Owing to that the child learns which elements
are essential to interact with other people and which are independent of other
factors. During the interaction with a given scene the child can affect whether
and when characters appearing on the screen get in touch with one another.
The child can also decide how the conversation develops. Possible actions are:
calling a person, approaching them, introducing oneself, waiting for the response
and shaking hands. Each of these actions is initiated by pushing the appropriate
button. An example scene, in which two girls are ready to get in touch, is shown
in the Fig. 1.
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Fig. 1. A scene in a room presenting two girls ready to get in touch

2.2 Acquainting with Facial Gestures

Autistic children do not use mimic possibilities for the nonverbal communication.
Moreover, they avoid looking at others. They use gesticulation only occasionally
and only in order to achieve their own purpose. These children have also difficulty
in interpreting the meaning of gestures, particularly facial gestures. The majority
of these children do not express their emotions in any way. The next two of
the presented scenes aim at attracting the child’s attention to the face of a
virtual character shown on the screen. In the first of these scenes the character
is male, in the second female. With the help of the facial gestures, this character
expresses emotions such as anger, fury, sadness, satisfaction. Recognising the
presented emotion is the child’s task. Additionally, the pictograms [6] related to
the emotions are introduced here. Thanks to these scenes, the child learns to
recognise emotions. Fig. 2 presents a virtual girl expressing anger.

2.3 Renting a Film

The main aim of the rehabilitation of the children with developmental disorders
is for the children to gain as much independence as possible, so that they can
function in a society as well as possible. Teaching these children individual abili-
ties is not enough if the child is not able to apply them practically. At this stage
of learning direct instructions are needed. These instructions should give the
child a hint on how to connect appropriate actions to achieve the intended goal.
Usually the children start to use sequences of particular actions independently
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Fig. 2. A scene depicting anger which is expressed by a virtual girl

when they are able to do the task without the teacher’s help and when they
properly interpret stimuli from the surrounding [9].

The next two scenes were prepared to teach the child what actions, and in
what order, should be performed to rent a film from a video shop. These scenes
differ only in a virtual character. In one of them it is a girl, in the other it is
a boy. The following activities were distinguished here: coming up to the shelf
with films, choosing a film, coming up to a cash desk, asking about the price,
waiting for a receipt, paying. An example picture from the scene in which a boy
rents a film is shown in the Fig. 3.

2.4 Everyday Behaviour and Activities

The autistic children do not often understand the purpose and meaning of the
language. Therefore, they are not able to use it as a communication tool. Only
a few of them are able to use a language in the right way to express and com-
municate theirs thoughts and emotions to others [9]. Hence, it is necessary to
introduce alternative means of communication while working with such children.
The pictograms [6] are often used here. A given word or concept is replaced by
its visual representation. The following three scenes are used to introduce pic-
tograms presenting everyday activities, such as washing up, cleaning, eating,
reading, sitting, cooking, learning, etc., and emotions, e.g. cry, fear, acceptance,
lack of acceptance, lack of understanding. The child is to show a pictogram
which corresponds to what is happening on the screen. An exemplary scene,
which presents the action of drinking, is shown in the Fig. 4.
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Fig. 3. A scene in which a boy rents a film

Fig. 4. A scene presenting the action of drinking

3 Usability of the Application

The application was prepared in cooperation with teachers of the autistic children.
Currently, it is being used in classes for autistic children of the Special School in
Rzeszow. Useful tips for further work are provided from the observations of the



Multimedia Program for Teaching Autistic Children 511

children working with the program and discussions with their teachers. Owing to
that we hope that next applications will be better adapted to the needs of the
autistic children.

In the assessment of the program, the following aspects were taken into con-
sideration [10]:

• user–friendliness,
• motivation of the child to work with the program,
• knowledge acquisition,
• an ability to use the acquired skills in everyday life.

For the child to use the program it is necessary to understand the task and
know how to navigate the program by means of the buttons. The task which the
child is supposed to do is explained by a lector who replaces the teacher. The
program’s buttons are operated by indicating them with a cursor and pushing the
left button of the mouse. An interaction with the program has been maximally
simplified so that the task could be done without the help of the teacher who
supervises the child.

As a result, motivating the child to use the program was fairly easy. The child’s
interest appeared right after starting the game. Examining the effectiveness of
the knowledge acquisition by using the presented application and the ability to
use the acquired skills in everyday life requires more time. Now some research
on these aspects is underway and that is why there are no concrete results yet.
However, it is already possible to say that the application has received favourable
opinions of both the teachers and the parents of the autistic children. They are
sure that this form of teaching will bring significant benefits, because it has
been shown that children can transfer knowledge and skills gained in a virtual
environment to the real world [11].

4 Conclusions

The autistic children have difficulties in learning mainly due to their inability
to get in touch with others. In a further perspective it usually leads to delaying
the process of development. The multimedia program presented in the paper is
designed for the rehabilitation of autistic children. Its main goal is to develop
communication skills of these children.

The experiences gained to this moment show the direction for further work
in this field. We are going to develop next applications which will be better
adjusted to the needs and skills of the autistic children. The emphasis will be
put on a more natural way of interaction with a computer and bigger flexibility
in the choice of virtual characters and scenes.

We are sure that the rehabilitation with the use of modern techniques and
tools, including virtual reality and multimedia, introduced at an early stage of
the development of the child with various kinds of developmental disorders, will
provide them with better chances of development.
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Summary. Paper describes a computer system enabling interactive online presenta-
tion of multimedia Daisy books over the Internet. The system cooperates with the
Internet multimedia library computer management system. The main goal of both
projects and their execution, is easy and effective access to information for visually
impaired people. We focus on new feature of our DaisyReader which allows interactive
voice reading of math formulas.

1 Introduction

Visually impaired people have limited access to information presented in tra-
ditional form. Computers with assistive software like as screen readers, screen
magnifiers and multimedia browsers enable impaired users potential unlimited
access to information. However, information accessibility depends on agronomy
of browser’s user interfaces and accessibility of digital content.

Internet library portals, friendly to visually impaired readers allow for easy
and effective access to catalogues of public and academic libraries. Nowa-
days more and more libraries offer online access to digital content: eBooks,
eMagazines, music and films. Publishers offer digital materials in several dif-
ferent formats: .doc, .xml, .pdf, .lid. To read them users need various e-Book
reading software [1].

2 Daisy Standard

We present new multimedia eBook format (DAISY 3.0 ANSI/NISO Z39.86-2005)
developed by Daisy Consortium www.daisy.org. Daisy books present book con-
tent in multimode form including text, audio, and graphics. Readers can easily
navigate in logical book structure by: chapters, headings, pages, paragraphs and
sentences. Main daisy book structure is presented in Fig. 1. Daisy books can be
played using hardware or software players. Currently world wide there are about
130000 available book titles.
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Fig. 1. Daisy book structure

3 Managemend System for Internet Multimedia Library

We present interactive system for online multimedia daisy books presentation,
which main components are presented in Fig. 2 [4, 5]. The system is a result of
an earlier research project conducted by The Silesian University of Technology
together with the Academic Library and School for the Blind in Poland [2]. The
design of the system allows:

• cataloguing and collecting of multimedia publications like e-books,
e-magazines, digital talking books, digital music and movies

• assures secure Internet access to the library resources by registered users
• provides management of reader’s orders
• distributing of the ordered publications on CDROM disks

The presented library system is running in Linux environment on Pentium
multiprocessor servers. The system is managed with the web user interface and
standard Internet web browsers. The user web interface was designed with the
special attention to requirements of blind and low vision internet users and
allows for direct access to information on internet pages, easy navigation and
adjustment of font size, color and contrast as specified by the individual user.
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Fig. 2. Multimedia system components

WWW library service was build according to the W3C-WAI web content and
section 508 accessibility guidelines.

4 Interactive Multimedia Daisy Book Browser

Currently available daisy players allow reading multimedia Daisy books to be
stored on compact discs (CD) or local computer hard discs. Books recorded
on CD-ROM’s are collected personally or ordered by mail in the library. Some
libraries offer digital books by Internet. This method requires full book con-
tents download over the Internet. Books in Daisy format range from several
to hundreds of megabytes in size. Downloading large amounts of data makes
this approach to books’ distribution both difficult and time consuming. Access
to information contained in multiple books is very difficult and multiple books
information searching is practically impossible. In our continuous research and
development of the multimedia library system we have designed and developed
new multimedia Daisy book browser. The new software Daisy reader allows play-
ing Daisy books online over the Internet or in the standard way, from CD or from
the local hard disk. Online Daisy books are played from a multimedia server and
are available for reading after a few seconds from being found in the library
system. Books audio, text and graphics content are presented synchronously.
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Fig. 3. Main window browser

Consecutive book pages are displayed. Sentences are highlighted with simulta-
neous audio being played. The book’s index allows access to selected chapter.
The reader can also navigate through the logical book structure by: chapters,
headings, pages, tables, paragraphs and sentences. The user web interface was
designed with the special attention to requirements of blind and low vision in-
ternet users and allows for direct access to information on internet pages, easy
navigation and adjustment of font size, color and contrast as specified by the in-
dividual user. WWW library service was build according to the W3C-WAI web
content and section 508 accessibility guidelines. The main window of the browser
is presented in Fig. 3. Similar as in printed books readers can add bookmarks
with text, audio notes and exchange bookmarks list each other. Browser offers
searching text function which allows playing narrator’s speech and presenting
highlighted text from place where it has been founded. Browser user interface
is customizable to different users group: blind, low vision, dyslectic, mobile im-
pairment. Blind people can use browser with assistive software or use it in self
voicing mode. We extend browser functionality which allows read aloud text
DAISY book with synthetic voice. New navigation commands enable readers
interactive audio browsing: sentence reading, word spelling and reading struc-
tural information like tables, math formulas [3]. Interactive audio presentation
of math formulas and tables allows preparing advanced DAISY scientific, techni-
cal books and educational materials for students, mathematicians and scientists.
Our research, which cooperates with DAISY MathML Project, lead to extends
DAISY standard.
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5 System Implementation

Our interactive multimedia Daisy book browser works together with multimedia
Helix Universal server. Multimedia Helix server is integrated with the multime-
dia digital library management system. Using the web browser, users can search
and browse library catalogue, after Daisy book selection system generates an en-
crypted license file (file with extension .dtb) this file contains access rights to the
selected book. The web browser automatically starts the interactive multimedia
Daisy book browser with the selected file. Next Daisy book browser establishes
a connection with the streaming Helix Universal server. Text and graphics files
and meta data describing book structure are accessed from WWW server. Mul-
timedia book content in DAISY format is divided into parts and stored in many
files: text xml, audio mp3 and graphics files. This is essential to continuous on-
line book presentation over the Internet. Additional browser mechanisms preload
book fragments and allow to present book contents without interruptions. Files
are accessed in parallel with audio multimedia stream. Loaded xml files (contain-
ing book text) are buffered in Daisy browser memory which allows for smooth
navigation. The user can search for information in the document before the
document is loaded. The text search server implements this function. After the
search request is processed and information about found text is passed back
to browser. This information allows Daisy browser to playback book contents
from any fragment that meets the search criteria. Selected multimedia stream-
ing server (Helix Universal Server) works in a multiprocessor environment and
allows for simultaneous data transmission and multi user service. During our
work we tested the system’s scalability with a dual processor Pentium IV server
running Linux operating system. Scalability tests were conducted using special
client and server applications with client applications count from 2 to 32. Test
applications working together with an independent coordinating server allowed
collecting various transmission quality statistics.
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Summary. The aim of the work was assessment of stability of tibia fixation realized
with the use of double threaded screw. Biomechanical analysis of the tibia – double
threaded screw system was carried our for the implant made of two biomaterials used in
bone surgery – Cr-Ni-Mo stainless steel and Ti-6Al-4V alloy. Finite element method was
applied to calculate displacements, strains and stresses. The obtained results allowed
to work out biomechanical characteristics of the analyzed system. These characteris-
tics can be a basis for selection of degree of strain hardening of the applied metallic
biomaterial and optimization of the screw’s geometry.

1 Introduction

Double threaded screws are new solution of tissue reconstructions in orthopaedics
(stabilization of metaphysis fractures of long bones and spinal fractures) and
dentistry. The most often the screws are applied in stabilizations of metacarpus
and metatarsus fractures. The matter of these solutions is application of two
threads of diverse diameter, assuring stabilization of bone fragments with the
use of physiological effects [1, 2, 3, 4, 5, 6, 7].

Clinical experiences show that double threaded screws applied in orthopaedics
and traumatology indicate many favorable features connected with both biome-
chanical quality of fixations and clinical results, especially with reference to min-
imization of tissue traumas.

The presented work is continuation of authors’ research in the field of nu-
merical analysis of diverse implants with the use of finite element method
[8, 9, 10, 11, 12, 13, 14]. The main aim of the work was determination of biome-
chanical characteristics of a tibia – double threaded screw fixation.

2 Methods

Stabilization of an oblique tibia fracture with the use of the double threaded
screw, mainly applied in phalangeal fixations, was analyzed in the work. On the
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Fig. 1. Geometrical model of the double threaded screw

basis of anthropometric data, modification of screw’s geometry was proposed –
Fig. 1.

2.1 Numerical Model

Geometrical model of tibia was worked out on the basis of data collected from
computer tomography of a real bone. The following parameters of tibia were
established: Young’s modulus E=18600MPa and Poisson’s ratio υ=0.4 [15]. The
geometrical model of the double threaded screw was worked out in ANSYS v.11.
The following material properties were established:

• stainless steel – E=2·105 MPa, Poisson’s ratio υ=0.33,
• Ti-6Al-4V alloy – E=1.06·105 MPa, Poisson’s ratio υ=0.33.

Geometrical model of the tibia – double threaded screw system was presented
in Fig. 2.

The geometrical models were discritized with the use of SOLID95 finite ele-
ments – Fig. 3. The analysis was carried out in order to calculate displacements,
strains and stresses in:

• health tibia,
• elements of the system: tibia – double threaded screw made of stainless steel,
• elements of the system: tibia – double threaded screw made of Ti-6Al-4V

alloy.

2.2 Boundary Conditions

In order to carry out calculations it was necessary to evaluate and establish
initial and boundary conditions which imitate phenomena in real system with
appropriate accuracy. The following assumptions were established:
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Fig. 2. Geometrical model of the tibia – double threaded screw system

Fig. 3. Geometrical model meshed with SOLID95 elements

• distal fragment of tibia was immobilized (all degrees of freedom of surface
nodes were taken away). It enabled displacements of the proximal fragment,
blocking possible rotation,

• proximal fragment of the tibia was loaded with forces in the range F=100÷
2000N with increment of 100N,

• in the distal part of the tibia the oblique fractures was simulated (45◦), en-
abling implantation of the double threaded screw according to the operating
technique.
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Stresses and strains obtained in the analysis are reduced values according to
the Huber–Misses hypothesis.

3 Results

3.1 Tibia

The aim of this analysis was determination of influence of bone loading on stress
distribution in the individual areas of the bone. Maximal stresses are localized in
the distal, metaphysic part of the bone and for the maximal loading F=2000N
are equal to σmax=66MPa. The obtained stresses did not exceed the strength
of a bone (≈160MPa) [15]. Example stress distribution in elements of the healthy
bone, caused by the loading from the range F=100÷2000N was presented in
Fig. 4. The analysis of the healthy bone allowed to asses the area of maximum
effort.

3.2 Tibia – Double Threaded Screw System

Results of the displacements, strains and stresses analysis carried out for the tibia
– double threaded screw system were presented in Fig. 5–9. The analysis indicates
that maximum displacements in the screw, calculated for diverse loading, were
in the range u=0.2÷1.2mm (for stainless steel) and u=0.16÷1.54mm (for Ti-
6Al-4V alloy) – Fig. 5.

Stress analysis showed that maximum reduced stresses were localized in the
transition zone between threads (change of inner diameter) as well as in the area

Fig. 4. Stress distribution in health tibia for the applied loading: a) 100N, b) 1000 N,
c) 2000 N
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Fig. 5. Displacement distribution in the double threaded screw loaded with the force
F=2000 N: a) stainless steel, b) Ti-6Al-4V alloy

Fig. 6. Stress distribution in the double threaded screw loaded with the force F =
2000 N: a) stainless steel, b) Ti-6Al-4V alloy

Fig. 7. Displacements in the OZ axis in a function of the applied loading: a) stainless
steel, b) Ti-6Al-4V alloy

of direct contact between the bone and the screw. Values of reduced stresses,
for the applied loading F=100÷2000N, were in the range σ=2÷1750MPa (for
stainless steel) and σ=1÷1321MPa (for Ti-6Al-4V alloy) – Fig. 6. The maximum
stresses were accompanied the maximum strains. The strains did not exceed the
value of εmax=0.89% (for stainless steel) and εmax=1.4% (for Ti-6Al-4V alloy).
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Fig. 8. Maximum stresses in a function of the applied loading: a) stainless steel, b)
Ti-6Al-4V alloy

Fig. 9. Displacements in the fracture gap (OZ axis) for the maximum loading of 2000 N:
a) stainless steel, b) Ti-6Al-4V alloy

The analysis allowed to work out biomechanical characteristics of the tibia –
double threaded screw system. The characteristics present relation of displace-
ments in the OZ axis and maximum reduced stresses in a function of the applied
loading – Fig.7 and 8. Displacements in the fracture gap, determined along the
OZ axis (bone axis) for the maximum loading F=2000N, were presented in Fig. 9.

4 Conclusions

The aim of the work was assessment of stability of tibia fixation realized
with the use of double threaded screw. Biomechanical analysis of the tibia –
double threaded screw system was carried our for the implant made of two
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biomaterials used in bone surgery – Cr-Ni-Mo austenitic stainless steel and Ti-
6Al-4V alloy. Finite element method was applied to calculate displacements,
strains and stresses. The oblique fracture of the tibia was localized in the distal
part of the bone. This area was selected on the basis of the initial analysis of the
health tibia – Fig. 4. The obtained results confirm clinical data about the most
frequent fracture localizations.

In order to carry out calculations it was necessary to evaluate and establish
initial and boundary conditions which imitate phenomena in real system with
appropriate accuracy. The analyzed model was loaded with forces from the range
F=100÷2000N. In fact, during stabilization of the fracture in time of rehabilita-
tion such high loadings do not appear. The established range of forces purposed
determination of the biomechanical characteristics in the widest possible range
(from so called “biomechanical silence” – directly after the operation, to a phys-
iological, dynamic loading).

The analysis of the tibia – double threaded screw system loaded with forces
from the range F=100÷2000N indicates that the obtained displacements are
diverse – Fig. 5. It was affirmed that for the particular loading higher values
of stresses are observed in the screw made of Ti-6Al-4V alloy. Together with
the increase of the loading, greater difference in displacements for the analyzed
biomaterials is observed.

The stresses in the tibia – double threaded screw system loaded with forces
from the range F=100÷2000N are diverse. The maximum values were equal to
σ=1750MPa (for stainless steel) and σ=1321MPa (for Ti-6Al-4V alloy). Max-
imum reduced stresses were localized in the transition zone between threads –
Fig. 6.

The obtained results allowed to determine biomechanical characteristics of the
analyzed system (u=f(F), σmax=f(F)) – Fig. 7 and 8. The results are the basis
for selection of degree of strain hardening of the applied metallic biomaterial
and optimization of the screw’s geometry. Appropriate selection of mechanical
properties and geometrical features of the implant is the main factor determin-
ing a stability of the fixation. Due to applied simplifications of the tibia – double
threaded screw fixation model, the analysis results should be experimentally
verified in laboratory conditions.

Acknowledgement. The work was supported by the research and development
project no. R0801601 from Ministry of Science and Higher Education.
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Summary. The fundamental purpose of research was determination of biomechanical
characteristic of lumbar spine–transpedicular stabilizer system made of stainless steel
(Cr-Ni-Mo) and Ti6Al4V alloy. To define biomechanical characteristic of the system fi-
nite element method was applied. Geometric models of part spine L3-L4 and stabilizer,
was discretised by means of SOLID 95 element. Appropriate boundary conditions imi-
tating phenomena in real system with appropriate accuracy were established. The aim
of biomechanical analysis was calculation of displacements and stresses in the vertebras
and the stabilizer in a function of the applied loading: 700 N–1600 N. The results of the
numerical analysis can be applied to determine a construction features of the stabilizer,
and to select mechanical properties of metallic biomaterial. The defined displacements
for vertebras L3-L4 show that the proposed type of stabilizer enables correct course of
treatment.

1 Introduction

Arthrosis of spine or overloadings cause damage of spine structures: vertebral
segments, intervertebral discs or ligaments. Number of spine injuries with dam-
age of spinal cord in Poland is estimated at the level of 600 to 800 annually.
That includes road accidents (33–75%), falls from highs (12–44%), sport injuries
(3.5–18%) and injuries of spinal cord [1].

Biomechanical problems of spine are not fully recognized. Knowledge of over-
loading causes and dysfunctions in consequence of instability determine further
therapeutic management – both operative and rehabilitation. On the background
of deformation causes, functional disorders and dysfunctions of spine, diverse
stabilization systems can be applied.

Proposed solutions are not always followed by biomechanical analysis which
allows to determine a characteristic connected with displacements in a function
of applied loading. This fact is of great importance in risk assessment of the
operation and the rehabilitation as well.

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 529–536, 2008.
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The most vulnerable part of spine, due to hyperostotic spondylitis,is a lumbar
segment. There is located human’s center of gravity and there also maximum
forces loading vertebras and intervertebral discs are observed. 62% of patho-
logical changes in the vertebra–intervertebral disc system refers to the L3-L4
segment [2, 3].

Spinal instabilities are treated by means of diverse stabilization systems [4]-[13].
Form the beginning of 80’s the wide use of transpedicular screw systems is ob-
served. Many producers of spine implants offer their individual solutions that dif-
fer in screw types and their assembly. The transpedicular stabilization system of
spine enables treatment of thoracic, thoracic–lumbar and lumbar segment of spine.
Geometric features of stabilizers’ elements match individual anthropometric fea-
tures of patients [3].

2 Materials and Methods

System of transpedicular stabilization of spine in the lumbar segment known
from the patent [4] was analyzed in the work. The system consists of transpedi-
cular screw, clamp element, nut, contact arm and supporting rod – Fig. 1.

Stabilization of two vertebras of lumbar part was analyzed in the work – Fig. 2.
Geometrical model of lumbar spine was prepared on the basis of data obtained
from computer tomography of a real spine worked out in the Department of
Applied Mechanics.

Biomechanical analysis of the of lumbar spine–transpedicular stabilizer sys-
tem was realized with the model use of finite element method. The Ansys 11.0
program was applied. The implants properties were as follows:

• for Cr-Ni-Mo steel: E=2·105 MPa, Poisson’s ratio υ=0.33,
• for Ti-6Al-4V alloy: E=1.06·105 MPa, Poisson’s ratio υ=0.33.

Meshing was realized with the use of SOLID95 elements – Fig. 3.

Fig. 1. Geometrical model of transpedicular stabilizer: 1 – nut, 2 – clamp element, 3
– screw, 4 – supporting rod, 5 – contact arm
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(a) (b)

Fig. 2. Geometrical model of lumbar spine (L2-L5)–transpedicular stabilizer system

Fig. 3. Meshed model

In order to carry out calculations it was necessary to evaluate and establish
initial and boundary conditions which imitate phenomena in real system with
appropriate accuracy. The following assumptions were established:

• the fifth vertebra a part of lumbar spine was immobilized (all degrees of
freedom of surface nodes were taken away). It enabled displacements at last
lumbar vertebrae, blocking possible rotation,

• the second lumbar vertebra was loaded with forces: 700N, 1000N, 1300N,
1600N, on whole surface,

• in third and fourth vertebra the spine stabilizer was implanted according to
the operating technique.
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The scope of the analysis included determination of displacements and stresses:

• in the part of lumbar spine,
• in the vertebras (L3-L4) – stabilizer system made of Cr-Ni-Mo,
• in the vertebras (L3-L4) – stabilizer system made of Ti-6Al-4V alloy.

Stresses and strains obtained in the analysis are reduced values according to
the Huber – Misses hypothesis.

3 Results

Results of the analysis carried out for the part of lumbar spine–transpedicular sta-
bilizer system (made of Cr-Ni-Mo steel) are presented in Table 1, 2 and Fig. 4, 5.

On the basis of the analysis it was affirmed that maximum displacements was
0.34mm for the forces of 1600N. However it was affirmed that maximum stress

Table 1. Results of the analysis displacements of spine–transpedicular stabilizer system
made of Cr-Ni-Mo steel

Displacements, mm

F,N Maximum OZ OY OX

700 0.14 0.02 0.01 0.025
1000 0.21 0.045 0.013 0.048
1300 0.28 0.053 0.02 0.051
1600 0.34 0.062 0.020 0.056

Table 2. Results of the analysis stresses of spine–transpedicular stabilizer system made
of Cr-Ni-Mo steel

Stresses σ, MPa

F,N Contact arm Screw Vertebras Intervertebral disc Maximum

700 28.2 33 9 2 32
1000 40.32 48.1 12.11 3 46
1300 52.1 62.5 16.2 3.1 60
1600 63.56 76.42 19.21 3.58 74

Table 3. Results of the analysis displacements of spine–transpedicular stabilizer system
made of Ti6Al4V alloy

Displacements, mm

F,N Maximum OZ OY OX

700 0.15 0.02 0.007 0.02
1000 0.21 0.032 0.01 0.045
1300 0.28 0.04 0.012 0.051
1600 0.34 0.064 0.016 0.056
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for the same force was in the left top transpedicular screw. The stress reached
77MPa – Fig. 4, 5 and Table 1, 2.

Results of the analysis carried out for the part of lumbar spine–transpedi-
cular stabilizer system (made of Ti6Al4V alloy) are presented in Table 3, 4 and
Fig. 6, 7.

On the basis of the analysis it was affirmed that maximum displacements was
0.34mm for the force of 1600N. However it was affirmed that maximum stress
– 55MPa – for the same force was localized in the left top transpedicular screw
– Fig. 6, 7 and Table 3, 4.

(a) (b)

(c)

Fig. 4. Displacements in the spine of stabilizer loaded with the force 1600N (Cr-Ni-Mo
steel) a) OZ axis, b) OY axis, c) OX axis

Table 4. Results of the analysis stresses of spine–transpedicular stabilizer system made
of Ti6Al4V alloy

Stresses σ, MPa

F,N Contact arm Screw Vertebras Intervertebral disc Maximum

700 19.42 23.75 11.3 1.68 32.44
1000 27.8 34 16.18 2.41 46.44
1300 36.37 44.48 21.16 3.15 60.75
1600 44.56 54.49 25.93 3.86 74.43
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(a) (b)

(c)

Fig. 5. Stresses loaded with the force 1600 N (Cr-Ni-Mo steel) a) transpedicular screw,
b) contact arm, c) vertebras (L3-L4)

(a) (b)

(c)

Fig. 6. Displacements in the spine of stabilizer loaded with the force 1600 N (Ti6Al4V
alloy) a) OZ axis, b) OY axis, c) OX axis
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(a)
(b)

(c)

Fig. 7. Stresses loaded with the force 1600 N (Ti6Al4V alloy) a) transpedicular screw,
b) contact arm, c) vertebras (L3-L4)

4 Conclusions

The work presents results of biomechanical analysis of the part spine–transpen-
dicular stabilizer system. The analysis was carried out with the use of finite
element method. Displacements and stresses in the system’s elements were cal-
culated. In work presented the most often using metallic biomaterials – Cr-Ni-Mo
steel and Ti6Al4V alloy. Susceptibility of the system to displacements caused by
the applied loading is the important parameter influencing the effectiveness of
the proposed stabilization. Therefore the displacements between L3-L4 verte-
brae, for the maximum loading of 1600N, were calculated – Fig. 4, 6. Depending
on the applied material, no significant differences in displacements between ver-
tebras in the OZ were observed – Table 1 and 3. For the stabilizer made of
with Cr-Ni-Mo steel and Ti6Al4V alloy displacements did not exceed 0.1mm.
Assembly of the stabilizer in L3-L4 segment and applying the maximum force
of 1600N does not cause the stress increase in the vertebral segments exceeding
the value of 160MPa.
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Summary. The paper presents results of numerical analysis of new form of expandable
intramedullary nail (patent no. P382247) used in stabilization of proximal femur in
adults. The obtained results can be used to optimize geometry of implants as well as
mechanical properties of metallic biomaterial they are to be made of.

1 Introduction

Biomechanical quality of a bone - intramedullary nail fixation is important is-
sue of remodeling in nailing osteosynthesis. The biomechanical analysis can be
carried out for selected model, construction of the nail and its fastening. On the
basis of biomechanical analyses, both geometry and mechanical properties of
biomaterial as well as physico-chemical properties can be formed. Biomechanical
characteristics of nails enable to compare and select a stabilization method for
individual patients.

Nowadays, elastic methods of osteosynthesis are promoted. The basic aim of
these methods is assuring micromovements of bone fragments that stimulate
remodeling of bone by differentiation of its structure. Strains in bone tissue
in the elastic range generate electromechanical potentials in bone. Therefore,
establishing the optimal axial, transverse and torsional stiffness is crucial.

Determination of stresses and strains in intramedullary osteosynthesis can be
applied in selection of mechanical properties of nails biomaterial and in forming
of structure and physio-chemical properties of surface as well. Biocompatibility
of implants is considered with reference to metabolic, bacteriological, immuno-
logical and oncogenic processes. It is connected with individual reactivity of
implants’ user. Therefore, biomaterials of even identical mechanical properties
but diverse physio-chemical properties of surface should be differentiated [1]–[8].

2 Materials and Methods

Numerical model of femur, worked out in Laboratiorio di Technologia dei Materi-
ali, Instituti Ortopedici Rizzoli, was applied in the biomechanical analysis of the
expandable intramedullar nail. Young’s modulus E=18600MPa and Poisson’s
ratio v=0.3 were assumed for femur model.

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 537–544, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008



538 W. Kajzer et al.

Fig. 1. Geomtrical model of the femur – expandable intramedullary nail system: a)
view of the system, b) expandable intramedullary nail, c) lock, d) blocking screw

Geometrical model of expandable intramedullar nail was prepared in ANSYS.
The following mechanical properties were selected:

• Stainless steel Cr-Ni-Mo: E=2·105 MPa, Poisson’s ratio ν=0.33
• Ti-6Al-4V alloy: E=1.1·105 MPa, Poisson’s ratio ν=0.33.

Geometrical model of the analyzed femur - expandable intramedullary nail sys-
tem was presented in Fig. 1. The analysis was carried out for proximal simple
fracture (100mm below trochanter) – Fig. 1. On the basis of the geometrical
models a finite element mesh was generated – fig. 2a. The meshing was realized
with the use of the SOLID95 element – Fig. 2b. This type of element is used
for the three-dimensional modeling of solid structures. The element is defined

Fig. 2. a) Discrete model of the femur – expandable intramedullary nail system, b)
The SOLID 95 finite element
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Fig. 3. Loading scheme of model

by eight nodes having three degrees of freedom at each node: translations in the
nodal x, y, and z directions.

In the course of the work, displacements, strains and stresses, depending on
the assumed mechanical properties, were calculated. In order to carry out the
calculations, appropriate initial and boundary conditions reflecting phenomena
in real system were determined. The following assumptions were set:

• lower part of the femur was immobilized (all degrees of freedom of nodes on
external surfaces of condyles were taken away),

• proximal part of femur was loaded according to the scheme presented in fig. 3.
The applied loading was presented in table 1.

The first stage of the analysis was determination of displacements, strains and
stresses:

• in healthy femur,
• in elements of the femur – expandable intramedullary nail made of stainless

steel,
• in elements of the femur – expandable intramedullary nail made of Ti-6Al-4V

alloy.

Table 1. Forces applied to the femur [1]

Forces, N

R M T

x y z x y z x y z

494 -1824 0 -494 1208 0 -54 -21 0
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Fig. 4. Numerical model of the expandable part of the intramedullary nail – a) and
expander – b) after discretization with SOLID 95 finite element

The obtained stresses and strains were reduced values according to the Huber-
Misses-Henck hypothesis.

The second stage of the work was analysis of the nail during expansion. Axial
displacement of the expander from 3mm (contact with expandable end of the
nail) to 7mm with increment equal to 1mm was analyzed. In order to carry out
the analysis geometrical model of the expander and the expandable end of the
nail were discretized by SOLID 95 element – Fig. 4.

Calculations were carried out in ANSYS 11 with the use of PC of the follow-
ing parameters: Procesor Intel Core 2 Duo E6600, 4 GB RAM, Windows Vista
Ultimate 64 bit.

3 Results

3.1 Results of the Femur – Expandable Intramedullary Nail System
Analysis

The maximum obtained values of displacements, strains and stresses for all an-
alyzed variants were presented in table 2 and Fig. 5, 6, 7.

Table 2. Results of the FEM analysis of the femur – intramedullary nail system

Displacement. mm Strains ε. % Strains σ. MPa

x y z Σ x y z Σ x y z Σ

Femur

Femur -15.8 0.5 1.8 16.2 10 3 19 54 222 148 452 635

Femur – expandable intramedullar nail system (Cr-Ni-Mo steel)

Femur -16.5 0.4 3.2 17.0 19 7 13 38 589 281 404 706

Nail -14.1 0.3 3.2 14.1 2 2 9 18 2014 2030 4594 2899

System -16.5 0.4 3.2 17.0 19 7 21 38 2680 2920 5713 4332

Femur – eexpandable intramedullar nail system (Ti-6Al-4V alloy)

Femur -20.4 0.8 4.2 21.1 18 8 13 46 475 303 471 866

Nail -17.3 0.6 4.2 17.3 4 2 16 29 1765 1210 2708 2844

System -20.4 0.8 4.2 21.1 18 8 37 46 2714 2818 5670 3938
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Fig. 5. Displacement vector sum, mm a) femur, b) femur – intramedullary nail system
(Cr-Ni-Mo), c) femur – intramedullary nail system (Ti-6Al-4V)

Fig. 6. Stress distribution in the nail, MPa: a) (Cr-Ni-Mo) nail, c) (Ti-6Al-4V) nail

The analysis showed no significant differences in displacements of the head
for the healthy bone and the bone with the implanted nail. For the system with
the nail made of stainless steel, the displacement of femoral head was equal
to 17.0mm. However, for the system with the nail made of titanium alloy, the
displacement was equal to 21.1mm. This indicates stiffness comparability of the
healthy bone to the bone with the implanted nail – Fig. 5.

Maximum reduced stresses were localized in the area of contact between the
lock and the nail. In the contact point the maximum value was equal to 4332MPa
for the stainless steel and 3938MPa for the titanium alloy. But the analysis of
the whole nail indicates that stresses did not exceed 690MPa for the steel and
895MPa for the titanium alloy – Fig. 6.
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Fig. 7. Stress distribution in the fracture gap, MPa: a) (Cr-Ni-Mo) nail, c) (Ti-6Al-4V)
nail

Also stresses in the fracture gap only locally exceeded the allowable value
(250MPa). Exceeding of the value causes damage of bone tissue. Maximum
stresses are localized in the area of contact between the bone and the lock.
On the basis of clinical research it was affirmed that bone is characterized by
visco-elastic properties which allow to adapt tissues to existing loading without
damage.

3.2 Results of the Expansion of the Intramedullary Nail Analysis

In the result of calculations, displacements, strains and reduced stresses were
determined. Furthermore, characteristics of the expander and the expanding
part of the intramedullary nail were also worked out – Table 3 and Fig. 8 and
Fig. 9.

Table 3. Results of the FEM analysis of the expandable intramedullary nail expansion

Axial displacement of the expander
3 4 5 6 7

Cr-Ni-Mo steel

Displacement of expandable end of nail r. mm 0.52 1.03 1.50 2.02 2.48

Strains ε. % 0.18 0.36 0.53 0.71 0.82

Stresses σ. MPa 365 722 1039 1408 1721

Ti-6Al-4V alloy

Displacement of expandable end of nail r. mm 0.52 1.03 1.50 2.02 2.48

Strains ε. % 0.18 0.36 0.53 0.71 0.82

Stresses σ. MPa 199 397 571 774 946
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Fig. 8. Results of the analysis for the expander’s dispacement equal to 7 mm for the
mail made of stainless steel: a) displacements of the expander and the expandable
end, mm, b) reduced strains in the expandable end, x100%, c) reduced stresses in the
expandable end, MPa

Fig. 9. a) stresses in the expandable end in a function of axial displacements of the
expander, b) expansion of the expanding end in a function of axial displacements of
the expander

The analysis showed that axial displacement of the expander is accompanied
by linear increase of strains and reduced stresses up to maximum values. For the
axial displacement equal to 7 mm maximum stresses for the steel are equal to σ
= 1721MPa and for the Ti-6Al-4V alloy σ=946MPa – Fig. 8a, b, c and Fig. 9a.

Independently on the applied biomaterial, the expansion of the end was the
same and increased linearly depending on the axial displacement of the expander,
reaching the maximum value r=2.48mm – Fig. 9b.

4 Conclusion

The numerical analysis was carried out in order to calculate displacements,
strains and stresses in the expandable intramedullary nail used in stabilization
of proximal femur in adults. The obtained results are important for selection of
mechanical properties of metallic biomaterials intended for this type of implants.
On the basis of the established boundary conditions and obtained results one
can conclude that:

• maximum reduced stresses were localized in the area of contact between the
lock and the nail. In the contact point the maximum value was equal to
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4332MPa for the stainless steel and 3938MPa for the titanium alloy. But the
analysis of the whole nail indicates that stresses did not exceed 690MPa for
the steel and 895MPa for the titanium alloy,

• also stresses in the fracture gap, contact area of the bone fragments as well as
in the whole bone did not exceed the allowable value of 250MPa. Exceeding
of the value causes damage of bone tissue,

• the analysis showed no significant differences in displacements of the head for
the healthy bone and the bone with the implanted nail. For the system with
the nail made of stainless steel, the displacement of femoral head was equal
to 17.0mm. However, for the system with the nail made of titanium alloy, the
displacement was equal to 21.1mm. This indicates stiffness comparability of
the healthy bone to the bone with the implanted nail,

• for the proposed geometry of the nail the allowable expansion of the expand-
able end was equal to 1.03mm for the stainless steel (axial displacement of
the expander was equal to 4 mm) and 2.48mm for the titanium alloy (axial
displacement of the expander was equal to 7mm).

Acknowledgement. The work was realized within the confines of the research
project MNiSzW Nr R08 016 01 funded by the Minister of Science and Informa-
tion Society Technologies.
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Summary. The aim of the work was assessment of system for corrective osteotomy
of tibia (patent no. P382316). The system consisted of the plate of shape adapted to
anatomical curvature of bone and the distance block, assembled together with the plate
by means of connective screws. Biomechanical analysis of the tibia – plate system was
carried our for the implant made of two biomaterials used in bone surgery – stainless
steel and Ti-6Al-4V alloy. Finite element method was applied to calculate displace-
ments, strains and stresses. The obtained results allowed to work out biomechanical
characteristics of the analyzed system. These characteristics can be a basis for selection
of degree of strain hardening of the applied metallic biomaterial and optimization of
the plate’s geometry.

1 Introduction

Indications for tibia osteotomies are valgus or varus deformities of knees. Qual-
ification for osteotomy are: flexions at least to the angle of 90◦, contracture in
flexion less than 15-20◦, joint stability. Clinical research on the most effective
corrections of knee joint axis allowed to work out many types of osteotomies
of proximal tibia epiphysis. They can be divided into several groups: linear,
cuneiform, geometrical and hinge osteotomies [1].

In the 60’s a plate osteosynthesis according to the AO was introduced. Since
the very beginning this method had many disadvantages, and the most important
one was an osteolysis in a contact area. The another disadvantage was a bone
atrophy in the fracture site. A large number of complications was reported [1, 2].
That’s why the AO method should be numbered among the over-rigid methods
of stabilization, which lead to the demineralization of the bone tissue and the
loss of the mechanical properties in consequence. The over-rigid stabilization
also leads to the stress increase in the elements of the stabilizer which can cause
the damage of the stabilizer. Furthermore, the initiation of cracks in the plate
can occur, increasing the danger of the metalosis and bone union complications.
The osteolysis and the osteoporosis observed in plate fixations are important
problems [4]-[9]. The research concern mechanical properties of animal bones in
the different stages of the fracture healing [10, 11] and the bone structure [12].

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 545–550, 2008.
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In the 70’s the research on the elastic fixations with the use of the silicon pads
[13], plastic plates [14] and autocompressing screws [15] have appeared.

Biophysical processes in bones and their properties as a mechanoreceptor are
the justification for elastic methods of osteosynthesis. The methods guarantee the
possibility of cyclic elastic strains of the bone while loading, so they activate the
bone union. These methods of stabilization are recently appreciated in a clini-
cal practice. Elastic stabilizers are the subject of research in many centers allover
the world.

2 Materials and Methods

Geometrical model of tibia was worked out on the basis of data collected from
computer tomography of a real bone. The following parameters of tibia were
established: Young’s modulus E=18600MPa and Poisson’s ratio υ=0.4. The ge-
ometrical model of the plate was worked out in ANSYS v.11. The following
material properties were established:

• stainless steel - E=2·105 MPa, Poisson’s ratio υ=0.33
• Ti-6Al-4V alloy - E=1.06·105 MPa, Poisson’s ratio υ=0.33

Geometrical model of the tibia – plate system was presented in Fig. 1a and b.
The geometrical models were meshed with the use of SOLID95 finite elements

– Fig. 1c. This type of element is characterized by 20 nodes and 3 degrees of
freedom in each node (displacements in x, y and z direction).

The analysis was carried out in order to calculate displacements, strains and
stresses, depending on the applied mechanical properties of the plate. In order to
carry out the calculations it was necessary to evaluate and establish initial and

Fig. 1. Geometrical model of the tibia – plate system: a) general view, b) implanted
system, c) meshed model (SOLID95)
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boundary conditions which imitate phenomena in real system with appropriate
accuracy. The following assumptions were established:

• distal fragment of tibia was immobilized (all degrees of freedom of surface
nodes were taken away). It enabled displacements of the proximal fragment,
blocking possible rotation,

• upper epiphysis of the tibia was loaded with forces: 100N, 500N, 1000N,
1500N, 2000N,

• proximal segment of upper epiphysis was osteotomized according to the op-
erating technique.

The analysis was carried out in order to calculate displacements, strains and
stresses in:

• elements of the tibia – stainless steel plate system,
• elements of the tibia – Ti-6Al-4V plate system.

Stresses and strains obtained in the analysis are reduced values according to
the Huber – Misses hypothesis.

3 Results

3.1 Results of Tibia – Stainless Steel Plate System

Analysis showed that maximum stresses, for the applied maximum loading
F=2000N, were localized in the screw implanted to the proximal tibia’s shaft –
Fig. 2b.

Fig. 2. Results of biomechanical analysis of the bone – plate system (the applied
loading: 2000 N): a) displacements in the OZ axis, b) reduced stresses in the screw, c)
reduced stresses in the plate
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The maximum values were localized in the area of direct contact between the
plate and the screw and were in the range σmax=2÷160MPa. Increased values
of reduced stresses were also observed in plate’s holes – Fig. 2c. Displacement
and stress distributions, obtained from the analysis of the tibia – stainless steel
plate system, were presented in Fig. 2.

In another parts of the system, diverse stresses were observed, but their val-
ues did not exceed σmax=160MPa. Maximum strains were localized in areas
of direct contact between individual parts of the system and were in the range
ε=0.001÷0.3%.

4 Results of Tibia – Ti-6Al-4V Plate System

Results of the displacements, strains and stresses analysis carried out for the
tibia – Ti-6Al-4V plate system showed, that maximum reduced stresses were
observed in the screws and were in the range σmax=0÷68MPa – Fig. 3.

Also in this case, maximum stresses were localized in the area of direct con-
tact between the plate and the screws. Stresses observed in another parts of
the system were in the range σmax=2÷124MPa. The maximum stresses were

Fig. 3. Distribution of stresses and strains in the screw made of Ti-6Al-4V alloy

Fig. 4. Displacements in the OZ axis in a function of the applied loading: a) stainless
steel, b) Ti-6Al-4V alloy
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accompanied by the maximum strains. The strains did not exceed the value of
εmax=0.4%.

The important parameter influencing the effectiveness of the osteotomy is a
deformability of the system. Therefore, displacements in the gap, for the applied
forces from the range 100N – 2000N, were calculated – Fig. 4. Independently on
the applied material, no significant differences in displacements (in the gap) were
observed. For the plate made of stainless steel and Ti-6Al-4V alloy, displacements
in the gap, for the applied maximum loading equal to 2000N, did not exceed the
value of 0.7mm.

5 Conclusion

The aim of the work was the biomechanical analysis of the system for correc-
tive osteotomy of tibia. Biomechanical analysis of the tibia – plate system was
carried our for the implant made of two biomaterials used in bone surgery –
stainless steel and Ti-6Al-4V alloy. Finite element method was applied to cal-
culate displacements, strains and stresses. The obtained results allowed to work
out biomechanical characteristics of the analyzed system. These characteristics
can be a basis for selection of degree of strain hardening of the applied metallic
biomaterial and optimization of the plate’s geometry.

On the basis of the numerical analysis, it can be concluded that the maximum
reduced stresses σmax=175MPa, obtained for the axial loading with force of
2000N, did not exceed the yield point of the metallic material the plates were
made of. Implantation of the system and loading with the maximum force of
2000N did not cause overstressing the bone. The allowable stresses in bone,
equal to 180MPa, were not exceeded. That is important for the correct course
of treatment.
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Summary. The paper presents the results of kinematic analysis of therapeutic move-
ments of the upper limb, according to PNF method recommendations. Real trajectories
of upper limb movements were recorded using the photogrammetric method. The mea-
suring site consisted of a set of 8 digital cameras, two computer workstations, a set of
markers, calibrating dice and light sources. On the basis of the recorded images and
calculations performed with the use of specialized software, model trajectories of the
analyzed movements and values of relative angular translocations and angular velocity
in individual joints of the limb were defined.

1 Introduction

The number of patients requiring physical rehabilitation for loss or limitation of
motion of the upper limb is growing rapidly. The cause of this phenomenon is
aging of the population and the high incidence of so called civilization diseases,
including disability following cerebral stroke, osteoarthritis and trauma leading
to limitation of the range of motion of the limb [1, 2]. One of the methods of
restoring full and permanent limb functionality is physiotherapy. For its needs, a
proposition of specific physical exercises (model therapeutic motions) has been
worked out, enabling the rehabilitation of single joints as well as several joints of
the same limb. This model constitutes a basis of the PNF (proprioceptive neu-
romuscular facilitation) method, also called CPM (continuous passive motion)
therapy [3, 4, 5] in the literature.

Many centers of physical rehabilitation make use of therapeutic devices, dif-
ferent for upper and lower limbs, based on CPM method principles. Physiological
movements of the upper limb proceed normally along multiple planes (saggital,
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transverse and frontal). The majority of therapeutic devices enable only single-
or two-plane motion of one or two joints [4, 5]. Thus, such a method of physical
rehabilitation does not fully reproduce complex physiological movements. Con-
sidering the above, the authors started to develop a therapeutic rehabilitative
device enabling the execution of multiplanar therapeutic movements. The scope
of the present study included defining the real trajectories of selected (according
to PNF method guidelines) complex therapeutic movements of the upper limb
and defining (on their basis) the relative angular translocations and angular
velocity changes in the individual joints.

2 Method

The recording of real movement trajectories was performed using the pho-
togrammetric method. The measuring site consisted of a set of 8 digital cameras
positioned to enable multiplanar recording, two computer workstations with spe-
cialized software, a set of reflective (passive) markers, calibrating cube and light
sources – Fig. 1.

Smooth, multiplanar therapeutic movement of the upper limb, performed by
the rehabilitator according to the PNF method, was recorded (in the primary
direction – movement 1 and in the opposite direction – movement 2) – Fig. 2.
The initial position of the upper limb (movement 1) was as follows:

• shoulder joint – extension approximately 0◦, internal rotation approximately
45◦, adduction approximately 20◦,

• elbow joint – flexion approximately 40◦,
• forearm – pronation 90◦,
• wrist – slight dorsiflexion approximately 50◦.

Fig. 1. Design of the measuring site for the recording of real trajectories of complex
therapeutic movements
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Fig. 2. Sequences of movements performed during the recording of therapeutic move-
ment trajectories of the upper limb (movement 1)

Fig. 3. Placement of reflective markers on the therapist’s upper limb
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The final position of the upper limb was as follows:

• shoulder joint – flexion approximately 180◦, external rotation 45◦, abduction
approximately 160◦,

• elbow joint – flexion 90◦,
• forearm – supination 70◦,
• wrist – extended 70◦.

In order to obtain simultaneous recording from all cameras, StreamPix soft-
ware was used. Film processing and digitalization of the positions of individual
markers placed on the upper limb was performed with APAS software – Fig. 3.
The results were subsequently further processed and analyzed with the use of an
unique program written in the MATLAB working environment. On that basis,
the model trajectories of the therapeutic movements were defined.

3 Results

On the basis of recorded therapeutic movements (movements 1 and 2), con-
secutive positions of upper limb elements, as well as trajectories of individual
anthropometrical points in solid orientation, were graphically depicted with the
use of the photogrammetric method. This made it possible to define the course
of changes in the displacement values of anthropometric points along individ-
ual axes and planes of an accepted coordinate system. Measurements results are
presented in Fig. 4 – 6.

Fig. 4. Consecutive positions of upper limb elements for individual sequences of ther-
apeutic movement (movements 1 and 2)
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Fig. 5. Real trajectories of therapeutic movement of the upper limb (movement 1)

Fig. 6. Linear displacement of anthropometric points in the shoulder joint area
(movement 1)

In the further part of the study, an analysis of specified, real trajectories of
therapeutic movements was performed, which made it possible to define relative
angular displacements and changes of angular velocity in the individual joints of
the upper limb. The results are summarized in Table 1 and Fig. 7.
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Fig. 7. Change of angle value in the shoulder joint corresponding to flexion and ex-
tension (movements 1 and 2)

Table 1. Results of kinematic analysis of therapeutic upper limb movement (move-
ments 1 and 2)

Joint analyzed Description Angle range, [deg]

wrist hand in dorsiflexion during the whole
movement sequence

3÷73

elbow
flexion limb flexed during

the whole
movement sequence

23÷110

rotation – -110÷40

shoulder
hyperextension/

flexion
start and end of

movement in
adduction

4÷150

adduction/
abduction

start and end of
movement in
adduction

-12÷140

external / internal
rotation

– 5÷100

On the basis of measurements and calculations performed, model courses of
therapeutic movements were worked out, according to PNF method guidelines.
They were defined by establishing the mean values of the kinematic parameters
in the recorded movement sequences – Fig. 8, 9.
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Fig. 8. Model trajectories of therapeutic movement of the upper limb (movement 1)

Fig. 9. Averaged course of point 6 linear displacement along the X-axis (movement 1)
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4 Conclusions

The photogrammetric method used in this study made it possible to define model
trajectories and the kinematic parameters of complex, multiplanar therapeutic
movements of the upper limb. From among the therapeutic movements recom-
mended by the PNF method, only the complex, multiplanar movements shown
in Fig. 2 were analyzed in the present study.

The model trajectories of therapeutic movements and the results of the kine-
matic analysis obtained in this study will serve as a basis for the development
of a device for upper limb physical rehabilitation, capable of reproducing the
complex movement sequence.

The values of linear displacement observed in the shoulder joint deserve special
attention – Table 1, Fig. 7 and 8. In complex movements they reach values which
should be taken into account during the design of the rehabilitative device’s
kinematic parameters as well as its control.
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of the Ministry of Science and Higher Education.
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Summary. Influence of mesh density on the results of FEM model analysis of mechan-
ical biocompatibility of dental implants has not been presented yet. Taking advantage
of the Ansys v.11 software, carried out was an analysis in the linear elastic range level
of stresses in bone tissue surrounding standard osseointegrated implant of complete
denture, with a decreasing size of elements (thetragonal type SOLID 187) adjacent to
cortical bone/implant interface,respectively 0.5, 0.3 and 0.1. Equivalent Huber-Mises’
stress value in the zone that is exposed to effort the most, and is located close to
the edge of implant insertion into the cortex bone significantly increases along with
mesh density from app. 60MPa to 120 MPa for opposite models, because of the lack
of convergence of stresses at this singularity point. Increase of mesh density leads to
an overestimation of loading stresses values and furthermore to an unjustified increase
of pillars’ diameter. At the other hand, too large elements might lead, through an
underestimation of loading stress level, to overloading atrophy of bone tissue or to
implant loss.

1 Introduction

Assessment of mechanical loading of implants and surrounding tissues is one of the
tasks of biomaterials engineering. The basic problem is not only the selection of
solutions for mechanical properties as far as their strength or wear are concerned,
but at the first place, paying attention to the optimal loads distribution in tissues
around implants. Researches are especially focused on evaluation of bone tissue
loadings, affected by tempestuous remodeling processes around intra-osseous im-
plants that result from loads redistribution in respect of the natural state.

Typical example here are dental implants, for which 90% of clinical failures
based on implant loss result from biomechanical reasons, and only 10% are caused
by biological phenomena, the so called “periimplantasis” [6].

It is most effective to carry out the evaluation of structure’s strength and its
influence on the adjacent tissue at the conceptual stage by means of a FEM
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analysis. That method makes it possible, already at the early design stage, to
eliminate solutions favoring atrophic processes caused by tissue over- or under-
loading. Known are the examples of foreseeing far future clinical effects on the
basis of a bone tissue density pattern around implants while taking into account
the remodeling or contact phenomena, although the first step of bone loading
FEM evaluation should always be the linear analysis. Results of this analysis
should be taken as a point of reference for further analyses that would have a
higher degree of projection of the complex real system, that are very sensitive
to experiment conditions, which influences the remarkable spread of results and
creates difficulty with their interpretation [2, 8].

Hence, in the search for real stress values, the influence of model division on
finite elements, on results spread, mainly in the foreseen stress concentration
zones should be checked. These zones are assumed to be the criteria defining
areas, which decide whether or not given constructional solution is appropri-
ate. Skipping this analysis makes it impossible to evaluate what is the relation
between a discretized model and the exact solution, let alone the real state. Ap-
propriate selection of discretization parameters is not possible in a general way,
as it mainly depends on specific geometric and material characteristics of the
examined system, as well as on the assumed computational technique. There-
fore, the only one way is to check the given issue “in practice”with a given FEM
software, where discretization density is differentiated on purpose.

Biomechanical analyses of denture implants are carried out quite often, how-
ever most of them only state in their parts related to methodology the name of
the used software, rarely the type of elements or the total number of elements.
Sometimes, given is, in a general way, the confirmation of carried out analysis of
the number of elements on the displacement convergency. Mesh parameters are
not given and they are usually very difficult to be recognized on the basis of the
sometimes shown models. On such a basis it is not possible to define to which
extent the analyses results from various sources are comparable with each other,
especially in respect to the criteria defining tissue areas in stresses concentration
zones.

Hence, in this research special attention has been paid to determining the
influence of basic FEM model experiment conditions connected with mesh den-
sity on the obtained results in the commonly used linear models. The scope of
that research has covered stresses levels in bone tissue surrounding a standard
denture implant, using an ANSYS v.11 software.

2 Materials and Methods

FEM model researches regarding loading of bone tissue surrounding the im-
plant of complete lower denture have been carried out by means of ANSYS
v.11 software in the linear-elastic scope. Computer parameters were as follows:
CORE Quad Intel R©Xeon R©CPU E5335@, 2GHz 16382GB FB DDRAM 2, FSB
1330MHz; Win Vista 64 bit. Because of the software limits, only two cores of
the processor have been used. For the purposes of the carried out analysis bone
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geometry has been simplified to a cylindrical shape surrounding the anchorage
area.

Model cross-section presenting the assumed system of layers is shown on Fig. 1.
The pillar was loaded with a force of 150N [11] applied at the angle of 45 degrees
to implant’s axis. Assumed complete adherence of the implant to the bone is
reflected by the state after osseous-integration phase. Model has been fixed to
the bottom and lateral surface of the bone. Division into finite elements has been
carried out at various mesh density levels, close to the edge of pillar insertion
into the cortex bone. Control over the size of the elements has been achieved
by means of a primary division of the interface cortical bone/implant with a
pre-set value of 0.1, 0.3 and 0.5. In this way prepared have been models that
have various sizes of elements: 281 796, 23 029 and 13 500. 10-Node Tetrahedral
have been used (AnSys Solid 187) [1].

Assumed were advantageous osseous foundation conditions: cortex bone thick-
ness 2.0mm; cortex bone’s Young’s modulus of elasticity 16 000MPa, Pois-
son’s coefficient ν=0.3, and for spongy bone: E=600MPa; ν=0.4, whereas
E=110000MPa and ν=0.3 have been assumed as average characteristics for
titanium alloys, of which pillars are to be made.

For the purposes of error estimation for the calculated stresses values, an
option “energy error per element” available for linear analyses has been used
(SERR ANSYS’ command) according to the method shown in paperwork [16].
By summarizing all element error energies ei, the global energy error in the model
e, can be determined. This can be normalized against the total energy (u + e),

Fig. 1. Conditions of FEM model analysis
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where u is the strain energy, and expressed as a percent error in energy norm, E.
The percentage error in energy norm E (SEPC ANSYS’ command) is indicated
as a good overall global estimate of the discretization or mesh accuracy [5]. The
maximum absolute value of nodal stress variation of any stress component for
any node of an element (SDSG ANSYS’ command) was also taken into account.

3 Results

Comparisons of mesh density influence on the analyses results have been carried
out for equivalent stresses (acc. to the Huber-Mises hypothesis).

On Fig. 2a the pattern of equivalent stresses in cortex bone has been shown.
The highest stresses level is discovered on the surface, close to the edge in the
plane of a highest bending caused by the horizontal component of the loading
force. Differences in stresses values between models having opposite meshes are
huge. Stresses discovered in case of a low mesh density (Model 0.5) are app.
60MPa, whereas for a high density mesh (Model 0.1) they reach values above
120MPa. Equivalent stresses in the implant have not exceeded 205MPa.

(a) (b) (c)

Fig. 2. (a) Equivalent stresses (Huber-Mises’) in cortical bone for all the tested meshes
density, MPa; (b) Energy error per element for all the tested meshes, as well as an
amount of structural percentage error in energy norm: SEPC; (c) The maximum abso-
lute value of nodal stress variation of any stress component for any node of an element
for all the tested meshes, MPa
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(a)

(b)

Fig. 3. (a) Profiles of equivalent stresses made on the basis of node values along “P”
for all the tested meshes; (b) Profiles of equivalent stresses achieved on basis polyno-
mial approximating nodal values after excluding the maximum value close to the edge
(singularity point) for meshes 0.1 and 0.3

On Fig. 2b there is shown an energy error (SERR) per element and the value of
structural percentage error in energy norm (SEPC) for all of the tested meshes.

On Fig. 2c there is presented the maximum absolute value of nodal stress
variation of any stress component for any node of an element (SDSG) for all the
tested meshes.

On Fig. 3a for all the tested meshes there has been presented a profile of
stresses in cortex bone, made on the basis of node values along “P” path shown
on Fig. 1.

Then in Fig. 3b, in model, the peak values were excluded in the node closest to
the edge (but not in case of coarse mesh model 0.5). The maximum value close to
the edge has been regained after introduction of the polynomial approximating
all the remaining values.
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During FEM results analysis forgotten should not be the differences between
the model and the real system, that result from many, necessary in model re-
searches, simplifying assumptions. Biomechanical models are complex, as far as
their geometry and materials are concerned. Tissue geometry is usually achieved
by means of spatial technique of reconstruction of 2-dimensional tomography
scans. Prosthetic constructions are built directly by means of CAD systems [7, 14].
In case of tomography scans reconstruction, there occurs a problem of a proper
mapping of bone outline and the boundary between cortical and cancellous tissue
or a problem of a precise determining of bone density. Such inaccuracies directly
affect stresses values computed by means of a FEM method. It has not been, how-
ever the object of these considerations. This research is focused on influence on
stresses values of discretization method, having the geometry and elastic proper-
ties already established. Therefore, justified is here also the assumption for the
model of a simplified shape of the bone surrounding the anchorage zone and the
shape of implant without thread or abutment internal components. Model dis-
cretization has been performed by means of the used tetrahedral type of finite el-
ements, as because of the complex shapes of prosthetic structures and especially
those of bones, the use Hexahedral type of elements is difficult [14].

A success of a prosthetic treatment depends directly on the risk of implant
loss resulting from overloading, bone tissue atrophy or fatigue implant failure.
Pillar bending loads are in this respect very unfavorable [4, 6]. They increase
the risk of pillar exposure off the bone and even a risk of a fatigue fracture.
In the analyzed model, level of stresses, only in the pillar of the dimension of
4mm is significantly lower than the fatigue strength of titanium alloys. It has
to be pointed out, however, that the results are limited to a filled single-part
implant without abutments, assuming the 5mm long lateral forces lever arm.
Nevertheless, it is not the implant construction that the paper is focused on, but
the bone loading possibilities.

The level of equivalent stresses for cortex tissue in the area of pillars’ entrance
into the bone is dangerously high. In spite of the fact that the values are located
below the average cortex tissue strength, for the purposes of increasing the tol-
erances of cycling loads even a lot more lower values should not be exceeded in
case of shear stresses of 30–35MPa [15].

Full adherence, assumed for the tested model creates a situation of a sym-
metric stresses pattern differentiated by the minus- or plus-sign. Stresses results
from the pillar compression and tension at both sides of the bent pillar evoked
by pillar bending. In the phase before osseointegration stresses will achieve much
higher level, as a portion of loadings at the side of tension cannot be borne, and
the whole loading has to be borne at the compression side.

The key element of the atrophic processes simulation is the assignment of
the decreased density and modulus of elasticity in overloaded zones during the
sequential calculating steps [3, 15]. In the analyzed case, in the fist place the
atrophic process affects the most overloaded areas adjacent to the edge, only
in the highest bending plane [15]. As a result of atrophic changes the geometry
of the bones around the edge and the manner of loads bearing get completely



Influence of Model Discretization Density 565

changed. Implant does not press the edge anymore in the plane of the highest
bending, because of the depression formed in that area, but it starts pulling the
bone on lateral edges, which were earlier not exposed to such effort and therefore
have not atrophied. If, however stresses do not exceed tolerances, then the process
can be stopped. In an opposite situation this process proceeds, leading at its
further stages to a pacing exposure of the implant off the bone [15]. Model,
analyzed in this work refers only to the first calculation step, nevertheless, the
discretization parameters might have their reference in the next steps.

Dangerous stresses values registered at the edge in the tested model have
significantly increased along with the increase of mesh density; from app. 60 to
more than 120MPa. On the other hand, the area of the overloaded bone gets
narrower with a more dense mesh.

The problem of the influence of division into finite elements on results is com-
monly known, however the basic rule is to carry out comparativemodels researches
always with identical mesh parameters. During evaluation of the tissue loading,
apart from comparative targets of various solutions, searched are also the absolute
stresses values.The general rule says about an optimal mesh size, because although
while increasing mesh’s density decreased is also the method’s error that results
from the unknown values between the nodes (too coarse discretization division),
increased is the influence of computational algorithms and the round-off error.

In the presented analysis, increasing mesh density results in an increased
stresses value at nodes adjacent to the edge, which constitutes in the function of
stresses a special singular point because of the geometric and material notch [12].
Displacements of the tested meshes have proved to be converged as the differ-
ences have not exceed 1-3%. Differences between nodal values on the remaining
length of the adherence zone are insignificant for the examined meshes. The
SEPC value, determined on the basis of SERR, significantly decreases along
with increase of mesh density (Fig. 2b). Although, this parameter shows a bet-
ter discretization and precision of stresses function in the whole of the bone,
stresses peaks in the last of the nodes that is close to implant, in case of a dense
mesh are characterized by a higher uncertainty (Fig. 2c).

On the basis of the hitherto deliberations proved by the analysis of calculations
errors it is still very difficult to determine whether the stress values at the level
of 60 or 120MPa can be assessed as the ones reflecting the real loadings. On the
basis of the work [13] it can be assumed that a precise solution is impossible to
be achieved, because the stresses around singularity points do not reach the con-
vergency. The only one possibility is the labor-consuming and expensive exper-
imental verification [10], which is however unnecessary at the conceptual stage.
Hence, in a numerical analysis it is optimal to assume that the peak value is of no
relevance and that the whole bone area, in which occurring stresses exceed toler-
ances limits undergo the atrophic changes. In case of a search for an iso-surface
that separates the overloaded and the not-overloaded tissue areas, a coarse mesh
results in an increase of that area (Fig. 3a). Decrease of the elements adjacent to
the edge to app. 0.3 increases precision of determining the iso-surface location.
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One can, however imagine a situation, in which stresses values reach tolerance
criterion only at a node in an uncertain singularity point. Should, in such situa-
tion such a value be excluded and should it be assumed that an atrophic process
will not take place here? Some possibility of getting more precise stresses values
is the use of linear hexahedral elements [13], although such values apart from
being less sensitive to refinement of mesh at singularity points, are still uncer-
tain and generating such meshes in case of complex geometries might be very
time-consuming. On the other hand, stresses values located close to singularity
points, in case of a dense mesh could be precisely estimated. As the values in
the singularity point should not be taken into account [3, 9, 13], the authors of
this research state that such values should be completely excluded. Then, hav-
ing enough number of remaining nodal values, the extreme value can be again
extrapolated as shown on Fig. 3a. Nevertheless, in case of a coarse mesh, an
extreme value obtained in the above mentioned way is affected by a remarkable
uncertainty, as the insignificant differences of any of the available 5 nodal values
result in a notable change of the OY axis crossing point. Hence, for the 0.5 model
the node closest to the edge has not been removed. At the same time, it can be
observed that the extreme value for the model 0.3 and 0.1, after exclusion of
the extreme node, comes closer to the nodal value of the coarse mesh. In case
of a coarse mesh there is an underestimation reaching app. 10MPa. It denotes
that, for the analyzed model, assumption of the elements slightly smaller than
0.5 only close in the area to the edge would make it possible to achieve stresses
values close to the ones obtained in the solution with a dense mesh, after a
labor-consuming processing without any possibility of using a FEM software.

Therefore, according to the conclusion drawn in research [13] it has been
proved that an excessive increase of mesh density around singularity points leads
to a notable spread of stresses values along with a remarkable increase of the
computational cost, at the same time making the increase of mesh density in-
effective. As it has been proved in this work, a more precise determining of
iso-surface covering overloaded bone areas is possible, although an only insignif-
icant overestimation of that area, for a coarse mesh, gives as a result the design
solution that is far more safe for the bone.

4 Conclusion

In evaluation of bone tissue loadings, stresses peaks occurring around singularity
points, that are normally exposed by strength analysis software as criteria values,
should not be taken into account. The most effective evaluation criterion is to
give up the stresses comparisons and to determine the amount of the overloaded
bone, while defining a relatively coarse mesh.

In case of a too dense mesh, achieved stresses values are overestimated, which
leads to unnecessary increase of implants diameter. On the other hand, in case of
a too coarse mesh, due to the underestimated values, there is a risk of causing an
overloading atrophy of cortex bone or formation of undesirable connected tissue.
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If necessary, the extreme values’ convergency can be searched by means of
increased mesh density, excluding the nodes adjacent to singularity points, and
then extrapolating stresses function along the path that starts far beyond the
range of singularity points’ interactions.
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Summary. In this contribution, we analyse the dielectric response of a simple RC
model composed of single RC circuits (relaxors) with the exponential response. The
relaxation time of a single relaxor is defined by the product of resistance and capaci-
tance: τ = RC . We present two hypothetical algorithms of generating gaussian input
function, one with fluctuation of a density decay, and the other one with normalized
density. Both of them enable to obtain a different impedance response of the system.
An algorithm of input function creation is crucial to generating the response of the
presented model.

1 Introduction

The measurements and the analysis of impedance are of great importance in
such research methods as, e.g.: spectroscopy [1] or impedance tomography [2].
The measurements of impedance are a non-intrusive method of studying both
organic and non-organic samples. Their additional advantage are a short mea-
surement time and a relatively simple analysis of measurement results [3]. For
this reason, they can be ”attractive” in biomedical applications. However, this
method may also prove defective. For example in the case of a wrong choice
of measurement electrodes, electric parameters of measurement apparatus, or a
surface of an electrode-sample contact etc. Although spectroscopy or impedance
tomography give fast and good measurement effects, they are not easy methods
as they require some measurement experience and basic knowledge of objects
which are studied. One of the methods whose aim is to improve the measure-
ments techniques and the search for the genesis of some phenomena which take
place in a given sample is modelling and simulation of real systems. Modelling
of impedance objects has been done for many years now in different domains of
science such as physics, electrical engineering, electronics, metrology, biomedical
engineering. Although literature abounds in electrical models [4]-[13], a universal
system which could reflect complex processes taking part in real systems is yet
to be invented. To the best of the authors’ knowledge, a model which takes into
consideration both processes in a studied sample and apparatus artefacts (such

E. Pietka and J. Kawa (Eds.): Information Tech. in Biomedicine, ASC 47, pp. 568–572, 2008.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2008
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as electrode effects, an existence of double-layer etc.) does not exist. In this pa-
per an RC model, which enables to take into consideration the afore-mentioned
phenomena, is presented. One can divide a simulated object into areas which
have a different relaxation time τ . Real systems, biological samples in particu-
lar, are not a set of identical relaxors but it is possible to distinguish in them
smaller and bigger particle clusters which relax in the same way and thus, are
characterized by a certain distribution.

1.1 Description of RC Model

A circuit diagram, named ”lattice-like”, built with simple RC elements (relaxors),
presented in Fig. 1, were analyzed. Relaxors were connected in a series and
limited by two nodes which reflect the plates of the capacitor. Relaxation times
of particular relaxors are defined by the product of resistance and capacitance.
The the resistance is a dissipative element, whereas the capacitance describes an
inertia of the system (an amplitude of the real part of dielectric permittivity).
The relaxation times can be distributed by changing the R and/or C value. In
the presented model the value of particular capacitors was assumed to be the
same and equal to 1nF, whereas, the value of resistors changed according with
Gaussian distribution (in logarithm scale). Additionally, the interactions between
particular RC sections, realized by resistors RS , were taken into consideration.
Moreover, in order to eliminate the limitation of the used simulator, resistors
Rsym had to be inserted.

The simulation process was carried out using PSPICE software.

Fig. 1. Diagram of the RC model

1.2 Distribution of Relaxation Times

In the presented RC model the Gaussian distribution was used, according with
the following relation:
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n1 =
A

ω
√

π
2

exp

[−2(τi − τA)2

ω2

]
(1)

where n1 - a number of RC elements with the same relaxation times τi, A - an
area under the appropiate plot, τA - a mean value of all relaxation times used
in appropriate plot, ω - the half width of the Gaussian curve. The Gaussian
distribution in logarithmic scale was used, due to the limitation of this distribu-
tion in the linear scale (the left wing of the Gaussian function reaches negative
(non-physical) values).

2 Results and Discussion

In the simulating model the Gaussian distribution of relaxation times in loga-
rithmic scale was chosen. The half width of the Gaussian curve (ω eq. (1)) was
about four decades (Fig. 2a, Fig. 2b) in order to obtain stretched relaxation
peak (Fig. 2d). Changing ω towards higher values made the response curve more
stretched [14]. The simulating circuit is an electronic summator of relaxation
times of its all single relaxors. The chosen distribution determines a number of
RC sections with appropriate relaxation time (τ = 1/(2πfp)) where fp - a peak
frequency). In order to model the responses of complex relaxation processes, one
should not be limited to the choice of a suitable distribution function. It is vi-
tal to take density decay of points per decade into consideration. Fig. 2a and
Fig. 2b show two identical decays, which differ only in terms of density decay.

Fig. 2. The response of the model with gaussian distribution of relaxation times with
fluctuation of a density decay a), b) and with normalized density c), d)
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This is visible in a projection of points on a straight line under an appropri-
ate figure. In Fig. 2a it is possible to notice areas with an increased density of
points which on weight summing realized by the circuit generate two local peaks
(Fig. 2c). A completely different situation takes place when a decay is normal-
ized (e.g. a constant number of points per decade) (Fig. 2b), which enables to
generate responses of systems consistent with the shape of a given distribution
of relaxation times (Fig. 2d). There are many groups of materials which have a
similar character of impedance curves, but they differ considerably in terms of,
for example, position of peak maximum or its amplitude. The presented model
enables the change of peak amplitude in proportion to capacitance value C and
the change of peak maximum frequency with the τA value (Fig. 3). Though the
models which have been presented in literature so far are electrically complex
and can generate complex impedance response [10]-[13], they are not capable of
modelling a wider group of materials. The model presented in this contribution
has a constant electrical configuration of a circuit. Still, it is possible to gener-
ate any number of impedance responses owing to the application of algorithm
of relaxors’ distribution. Alike in nature, many quantities are characterized by
a certain decay of values (distribution). Owing to the afore-mentioned charac-
teristics, the presented model is more universal and the obtained results are
easier to interpret. The model also takes into consideration coupling among par-
ticular RC sections (resistor RS in Fig. 1), which expands its possibilities to a
considerable extent. Owing to this it enables to generate the characteristics of
complex systems (multifractional) [15]. However, this aspect has been omitted
in the contribution.

Fig. 3. The migration of the frequency peak depending on chosen relaxation time
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3 Concluding Remarks

The presented model enables to obtain any number of impedance response ac-
cording to the given distribution of relaxation times. In practice it means that
if we want to generate a response curve of some shape which is similar to the
spectrum of real system, it is enough to choose algorithm distribution (func-
tion and its density decay) which best reflects this spectrum. This model has
only described relaxation phenomena so far. However, it can be easily applied
to resonance phenomena as well.
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