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 FOREWORD 

    

xi

  You have in your hands a book on collaboration, more specifi cally a book on 
scientifi c collaboration, and most specifi cally, a book on collaboration in the 
science of pharmaceutical development — the discovery of new therapies and 
medicines — products addressing the, as - yet, unmet medical needs of twenty -
 fi rst century health. While only a few would take issue with the merits of 
collaboration, perhaps even  most  fail to appreciate the implications of col-
laborative technologies in the present day. The ability to fuse ideas — especially 
ideas that cross disciplines — is a crucial capability responsible for accelerating 
innovation and progress. Matt Ridley recently gave a TED talk entitled,  “ When 
Ideas Have Sex, ”  the salient point being that the fusion of ideas, each bringing 
its own set of memes, is a powerful way of creating new memetic material. 

 People have collaborated as long as    . . .    well    . . .    as long as there have been 
people. Often nothing more than self - interest incites us to collaborate, to fi ll 
in portions of a solution important to us, portions we were not capable of 
creating on our own. Unfortunately, modern - day organizational structures 
very often serve as impediments to collaboration. Collaborating with those 
outside the walls of an institution may be more than culturally frowned upon, 
it may even be illegal under legislation written to hinder corporate espionage, 
or protect trade or national technological capabilities. (I guess if that were 
the only problem, it could be readily solved by a new set of policies or 
regulations.) 

 But institutional boundaries are not the only barriers that impede collabora-
tion. Even  within  an institution — which should be legally, strategically, and 
fi nancially incented for alignment, and for maximizing the opportunities for 
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internal collaboration — barriers still exist. The subunits of the institution: its 
departments, its divisions, its components produce collaboration  “ walls ”  of 
varying substantiality. Organizational lore and personal relationships add 
another layer of  “ not - invented here ”  (NIH) culture, and allegiances to local 
agendas, even to the point of disadvantaging the larger institutional unit. In fact, 
if we wish to pursue the elimination of collaboration barriers we have to realize 
that many barriers are not institutional at all. Choices to collaborate or not col-
laborate are sometimes based not just on current affi liations but on past affi li-
ations, degrees obtained, reputations, and even a less than rational bias as to 
just who our collaboration partners should be. 

 A bright spot in recent history has been the open - source movement. It was 
loosely organized. It was NOT the project management assignment of any 
large corporate fi rm fi lled with project managers looking for substantial devel-
opment programs like this one. While we acknowledge that there was a com-
ponent of centralization, that is, Linus Torvald ’ s role in Linux, the majority of 
work was exercised in a distributed manner, each module remaining somewhat 
independent of the constraints often imposed by centralized planning func-
tions. Most importantly, the basis upon which individuals contributed was 
informed solely by the contribution itself, not perceived qualifi cations or past 
reputations. 

 While the open - source movement has been associated primarily with the 
development of software, the demonstration that it can compete effectively 
with the traditional modes of corporate technology development raises the 
possibility that such collaborative forms will soon move well beyond software 
and into other arenas of complex development. This is more than mere specu-
lation. In the chapters that follow you ’ ll see early endeavors to accomplish 
pharmaceutical development in a much more open manner. While these may 
still fall short of the phenomenon associated with Linux, they more than hint 
at a future to come. One barrier to this progression was highlighted in  Harvard 
Business Review ’ s  ten best business ideas for 2010; namely, the current lack of 
a well - accepted and digitized representation of this work. The vast majority of 
collaborative pharmaceutical development still remains primarily a  local  and 
classically  social  phenomenon. 

 While change is still impeded for the reasons described above, the corporate 
model of the fully integrated pharmaceutical company is under threat for very 
good reasons. In the past decade, it has shown its inability to create and sustain 
shareholder value. A closer examination of the business model itself reveals a 
variety of fl aws (or features, if you ’ d prefer): long monetization cycles, large 
capital investments with high risks, and a complex union of both information 
and materials management. We might argue that a typical pharmaceutical 
company tries to operate, under one roof, three distinctive business entities. It 
is a high - tech manufacturer, producing exquisitely expensive fi ne chemicals or 
complex biotechnical products. It is a purveyor of information to the regula-
tory and medical communities, information with specifi cations and demands 
rarely matched in any other sector. And, fi nally, it is a high risk research 
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venture, which can only show returns when managed as a portfolio of complex 
assets demanding constant invention and breakthroughs. 

 Each of these three business entities would ideally be managed with a dis-
tinctive set of overarching strategies and yet such an approach is rarely accom-
modated. This book addresses, for the most part, only the unique challenge 
associated with managing large, complex, high - risk research endeavors. But of 
the three business - entity challenges cited here, a novel new approach to this 
one could transform the economics of the entire business. 

 Considering the present state the pharmaceutical industry fi nds itself in, the 
promise of innovative medicines for children and our children ’ s children may 
well depend on fi nding new collaborative paradigms with attendant business 
models. The material for this genesis, though nascent, may well be found in 
these pages. 

 Alpheus Bingham 
 April 2011      
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xv

  Biomedical research has become increasingly driven by creating and consum-
ing tremendous volumes of complex data whether biological, genomic, pro-
teomic, metabolomic or molecular in nature. At the same time the 
pharmaceutical industry is utilizing an extended network of partner organiza-
tions of various sorts (CRO ’ s, not - for - profi t organizations, clinicians and aca-
demics) in order to discover and develop new drugs. Current areas of interest 
for delivering new technologies or molecules to the industry are Open 
Innovation, Collaborative Innovation and of course, Open Source. Due to the 
mounting costs, collaborative research and development is undoubtedly the 
future of biomedical research. There is currently little if any guidance for 
managing information and computational resources across collaborations of 
different types. This represents a large cost as experiments can be repeated 
inadvertently and the cost and time - savings that could result from precompeti-
tive data sharing have generally been ignored. Improving drug discovery or 
development technology alone is not the solution and we need intelligent 
information systems and an understanding of how to use them effectively to 
create and manage knowledge across these collaborations. This book thor-
oughly details a real set of problems from the human collaborative and data 
and informatics aspects and is therefore very relevant to the day - to - day activi-
ties of running a laboratory or a collaborative research and development 
project. The processes, approaches and recommendations provided in this 
book could be applied to help organizations immediately make critical deci-
sions about managing drug discovery and development partnerships. The 
chapters provide case histories of biomedical collaborations while the technol-
ogy specifi c chapters have effectively balanced technological depth and acces-
sibility for the non - specialist reader. The structure of the book will follow a 
 “  man - methods - machine ”   format and the book is divided into four sections:
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    Part I. Getting People to Collaborate   
   Part II: Methods and Processes for Collaborations   
   Part III. Tools for Collaborations   
   Part IV. The Future of Collaborations     

 This book may offer the reader a  “ getting started guide ”  or instruction on 
 “ how to collaborate ”  for new laboratories, new companies, and new partner-
ships, as well as a user manual for how to troubleshoot existing collaborations. 
This book should therefore be of interest to most researchers involved in 
developing IT systems in the pharmaceutical industry. It should also be par-
ticularly pertinent to those leading and participating in collaborative IT con-
sortia for Drug Discovery and Development which are, at the time of writing, 
increasing in both scope and number. 

 The book is possible as a result of the contributions of a wide array of 
authors from pharmaceutical companies, consulting companies, software com-
panies, government institutes, nonprofi ts, and academia with chapters written 
by acknowledged pioneers in the fi eld. We have aimed for a complete volume 
that can be read by all interested in biomedical research and development and 
with each chapter edited to ensure consistency across the common theme of 
collaboration and with appropriate explanatory fi gures and key references. We 
are confi dent this book will become a valuable reference work for those inter-
ested in collaborative approaches to biomedical research. Certainly this 
volume represents a point in time for a fast - moving domain of innovation and 
effort. We hope to revisit this again in the coming years and report on the 
eventual successes, impacts and shifts in technology as well as cover areas not 
included in detail. 
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4 NEED FOR COLLABORATIVE TECHNOLOGIES IN DRUG DISCOVERY

   1.1    INTRODUCTION 

 From its accidental beginnings in Alexander Fleming ’ s laboratory, pharmaceu-
tical drug discovery and development has emerged as a multi - billion - dollar 
industry that has revolutionized practically all aspects of human (and animal) 
life as we know it. Over the past 100 years, serendipitous discovery has been 
replaced by a structured process that in its current state is highly structured, 
automated, and regulated. It is also expensive and lengthy and suffers from a 
99% failure rate. Industry averages suggest that the cost to bring a new drug 
to the market under this so - called blockbuster paradigm is in the neighbor-
hood of $1.5 – 2.0 billion and takes nearly 16 years (Fig.  1.1 )  [1] .   

   1.1.1    Brief History of Pharmaceutical Industry 

 The origins of the pharmaceutical industry can be traced back to the 1800s 
and the dye industry in Switzerland. From the dye industry, specialty chemistry 
companies emerged with Ciba, Geigy, and Sandoz in Switzerland along with 
Bayer and Hoechst in Germany evolving into the fi rst pharmaceutical compa-
nies. In the early 1900s, the center of pharmaceutical research and develop-
ment (R & D) migrated to the United States, specifi cally New Jersey, with 
companies such as American Home Products, Johnson  &  Johnson, Warner 
Lambert, Merck  &  Co., Pharmacia - Upjohn, Schering - Plough, BASF, Hoechst, 
Schering AG, Hoffman LaRoche, and Novartis making it the location of choice 
for their U.S. operations. The late 1900s saw the emergence of North Carolina 
as a pharmaceutical industry hot spot with Glaxo - Wellcome making its U.S. 
headquarters there. Also in the late 1900s, the biotechnology industry emerged 

     Figure 1.1     Pharmaceutical research and development process.  
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with companies congregated in the Boston/Cambridge area; the San Francisco 
Bay Area, San Diego, California; Princeton, New Jersey; Washington, D.C., 
metro area; as well as Philadelphia. In recent years the economic pressures 
that forced the pharmaceutical industry to think differently about the sourcing 
of many operational commodity services has driven a trend toward the emer-
gence of both large pharmaceutical and biotechnology footprints in emerging 
markets such as Brazil, Russia, India, and China (the traditional BRIC coun-
tries) as well as Indonesia  [2] .  

   1.1.2    Brief History of Biotechnology 

 The biotechnology  “ revolution ”  began in earnest in 1976 with the founding of 
Genentech. Inspired by similar movements over the past century in the semi-
conductor, computer, and advanced materials business, a business model was 
adopted that would see science evolve from being a tool for the creation of 
new products and services to being the business itself. Science would move 
from being  “ outside ”  of the business to being the actual business. Genentech 
was founded as the fi rst of a number of private fi rms that would monetize the 
basic research process. Herbert Boyer, an academician, and Robert Swanson, 
a venture capitalist, invested $500 each into a new business venture that would 
seek practical uses for the engineered proteins being developed in Boyer ’ s 
laboratory  [3] . Genentech remains one of the largest and most successful of 
the biotech companies, posting revenues in 2008 in excess of $10 billion, and 
is now wholly owned by Roche. The Genentech business model continues to 
be cloned as academicians seek venture capital to advance their ideas and 
blend science and business. 

 Despite the business success seen by some of the biotechnology companies, 
the vast majority of the entrants into this fi eld failed. The business environ-
ment imagined (and required) by this new sector was one in which pharma-
ceutical (R & D) activities were organized through a web of collaborative 
agreements between the traditional large pharmaceutical and newer biotech-
nology companies. This collaborative network was envisioned to dramatically 
alter the industry and transform human health through improved products 
and services. In reality, while the biotechnology sector has seen exponential 
growth in revenues over the past 25 years, operational income has been fl at 
or negative, and there has been no discernable difference in research and 
development productivity as measured by new drug launches. However, the 
biotechnology sector has contributed to the diversity of treatments in the 
world ’ s medicine chest. In 2008, 31 new medicines were launched, 10 of biolog-
ics (non - small - molecule) origin, the preferred modality of the biotechnology 
sector  [4] . 

 The promise of transformation of the health care industry brought about 
by the emergence of  “ science business ”  biotechnology companies has failed 
to materialize due to fundamental differences between the pharmaceutical 
(R & D) business and the organizational models indiscriminately borrowed 
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from the semiconductor industry. Science - based businesses face unique chal-
lenges not present in these other industries, and the focus on monetization of 
intellectual property, rather than products or services, has actually been detri-
mental to the creation of the collaborative network envisioned by the early 
pioneers of the biotechnology movement. Specifi cally, this misaligned focus 
has led to (1) the creation of numerous information silos and barriers to 
sharing — a key requirement for collaboration, (2) fragmentation of the indus-
try and duplication of noncompetitive activities, and (3) a proliferation of new 
fi rms competing for resources from a limited pool  [5] .  

   1.1.3    Brief History of Government - Funded Academic Drug Discovery 

 In 1980, the Bayh - Dole Act was enacted with the intention to stimulate phar-
maceutical research into key disease areas by allowing academic institutions 
as well as individual researchers to benefi t directly from commercialization of 
their government - funded research efforts. Although greatly criticized as a 
mechanism that promotes science with no direct market relevance  [6] , 
government - funded research spending is signifi cant and increasing. Across the 
National Institutes of Health (NIH), a number of  “ center grants ”  have been 
awarded over the last several years to build out the necessary infrastructure 
to power an academic revolution. Examples of the types of work being sup-
ported are as follows: (1) Burnham was awarded a $98 million grant to estab-
lish one of  four  comprehensive national screening centers as part of the NIH ’ s, 
Molecular Libraries Probe Production Centers Network (MLPCN); (2) 83 
National Center for Research Resources (NCRR) – funded Centers of 
Biomedical Research Excellence (COBRE) have been awarded two consecu-
tive, fi ve - year, $10 million grants; (3) Northwestern is awarded $11 million to 
create a Center to Speed Drug Discovery (Northwestern); and (4) a grant from 
the NIH will help establish the Chicago Tri - Institutional Center for Chemical 
Methods and Library Development. The NIH will pump $62 million into more 
than 20 studies focused on using epigenomics to understand how environmen-
tal factors, aging, diet, and stress infl uence human disease. 

 In 2008, the National Cancer Institute (NCI) alone funded research efforts 
in excess of $12 billion. More recently, the NCI has been funding efforts that 
would increase the value of academic research through the creation of public –
 private partnerships to translate knowledge from academia into new drug 
treatments. To this end, the NCI has established the Chemical Biology 
Consortium, which is advertised as an integrated network of chemical biolo-
gists, molecular oncologists, and chemical screening centers. Current members 
of the consortium include. The University of North Carolina in Chapel Hill, 
North Carolina; Burnham Institute for Medical Research in La Jolla, California; 
Southern Research Institute in Birmingham, Alabama; Emory University in 
Atlanta; Georgetown University in Washington, D.C.; the University of 
Minnesota in St. Paul and Minneapolis; the University of Pittsburgh and the 
University of Pittsburgh Drug Discovery Institute; Vanderbilt University 
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Medical Center in Nashville, Tennessee; SRI International in Menlo Park, 
California; and the University of California at San Francisco. 

 Like the biotechnology revolution of the late 1970s, the current trend in the 
creation of networks of public and private institutions, if successfully opera-
tionalized, could transform the health care industry. It is important to acknowl-
edge the lessons from the biotechnology revolution as discussed above and 
plan accordingly to avoid the pitfalls. In order to be successful, the academic 
institutions must strive to establish truly open and standard data exchange 
mechanisms and coordinate activities effectively across a highly distributed 
enterprise that must adopt an integrated business process.   

   1.2    SETTING THE STAGE FOR COLLABORATIONS 

 A reorientation of our business models to focus on products and services will 
be required if the collaborative R & D environment is to be effectively realized. 
An acknowledgment, by the industry as a whole, must be made that we dif-
ferentiate ourselves in the marketplace not through our intellectual property 
but rather through the delivery of products and services that attract and retain 
consumers. The R & D process, in any industry, is timely, expensive, and, except 
for those rare instances where true discoveries/inventions are being made, 
commoditizable across the industry in the sector. A clear understanding and 
declaration of what differentiates one company from the next in the market-
place must be established and adopted. Only then can we begin to pool our 
limited resources effectively to solve common problems and focus our specifi c 
internal resources on the elements of the R & D process that allow us to trans-
form the health care system and succeed in the marketplace as individual 
companies. 

   1.2.1    Current Business, Technical, and Scientifi c Landscape 

 The business value of an information technology (IT) system is based on the 
ability of the system to support and enhance the business process. Fundamentally, 
open standards are intended to provide resilience to withstand the technical 
volatility within business processes and their associated systems. If a system 
and the business process were fl awlessly stable over many years, then there 
would be little value in developing and adopting standards. However, within 
the pharmaceutical industry, volatility and upheaval abound in every phase of 
R & D. Perhaps the largest source of upheaval within our industry is the vola-
tility of mergers and acquisitions (M & A) among industry peers as well as 
business partners, commercial suppliers, and clinical research organizations 
(CROs) (Fig.  1.2 ). This M & A volatility — coupled with exponential growth in 
outsourcing — has placed tremendous pressure on R & D processes to change 
frequently and dramatically. Common pharmaceutical processes like target 
identifi cation, compound synthesis, in vivo toxicology, biomarker discovery, 
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patent searching, and pharmaceutics are all experiencing revolutions in their 
processes. The related systems are thus also reacting to this process volatility. 
This upheaval in the requirements and specifi cations of R & D IT systems is 
causing IT budgets to increase, exactly at the moment when all budgets across 
R & D are sharply decreasing.   

 We face an unprecedented era of rising process upheaval and constantly 
evolving business requirements coupled with a cost - conscious environment 
where chief information offi cers (CIOs) and R & D executives are looking to 
simplify their IT architectures and their cost basis. If this trend continues, 
informatics systems may become a bottleneck to the productivity of pharma-
ceutical scientists.  

   1.2.2    Externalization of Research: Collaboration with Partners 

 The area of greatest process upheaval is the externalization of research pro-
cesses and the growing collaborations between life science partners through-
out the R & D cycle. Originally CROs had been outsource partners, but currently 
there are outsourcing partners for every phase of the R & D process, from 
target identifi cation to chemical synthesis to pharmacokinetic studies to clini-
cal supplies, and so on. With this increased opportunity and necessity for 
outsourcing, samples are constantly getting shipped to and from pharmaceuti-
cal laboratories. Every time a sample changes hands, there is a related data 
exchange as well. Often, for a pharmaceutical company, several CRO partners 
will be used for a single research project. Also, the CRO will likely have several 
pharmaceutical clients. In this emerging net - centric industry model, there is a 
complex graph of data exchange that must be supported (Fig.  1.3 ).   

     Figure 1.2     Pharmaceutical M & A activity, 2000 – 2009.  ( Source:   http://www.
marketwatch.com/story/ten - year - data - on - pharmaceutical - mergers - and - acquisitions -
 from - dealsearchonlinecom - reveals - top - deals - and - key - companies - 2010 - 03 - 25 . 
MarketWatch data based on original content from DealSearchOnline.com.)   
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 For example, for every pharmaceutical company, there may be two or three 
chemistry synthesis partners. These partners would likely have their own inter-
nal systems for tracking reagents, recording experiments, and registering novel 
compounds. Since the synthesis is performed on behalf of the pharmaceutical 
client, a majority of the data from the experiment, from reaction yields to 
analytical data, must be transmitted to the client along with the synthesized 
compound in a vial. The challenge is that since the pharmaceutical client has 
developed mature internal processes, and the synthesis partner has its own 
internal processes, there is a high likelihood that the processes — and the 
related IT systems — are different in nature. This leads to the use of different 
metadata, different vocabularies, and different quality control on the data 
capture. When an instance of a novel compound is synthesized, the outsource 
partner may call it a  “ batch ”  but the pharmaceutical client may call it a  “ lot ” . 
Also, some compound registration systems assign a different identifi er for dif-
ferent salt forms of the compound. One company may handle this by using a 
suffi x of the compound identifi er ( < compound identifi er >  –  < salt form > ), 
whereas another company may simply assign a completely different base 
compound identifi er to the different salt form. Both of these are legitimate 
taxonomies to register and identify compounds and their salt forms. The dif-
fi culty comes when one company attempts to export its registration data and 
transmit that to the other company. Reconciling the differences in the seman-
tics and vocabularies of different compound registration systems can be a 
tedious, error - prone, and often irreconcilable task. Often this reconciliation 
involves compound registrars and synthetic chemists (and possibly lawyers) 
from both parties. If the need to transmit compound registration data between 
business partners was a unique event, then perhaps a manual reconciliation 
process would suffi ce. However, since every pharmaceutical company has 
several synthesis outsourcing partners, and every synthesis CRO has several 
pharmaceutical clients, this metadata - confl ict and reconciliation process is 

     Figure 1.3     Emergence of a selectively integrated drug discovery and development 
model.  
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repeated over and over throughout the industry. While this problem of data 
reconciliation and reformatting is time consuming and error prone in the 
chemical synthesis domain, this problem is often even more exacerbated in 
the biological domain. 

 Often pharmaceutical companies will have outsourcing relationships with 
contract laboratories that perform assays on compounds owned by the client. 
These assays could be standard assays that are outsourced for cost effi ciencies 
or proprietary assays that are otherwise not available to the pharmaceutical 
client. As with compound registration systems, the outsource partner that runs 
the assays will likely have internal protocol registration and biological assay 
data management systems to capture the data. These systems will be built to 
suit the needs of the internal processes within the contract laboratory, so that 
they can properly manage, interpret, and report on their assay results. However, 
most pharmaceutical companies like to import the assay results into the phar-
maceutical company ’ s internal assay data management system. This would 
enable the pharmaceutical scientists to interpret the outsourced assay data 
side by side with all of the other data generated on that proprietary compound. 
With every partner that generates assay data related to a compound, there is 
an ongoing, complicated effort to properly format and transmit the data such 
that the scientists in the pharmaceutical company can understand the nature 
of the assay and accurately interpret the results. Too often, many days are 
wasted merely explaining differences between internal and external assay 
results. Especially with high - throughput or high - content biological assays, 
there are a signifi cant number of attributes of the experimental design that 
are important to account for in the data interpretation. For example, which 
cell line was used? Was it a single - point assay or a dose – response? What was 
the detection mechanism; fl uorescence, phosphorescence, and so on? 
Furthermore, there are many cases where the proprietary assay platform gen-
erates data that have a unique structure. 

 Perhaps the assay is a high - throughput, low - resolution format, in which case 
the raw numeric output must be binned into low – medium – high categories and 
only the binned values are reported to the client, yet the client has stringent 
data quality, numbers - only rules to which the contract laboratory cannot 
adhere. Perhaps the assay has a cutoff at a reading threshold, causing the result 
to be reported as a range instead of an explicit number. Perhaps there is a 
nonlinear response that requires special curve - fi tting software to calculate the 
half maximal inhibitory concentration (IC 50 ) value. There are many nuances 
and subtleties to biological assay data, and a large amount of metadata is 
required to properly describe the experimental method. This must be under-
stood by the scientist who is using that assay data to make design or synthesis 
decisions for the next molecule. As such, it is important for the contract labora-
tory to deliver the full experimental description of its data and for the phar-
maceutical customer to ingest and report all of that description to its scientists. 
Again, as with compound synthesis, if this assay data generation was done with 
a single partner, then a manual process with signifi cant interactions between 
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business partners would be appropriate. However, pharmaceutical companies 
often send their compounds to many laboratories to be tested in numerous 
assays, and all of that data must be imported into the assay database of the 
client, and the data must be interpreted by chemists and biologists who are not 
the operators of those assays. The further downstream the assay if the assay 
was an in vivo assay, as opposed to an in vitro assay — the more complicated 
the experimental design, and thus the harder it is for scientists to interpret the 
data without being proximal to the biologist who performed the assay. 

 Both the chemistry and biology examples above highlight the cost and 
complexity of exchanging data between business partners, and the activities 
of data exchange and data harmonization are not value - added work for fi nding 
drugs. These data tasks are a cost of doing business in life sciences, and as such 
the industry is looking for ways to reduce these costs without impacting the 
science. In fact, it could be argued that resources poured into the data activities 
are actually  diverting  funds away from doing science. So, reducing these costs 
will actually free up resources to do more science. The challenge of reducing 
these data - curation costs is that no single entity, neither a pharmaceutical 
company nor a contract laboratory nor a biotech, can accomplish what is 
needed to be done, namely to harmonize across the industry. Point - to - point 
optimizations of data exchange are helpful but only marginally cost effective. 
For a paradigm shift to occur that would dramatically improve the effi ciency 
of external science, the industry must come together to agree on common 
methods of exchanging data, delivering services, defi ning entities, and so on. 
Thus, a precompetitive collaboration among informatics groups is a natural 
evolution in our industry. This evolution has already occurred in numerous 
other industries, from apartments  [7]  to banking  [8]  to retail  [9] . 

 The nature of every industrywide data standardization effort revolves 
around defi ning the terminology, semantics, metadata, entity attributes, and 
services or functions of the data exchanged between business partners. These 
defi nitions and attributes are collaboratively defi ned by IT or informatics 
peers who together determine how to harmonize data between disparate 
systems and processes.   

   1.3    OVERVIEW OF VALUE OF PRECOMPETITIVE ALLIANCES IN 
OTHER INDUSTRIES 

 Other industries have realized the need for precompetitive alliances for some 
time and have established them over the last two decades. This drive for col-
laborative alliances has been driven by the same pressures that the life science 
industry faces today, that of increased pressures on effi ciency and the need to 
divert funding to innovative activities rather than to commodity services. The 
maturity of the business model for these other industries (telecoms, insurance, 
automotive, and aerospace) has meant that they have existed prior to work 
within the early stages of life science and informatics. These other industries 
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realized early on that each company existed as part of an extended ecosystem 
that relied on the ability to do business with other partners and competitors 
and hence where the need for interoperable processes and information fl ows 
were critical to their mutual success. 

   1.3.1    Overview of Existing Precompetitive Alliances 

 Without going into details on all the other industries, some have direct paral-
lels with discovery life science from both other life science areas and fi nancial 
services. The fi nancial services industry created the VISA processing standards 
and in creating this concept has led to an explosion in the ways that credit 
cards are used and their ease of interoperability. Other examples of open 
approaches include the insurance industry (Polaris) to support data exchange 
between insurance brokers and the insurance companies offering the policies. 
In the clinical development workfl ow of development pharmaceuticals the 
need to work with multiple partners as part of the delivery of clinical trials and 
the later delivery of health care services to patients has provided the environ-
ment for groups such as the Clinical Data Interchange Standards Consortium 
(CDISC:  www.cdisc.org ) and Health Level 7 ( www.hl7.org ) to be founded and 
evolve over several years. The drivers here were a need for interoperable 
standards for information delivery and data markup to support effective and 
clear communication for submission of clinical trials data and the later man-
agement of health care information. 

 The way these companies do business has changed as the global economy 
has evolved, but delivering critical information to scientists continues to be 
the key part of the R & D informatics groups within these pharmaceutical and 
agrochemical companies and support organizations. There are various ways 
that the development of software and delivery of information to scientists can 
be improved through collaboration and open standards. There is evidence 
from other global businesses where strong open standards have benefi ted a 
whole industry sector and delivered improved innovation in the face of cost 
pressures.  

   1.3.2    Pistoia Alliance: Construct for Precompetitive Collaborations 

 There has been a history of organizations working together to promote 
common standards in the early - stage life science industry over the last decade 
both as new groups established specifi cally for life science [Interoperable 
Information Infrastructures Consortium (I3C:  www.i3c.org ), Society for Bimo-
lecular Sciences (SBS:  www.sbs.org ), BioIT Alliance ( www.bioitalliance.org )] 
and those attached to larger groups but wishing to explore and adapt into life 
science [Object Management Group (OMG:  www.omg.org ), World Wide Web 
Consortion (W3C:  www.w3c.org )]. The success rate has been variable over the 
years with various initiatives coming and going and others building a portfolio 
of activities and evolving. Much of the thinking of setting up the Pistoia 
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Alliance ( www.pistoiaalliance.org ) has tried to take the learning from these 
other groups and understand how they were able to deliver collabora-
tive value.  

   1.3.3    How Does Pistoia Plan to Differentiate Itself? 

 There are various factors that we believe make the Pistoia Alliance work 
slightly differently, including a changing economic environment that is forcing 
more collaboration and improvements in software design that focus on soft-
ware services which allow a high level of abstraction and hence more oppor-
tunity for cross - company integration. The high - level business processes 
executed within this sector are very similar between different organizations, 
and the further appreciation that there is considerable overlap and commonal-
ity in the processes executed within the sector has made groups question what 
is competitive advantage and what are supporting assets that could share some 
common design (Fig.  1.4 ).   

 A key element for the establishment of the Pistoia Alliance was ensuring 
that the life science business needs were the driving force for the development 
of common standards and approaches in the group rather than simply a 
technology/solutions focused view. Hence the projects that have evolved in 
the fi rst build of the Pistoia Alliance program are intended to show these 
drivers from developing service requirements (sequence services) and an open 

     Figure 1.4     Pistoia Alliance collaborative working model.  
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framework based on existing standards (SESL). The key intention of the 
Pistoia Alliance was to move beyond standards in their adoption as service 
requirements and into infl uencing future business models and be a potential 
for change in the delivery of information and services in the life science indus-
try. The next - generation business model would ideally shift from products 
(software programs or databases that need to be installed and maintained) to 
services (accessing data on Web - based platforms or hosted off - site), eventually 
maturing to  “ software as a service, ”  known as SaaS, which would be deployed 
over the Internet. Standard interfaces, such as those used by Web browsers, 
would make it easier to simplify IT architectures across the industry, and cen-
tralized services would deliver economies in scale and scope. Among the major 
benefi ts would be reductions in cost and maintenance as information silos 
inside company networks are turned off in favor of fewer, more versatile tools. 
The Alliance has a broad membership because such extensive changes in the 
business model affect all parts of the supply chain, from life science back to 
software providers and content providers. 

 We want to have all parties [suppliers, academics, nongovernmental orga-
nizations (NGOs), pharma, and life science companies] actively involved in 
the Alliance ’ s initiatives, as the intent is to deliver practical pilots and proto-
types that demonstrate the collaborative activity. The Pistoia Alliance differ-
entiates itself from groups both past and present through its attempts to 
embrace and extend the standards and services of these companion groups in 
technology offerings driven by clear business needs. We wish to adopt existing 
standards where we can rather than create new ones and also collaborate with 
existing groups to bring fresh ideas into the value chain. We list a selection of 
our current portfolio that highlights our current foci and also the wider impact 
on the information delivery models.  

   1.3.4    Overview of Current Pistoia Projects 

   1.3.4.1     SESL  — Semantic Enrichment of Scientifi c Literature     The Pistoia 
Alliance project on biomedical knowledge brokering standards (SESL) is 
developing a pilot to showcase its key approaches, and its aim is to demon-
strate the feasibility of an open knowledge brokering framework which will 
reduce the costs of integration of disparate data types from several sources. 
The pilot is focused on the extraction of assertions for type II diabetes mellitus 
(T2DM) from both the scientifi c literature, supplied by participating publish-
ers, and structured data resources managed by EMBL - EBI (the European 
Bioinformatics Institute). The pilot [expected to include an (resource descrip-
tion framework (RDF) triple store] will be published and a prototype dem-
onstrator will be made publicly available to show feasibility (Fig.  1.5 ).    

   1.3.4.2    Sequence Services     Most major pharmaceutical companies currently 
host a large number of sequence data and analysis tools within their fi rewalls. 
While the genome was still being sequenced, and during the race to patent 
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genes, these services offered a competitive advantage, and consequently each 
company built and maintained vast internal systems that both took external 
public data and merged it with internal private data. However, in the past fi ve 
years the public domain has caught up (and in many cases surpassed) the 
expensive, heavily customized commercial and proprietary solutions used by 
industry. 

 As a drive to cuts costs, encourage standards, and provide simplifi cation, 
the Pistoia Alliance is commissioning a pilot set of secure hosted sequence 
services based on the functional and nonfunctional requirements of its 
members. These services will provide access to public, private, and commercial 
data and tools that will enable scientists to search, store, and analyze all their 
sequence - based data in a single Web interface. Additionally data will be 
searched and accessed via Web services to allow sophisticated users to fl exibly 
retrieve or pipeline data (Fig.  1.6 ).    

   1.3.4.3     ELN  Query Services     The adoption of an electronic laboratory note 
book (ELN) within an organization is as much a business change process as 
it is a technology project, and so the ELNs have traditionally had to focus on 
the role of the experimental scientist entering new information and ensuring 
this process is managed and effi cient. In areas where ELNs have been used 
for a few years, such as supporting chemistry synthesis (medicinal chemistry, 

     Figure 1.5     Schematic Architecture for SESL project.  
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process chemistry, operations, and manufacturing), there is a growing demand 
for enhanced exploitation of the data held within an ELN and the future 
linking of that data with relevant data held within an organization or further 
afi eld. The requirements for knowledge management have grown considerably 
in the last few years, and this increases the need to query the ELN to extract 
the high - value information and to build assertions with other data from within 
an organization or outside (Fig.  1.7 ).   

 As the number of ELN installations grows, this requirement becomes more 
challenging, particularly given the diversity of such ELN implementations 
(developed commercially, in - house, blended, or as open - source systems). In 
many companies already a mixture of ELNs have been deployed, either 
through conscious choice or as a result of mergers and acquisitions. Another 
key factor is the trend for more business process outsourcing, resulting in the 
need to be able to work with a CRO partner and share aspects of an ELN 
knowledge base. So the problem the industry faces is twofold: (1) the need for 

     Figure 1.6     Conceptual view for the sequence service project.  
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better exploitation of ELN data and (2) the need to build different ELN 
implementations using different domain models and designs.    

   1.4    CONCLUSION 

 A precompetitive collaboration, the Pistoia Alliance, has been established to 
provide the foundation of data standards, ontologies, and associated Web 
services to enable pharmaceutical discovery workfl ow through common busi-
ness terms, relationships, and processes. The initial focus has been on chemistry, 
biological screening, and sample logistics. All pharma companies and software 
vendors are challenged by the technical interconversion, collation, and inter-
pretation of drug/agrochemical discovery data, and as such, there is a vast 
amount of duplication, conversion, and testing that could be reduced if a 
common foundation of data standards, ontologies, and Web services could be 
promoted and ideally agreed upon within a nonproprietary and noncompeti-
tive framework. This would allow interoperability between a traditionally 
diverse set of technologies to benefi t the health care sector.  
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   2.1    DAWNING OF ERA OF COLLABORATIVE INNOVATION 

 As the twentieth century ended, the computer, followed by the explosive 
growth of the internet, spawned a worldwide  “ Era of Information. ”  With this 
profusion of information and data, knowledge itself, for the fi rst time in the 
history of the human race, has become a commodity. As a commodity, the value 
of knowledge is not in the information or data; the real value manifests when 
transformed into how it is (1) applied, (2) integrated, and (3) triggers innova-
tion. Until it is transformed into one of these three areas, knowledge remains 
data, trivia, or useless information. 

 Information that used to be proprietary, inaccessible, expensive, or limited 
to a few elite scholars is now available to virtually everyone and mostly free. 
Everyone with Internet access has at their fi ngertips nearly all the world ’ s 
knowledge. However, it takes more than a grasp of what is known to solve the 
great problems on the planet: disease, poverty, energy, world peace, or global 
warming, to name a few. 

 Knowledge is rooted in what has  already  been learned; thus it is  historic  in 
nature — the reason Einstein said,  “ Creativity is more important than knowl-
edge. ”  Creativity, imagination, and inquisitiveness coupled with the ability to 
cooperate are some of the human being ’ s most endearing characteristics and 
constitute the foundation of collaborative innovation. 

 Diffi cult problems cannot be solved by existing knowledge alone; they 
require a  collective creativity , linking the ideas and insights of dozens, scores, 
hundreds, or thousands of people in collaborative networks focusing their 
combined imagination, dedication, and understanding on mutual discovery 
and problem solving. 

 Neither is what is  known  necessarily imbedded in the context of what is 
 wise ; wisdom and the ability to innovate — the focus of this chapter — are far 
higher in the order of human achievements than chronicling, organizing, and 
managing the profusion of data and knowledge. 

 Thus the Age of Information will prove to be short - lived, as it is only a brief 
stepping stone to the dawning of the next era of collaborative innovation — an 
era based on the creative and cooperative capacities that are natural to nearly 
every human being. This creative talent is based on our natural curiosity to 
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explore, be curious, and ask innocently outlandish questions. It is this creative 
drive, when used synergistically with others, that we call  “ collaborative innova-
tion ” ; it may be the foundation of all the solutions to the world ’ s greatest 
problems, as this chapter will describe. 

 As a reader of this chapter, you may be questioning the veracity of these 
statements. Traditional thinking has said that it has been the lonesome inven-
tor or experimenter that has created the scientifi c breakthroughs of the modern 
age. You may be thinking of the founders of modern scientifi c inquiry —
 Leonardo Da Vinci, Isaac Newton, and Louis Pasteur, slaving singly in their 
laboratories or pouring over textbooks in isolation. 

 The primary reason individual quests were responsible for most of the 
historical scientifi c innovation is because their world was structured neither 
for ease of collaboration nor for sharing of ideas and data across boundaries. 
Travel, communication, and information systems were limited and diffi cult. 
The structural changes of the latter half of the twentieth century changed all 
that. Science of the past was isolated and individualistic; science of the present 
and future will increasingly be (and is rapidly becoming) far more connected 
and collaborative.  

   2.2    COLLABORATIVE IMPERATIVE 

   2.2.1    Driving Forces in Scientifi c Discovery Today 

 Technology has not become the great simplifi er of our lives, as once predicted. 
Instead, technology has  enabled  and  accelerated complexity  and  change . Within 
our fast - moving, rapidly changing world, innovation has shifted its venue from 
the individual to the group; almost all innovation today is done collaboratively, 
in teams, networks, or alliances. This is true not only for scientists but also for 
those who must commercialize innovations and those who must address the 
legal complications of bioethical decisions. 

 To grapple with this complexity, multidisciplinary teams are essential, 
because, in most cases, it is impossible for one person to grapple with all the 
intricate information required to create breakthroughs. And most break-
throughs are happening not within a fi eld or specialty but between fi elds. These 
multidisciplinary breakthroughs are not just complex, they are also very 
expensive. Thus it becomes imperative for companies, universities, and labo-
ratories to work in a seamless, synchronistic, and synergistic manner. 

 The Langer Laboratory at MIT is a perfect example, as Dr. Robert Langer 
describes [1] :

  My lab has people with 10 – 12 different disciplines in it — molecular biologists, 
cell biologists, clinicians, pharmacists, chemical engineers, electrical engineers, 
materials scientists, physicists, and others. Many of our ideas — such as tissue 
engineering — require these different disciplines to move from concept to clinical 
practice. It makes it possible to do nearly anything  “ discipline wise ”  in the lab.    
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   2.2.2    Power of Differentials 

 The value of multidisciplinary teams is founded on the basic principle that all 
innovation comes from differentials in thinking: If two people think alike, 
there is no innovation. Innovation occurs when someone decides to think 
differently — by asking new questions, challenging the status quo, having a 
vision that there must be a new/better way, or being dissatisfi ed with the results 
produced by current solutions. 

 Harnessing the multidisciplinary power of the differential thinking should 
be one of the strategic methodologies to generate breakthrough innovation 
(Table  2.1 ). Being creative requires  divergent  thinking — generating many 
unique ideas — and then innovation demands  convergent  thinking — combining 
those ideas into the best result.   

 Collaboration triggers the sparks between people that brings out their 
natural (often suppressed) creativity and enables their differentials in thinking 
to generate a massive stream of ideas; and then the focus becomes converging, 
integrating, and aligning those ideas into real innovations. People who inno-
vate collaboratively (as opposed to independently) have a greater chance of 
learning from others and building the networks that actually enable innova-
tion to become implemented. 

 For example, one of the best known breakthroughs in biomedicine was the 
joint insight by Watson and Crick regarding the double - helix structure of 
DNA. Crick had migrated from the fi eld of physics, and Watson was just a 
young graduate student. They both came from a place of  “ not already knowing, ”  
an openness to new ideas, rather than thinking of themselves as  “ experts ”  in 
the biomedical profession. They never conducted any experiments, instead 
looking at the data of others, and interpreted the data from a fresh perspective. 
Watson and Crick meticulously integrated the work of others in different 
fi elds — such as crystallography — and saw unique patterns in the data that 
enabled them to envision the double helix. 

 Making collaboration the  central organizing principle  for all research, dis-
covery, development, commercialization, and proliferation for innovative new 
products, services, and business models will likely result in a far higher chance 
of producing a breakthrough in thinking and results.   

  TABLE 2.1    Einstein ’ s Rules for Creating Breakthroughs 

     1.     We cannot solve the problems of today with the same level of thinking that 
created the problem.  

  2.     Creativity is more important than knowledge.  
  3.     From discord make harmony, from chaos seek order.  
  4.     In the middle of diffi culty lies opportunity.  
  5.     There is a simplicity of design behind every level and layer of complexity (if we 

search for it).     
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   2.3    CREATING CULTURE OF COLLABORATIVE INNOVATION 

 Nearly every study done on the issue of innovation has concluded that the 
number one factor in producing innovation depends not upon the quality of 
the scientists, technicians, and researchers but on the  culture  that supports and 
reinforces them (Fig.  2.1 ).   

 Most scientists, upon deciding they must engage in a collaborative inquiry, 
will launch the initiative starting with the technological problem. Herein lies 
the fi rst and biggest trap in collaborative innovation, because it is like learning 
the words to a song without the music. There are  fi ve key principles  that will 
create a powerful culture of innovation: select the right people, establish a 
system of trust, create a spirit of inquiry, eliminate failure, and empower cham-
pions. It does not matter where one is located in the innovation process —
 research, discovery, development, or commercialization — these fi ve principles 
will always make the difference between success and mediocrity. 

   2.3.1    Select the Right People 

 What fi rst characterizes a highly innovative culture is the quality of the people 
who lead and serve on the innovation team. There are six factors to consider 
in the choice of people:

   1.     Competence     Knowing that the members of the team are highly quali-
fi ed to conduct research, make modifi cations to procedures, and thoroughly 
comprehend the results is the basic standard of excellence.  

  2.     Character     Individuals with good character are essential to ensuring 
that team members trust each other and will do the right things for the right 
reasons. Key characteristics include honesty, good judgment, perseverance 
under pressure, and a tenacious work ethic. Yet these characteristics alone do 
not make a great team. More is necessary.  

     Figure 2.1     Success factors for innovation (typical example of innovation studies).  
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  3.     Collaboration     Many people who enter the fi eld of scientifi c research 
are inherently introspective or shy; others possess minds that are highly logical 
and analytic. Many scientists were loners in school, perhaps never participating 
in team activities, such as sports or group governance. This can present diffi cul-
ties when a large project requires close coordination and human interaction. 
Teamwork requires communication, sharing information, understanding the 
human side of research, and mutual support, particularly in times of adversity. 
People without great collaborative skills may engage in criticism, blame, nega-
tivity, and back - biting, often when under high stress. They may horde informa-
tion for fear it will be used improperly. They may withdraw when others need 
them most or engage in manipulative behavior to get the attention or credit 
they yearn for. They many not communicate well, especially listening carefully, 
and may not understand the human side of technical information.    

 Collaboration is the enabling force that opens the pathway to group 
genius:

  When we collaborate, creativity unfolds across people; the sparks fl y faster, and 
the whole is greater than the sum of the parts. Collaboration drives creativity 
because innovation always emerges from a series of sparks — never a single fl ash 
of insight    . . .    lot ’ s of small ideas    . . .    each spark lighting the next    . . .    each critical 
to the [ultimate] success. [ 2 , pp. 4, 7, 8] 

 Many stories of innovation, once you get past the smoke and mirrors, reveal a 
backstage fi lled with other people, ideas, and objects that were as critical — if not 
more so — than the one presented onstage. Ultimately, the amount of credit we 
insist on giving to individuals in the innovation process is absurd.[ 3 , p. 103]   

    4.     Creativity     Being creative has a massive advantage for a clinical research 
team.  The quality  of creativity is not limited simply to imagination. It includes 
a variety of qualities, such as collaborative resourcefulness, inquisitiveness, 
curiosity, progressive thinking, problem - solving capacity, and even the desire 
to jump over any obstacle to see ideas carried through to fruition.    

 Often the most creative people are not necessarily the most academically 
qualifi ed, because most academia rewards knowledge, having the  “ right ”  
answers, and analytic skills. Highly creative people often are not primarily 
analytic but are typically multidisciplined, eclectic, cross - functional, and fi lled 
with more questions than answers. Thus they do not always fi t into bureau-
cratic, highly structured environments; they tend to like less structure and thus 
are often able to live better on the edge of uncertainty because they use a 
personal set of internal principles to guide themselves rather than external 
procedures. 

 What is sought is a  “ fl uency of ideas and fl exibility of approach that char-
acterizes scientifi cally creative individuals working together on a problem ”  
[ 4 , p. 187]. In highly complex environments, Welter and Egmon [ 1 , p. 154;  5 , 
p. 126] point out that collaborative innovation teams will demonstrate fi ve 
important qualities:
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    •      Freedom to explore beyond the mainstream of conventional thought  
   •      Ability to trust using shared vision and values  
   •      Genuine curiosity and exploration of possibilities and opportunities  
   •      Compelling commitment to make a difference  
   •      Genuine self - awareness of differentials in thinking and learning styles    

 Some very creative people can lack discipline because they are not easily 
controlled, preferring to be free spirits. In this case such people may better 
serve the team in an advisory role.

   5.     Courage     Great research teams face many challenges from inception of 
their idea through to fi nal delivery of a successful product or procedure to a 
patient. These challenges can often be daunting as the team faces adversity 
after adversity. The ultimate measure of a successful team is how they face the 
challenges of diffi culty, controversy, and uncertainty while maintaining their 
honor and integrity. Moving a vision from concept to conclusion requires a 
championing spirit, a strong commitment to the possibility not yet proven. The 
championing spirit is focused on both collaboration and innovation. Champions 
bring a confl uence of passion for the vision, strategy for moving forward 
together, and commitment to the ultimate result [ 6 , p. 82]:

  Ideas do not propel themselves; passion makes them go. Passion is the fuel that 
generates an intense desire to move forward, smashing through barriers and 
pushing through to conclusions.      

 Tenacity and optimism in the face of adversity and unwavering commitment 
to ideals in spite of the dark nights of the soul are qualities of the true cham-
pion. Edison, in his search for an ideal fi lament for the light bulb,  “ for eighteen 
to twenty hours a day experimented with all sorts of materials.    . . .    He had to 
fi nd the best type of fi ber.    . . .    He tested more than 6000 materials, and his 
investigations on this one thing alone cost a small fortune ”  [ 7 , p. 114]. Edison 
was courageous and tenacious enough to experience over 6000 failed attempts 
to get one right solution. 

 Resilience is another dimension of courage. Resilient people are typically 
optimists, holding onto their vision and ideals when the skeptic has given up 
[ 1 , p. 75]:

  Great achievers understand intuitively that the human brain is the most pro-
foundly powerful solution - fi nding mechanism in the known universe. And 
they recognize that persistence is the key to keeping that mechanism 
engaged.    . . .    Optimists get better results in life; and the main reason is simply 
because they are less likely to give up. As Dr. Martin Seligman emphasizes, pes-
simism is self - defeating because it  “ short - circuits persistence. ”  . . .    The real key 
is    . . .    to maintain our enthusiasm in the face of seeming failure. Resilience in the 
face of adversity is the greatest long - term predictor of success for individuals and 
organizations. Persistence in the process of experimentation, when desired or 
expected results are elusive, is the way that resilience is expressed.   
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 Resilient people have the ability to fl ourish on the edge of creative uncertainty, 
that ambiguous gray area that rigid people perceive as lack of control. 

 The bottom line is the courage factor that identifi es those with a champion 
spirit, the resilient optimists with the tenacity to produce the persistent actions 
that get results, not just good intentions.

   6.     Cognitive Diversity     All innovation comes from differentials in think-
ing — people who challenge conventional assumptions, ask uncomfortable 
questions, and see possibilities in the midst of diffi culties. For this reason, 
cognitive diversity is a fundamental ingredient for success.    

 An early example of the importance of cognitive diversity spurring innova-
tion comes from Thomas Edison [ 1 , pp. 148 – 149]:

  Although Edison was an incomparably brilliant independent inventor, he under-
stood and valued the importance of working with others. He knew he needed a 
trustworthy team of collaborative employees who could illuminate his blind spots 
and complement his talents. Over the course of his career, Edison cultivated an 
inner circle of roughly ten core collaborators, each contributing materially to the 
technologies generated by his laboratories. Edison brought together individuals 
from diverse disciplines who he would indoctrinate in his methods, then release 
to freely experiment without his immediate supervision. The diversity of disci-
plines added tremendous breadth and depth of insight to the laboratory, allowing 
them to navigate effectively across industry boundaries.    . . .    they were extensively 
cross - trained. The teams were bound together by common values of respect and 
integrity [trust], and a desire to be the best in the world.    . . .    he placed the value 
of  “ team accomplishment ”  at the heart of his laboratory.   

 Diversity of thinking, while the stimulus to all innovation, can be a double -
 edged sword. Many managers are threatened by diversity, desiring instead 
conformance to a standard set of rules, procedures, and mode of thinking. 
When organizations are segregated into specialties, such as biology, or market-
ing, or administration, or any other form of segregation, it is often the case 
that these specialties become fi efdoms of power and isolation, perhaps isolat-
ing themselves because  “ those others don ’ t think like us. ”  Confl ict and com-
petition characterize these groups. They are stuck. Trust will be essential (see 
next section). 

 When seeking people for the innovation team, a very useful framework is 
based on Ned Herrmann ’ s brain dominance patterns  [8] . Every human has a 
preference for how they like to think and learn. In Figure  2.2 , the four basic 
brain patterns are outlined.   

 While the majority of people tend to be dominant in a single mode, a minor-
ity of people will be comfortable in two or even three modes. Very few will 
have four modes. These are called  “ multibrain dominant. ”  Many of us are 
thought of as  “ left ”  or  “ right ”  brainers, referring to whether we tend to be 
more analytic (left brain) or more sensitive to people (right brain). 

 One of the important roles on any diverse team is the role of the  “ integra-
tor ”   [9] , the person who can translate across boundaries, connecting diverse 
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thinking from one arena to another. This person typically is multibrain domi-
nant, which enables them to see situations and people from a kaleidosco-
pic perspective, sorting through data, vision, emotions, strategy, and 
implementation.  

   2.3.2    Build a System of Synergistic Trust 

 Ask any person adroit in collaborative innovation about the key factors for a 
success and you can be assured that trust will be near the top of the list. Trust 
is a crucial factor for collaborative innovation because it creates the fertile 
ground for creativity, innovation, and synergy. Without trust, teams disinte-
grate, and in - fi ghting predominates. All innovation is, by defi nition, a force of 
change; change is destabilizing to most organizational systems and structures, 
threatening to upend established hierarchies, power structures, procedures, 
and accepted thinking, preventing the establishment of the linkages of 
resources and implementation alliances necessary for the innovation to 
succeed. Thus, without trust, innovation will appear as a threat, fear will over-
whelm opportunity, and the organizational immune rejection response will 
trigger, manifesting as massive resistance to or exclusion of the forces of evo-
lutionary change. 

 Trust is absolutely essential in generating creativity among innovators. 
Distrust is the greatest impediment to all innovation. Trust is the essential 
foundation of synergy — where the innovation team truly becomes greater than 
the sum of its individuals. Often referred to as  “ chemistry ”  (in the psychologi-
cal sense), trust has unique properties that are more like alchemy: It is simul-
taneously the  glue  that bonds people together and the  grease  that eliminates 
interpersonal friction. 

     Figure 2.2     Different brain dominance patterns.  ( Source:  Adapted from N. Herrmann, 
 The Creative Brain , Lake Lure, NC: Brain Books, 1995.)   

Translator

Multi-
Dimensional

Integrator



28 COLLABORATIVE INNOVATION

 Mistrust causes everything to be more complicated, slower, and far more 
fragmented. In addition, distrust puts a major limitation on collaborative inno-
vation, internal teamwork, and external relationships with suppliers, custom-
ers, stockholders, and our community. 

 Few scientists ever spend the time to create powerful trust - enabled innova-
tion cultures. Often building trust is elusive, fi lled with platitudes, slogans, and 
aphorisms such as  “ trust must be earned, ”   “ be skeptical before you trust, ”   “ be 
sure to have an exit strategy, ”   “ trust but verify, ”  and so on. Unfortunately none 
of these approaches really produce any trust. 

 Highly legalistic attempts to ensure against breaches in trust usually back-
fi re and poison the well before any alliance or collaboration gets started. 
Often, by trying to protect against distrust, we actually create the conditions 
we are trying to avoid, which manifests as enormous legal agreements and 
protracted negotiations that may result in no agreement at all. Trust enables 
everything to move faster, more effortlessly, and with less confl ict. In spite of 
its importance, trust is too often taken for granted. 

 It is imperative that innovators today know how to establish a  “ trust system ”  
that enables collaborators to act honorably with each other, that makes intel-
lectual property safe from incursions, that establishes joint principles of 
engagement, and that honors the differentials in thinking that stimulates the 
creative energy so fundamental to all innovation. 

 To have trust, at a minimum, one must sense that there is a level of  safety  
and  security  in the relationship, knowing that I will not be worse off for having 
this interaction. 

 Trust, like all disciplines, has an internal  “ architecture ”  that can propel the 
honorable scientist to great heights and weed out the small percentage of 
 “ sharks ”  who would abuse collaborative relationships for their own selfi sh 
ends. To understand the nature of trust, it is fi rst important to know the nature 
of its opposite — distrust. 

   2.3.2.1    Cause of Distrust     What causes distrust? In a word — fear — fear of 
being taken advantage of, fear of being put in a disadvantageous position, fear 
of not receiving proper credit, fear of being manipulated or discredited, or fear 
of one ’ s beliefs and knowledge being subjected to attack.  

   2.3.2.2    Building Trust     Just as the elimination of a disease does not cause 
health and happiness, neither will the elimination of distrust create solid 
trust — it just brings everything to  “ neutral. ”  The lack of ethics will cause dis-
trust, but the presence of honesty and ethics does not necessarily cause trust. 
Good ethics implies  “ I won ’ t do something wrong ” ; it takes the fear out of the 
picture. But it does not mean  “ I ’ ll be effective, ”  or  “ use sound judgment, ”  or 
 “ be collaborative, ”  or  “ be compassionate, ”  or  “ be spontaneous. ”  Other things 
are necessary. 

 The basis for trusting someone is not simply ethics and honesty; it is also 
how they deal with self - interest. We trust people we can count on to look out 
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after our interests as well as their own — our  “ mutual ”  interests, or, put another 
way, the  “ greater good. ”  Balancing self - interest with the greater good is the 
starting point to begin trust. 

 When each person or organization acts to maximize the amount they get 
from negotiations without consideration of another person ’ s or organization ’ s 
interests, they are working in their self - interest. Untethered, self - centered 
decision making creates untenable collaborative situations.  

   2.3.2.3    Ladder of Trust     Traditionally, trust has been rather narrowly 
defi ned as  safety, security, reliability,  and  integrity.  This defi nition should be 
thought of as the  minimum;  instead think of trust as a spectrum or ladder 
ranging from neutral trust at the bottom to synergistic trust at the top. As 
illustrated in Figure  2.3 , we refer to  “ neutral ”  trust as  “ transactions. ” 

   The Ladder of Trust is a tool to navigate the journey into a positive world 
where strong bonds of trust support highly productive collaboration and 
innovation.      

  “ Below the belt ”  is the zone of distrust. Here lie the  trust buster behaviors , 
such as:

    •      Acting inconsistently in what they say and do  
   •      Seeking personal gain above shared gain  
   •      Withholding information or cheating  
   •      Lying or telling half truths  
   •      Being closed minded, blaming, personal attacks  
   •      Being disrespectful to anyone, not listening, being uncompassionate  
   •      Withholding support or betraying confi dences or breaking promises    

     Figure 2.3     Ladder of Trust.  
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 The fi rst thing a leader must do is prevent or stop any of these trust buster 
behaviors from occurring or being rewarded. There must be no tolerance or 
acceptance of any of these actions which destroy a research team from within. 

 On the belt line is neutral trust, which manifests as transactions. Transactions 
happen every day. When shopping, we put enough trust in the  “ brand ”  or the 
store ’ s reputation to complete the exchange of goods or services for money, 
but not enough trust to engage in any form of deeper relationship. 

 While the idea of neutral trust may seem benign, there can be some deep 
downsides to transactionary trust, simply because it may be totally inappropri-
ate for a transactionary relationship to be matched to the circumstances where 
close teamwork and collaboration are required in solving complex problems 
that require interactive spontaneity; a transactionary relationship would seem 
too aloof, distant, and formal. 

 Above the belt is the zone of trust, where teams can prosper and thrive. 
Rather than defi ning trust simply as reliability, security, or integrity (as has 
been the traditional defi nition), it is far more useful to defi ne trust on a spec-
trum ranging from minimal trust to the ultimate forms of trust (see Fig.  2.3 ). 
Here are the types of trust in the range above the belt.  

   2.3.2.4    Relationship     The trust journey begins simply with building a rela-
tionship with other people by listening. When we listen with compassion, 
learning, and constructive inquiry, we begin to build trust. People feel like they 
are receiving  support  because they are heard. When building a trusting rela-
tionship, the minimal boundary conditions must be satisfi ed — both parties 
must be honored and respected, and both must be counted on to understand 
each other ’ s personal interests, needs, and concerns, which gives the assurance 
that ultimately both will be better off from having trusted.  

   2.3.2.5    Guardianship     The next level of trust provides safety and security 
to the other person. A guardianship can be one way, much like a parent pro-
vides to a child, or mutual like soldiers on a battlefi eld. In a business relation-
ship,  mutual  guardianship means  honor : We stand guard over each other to 
defend each other against attacks, lies, dishonesty, and manipulations.  

   2.3.2.6    Companionship     Being a companion means I trust you enough to 
be in your presence a signifi cant part of my time. In business, this takes the 
form of working well together in teams. Individuals come to the realization, 
sometimes painfully, that they win or lose together, that they are on the same 
team — in the same boat, facing the same storm together.  

   2.3.2.7    Fellowship     This means much more than  “ membership ”  to an orga-
nization, company, or club; it is more than a company picnic or sales rally. 
Fellowship implies a powerful attraction, commitment, and buy - in to the 
values, hearts, and minds of the other members of the community. Because of 
the weakening of the family structure, for many their workplace has become 
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a surrogate family, and thus the workplace carries with it an additional desire 
for  fellowship . Having a powerful set of common values, a sense of purpose, 
and a unique frame of reference to view the world generates a dedication and 
energy that are diffi cult to defeat.  

   2.3.2.8    Friendship     A great friend is always there for me    . . .    always happy 
to see me    . . .    listens to me    . . .    is loyal, faithful, protective    . . .    never carries a 
grudge or the baggage of unfulfi lled expectations. When we build trust at the 
level of friendship, we embrace all the prior levels of trust but add some very 
energizing and vitality - creating forces. 

 In a friendship, trust enables our goals and addresses our fears, our deepest 
yearnings, and our personal limits/failures to be put out in the open with no 
sense of diminishment. The power of friendship lies not just in the bond of 
familiarity but also in the mutual commitment to each other ’ s well - being.  

   2.3.2.9    Partnership     A partnership is much more than a friendship; it is an 
alliance designed to respect and cherish the differentials in thinking and capa-
bilities between two or more people or organizations. It is the synergy between 
differing strengths and the alignment of common purpose that make a partner-
ship most alluring. Great partnerships rely also on complementary compe-
tence and skills, character and integrity, and collaborative behavior.  

   2.3.2.10    Creationship     For this level of trust a new word is needed: A  “ cre-
ationship ”  implies that we can do something extraordinary — we can co - create. 
It is at this level that the very best scientifi c work is done. You do not have to 
look too far to fi nd wonderful examples of this level of experience (e.g., 
Watson and Crick, the Wright Brothers, the Manhattan Project team, or the 
Human Genome teams). A creationship embraces prior elements of trust 
building, and then, secure in the absence of fear, unleashes a connection 
between the hearts and minds of the co - creators — new ideas generate like 
spontaneous combustion. 

 Building a creationship is extremely rewarding. It can happen between two 
people or within a research team or in a collaborative alliance. When people 
engage in a creationship, they seem to abound with an endless source of regen-
erative energy. 

 Trust is the most vital thread in the fabric of collaboration. And it is not 
unusual to fi nd that trust gives work a far deeper sense of meaning and 
purpose. We neglect the issue of trust at our own peril.    

   2.4    SPIRIT OF INQUIRY:  “ CRITICAL PARADOX ”  

 The basis of scientifi c research is to uncover new insights into the functioning 
of systems, natural or physical. Inquiry — posing questions — is the essential 
beginning point of discovery. Scientifi c research uses a framework of  “ critical ”  
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     Figure 2.4     Inquiry versus inquisition — open and closed questions.  
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questions to enhance discovery, much like a trial lawyer or a crime detective, 
which embrace a strong sense of doubt and skepticism which challenges con-
ventional thinking. To prove one ’ s thesis, it must stand up to a barrage of 
skepticism supported heavily by evidence. Such is the nature of scientifi c 
inquiry. This sounds rather simple, but there is a  “ catch, ”  often unexpectedly 
ensnaring research teams, which are the realm of  “ human ”  systems. 

 The paradox is that scientifi c analysis and human behavior abide by very 
different operational rules of engagement. The poignant critical and  “ logical ”  
analysis that facilitates scientifi c research often destroys human relationships 
and the ability to co - create, generate synergies, and produce breakthrough 
thinking. 

 The way we ask scientifi c questions, when applied to people, can be accusa-
tory, threatening, distrusting, or even insulting. Seldom are scientists made 
aware of this important distinction and its corollary: the need to appreciate 
people while never lowering scientifi c standards. In Figure  2.4 , the different 
types of questions are charted to help illustrate the distinct differences.   

 Quadrant I describes questions that qualify as  “ open inquiry. ”  Questions of 
this sort tend to let people explore opportunity, possibility, and joint creativity. 
(A version of this type of question is called  “ appreciative inquiry. ” ) Human 
interaction tends to be very positive when faced with questions in this context. 
Many of these types of questions can be used from a scientifi c perspective to 
break deadlocks in thinking or shift paradigms. 

 Quadrant II works well in forensic work, but it is accusatory in nature. The 
questioner is not an  “ inquirer ”  but rather an  “ inquisitor. ”  Something ’ s wrong, 
someone has run afoul, and the inquisitor will fi nd out who is at fault. Similarly 
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quadrant III carries the same inquisitorial context, just asking closed - ended 
questions that only need a yes or no answer. Any inquisitorial questions will 
evoke fear, defensiveness, and oftentimes anger and reprisal by the listener. 
Many research teams have errantly traveled down this path, with less than 
stellar results as human energy was wasted on protection of status, ego, or 
honor, instead of focusing on the larger, nobler cause which the research team 
was trying to achieve. 

 Quadrant IV describes the types of questions that typically constitute 
much of scientifi c research. They tend to be tightly bound, based on evidence, 
focusing on generating knowledge. While these types of questions can work 
wonders in the scientifi c context, they can be very limiting in the human 
context. 

 Being aware of these differences can help the leader of any clinical research 
team shift the content and style of their dialogue to generate a much higher 
esprit de corps, inspire curiosity, and gain much deeper insight, with an atten-
dant shift in the results produced. 

 The most transformative creativity results when a group either thinks of a 
new way to frame a problem or fi nds a new problem that no one had noticed 
before. When teams work this way, ideas are often transformed into questions 
and problems. This is critical, because creativity researchers have discovered 
that the most creative groups are good at fi nding new problems rather than 
simply solving old ones  [2] .  

   2.5    ELIMINATE THE WORD: FAILURE 

 One paramount fear in all scientists is the fear of failure. Studies have shown 
it to be common to nearly all college graduates. This fear, if used mildly, can 
motivate people to great heights and long hours of work. But overused or used 
as a threat, it can paralyze people, causing them to shut down or avoid the 
possibility of failure, because fear of failure immediately attacks the ego, which 
never wants to accept the stigma of tragic disappointment. Senior executives 
have some advice on  “ failure ”  (Table  2.2 )   

 Returning to the development of the electric light, Thomas Edison and his 
research and development (R & D) team provide a superb example of how to 

  TABLE 2.2    Advice from Senior Executives about  “ Failure ”  

      •       “ You only get the ten percent of innovations that succeed if you are ready to 
accept the ninety percent that fail. ”   

   •       “ If you never failed, you never dared. ”   
   •       “ Relieve failures of their negative aura by calling them  ‘ lessons learned ’  or 

 ‘ learning opportunities. ’     ”   
   •       “ It ’ s a mistake to punish innovative people for failures, particularly in industries 

with very short product cycles, where decision making is invariably faster and 
often based on incomplete knowledge. ”      



34 COLLABORATIVE INNOVATION

deal with the issue of failure versus learning. Edison did not invent the light 
bulb; it had been created 35 years earlier. His development team in Menlo 
Park, New Jersey, worked tirelessly to perfect the design of a commercially 
successful light bulb. It required new technologies to create a vacuum in the 
bulb, a totally new approach to fi laments, and a structure to secure the fi lament. 
Edison ’ s team examined and created experiments based on over 3000 theses 
and conducted over 10,000 experiments  [10] . Edison created a database of 
knowledge coupled with his diverse reading, which ignited his ability to gener-
ate a broad range of hypotheses  [1] .  

   2.6    EMPOWER INNOVATION CHAMPIONS 

   2.6.1    Nature of Champions 

 Scientifi c research is not easy work. It entails long hours, multiple unknowns, 
and endless complexity. In the fi nal analysis of success, those who prevail to 
the end are not the most intelligent (although intelligence doesn ’ t hurt) or 
the most famous or the most endowed with resources. Rather, success is 
bestowed upon the most creative, connected, and committed; those who can 
move from ideas, through strategy, into action. This is the domain of the spir-
ited champion.  

   2.6.2    Role of Champions 

 Without champions, the ordinary inertia that plagues most organizations 
will stifl e most innovation, because innovation, by its nature, is change, and 
change, by its nature, is threatening to most people because it destabilizes the 
status quo. 

 To make any innovation occur, three underlying issues must be understood 
and addressed according to Stanford ’ s Kathleen Eisenhardt [ 3 , pp. viii – ix]:

  First, innovation is the result of synthesizing, or  “ bridging ”  ideas from different 
domains    . . .    extraordinary innovations are the result of simultaneously thinking 
in multiple boxes, not of the oft - prescribed  “ thinking outside the box. ”  In short, 
extraordinary innovations are often the result of recombinant invention.    . . .    while 
it may be appealing to focus on the future, breakthrough innovation depends 
upon exploiting the  past . Combining often well - known insights from diverse set-
tings creates novel ideas that can, in turn, evolve into innovations (for example, 
the Apple iPod used no new technology. Its meteoric sales were due to using 
existing technology in new ways that improved the user interface). 

 Second, the organizing  structure  can dominate creativity. Years of academic 
research suggest that, beyond some fairly low threshold, successful innovators 
are not really more gifted or creative than the rest of us. Rather, they simply 
exploit the networked structure of ideas within unique organizational 
frameworks. 
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 Third, breakthrough innovations depend on  “ building ”  communities. Of course, 
the substance of the innovation has to be there. But the ideas that go on to 
become breakthrough innovations rely on fundamentally rearranging estab-
lished networks of suppliers, buyers, and complementers (people whose skills 
and abilities  “ complement ”  each other to create a synergistic system) into new 
networks and ecosystems [alliances]. Otherwise, hoped for innovations never 
develop. The initial innovation is the starting line of the race, not the fi nish. 
Innovation is as much  social  as it is technical. Resistance must be met, and alli-
ances forged, because people often cannot understand innovations, or cannot see 
how they would benefi t if the innovations were adopted.   

 Accomplishing the tasks associated with these three issues is no job for the 
mundane manager or outsourced technician.  

   2.6.3    Qualities of Champions 

 Here are some of the qualities that are found in great champions:

    •      Passionate visionary who believes there is an innovative or better way  
   •      Seeker and supporter of new ideas, no matter where they come from  
   •      Builder of networks of teams with strong collaborative skills, ethics, and 

values  
   •      Preserver of trust with unyielding integrity and ethics  
   •      Articulate advocate willing to challenge established thinking  
   •      Persistent networker linking together other supporters and advocates  
   •      Action - oriented mover and shaker intolerant of bureaucratic barriers  
   •      Crusader who will defend an idea or ideal against attack  
   •      Win – win negotiator who sees opportunity in most problem  
   •      Energizer willing to be accountable for reaching powerful objectives      

   2.7    AVOIDING THE TRAPS 

 Creating a great collaboration in science does require both discipline and good 
judgment. Here are a few other key topics that will contribute to supporting 
and sustaining synergies within the research and development team:

   Vision and Value Proposition     All members of the initial team should 
outline a shared vision that will help align their work and the value they 
believe this will contribute.  

  Roles and Responsibilities     Clarity of knowing who will do what is essential 
to utilize people ’ s strengths in the most complementary way. It also pre-
vents territoriality from interfering with real work.  

  Use of Research Data     There should be no ambiguity about: How will data 
be shared? Who owns the output? What publication is expected? What 
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is the authorship sequence? Who owns the patents? What happens to 
derivative ideas and knowledge? What are the protocols for new people 
joining?  

  Joint Operating Principles     Bringing diverse groups together means creat-
ing a new, hybrid culture based on the norms and values of the many 
new people that will be engaged. Together they should create a charter 
or covenant that outlines (on one page) their rules of engagement and 
the key principles that will ensure trust.  

  Distant Collaborations     Unlike decades past, today many joint investiga-
tions occur among scientists stretched far across the globe. Often people 
have not actually met each other face to face. While social networking 
technology is getting better and better, it is strongly recommended by 
the most experienced collaborative innovators to spend some one - on -
 one time in person with each of the collaborators. (If this cannot be done, 
a personal telephone call is the next best approach.) During this encoun-
ter, be sure to discuss and come to an accord about personal objectives, 
concerns, trust builders and trust busters, personal mission and style, and 
quirks.  

  Misuse of Transactional Emails     In an age when electronic communication 
is fast and pervasive, it is tempting to handle every interaction with an 
email. Be cautious, as this is only half true. Ordinary transactions, such 
as setting up meeting times, sending reports, and exchanging information, 
are perfectly suited for emails. However, emails are a terrible means of 
managing interpersonal breakdowns, such as confl ict, anger, frustration, 
or disappointment. Do not use emails for this purpose, else you run the 
risk of massive escalation without resolution. If there is a personal 
problem, the best method for resolution is a face - to - face conversation 
where nonverbal communication can be discerned. If this is not possible, 
using the old - fashioned telephone is far superior to emails.  

  Poisoning Well of Trust     During negotiations to set up the collaboration, 
very often lawyers, deal makers, and contract managers will be involved 
in the negotiations. Beware of those who use adversarial methods to 
wrangle the best terms and conditions for their client. All too often their 
techniques will  “ poison the well of trust ”  for those who later have to 
make the collaboration work. If you see win – lose techniques being used 
during the negotiations process, call a halt to that type of action imme-
diately, else a large barrier will be erected between the prospective 
partners that may never be hurdled later.     

   2.8    CONCLUSION 

 Without a powerful commitment that fully embraces collaborative innovation, 
a research, discovery, or development team risks challenge without inspiration, 
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desire without a dream, drive without destiny, or falling into the abyss between 
what is real and what is possible. 

 In the larger perspective, all collaborative innovation in bio - medicine is 
challenged to utilize complex socio - technical systems to unravel the secrets 
embedded in intricate biological puzzles. 

 Complex systems, by their nature, are faced with two paths: either  evolve  
utilizing a synergistic set of functional interdependencies or  devolve  because 
of internal strife, entanglements, and dysfunctionality. Trust is a core determi-
native factor in the higher evolutionary path. 

 Complex human systems are uniquely different in nature specifi cally 
because humans are the only biological species capable of  “ inventing ”  itself —
 of using our collective intellect to innovate and create, to seek new answers 
to higher - order questions, and to build upon or interconnect technologies. 

 The course of history and the destinies of people are dependent on our 
ability to innovate collaboratively.  
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   3.1    INTRODUCTION 

 Over the last decade the biomedical research community has undergone sig-
nifi cant changes with respect to the mechanisms and models used to conduct 
scientifi c research. These changes have been spurred largely by the shift in the 
research paradigm that drives drug research and development (R & D) coupled 
with the accelerated pace of emerging technologies. 

 For several decades the pharmaceutical industry has employed a  “ closed 
model ”  which was underpinned by two premises: (1) discovering and develop-
ing new drugs and (2) patenting those drugs in order to gain a monopoly on 
the profi ts of the newly developed drug. Since the development of a monopoly 
is based on capturing exclusive intellectual property right (e.g., patent exclusiv-
ity or exclusive licenses), this traditional model is competitive and inherently 
discourages the use of collaborative mechanisms. 

 While historically yielding high rates of return on investment, this closed 
model of R & D has been encumbered by increasing development costs and 
regulatory hurdles. For example, the average cost of developing a new drug in 
2002 was $800 million, while the 2006 study from the U.S. Federal Trade 
Commission estimated costs of new drug development ranging from $500 
million to $2 billion  [1] . 

 The decline in the U.S. economic status coupled with the escalating cost of 
drug development has forced the pharmaceutical industry, as well as the bio-
technology and diagnostic industries, to reevaluate the traditional  “ solo ”  
model of conducting research — and has led to the emergence of nontraditional 
partnerships and collaborative models. This chapter will introduce the con-
cepts of modern partnerships and will describe some of the current partnership 
models that are being used to conduct collaborative scientifi c research.  

   3.2    IMPORTANCE OF PARTNERSHIPS 

 The concept of working collaboratively to advance scientifi c research efforts 
is not a new idea. However, the notion of collaborating within the scientifi c 
research arena through the twentieth century had been limited to the sharing 
of reagents and/or tools — mice, cell lines, antibodies, and so on. These tradi-
tional  “ partnerships ”  were generally the result of scientists sharing their curi-
osity for a particular scientifi c question and recognition that there may be 
some value in sharing controlled amounts of information to advance that 
shared research interest. 

 While traditional partnerships were successful in bringing together research-
ers sharing common research goals, they were limited in both scope and out-
comes. Additionally, these early efforts to collaborate were limited to academic 
researchers and rarely, if ever, involved the industry sector. 

 Multisector partnerships are relatively new and are still largely competitive 
versus precompetitive (see Section  3.3.1 ) in their structure. However, many of 
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the multisector consortiums developed over the last fi ve years are precompeti-
tive in their design, and many of the consortium outcomes and results are 
aimed at developing public resources and/or placing information into the 
public domain.  

   3.3    CONSORTIA MODEL 

 A consortium can be envisioned as a multistakeholder effort developed in 
order to undertake a large - scale initiative that no single entity could achieve 
alone. In general, a consortium can be distinguished from a partnership based 
on the scope and size of stakeholders. However, the underlying concepts of 
leveraging resources, sharing cost and risk, and increasing intellectual input 
exist in both the basic partnership model and the consortia model. 

 One distinguishable element of any collaborative effort is whether or not 
the initiative will be structured as a competitive or precompetitive initiative. 
While there is no exact formula for building a precompetitive collaboration, 
a hallmark shared by all precompetitive efforts is that the outcomes of the 
initiative will benefi t the scientifi c community at large — as opposed to merely 
benefi ting the participants to the effort. 

 A second distinguishing element of the consortia model is that a more 
diverse stakeholder group is involved. Increasingly, U.S. government agencies 
such as the National Institutes of Health (NIH) and the Food and Drug 
Administration (FDA), nonprofi t organizations, and others are joining with 
academic and industry researchers to further their individual mandates and 
missions. 

 The decision for a government agency or any other entity to join a consor-
tium goes much further than whether the effort will be competitive or pre-
competitive (e.g., will public resources be generated as a result of the 
consortium ’ s work). When the government agency decides to participate in a 
consortium or other partnership, there must be careful consideration of all 
aspects of its involvement, including (1) whether the mission of the consortium 
aligns with the mission of the agency, (2) whether the use of the agency ’ s 
resources in the consortium is justifi ed, (3) whether the agency ’ s involvement 
in the consortium will be the subject of public controversy, for example. 

 Regardless of whether or not a consortium is a public – private partnership 
(e.g., government is a participant) or a private – private partnership or a public –
 public partnership (e.g., only government participants), a successful consor-
tium will always set forth at its inception the mission, policies, governance 
structure, and expectation of partners, at a minimum. However, as with any 
large - scale collaboration, perceived and inherent barriers exist that must be 
overcome. Examples of perceived barriers include:

    •      Concerns that by sharing data and information a company might give 
away information that could someday generate profi ts (e.g., loss of intel-
lectual property)  
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   •      Concern that antitrust laws might prohibit sharing and collaboration or 
that lack of an adequate antitrust policy might put the companies in legal 
jeopardy  

   •      Concern about the loss of intellectual property rights to drug develop-
ment programs, for example, by sharing data on the safety of a compound, 
a company inherently discloses its commitment to commercialize a 
related class of compounds  

   •      Concern about liability, for example, who is responsible if the work is 
done by another company and outside the control of their organization 
(e.g., who will manage the work)  

   •      Who will be responsible for governance issues  
   •      Who will perform the work and how the work will be divided  
   •      Who will fund the collaborative work  
   •      Who will benefi t from the collaborative work    

 One successful mechanism for addressing many of the above concerns is to 
establish a complete set of policies and procedures in advance of commencing 
the partnership. This preemptive approach allows potential consortium part-
ners to understand both the rewards and expectations associated with their 
involvement. A unifi ed understanding of the expectations, outcomes, policies 
and procedures, governance structure, and so on, affords the consortium the 
greatest opportunity for success. 

 While there are often many good reasons for a stakeholder to join a con-
sortium, the decision to join or not join ultimately rests with an analysis of 
several factors and a determination of whether or not there is adequate align-
ment of their interests with the other stakeholders to justify participation. 

   3.3.1    Precompetitive Models 

 Precompetitive collaborations can be defi ned in several ways, for example, as 
 “ pertaining to the time during research and development in which there is 
collaboration but no competition ”   [2]  or  “ open collaborations between com-
panies that usually are intellectual property (IP) competitors ”   [3]  or  “ early 
stages of research that benefi t all [stakeholders] ”   [4] . More particularly, 
Webster ’ s defi nes the term  precompetitive research and development  as  “ non -
 competitive, cooperative research and development which leads the way to 
full scale competitive development in the future by addressing key require-
ments of new technology for the low - cost realization of [independent business 
concern] IBC equipments and services ”   [4] . 

 Regardless of the precise defi nition employed the general thinking is the 
same —  to work collaboratively in the fi rst instance in order to expedite the gen-
eration of resources (e.g., tools, data, specimens) that each stakeholder (e.g., 
academia, industry, nonprofi ts) can use to drive the success of that organiza-
tion ’ s commercial products.  
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 For the drug development industry, the competitive space is focused on the 
marketing of proprietary therapeutic agents that meet with regulatory approval 
for on - label treatment, as such the opportunity to share the cost and risk of 
upstream research affords the pharmaceutical companies a precompetive 
opportunity. Of course, the IP constraints associated with the precompetitive 
effort must be carefully considered so as to not create a barrier for down-
stream commercialization. 

 Since the commercial benefi t of diagnostic and biotechnology companies is 
further upstream than the pharmaceutical companies, the ability to create 
precompetitive opportunities is more challenging. However, the goal of deter-
mining relevant precompetitive opportunities for any company is to identify 
mechanisms for discovering or developing fundamental knowledge and out-
comes that drive a net positive return on investment for the company ’ s com-
petitive products. 

 The concept of precompetitive collaboration has been recognized as a suc-
cessful strategy for accelerating drug development by U.S. and European regu-
latory agencies through their participation in several initiatives. For example, 
the FDA is a founding member and active participant in several precompeti-
tive consortia, including the Critical Path Institute (C - Path), Predictive Safety 
Testing Consortium (PSTC), and the Biomarkers Consortium (BC) (see 
Section  3.4  for the details of each initiative). In May 2010, the FDA and the 
European Medicines Agency (EMA) concluded the fi rst joint precompetitive 
qualifi cation process for biomarkers. 

 More particularly, this FDA – EMA initiative involved a joint effort to con-
sider use of renal toxicity markers proposed by the PSTC and involved the 
participation of 16 pharmaceutical companies. This unprecedented sharing of 
data by multiple pharmaceutical companies has served to test a joint FDA –
 EMA data submission process to receive, review, and approve new methods 
as qualifi ed for use in drug development. Through the joint process, the PSTC 
submitted a single (preclinical) biomarker data application to both regulatory 
agencies and then met jointly with scientists from both the FDA and EMA to 
discuss the details of the submission and to address any scientifi c questions 
posed by the regulators. Each regulatory agency then reviewed the application 
and made independent decisions on use of the new biomarkers. 

 The leveraging of contributions and risks with appropriate partners 
improves the chances for positive outcomes and reduces the risk of invest-
ment. As such, there is likely an opportunity for most commercial stakeholders 
to fi nd benefi ts in the precompetitive space, though it may take some looking.   

   3.4    EXAMPLES OF SUCCESSFUL LARGE - SCALE PARTNERSHIPS 

 The emergence of large - scale partnerships exemplifi es the industry ’ s recogni-
tion that the  “ old model ”  for conducting scientifi c research needs to be recon-
sidered. Whether done in a precompetitive fashion or using a controlled 
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competitive model, the need to collaborate is being embraced by the scientifi c 
community. 

 As evidence of acceptance, several large - scale partnerships have emerged 
over the last fi ve years, which demonstrate the utility and sensibility of leverag-
ing resources to (1) share cost and risk among the research community, (2) 
develop standards to achieve more accurate measures of research, and (3) 
expedite the advancement of scientifi c knowledge, for example. 

 Below are examples of large - scale partnerships that have proven successful 
to advance research efforts. Some of these exemplar partnerships are private –
 private (involve only privately held companies/organizations), while others 
include one or more government entities — thus termed public – private part-
nerships. The PSTC and BC are two examples of U.S. - led large - scale consortia. 
Examples of large - scale European initiatives include the Innovative Medicines 
Initiative Undertaking (IMI) (see Chapter  4 ), the European Personalized 
Medicine Association (EPEMED), and the Pistoia Alliance (see Chapter  1 , 
 http://www.pistoiaalliance.org/overview ). Sections  3.4.1  –  3.4.4  provide detailed 
descriptions of existing large - scale consortia. 

   3.4.1    Predictive Safety Testing Consortium 

 The PSTC is a unique public – private partnership led by the nonprofi t C - Path. 
The mission of the PSTC is to bring together pharmaceutical companies to 
share and validate each other ’ s safety testing methods under advisement 
of the FDA and its European counterpart, the EMA. The goal of the PSTC 
is depicted in Figure  3.1  and can be summarized as an attempt to  “ create a 
productive environment among private sector competitors while balancing 
their needs with those of the FDA, academic scientists, and the public 
health ”  ( http://www.c-path.org/consortia.cfm ).   

 The 16 industry members of the PSTC share internally developed preclini-
cal safety biomarkers in fi ve workgroups: carcinogenicity, kidney, liver, muscle, 
and vascular injury. For more detail see  http://www.c - path.org/pstc.cfm .  

   3.4.2    Biomarkers Consortium 

 The BC is a precompetitive public – private partnership managed by The 
Foundation for the NIH (FNIH) and the three founding members, the NIH, 
the FDA, and PhRMA (the trade organization for the U.S. pharmaceutical 
industry). In addition to the founding members of the consortium other part-
ners in the consortium include the Centers for Medicare  &  Medicaid Services 
and the Biotechnology Industry Organization. The genesis for the BC was 
initially with PhRMA, which in discussions with the NIH and the FDA realized 
the need for robust and meaningful biomarkers, well characterized for use and 
widely available to the research community  [7] . 

 The BC is the largest public – private consortium to date with participation 
from a variety of stakeholders, including government, industry, academia, 
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patient advocacy, and other nonprofi t organizations. This multistakeholder 
consortium was launched in October 2006 with the mission of joint discovery, 
development, and qualifi cation of biomarkers. More specifi cally, the BC ’ s 
products and outcomes include (1) identifi cation and execution of cross -
 sectoral biomarker projects, (2) publications, and (3) cross - sector familiariza-
tion, increased trust, new approaches to collaboration, and improved cultural 
competency among the more than 60 participating organizations, agencies, and 
companies. 

 One hallmark of the BC is that there is an absolute requirement that the 
founding members participate in  all  activities and at every level (e.g., executive 
and steering committees, project teams and subteams, and work groups) of 
the BC. 

 To date, the consortium has implemented 10 projects in areas such as 
Alzheimer ’ s disease, cardiovascular disease, and cancer imaging; a number of 
other promising projects are also moving forward for implementation. The BC 
completed its fi rst project, titled  “ Evaluate the Utility of Adiponectin as a 
Biomarker Predictive of Glycemic Effi cacy by Pooling Existing Clinical Trial 
Data from Previously Conducted Studies ”  (adiponectin study) in 2009. 

 The results from the adiponectin study were published in June 2009  [4] . 
Conducted entirely via in - kind contributions from F. Hoffman LaRoche, 
GlaxoSmithKline, Merck  &  Co, and Quintiles Translational Corporation, the 
project involved aggregating data from clinical trials of peroxisome proliferator -
 activated receptor (PPAR) agonists at GlaxoSmithKline, Eli Lilly, Merck, and 
Roche. These pooled data were then subjected to analysis by statisticians at 

     Figure 3.1     Schemata of relationships of stakeholder groups for PSTC.  
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Quintiles and at the National Institute of Diabetes and Digestive and Kidney 
Diseases (NIDDK). Among the project ’ s results was evidence that adiponectin 
is a robust predictor of glycemic response to PPAR agonists in type II diabetes 
patients and that adiponectin has potential utility across the spectrum of 
glucose tolerance. Despite the challenges overcome by this project, the most 
important lesson learned is that cross - company precompetitive collaboration 
is a feasible robust approach to biomarker qualifi cation  [4] . Additionally — and 
equally important — this project served as a positive demonstration that cross -
 company collaboration is a feasible and powerful approach to biomarker 
qualifi cation. For more detail see  www.biomarkersconsortium.org .  

   3.4.3    Alzheimer ’ s Disease Neuroimaging Initiative 

 Launched on October 1, 2004, the Alzheimer ’ s Disease Neuroimaging Initiative 
(ADNI) is the NIH ’ s largest public – private partnership focused on brain 
research and designed to gather and analyze thousands of brain scans, genetic 
profi les, and biomarkers in blood and cerebrospinal fl uid (CSF). 

 This large - scale initiative was initially designed as a fi ve - year research 
project aimed at defi ning biomarkers for use in clinical trials to determine the 
best way to measure treatment effects of Alzheimer ’ s disease (AD), but the 
goal has been expanded to using biomarkers to identify AD at a predementia 
stage. ADNI involves scientists at 59 research centers, 54 in the United States 
and 5 in Canada. There are over 800 participants comprised of 200 with AD, 
400 with mild cognitive impairment (MCI), and 200 with normal cognition. 
The success of this initial study has led to the launch of a  phase 2  of ADNI in 
the spring of 2010. 

 The overall goal of ADNI is to defi ne the rate of progress of mild cognitive 
impairment and AD, to develop improved methods for clinical trials in this 
area, and to provide a large database which will improve design of treatment 
trials. A secondary, long - term expectation is that the results of this project will 
provide information and methods which will help lead to effective treatments 
for AD, leading to effective prevention. 

 The ADNI project was originally funded by the government for $60 million, 
with $40 million from the National Institute on Aging (NIA) and National 
Institute of Bioimaging and Bioengineering (NIBIB), which was leveraged 
with $20 million from the pharmaceutical industry and several foundations. 

 A hallmark of ADNI is that there is public access of the clinical and imaging 
data through the ADNI website and a parallel website at the Laboratory of 
Neuroimaging, making this a true  “ precompetitive ”  consortium. 

 A second important aspect of ADNI is it is governed by a steering commit-
tee comprised of the principal investigators (PIs), all funded core leaders, all 
site PIs, representatives of the NIH and FDA, and representatives of the com-
panies contributing funding (observers only). Together with the Executive 
Committee and the Industry Scientifi c Advisory Board, these bodies ensure 
that the ADNI project adheres to the study design and methodology laid out 
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in the grant submission. The highly developed structure of ADNI has helped 
to assure the success and productivity of this landmark public – private partner-
ship (PPP). Figure  3.2  depicts the multiple levels of oversight and the elaborate 
organization that has enabled this PPP to be regarded as a successful example 
of a large - scale consortium. For more detail see  www.loni.ucla.edu/ADNI  and 
 www.adni - info.org .    

   3.4.4    Osteoarthritis Initiative 

 The Osteoarthritis Initiative (OAI) is a multicenter, longitudinal, prospective 
observational study of knee osteoarthritis. The initiative is coordinated by the 
NIH ’ s National Institute of Arthritis and Musculoskeletal and Skin Disease 
(NIAMS) and the NIA. The overall goal of the OAI is to develop and put into 
the public domain a research resource to expedite the evaluation of biomark-
ers for osteoarthritis as potential surrogate endpoints for disease onset and 
progression. 

 To support the initial efforts of NIAMS and NIA, a public – private consor-
tium was established in 2002 to allow industry an opportunity to participate 
in this initiative. The OAI consortium leverages public funding from the NIH 

     Figure 3.2     Schemata of organizational structure of Alzheimer ’ s Disease Neuroimaging 
Initiative (ADNI).  
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with private funding from several pharmaceutical company partners 
(GlaxoSmithKline, Merck  &  Co., Novartis, and Pfi zer) and is managed by 
the FNIH. 

 The overall goal of the OAI is to generate an unparalleled, state - of - the - 
art database that is capable of explaining the natural progression of osteoar-
thritis and providing relevant information on imaging and biochemical 
biomarkers as well as outcome measures for osteoarthritis. Originally designed 
as a seven - year project, the success of this consortium led to a second genera-
tion of the OAI, which is presently under development. For more detail 
see  http://oai.epi - ucsf.org/datarelease/  and  http://www.niams.nih.gov/Funding/
Funded_Research/Osteoarthritis_Initiative/default.asp .   

   3.5    OPPORTUNITIES FOR COMPUTATIONAL BIOLOGY 
RESEARCH PARTNERSHIPS 

 While some areas of research have been quicker to embrace the use of large -
 scale partnerships to advance individual research interests, the fi eld of com-
putational biology seems to be slow in warming up to this new model. As a 
result, to date the most successful large collaborations in computational 
biology have been run as  “ divide - and - conquer ”  strategies, as opposed to a 
 “ too - many - cooks - in - the - kitchen ”  scenario of shared analyses. As such, existing 
collaborative tools in our experience do not go much beyond teleconferencing, 
screen sharing/multicasting (e.g., via Virtual Network Computing [VNC]), and 
document editing (e.g., wikis). Over the last two decades, the accelerating pace 
of technological progress has generated a massive volume of biomedical data, 
opening a new era of life science investigation. For example, recent technical 
advances in the fi eld of microarrays have produced considerable quantities of 
gene expression and metadata associated with various human diseases and 
conditions. The ongoing evolution of new technologies required computa-
tional methodologies to evolve in parallel. 

 As a result of this evolution, collaborative initiatives in computational 
biology have started to emerge to address the unique challenges arising in the 
fi eld. In particular, an area that received special attention was the establish-
ment of standards for data storage and data management. An illustrious 
example is given by the Minimum Information About a Microarray Experiment 
(MIAME) consortium, which outlines the content and structure of the neces-
sary information required for recording and reporting microarray - based gene 
expression data  [8] . The guidelines provided by MIAME include the standards 
for the raw data (e.g., Affymetrix CEL or GenePix GPR fi les), the processed 
(normalized) data, the sample annotations, the experimental design, the anno-
tation of the array, and the laboratory and data processing protocols  [8] . 

 Similar examples of collaborative efforts to develop and agree on common 
vocabularies and standards include the International Health Terminology 
Standards Development Organization, which developed, maintains, and pro-
motes suitable standardized clinical terminologies, notably SNOMED  [9] . 
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 Furthermore, the Human Proteome Organization Proteomics Standards 
Initiative (HPO - SI) has helped enable the development of unifi ed standards 
for proteomics. Through a collaborative model, HPO - SI has had an integral 
role in the development, publication, and adoption of several new interchange 
formats, commonly accepted terminologies, and data standardization, and 
presents a view on developments and policy. Additionally, repositories to 
support the HPO - SI formats are readily being established, while minimum 
reporting requirements have been developed and submitted for journal pub-
lication after prolonged exposure to community input via the PSI website  [11] . 

 Building off the standards developed by the PSI - MI, several public interac-
tion databases came together to establish the International Molecular 
Interaction Exchange (IMEx) consortium ( http://imex.sf.net ). The IMEx con-
sortium is an international collaboration among several public interaction data 
providers all agreeing to share curation efforts and to:

    •      Develop and work to a single set of curation rules when capturing data 
from both directly deposited interaction data and publications in peer -
 reviewed journals  

   •      Capture full details of an interaction in a  “ deep ”  curation model  
   •      Perform a complete curation of all protein – protein interactions experi-

mentally demonstrated within a publication  
   •      Make interaction available in a single search interface on a common 

website  
   •      Provide the data in standards compliant download formats  
   •      Make all IMEx records freely accessible under the Creative Commons 

Attribution License    

 One additional example of the standardization efforts is the Minimum 
Information About a Proteomics Experiment (MIAPE) guidelines, which are 
aimed at the establishment of  “ MIAPE - compliant ”  reporting  [12] .  

   3.6    CHALLENGES AND OPPORTUNITIES IN 
COMPUTATIONAL BIOLOGY 

   3.6.1    Open - Access Repositories 

 Due to the large amount of genomic data accumulated, the need for publicly 
available data repositories arose for collecting the data generated by the 
various research groups. This need, for example, is fi lled in North America by 
the Gene Expression Omnibus (GEO), developed by the National Center for 
Biotechnology Information (NCBI)  [13] ; in Europe by ArrayExpress, devel-
oped by the European Bioinformatics Institute (EBI) ( http://www.ebi.ac.uk/
microarray - as/ae ); and in Japan by the Center for Information Biology Gene 
Expression database (CIBEX), developed by the DNA Data Bank of Japan 
(DDBJ) ( http://cibex.nig.ac.jp ). These repositories were established to store 
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MIAME - compliant gene expression data. Proteomics data repositories have 
also been developed, including the Global Proteome Machine Database 
(GPMDB) ( http://gpmdb.thegpm.org ), the Proteomics Identifi cations 
Database (PRIDE)  [14]  and PeptideAtlas  [15] . 

 Due to these efforts, investigators from various fi elds, including biomedical 
sciences and computational biology, can access public data repositories to 
enhance their research. For example, Lukk and colleagues constructed a global 
gene expression map based on data corresponding to over 5000 samples from 
206 studies from 163 laboratories they obtained from GEO and ArrayExpress. 
These large - scale studies would have required huge collaboration efforts and 
most likely would not have been possible without public data repositories. 
Other benefi ts also include the possibility of validating results in an external 
cohort of subjects that were made public in one of these databases. More 
importantly, smaller laboratories that do not have the resources to collect their 
own samples and generate gene expression data now have the capability of 
using publicly available data to make important discoveries. 

 Many journals, including the  New England Journal of Medicine , require the 
posting of the data before a manuscript is even considered for review to be 
accepted for publication. The benefi t of this is that other researchers can rep-
licate published results and build on the published work. The drawback is that 
when collaborating with pharmaceutical or other companies/institutions that 
would like to further mine the data before releasing it to the world, it might 
make it impossible to submit the manuscripts to the journals of choice.  

   3.6.2    Data Storage and Management 

 One of the requirements of collaborating within the fi eld of computational 
biology is the need to merge data from the different groups. This means not 
only the storage of the data but also proper management such that data can 
be merged and queried seamlessly. Storing data from collaborators might only 
require extra hard drive space, but in most cases it entails far more. Usually 
data security involving multitier login - based access to the data is needed. If 
data are on human subjects, data anonymity is also a must. Although there are 
guidelines for data storage and management of transcriptomics and proteomics 
data, metadata might need to be addressed in a different matter. In most cases, 
metadata collected by different research groups cannot be merged very easily. 
It might require building a new database and fi nding relations between the 
different sources in such a way that joining of the tables in the different 
schemas or databases can be performed. 

 The establishment of standards enabled the development of new data man-
agement and data analysis tools to support collaborative and multidisciplinary 
studies. For example, MicroGen is a Web system used to store, manage, and 
exchange data characterizing spotted microarray experiments according to the 
MIAME standards  [17] . Similar examples are EDGE(3) for Agilent two - color 
microarray experiments  [18] , MARS (Microarray Analysis and Retrieval 



DISCUSSION 51

System) for multicolor microarray data  [19] , MiMiR for Affymetrix microar-
ray and potentially other  - omics technologies  [20] , EMMA 2 for spotted arrays 
and synthesized oligo arrays  [21] , and RAD  [22] . 

 Overall, the development of these new tools demonstrated the increasing 
need in the fi eld to establish a shared and fl uid dialogue among multidisci-
plinary actors from the beginning of a study and to collect and exchange 
effi ciently detailed information on the experimental and computational pro-
cedures related to collaborative studies.   

   3.7    TOOLS FOR INNOVATION IN COMPUTATIONAL BIOLOGY: 
 B IO C ONDUCTOR AND  R  SOFTWARE 

 Bioconductor is an open - source software developed specifi cally for the mining 
of genomic data ( http://bioconductor.org ), but it now contains methods that 
can be applied for the analysis of other  “ omic ”  data too. It has a large collec-
tion and selection of statistical and bioinformatics methods, thus providing 
great fl exibility in data analyses. Bioconductor is also an open development 
software project for computational biology and bioinformatics  [23] , and many 
researchers who develop new data analysis, data mining, and other related 
methods can create a package within this environment which is then made 
publicly available. These packages contain the methods (functions) and a 
description of what they do and how they can be used. The Bioconductor 
packages run under R, a free software environment for statistical analysis, 
computing, and graphics ( http://www.r - project.org/ ). 

 Bioconductor aids computational biology collaboration in three ways. First, 
it supports virtual collaborations since the new methods developed for data 
mining are freely available in this environment by the method creators and 
are used by statisticians, bioinformaticians, computational biologists, and 
others. Second, different statistical technique developers can work together in 
building a comprehensive tool for data analysts. Third, Bioconductor allows 
different computational biology groups to use the same methods for free and 
analyze data in exactly the same way, share analysis tasks, and/or reproduce 
each other ’ s work. 

 Bioconductor is one example of the tools that will help spur the continued 
efforts for collaborative research in computational biology.  

   3.8    DISCUSSION 

 The material covered in this chapter sets forth and demonstrates the important 
role that collaborative efforts can, and should, play in biomedical research. As 
demonstrated by large - scale initiatives such as the BC, the consortia model is 
a valuable mechanism for leveraging resource, sharing cost and risk, and 
increasing the intellectual capacity of a scientifi c research effort. As individual 
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stakeholders learn more about how these structures can provide  “ value - added ”  
benefi ts for their own personal mission — and continue to see demonstrations 
of the success of research consortia — the interest in and acceptance of large -
 scale partnerships should continue to grow. 

 As with any successful partnership, there must be a  “ meeting of the minds, ”  
or at the very least a clear understanding of: Why each partner is involved. 
What each partner looks to get out of the collaboration. What policies and 
procedures must be in place to assure that each partner ’ s mission and goals 
are achieved through the partnership ’ s activities. 

 Like other areas of biomedical research, the fi eld of computational biology 
has much to benefi t from breaking out of the traditional model of collabora-
tion and exploring the possibilities that large - scale collaborations can provide 
each stakeholder.  
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   4.1    INTRODUCTION 

 Over the past decade there has been an enormous increase in the number and 
range of precompetitive collaborations between pharmaceutical companies, 
biotechnology companies, non - for - profi t organizations, and academia. Yet pre-
competitive research still represents only a small fraction of the research effort 
and funding that are expended by pharmaceutical and biotechnology compa-
nies. In part this is because traditionally pharmaceutical companies were 
fi ercely competitive and many of these precompetitive collaborations are rela-
tively recent. It is timely to assess what the drivers for change were, what 
obstacles may still be present, what lessons can be learnt from existing pre-
competitive efforts, and what the future of precompetitive research might be. 

   4.1.1    Defi nition of Precompetitive Research 

 It is useful to have an agreed - upon defi nition of precompetitive research 
together with an appreciation of how it differs from other approaches in a 
more open pharmaceutical research and development (R & D) framework. 
Although precompetitive research has been defi ned as competitors sharing 
early stages of research that benefi t all  [1] , Janet Woodcock has more recently 
defi ned precompetitive research as  “ a subset of translational research that is 
focused on improving the tools and techniques needed for successful transla-
tion, and not on development of a specifi c product ”   [2] . 

 A comparison of various forms of collaborative sourcing efforts is shown 
in Table  4.1 . It can be seen from this that there are clear distinctions between 
these approaches and that the working defi nition proposed above for precom-
petitive research is a useful one that distinguishes it from some of the other 
types of collaborative activity, such as crowdsourcing. It also follows from this 
that some areas, such as safety science, can adopt a precompetitive agenda 
more readily than others, for example, developing new targets in a particular 
disease area. However, in looking to the future, the areas for precompetitive 
collaboration could be greatly expanded (see Section  4.4 ).    

   4.1.2    Drivers for Change 

 Ten years ago there were far fewer precompetitive collaborations than at 
present. Pharmaceutical companies were still yielding high profi ts and growth 
for their investors, the biotechnology bubble had yet to burst, and academic 
biomedical research was, in general, well funded in the United States and 
Europe. In the last decade, there has been a dramatic change in the fi nances 
of large pharmaceutical companies and biotechnology companies. The need 
for increased spending on pharmaceutical R & D, aligned with a lack of con-
comitant success in terms of new product approvals, has been well documented 
and discussed earlier in this volume. The cost of developing a new drug, includ-
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ing the cost of failed compounds, is now in excess of $1 billion  [3, 4] . For the 
industry to remain fi nancially viable, either more compounds must make it to 
the market or the industry has to fi nd ways to reduce the cost of failure. Both 
of these approaches can benefi t from precompetitive collaboration. The major 
causes of failure of compounds today are unexpected toxicity in animals and 
humans and lack of effi cacy in early -  or late - phase clinical studies. In order to 
tackle these issues, the industry needs more predictive biomarkers for early 
detection of toxicity as well as developing better technologies to ensure the 
effi cient translation of early research into clinical effi cacy. In most cases no 
one company has suffi cient data to be able to address these questions or 
expend the time and fi nancial or other resources in developing these new 
technologies and tools. Additionally, although companies still fund academic 
centers, they are expecting a greater degree of value creation from such col-
laborations. Governments are also seeking greater signs of economic return 
on their biomedical research funding, providing further stimuli to industry –
 academic interaction. This academic – industry interface is the subject of a 
subsequent chapter, but there are lessons to be learnt from precompetitive 
collaborations which can apply to many types of collaborations. It is clear that 
the more traditional model of companies doling out large sums of money 
to academics and remaining distant from the subsequent science that the 

  TABLE 4.1    Comparison of Mechanisms to Explore More Open Approach to  R  &  D  

   A patent pool  is an agreement between two or more patent owners to license one or 
more of their patents to one another or third parties. A patent pool allows 
interested parties to gather all the necessary tools to practice a certain technology 
in one place, e.g.,  “ one - stop shopping, ”  rather than obtaining licenses from each 
patent owner individually.  

   Precompetitive research  consists of basic or applied research and can include part of 
the development phase. At the precompetitive stage, research results are not 
immediately marketable even thought they are the basic tools for creating new 
products and processes.  

   Crowdsourcing  is the act of taking a job traditionally performed by a designated 
agent (usually an employee) and outsourcing it to an undefi ned, generally large 
group of people in the form of an open call.  

   Creative commons  — ownership is retained by the originator, but they allow others to 
use the ideas/concepts/patents on the conditions the originator specifi es. In many 
cases, there will be no rights and the information will be placed for free access in 
the public domain.  

   Open source  refers mainly to software that is distributed with its source code so that 
end - user organizations and vendors can modify it for their own purposes. Most 
open - source licences allow the software to be redistributed without restriction 
under the same terms as the licence.  

   Open innovation  is the use of targeted infl ows and outfl ows of knowledge across 
organizational boundaries to accelerate internal innovation and to expand markets 
for the external use of innovation.  
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company ’ s money funds is unlikely to be more successful than it has in the 
past. New ways of working with the intellectual input, expertise, and resources 
of both sides being valued should have a better chance of creating innovative 
medicines through increasing effi ciency and better harnessing of emerging 
scientifi c knowledge. 

 The public sector can also provide an impetus for change. Over the past 
decade there has also been a realization by governments and funding agencies 
that the failure of the industry to address some of the most serious health care 
challenges such as the diseases of old age (e.g., dementia, cardiovascular 
disease) will have serious economic consequences for society both in the 
developed and the developing world. Therefore governments and agencies 
have, in different ways, sought to encourage the precompetitive agenda. 
Examples include the Innovative Medicines Initiative (IMI) in Europe, the 
Critical Path Institute (CPI) in the United States, and precompetitive funding 
[e.g., The Structural Genomics Consortium (SGC)  http://www.thesgc.com ] by 
organizations such as the Wellcome Trust  [5 – 7] . 

 Another driver that is not often explicitly mentioned is that of transparency. 
The industry needs to build confi dence and trust with a variety of stakeholders, 
including the general public. Precompetitive consortia, if publicized appropri-
ately, can do much to enable dialogue with patients, regulators, and others, 
which should lead to increased understanding and communication as well as 
increased trust  [5] .   

   4.2    EXAMPLES OF PRECOMPETITIVE CONSORTIA 

 Many different models exist for precompetitive consortia and a number of 
consortia exist (see the Appendix). Two established consortia are described 
below, but a number of recent initiatives have been announced in both the 
developed and the developing world. In February 2010 Lilly, Merck, and Pfi zer 
announced that they would share data, through an independent organization, 
the Asian Cancer Research Group, on pharmacogenetic data related to lung 
and gastric cancers. GlaxoSmithKline (GSK) set up a patent pool in 2009 to 
facilitate access to intellectual property (IP), industrial expertise, and tech-
nologies to stimulate research into neglected tropical diseases. This pool was 
joined by Alnylam Pharmaceuticals and administered by BIO Ventures for 
Global Health. The Massachusetts Institute of Technology and South Africa ’ s 
Technology Innovation Agency joined the initiative, now known as the Pool 
for Open Innovation against Neglected Tropical Diseases, in 2010. In order to 
support researchers, GSK also set up laboratories for their use at its research 
center in Tres Cantos, Spain. More recently the data from screens for inhibitors 
of  Plasmodium falciparum , the protozoa that is responsible for malaria, were 
put into the public domain  [8 – 10] . 

 The two initiatives described below are both public – private partnerships 
(PPPs) where industry is collaborating precompetitively. They differ in scale, 
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scope, and location, but they demonstrate how such large collaborations can 
be successfully established. 

   4.2.1    Innovative Medicines Initiative 

 The IMI was offi cially established by the European Commission and EFPIA, 
the European Federation of Pharmaceutical Industry Associations, in 2007 and 
is therefore relatively new. The dialogue for this initiative started in 2004 when 
the commission approached the Research Directors Group (RDG) of the 
EFPIA and asked them what the bottlenecks were in the drug discovery and 
development process and how the commission could stimulate research in 
Europe to address these. The RDG worked with the commission and various 
stakeholder groups, including academia, biotechnology companies, and 
patients, to draw up a strategic research agenda from which the topics for 
research funding would be drawn. A pilot project bringing companies and 
researchers together in two areas, safety pharmacology and neurodegenera-
tion, was also funded under the Framework VI Programme to identify some 
best practices and issues that might arise in collaborations of this nature 
( http://www.innomed - addneuromed.com ). 

 Collaborations of this scale required a new funding mechanism — one that 
could be used across a range of industries, not just the pharmaceutical industry. 
Such a new funding vehicle was established by the European Commission —
 the Joint Technology Initiatives (JTIs). The JTIs were a new way of realizing 
PPPs in research at the European level that were released as part of the 
Framework VII Programme for Research, Development and Demonstration. 
They were intended to support transnational cooperation in fi elds of key 
importance for industrial research  [11] . 

 The overarching objective of the IMI was to promote Europe as the most 
attractive place for pharmaceutical R & D, thereby enhancing access to innova-
tive medicines for patients with a key deliverable of the provision for new 
tools and methodologies to remove major bottlenecks in drug development. 
It is one of the largest biomedical research initiatives in the world with a con-
tribution of  € 1 billion from the European Commission which is being matched 
by a contribution of  € 1 billion from the EFPIA and its member companies. 
What makes it unique is that the industry contribution is primarily given as 
 “ in - kind contribution. ”  This can be in the form of reagents, personnel, clinical 
data and samples, preclinical data and samples, and so on. The money from 
the commission goes to fund the work of participating academic groups, small -  
to medium - sized biotech companies (SMEs), and other participants such as 
patient groups. The main focus of the research is on developing and validating 
new techniques and methods to enhance the prediction of safety and effi cacy 
of new medicines. This is underpinned by better knowledge management that 
will provide the necessary data pooling and data processing. Education and 
training programs will ensure a workforce in Europe that is more skilled for 
the future needs of this sector  [12] . This is shown schematically in Figure  4.1 . 
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The initial strategic research agenda was approved by the IMI governing 
board meeting on March 3, 2008, and is available on the IMI website.   

   4.2.1.1    Governance     The governing and management structure of the IMI 
consist of several bodies and committees, as shown in Figure  4.2 . The offi cial 
legal entity formed by the EFPIA and the EC is called the IMI Joint 
Undertaking (JU) and is responsible for implementation of the IMI program. 
It is comprised of the IMI executive offi ce, the IMI governing board, and the 
IMI scientifi c committee.   

 The executive offi ce is really a neutral third party with three main 
functions:

     Figure 4.1     Schematic showing key areas where IMI activity will impact R & D process.  
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     Figure 4.2     Governance structure of IMI.  
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    •      Implementation of all programs and activities in the best interest 
(common interest) of all stakeholders  

   •      Financial accountability for the use of the funds from both industry and 
the commission  

   •      To ensure fair and reasonable conditions for optimal knowledge exploita-
tion and dissemination    

 The governing board is the main decision - making body of the IMI JU and 
has overall responsibility for the operations of the undertaking and oversight 
of the implementation of its activities, ensuring their alignment with IMI 
objectives. The governing board is composed of 10 board members represent-
ing equally the two founding members of the IMI JU: 5 from the European 
Commission, representing the European Community, and 5 from EFPIA, 
representing the pharmaceutical industry in Europe. 

 The scientifi c committee provides scientifi c advice to the governing board. 
It is currently composed of 15 members and gives strategic science - based 
recommendations to the IMI JU, advises on the scientifi c priorities which form 
the basis for call topics, and in 2010 led the revision of the strategic research 
agenda. 

 In September 2009, Michel Goldman became the fi rst executive director of 
the IMI and has played a critical role in moving the IMI agenda forward. Two 
other committees also play an important role in the dissemination of IMI to 
all stakeholders and conduits for feedback to the IMI — these are the Member 
States Group and the Stakeholder Forum. The aim is very much to use these 
bodies both as advocates across Europe for the IMI and to gain feedback on 
ways in which IMI procedures and processes could be improved for the future.  

   4.2.1.2    How  IMI  Research Process Works     The EFPIA companies discuss 
together which topics are important for the next call for research proposals. 
These topics are then validated and agreed in discussions with the European 
Commission and the scientifi c committee and members of the EFPIA form 
consortia to support each call topic. The role of the executive offi ce at this 
point is to attract the best partners for the agreed - upon call topics in Europe 
by launching a call for proposals for the agreed - upon topics. At this stage the 
proposals are known as expressions of interest (EOIs), which are less than 10 
pages in length and come from the academic and other non - EFPIA partners —
 the aim here is to minimize the amount of work involved at this stage as only 
one EOI will be selected for each call topic. The submitted EOIs are then 
evaluated by a panel of experts and the best EOI is selected for each topic. 
The consortium of academics that submitted this successful EOI then meets 
with the respective industrial consortium and the merged consortium works 
on the fi nal project proposal. It is at this point that the details of the in - kind 
contribution, project management, timelines, deliverables, and any IP consid-
erations are negotiated and written down in a formal project proposal. This is 
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again evaluated by an independent scientifi c committee before it can be 
approved. 

 The fi rst call was launched in 2008 and 15 of the 18 call topics resulted in 
consortia projects that made it all the way through to approval. Most consortia 
are led by a coordinator from the EFPIA with a deputy coordinator from 
academia, although this is not always the case, with PROTECT being led by 
the European Medicines Agency (EMA). These 15 consortia involve some 395 
teams across Europe and cover the effi cacy, safety, and education and training 
themes of the IMI. In terms of effi cacy there are projects in diabetes, asthma, 
chronic obstructive pulmonary disease (COPD), cognitive disorders, schizo-
phrenia, and pain.

  Safety Projects 

   •      Non – genotoxic carcinogenesis (MARCAR) aims to provide validated 
reliable early biomarkers for the prediction of cancer development.  

   •      Expert systems for  in silico  toxicity prediction (eTOX) will develop a 
pharmaceutical toxicity database and  in silico  expert systems for the 
computational prediction of drug secondary pharmacology and direct 
drug - induced toxicity.  

   •      Qualifi cation of translational safety biomarkers (SAFE - T) aims to 
develop new specifi c and sensitive safety biomarkers and their respective 
assays for human samples to improve predictivity between nonclinical 
and early clinical studies.  

   •      Strengthening the monitoring of the benefi t/risk of medicines (PROTECT) 
will develop new methodologies in pharmacovigilance and pharmaco-
epidemiology. It is important that these safety projects communicate 
regularly with other similar projects both within Europe and without 
and where possible avoid duplication of effort. For example, the clinical 
IMI projects are complementary to those of the Predictive Safety Testing 
Consortium (PSTC), which is focusing on preclinical safety and 
toxicity.   

  Effi cacy Projects 

   •      Islet cell research (IMIDIA) will gain a better understanding of  β  - cell 
function and survival.  

   •      The aim of surrogate markers for vascular endpoints (SUMMIT) is to 
validate agency acceptable surrogate markers for micro -  and macrovas-
cular diabetic complications, thereby enhancing the effi ciency of drug 
development studies and shorten clinical trials.  

   •      In pain research, EUROPAIN aims to improve the understanding of 
pathways and mechanisms mediating different kinds of pain and develop 
markers for patient stratifi cation and quantitative pain assessment for 
effi cient testing of new analgesics. This is desperately needed in light of 
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the recent failure of a number of potential pain therapies in phase II [e.g., 
Radopril (RGH - 896)] in neuropathic pain  [13] .  

   •      New tools for the development of novel therapies in psychiatric disorders 
(NEWMEDS) will validate blood and CSF markers as well as dynamic 
physiological and structural measures suitable for both clinical and pre-
clinical clinical assessments to enable better progression and prediction 
for new drugs for psychiatric disorders.  

   •      In neurodegenerative disorders (PHARMACOG) this initiative will 
develop better translatable animal and human volunteer models for 
increased predictivity of translation of effi cacy in these models for new 
therapies in patients with Alzheimer ’ s disease.  

   •      Understanding severe asthma (U - BIOPRED) aims to create a large 
longitudinal patient cohort enabling validation of novel biomarkers and 
development of diagnostic criteria for mechanistic and therapeutic trials.  

   •      A COPD patient - recorded outcomes project (PROACTIVE) will develop 
a comprehensive framework for better understanding of patients ’  physi-
cal activity in COPD in dimensions considered relevant by the patients 
and leading to developing strategies for measuring clinical trials 
outcomes.   

  Education and Training Programs 

   •      The European Medicines Research Training Network (EMTRAIN) aims 
to develop a European biopharmaceutical research training platform to 
provide a sustainable academia – industry cross - disciplinary approach to 
effi cient organization of training courses on emerging science and tech-
nologies across Europe.  

   •      The safety sciences for medicines training program (SAFESCIMET) will 
produce a training program that will integrate all safety - relevant disci-
plines linking animal and human/patient safety data, thereby facilitating 
a more holistic evaluation of new medicines.  

   •      The pharmaceutical medicine training program (PHARMTRAIN) will 
establish a network of academic centers that delivers postgraduate train-
ing programs in pharmaceutical medicine, including quality management 
of the processes and outcomes.  

   •      The pharmacovigilance training program (EU2P) will develop a pan -
 European training and education network platform in pharmacovigi-
lance and pharmacoepidemiology to train professionals for the 
pharmaceutical industry, regulatory authorities, and health care organiza-
tions. The long - term objective is to improve the understanding and effec-
tiveness of risk communication.    

 As can be seen from the above, the scope and range of topics are extremely 
large. The second call research priorities were announced in 2009 and focused 
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on knowledge management and effi cacy areas with the effi cacy projects being 
focused on oncology, infl ammation, and infectious diseases. As with the fi rst 
call there were a large number (124) of expressions of interest and the winning 
applicant consortia have submitted full project proposals. The third - call priori-
ties have also been announced and include projects in safety, effi cacy, and 
education and training.  

   4.2.1.3     IP  Policy     The IMI has a clear, published ( http://imi.europa.eu ) IP 
policy that is distinct from the IP policy in other Framework VII – funded pro-
grams. The IP policy was designed to be aligned with objectives of the IMI as 
a whole but to retain the fl exibility to be tailored to the needs of each indi-
vidual project. It was put together by a highly experienced group of experts 
and will be monitored by a working group of IP experts and representatives 
of the IMI founding members (EFPIA and the European Commission) and 
the member states group. The initial policy together with a clarifi cation note 
issued by the working group ( http://imi.europa.eu ) very clearly state, what is 
meant by background, foreground, and sideground IP and is a good model for 
other PPP to use. 

 Although each project has clear objectives as stated above, there are shorter 
term, broader benefi ts that the IMI might be expected to deliver. One of the 
more immediate benefi ts should be a shared understanding across all stake-
holders of the challenges and opportunities in drug discovery and develop-
ment. For example, a number of regulators are involved in IMI projects 
including the EMA and the agencies of the United Kingdom (MHRA), 
Denmark (DKMA), Spain (AEMPS), Switzerland (SwissMedic), and France 
(AFSSAPS). 

 There is also a growing involvement of SMEs in ongoing projects — 24 
companies received  € 13.9 million in the fi rst calls. Initially SMEs, especially 
those developing biomarkers, viewed the IMI with suspicion, but the positive 
experiences of those involved in the fi rst call will hopefully encourage further 
SME involvement in subsequent calls. Patient groups are also involved in a 
number of these fi rst calls, including Asthma UK, European Lung Foundation, 
International Alliances of Patients Organisations, and Alzheimer ’ s Europe. 
The voice of the patient will become more important as the industry and 
health care providers move further toward a personalized medicine agenda.  

   4.2.1.4    Learnings from the  IMI      The size and scope of the project were 
such that initially many academics and industry people did not believe it would 
be workable to bring so many partners together. However, as can be seen 
above, this has been achieved and projects have commenced. The enthusiasm 
and commitment of scientists from both industry and academia is something 
that the IMI offi ce has commented on at various meetings. It will be important 
going forward that this level of involvement, enthusiasm, and commitment is 
maintained, and incentivized, by participating companies. The need for the 
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projects to obtain in - kind contribution from industry has meant that they are 
very focused on things that could make a real difference to the drug discovery 
and development process. However, this did cause some diffi culties early on 
in the review process as reviewers, primarily from academic backgrounds, were 
more used to reviewing very early, more blue - sky projects. Likewise in the 
discussions around the IP policy, it was much easier to defi ne the boundaries 
in safety projects than in effi cacy projects, although there were no IP issues 
that precluded projects from the fi rst call progressing. Effi cacy projects also 
had challenges as they are very much dependent on the long - term commit-
ment of a company to the particular therapeutic area in question. In 2010 a 
number of companies exited aspects of neuroscience research, which meant 
that there had to be some changes to consortia involved in the neuroscience 
effi cacy projects. 

 Another lesson from the IMI was the importance of providing subject 
matter experts within companies to drive forward the IMI centrally. This 
included people from fi nance, legal, IP, and project management functions. 
With such a large program of work there is clearly a need for dedicated tools 
for data sharing and knowledge management and the IMI offi ce will have to 
make sure that there is suffi cient cross talk across programs and projects to 
ensure data can be transferred and stored in an accessible way with little 
duplication. The IMI offi ce is also working with groups globally, such as the 
Biomarkers Consortium, to reduce overlap and duplication and ensure efforts 
are synergistic where possible. Indeed there is a clear requirement going 
forward for the IMI to complement rather than compete with other initiatives 
globally. Resources within the industry will continue to be constrained, and as 
large companies are global, they will seek to avoid duplication of effort in 
precompetitive collaborations. 

 Leadership from the industry participants was also important in moving the 
IMI agenda forward. The RDG developed a good working relationship that 
allowed the industry to agree on the bottlenecks that needed to be solved and 
show a clear commitment to the precompetitive agenda. Such open and honest 
communication takes time to develop but is necessary to tackle the inevitable 
issues that arise. 

 There do remain a number of challenges going forward. There needs to 
be greater involvement of patients and lay persons to maximize their input 
and ensure the aims and achievements of the IMI are communicated widely. 
The need to consider contributions from outside Europe and from pharma-
ceutical companies not in the EFPIA or from related industries (e.g., diag-
nostics) is also a challenge that remains despite being fl agged as an issue very 
early on in the process. There are also other fi nancial challenges such as the 
differences between the IMI and other Framework VII funding programs in 
funding parameters such as overheads. However, the IMI has clearly shown 
that precompetitive research can happen on a grand scale and has largely 
been successful in its original aim of stimulating more pharmaceutical R & D 
in Europe.   
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   4.2.2    Structural Genomics Consortium 

 There are a number of initiatives aimed at solving protein structures  [14] . The 
SGC is a PPP that, like the IMI, aims to facilitate the development of new 
medicine, but in this case it does so by carrying out the basic science of rele-
vance to drug discovery through increasing basic knowledge of protein struc-
tures. It was established in 2003 and operations commenced in mid - 2004, and 
therefore the SGC is a relatively mature precompetitive effort. The SGC is 
based in three centers — the University of Toronto, the Karolinska Institute 
and the, University of Oxford — and thus is globally more diverse than the IMI. 
It originally was comprised of approximately 200 scientists funded by three 
different types of funding sources. Government funds were from Canada 
(Genome Canada, Canada Fund for Innovation, Canadian Institutes of Health 
Research, Ontario Genomics Institute, Ontario Ministry for Research and 
Innovation) and Sweden (Swedish Foundation for Strategic Research, 
Vinnova). Charity funding came from the Wellcome Trust and the Knut and 
Alice Wallenberg Foundation, and industrial funding was provided by GSK 
initially, with Merck and Novartis joining phase II in 2007. It differs from other 
precompetitive consortia in this area because industry is a key sponsor of this 
effort, which ensures that many of the targets are directly relevant to drug 
discovery. For example, the Targeted Proteins Research Programme in Japan 
( www.tanpaku.org ) is wholly publically funded, although it is studying proteins 
of relevance to both academia and industry. The original objective of the SGC 
was clearly to promote drug discovery by substantially increasing the number 
of medically relevant human protein structures, as well as related reagents and 
protocols, available in the public domain. In this regard it was also different 
from the Protein Structure Initiative ( www.nigms.nih.gov/Initiative/PSI ) in the 
United States, which had not previously focused on human proteins. In the 
SGC the targets are selected by the funders and the fi rst phase of the SGC 
aimed to generate 386 protein structures. At the end of phase I, 450 structures 
had actually been solved. The target for the second phase of operations (2007 –
 2011) is 660. By mid - June 2010, nearly 1000 human protein structures (cumula-
tive for phases I and II) had been solved and 2000 human proteins purifi ed, 
and therefore the consortium is performing ahead of the original expectations 
for phase II. An example of this is shown in Figure  4.3 , where the SGC has 
been responsible for solving nearly 40% of all kinase structures. One of the 
aims of the SGC was to provide the research community with reagents and 
tools to maximize the scientifi c impact of the SGC, and as an example of this 
hundreds of cDNA clones are distributed to academic and industrial collabo-
rators each year. The SGC also publishes protocols for the expression and 
purifi cation of proteins that have been successfully purifi ed in the SGC labo-
ratories and has developed a number of software tools to aid researchers in 
structural biology. An additional aim was to publish extensively in high - impact 
journals, and the track record of the consortium to date shows that this has 
been achieved ( http://www.thesgc.com ).   
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   4.2.2.1     IP  Policy     Importantly, the SGC operates in precompetitive space 
and does not generate any IP; thus the consortium is committed to placing any 
results promptly into the public domain and does not fi le for patent protection 
on any of its research outputs  [15] . It also means that the SGC seeks the same 
commitment from any of its research collaborators; despite this, the policy 
does appear to confer signifi cant advantages, primarily through allowing speed 
of interaction with potential collaborators. It also means that the consortium 
can work with multiple private partners on the same project. The SGC cur-
rently has over 250 collaborators in 19 countries, and it is easy to access the 
relevant individuals through the consortium website.  

   4.2.2.2    Governance     The SGC is run by a chief executive and oversight is 
provided by a board of directors (primarily nominated by the funders) and a 
scientifi c advisory board. Operations at each of the three sites are managed 
by a chief scientist and these individuals along with the CEO sit on the board 
of directors. 

 The scientifi c committee approves the list of protein targets for the SGC to 
work on and also those targets which are deprioritized. Reasons for the SGC 
ceasing to work on a target include the structure being solved elsewhere, 
intractability of the protein to solubilization or crystallization, or realignment 
of strategic focus. 

 In 2009, the SGC added an additional consortium project — the International 
Epigenetics Chemical Probes Consortium, which aims to stimulate epigenetics 

     Figure 4.3     Contribution of SGC to solving protein kinase structures.  

50% of all human protein kinase structures solved
by SGC (in past 5 years)
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research via the discovery of  “ open - access ”  reagents. The consortium will 
produce chemical probes that are optimized for potency, epigenetic target 
selectivity, and cellular activity and hence will be able to stimulate or block 
the activity of proteins under epigenetic control. This was fi nanced initially by 
a grant from the Wellcome Trust, but in - kind contributions came from the 
Chemical Genomics Centre based in Baltimore, which agreed to run 20 high -
 throughput screens, and GSK, which gave eight full time employees (FTEs) 
to the project. Subsequently the consortium has been able to attract more 
funding and partners with Pfi zer and Novartis (each contributing eight FTEs) 
and other organizations contributing FTEs and funding from Canada (Ontario 
Ministry of Research and Innovation) and Sweden (Swedish Foundation for 
Strategic Research). In keeping with SGC policy, the structure and function 
(including physicochemical properties and screening data) of each probe will 
be made available. Each probe is declared as such by an independent scientifi c 
committee comprising world leaders in epigenetics, cellular assays, medicinal 
chemistry, and drug discovery. 

 The SGC model demonstrates how an open - source model can be applied 
to precompetitive drug discovery when both the academic and industrial part-
ners obtain clear benefi ts.  

   4.2.2.3    Lessons from the  SGC      Clearly the policy of making everything 
freely available with no IP constraints has promoted a wealth of collaboration 
and data sharing that otherwise might not have been possible and removed a 
lot of potential bottlenecks. Going forward, as the consortium moves into 
chemical probe space, there may be more pressure from both academic and 
industry partners on the IP policy, and it will be interesting to observe how 
this develops. Even today the  “ no IP ”  policy means there are some limitations 
to what the consortium can do. 

 The chemical molecules that meet certain predetermined criteria in terms 
of selectivity will be made available through a commercial supplier ’ s catalogue 
as probes for academics and industry. However the structure activity relation-
ship (SAR) that underpinned them will not necessarily be available in the 
public domain, and this may be perceived as against the precompetitive spirit 
of the collaboration. 

 Working with many partners also brings its challenges and puts signifi cant 
onus on the investigators to organize their collaborative network and ensure 
that the consortium is fully aware of all collaborative activities. The clear gov-
ernance structure with its representation from all the sponsors means that 
issues around transparency are minimized.    

   4.3    IMPLEMENTATION AND MANAGEMENT OF 
PRECOMPETITIVE CONSORTIA 

 Given the large number of precompetitive consortia that have been in exis-
tence for some years, there is now a wealth of evidence about factors that 
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increase the effectiveness of such collaborations. These lessons can be distilled 
into a few clear principles which, if addressed early on in collaborative discus-
sions, can save much time and energy in the formation of any new consortia. 
One thing is clear, however — consortia such as the IMI, SGC, the Biomarkers 
Consortium, and Asian Cancer research group have shown that cross - company 
precompetitive collaboration is feasible and provides a new route to tackling 
some of the major health care challenges that exist today. 

   4.3.1    Best Practice Principles 

    1.     Agree on Goals and Objectives Up Front     It sounds obvious that all parties ’  
objectives and goals are aligned and clearly articulated when the consortium 
is formed. However, this is not always the case. Frequently it is due to tacit 
assumptions about the goals and objectives of other parties, but these really 
need to be tested and agreed - upon explicitly. Ideally the aims and objectives 
should be captured as part of any consortium agreement. While this is impor-
tant in any collaboration, it becomes even more so where multiple partners 
from different sectors are involved. The deliverables have to have value for 
all parties to retain the interest of the sponsoring organizations. Lack of align-
ment at this early stage has the potential to cause the consortium to fail very 
early on. For example, before the launch of the Biomarkers Consortium, the 
founding members had multiple discussions on what specifi c questions in the 
therapeutic areas of focus might be of interest to all stakeholders in the con-
sortium  [6] . For the Biomarkers Consortium this preproject consensus build-
ing was seen as critically important to the project. The single nucleotide 
polymorphism (SNP) consortium had a very clear objective which was easy 
to describe and identify with — other initiatives with more diverse, longer term 
objectives, such as the Biomarkers Consortium and IMI, have had to work 
much harder to communicate their objectives to stakeholders.  

  2.     Strong Leadership     There needs to be a key person in each organization 
that will act as the internal champion for the project to promote the project 
internally and externally and act as a key conduit of information. It is impor-
tant that each organization provides the right people for these roles and gives 
them the right amount of resources and authority to contribute optimally to 
the consortium. This is facilitated signifi cantly when there is senior sponsorship 
within the organization. 

 It is also important to have a single point of contact within each organization 
for all the legal issues whether it is for the drawing up of consortium contracts, 
discussion of data sharing issues, or other legal matters (e.g., freedom to use 
materials from third parties such as transgenic animals, software, or reagents 
and antitrust considerations). This was the case within the IMI and facilitated 
the construction of common templates for grant agreements, for example, and 
this was also one of the early lessons from the Biomarker Consortium  [6] .  

  3.     Have an Agreed - Upon and Clearly Articulated IP Policy     With precom-
petitive consortia it becomes very important to have very clear IP guidelines 
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that all members of the consortia sign up to — even if it is only to agree to a 
 “ no IP ”  policy as with the SGC. As part of the IP discussion, a range of likely 
scenarios should be covered identifying the likely associated ownership of the 
IP that would result from each scenario. Other legal issues should also be 
specifi ed where appropriate.  

  4.     Importance of Good Project Management and Governance     The funders 
of most large - scale collaborations now insist that project management tools 
and milestones be used to plan and monitor the progression of a project. It is 
also important to ensure that appropriately skilled individuals are given the 
time and resources to implement the project plans. Any private company 
spending millions of pounds (euros or dollars) would ensure that there were 
individuals responsible for operational (as opposed to the technical/scientifi c) 
management — the sums involved in large - scale precompetitive projects are no 
different and have the same operational demands. Part of this is clearly defi n-
ing what each party will bring to the consortium, what they are accountable 
for delivering and when it will be delivered, and monitoring this regularly. As 
can be seen from the IMI and SGC examples, clear governance structures were 
put in place which helped the smooth running of the consortium, and this is 
also the case for the consortia listed in the Appendix. 

 One thing noted with the IMI example is the importance of defi ning where 
clinical governance will reside for clinical studies undertaken by the 
consortium.  

  5.     Standards     It is also important that standards for experiments, data 
storage, and analysis and clear expectations on the level of recordkeeping are 
agreed upon early on. Pharmaceutical companies operate in a highly regulated 
environment where standards are clearly laid out whereas academic laborato-
ries do not have to operate to the same level of standard operating procedures. 
However, if data obtained in the collaboration are to be used later for regula-
tory submissions, accurate and comprehensive recordkeeping will be required. 
Alongside this resources should be explicitly requested for data mining, analy-
sis, storage, and so on — this can often be a major issue and yet consortia such 
as the Coalition Against Major Diseases (CAMD) depend on having these 
functions adequately resourced.  

  6.     Have Clear Exit Strategy     All projects should have a clearly defi ned exit 
strategy — whether this is at the end of the natural life of the project or a refl ec-
tion of changing information or scientifi c priorities of one or more of the 
individual parties involved. This is often hard to contemplate — just as no one 
enters a marriage planning for divorce, no collaborator wants to entertain the 
option of failure. But just as prenuptial agreements can save a lot of time, 
angst, and lawyer ’ s fees, so can agreed - upon exit strategies for large - scale col-
laborations. The strategy could also allow for fl exibility on behalf of the par-
ticipants to change the direction of the project as new data emerge.  

  7.     Communication     Internally it is important to ensure that there are clear 
lines of communication between participants, and the use of collaborative 
resources such as websites and social networking tools is recommended. It is 
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important early on in any precompetitive consortia for the key members to 
meet face to face to build trust between participants and facilitate effi cient 
consensus building, for example, around goals and objectives.    

 Externally many precompetitive consortia would be able to do more to 
enhance the reputation of the pharmaceutical industry if the pharmaceutical 
participants were able to devote more time and resources to publicizing their 
progress. On the initiation of a collaboration, the participants are all usually 
involved in press releases, but it is usually the academic partners that then 
maintain the fl ow of information around progress (e.g., SGC).  

   4.3.2    Capturing Value Added in a Collaboration 

 Given the increase in precompetitive collaborations across the whole of bio-
medicine, it will be much more important going forward to be able to assess 
their value and to manage precompetitive collaborations as a portfolio within 
one company. This means adopting a strategic approach so that the maximum 
benefi t can be obtained from such collaborations and so that they fi ll gaps so 
as to deliver real value to the company. However, measuring the value is 
something that has not received much attention. 

 From an individual company, a good starting point is to consider why the 
company entered into the collaboration in the fi rst place:

    •      What were the tangible deliverables — impact on time, cost, novel end-
points for clinical trials?  

   •      What were the intangible benefi ts — access to talent, networks, knowl-
edge, key stakeholders such as patient groups?    

 The next step is to map these against the current landscape, a snap shot in 
time against which future progress can be made. Finally, a framework should 
be established that allows progress against the relevant metrics to be captured 
as the project progresses. This can provide an important set of data for com-
municating the value of a project both internally and externally with other 
stakeholders. Recently such a framework has been developed which allows 
both quantitative and qualitative capture of expected and actual value  [16] . 
Many companies have failed to reap the benefi ts of their investment in pre-
competitive consortia because they have not paid attention to capturing the 
value both directly and indirectly. For example, a project in the IMI could 
provide access to key thinkers across Europe as well as opportunities to 
explain some of the challenges of drug discovery and development to the lay 
people, potentially via member states countries as well as via the commission. 
These  “ softer ”  outcomes are often ignored or not captured and yet they could 
provide some very early real benefi ts, which is important given that many of 
these projects will take years to deliver the more tangible, directly related 
project outputs.  
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   4.3.3    Potential obstacles to precompetitive collaboration 

 Vargas et al.  [17]  have recently outlined some of the challenges to precompeti-
tive collaboration, including defi nitions and standards, organizational com-
plexity, and IP. In the case of IP they rightly point out that many of the issues 
around data sharing are with data collected in the past and that these should 
be reduced by basing precompetitive collaborations on prospectively designed 
experiments. They conclude that  “ it is good to see that PPPs have successfully 
formed and seem to have successfully tackled IP challenges. ”  However, it will 
be interesting to see whether the IP issues will become more signifi cant and 
precompetitive efforts seek to access tool compounds or share information 
around novel targets. Already the deposition of the compounds in the Pool for 
Open Innovation against Neglected Tropical Diseases has caused some com-
ments that these compounds are not  “ druglike, ”  as claimed by GSK  [18] . This 
highlights the need for very clear communication about the value and nature 
of what is being shared as any perceived lack of transparency could easily 
create a negative impression for the consortia. 

 Decreasing size of pharmaceutical R & D is also a challenge — this may seem 
paradoxical as this should be an impetus to precompetitive data sharing. 
However, as companies shrink their internal R & D efforts, their R & D employ-
ees may be increasingly reluctant to become more externally facing as they 
feel the need to focus more on maintaining their internal impact. This is why 
it is important, if external collaboration is seen as a strategic imperative, to 
reward and recognize those individuals playing signifi cant roles in precompeti-
tive efforts. Additionally, if the personnel responsible for initiating and leading 
the precompetitive consortia then leave a company, it is important to ensure 
a suitable replacement it found. This reinforces the need for senior - level 
endorsement and support of the project as mentioned above. There is also the 
potential for confl ict more generally in terms of the way large pharmaceutical 
companies are organized — while there has been a growing acceptance of net-
worked R & D models in the industry, networks alone cannot increase innova-
tion  [19] . There still needs to be a signifi cant cultural shift at all levels (especially 
in the more traditional middle management strata) within most pharmaceuti-
cal companies to take full advantage of new, precompetitive ways of working. 

 A further potential obstacle is a lack of coordination globally between 
funders, researchers, and companies on precompetitive funding initiatives. 
Although current PPPs such as the Biomarkers Consortium and the IMI have 
begun to communicate and coordinate activities, there still remains a lot of 
potential overlap across all the PPP space. In addition, it is key that industry 
agrees where it needs to focus resources and efforts in the precompetitive 
arena. In that respect the EFPIA Research Directors Group has made con-
siderable progress, but this is primarily focused around research based in 
Europe and really needs to be extended globally and to ensure that companies 
not part of the EFPIA are brought into the debate. There are other fora where 
industrial partners work together strategically in the precompetitive arena. 



FUTURE TRENDS 73

One example is the industry program at the European Bioinformatics Institute 
(EBI,  www.ebi.ac.uk/industry/ind - prog - index.html ) where the 16 member 
companies meet on a quarterly basis to discuss issues of relevance to bioin-
formatics  [20] . Such fora have highlighted the need for more global standards 
for data collection, annotation, and storage, which when agreed upon and 
implemented would aid cross talk between projects and collaborations and 
speed up data integration and analysis. Going forward ways of maintaining 
data warehouses and other central resources will have to be found and new 
funding mechanisms established to enable this. 

 Although there has been considerable progress made in this area, there still 
appears to be a need for a cultural change among some academics and funders 
to appreciate the different nature of the questions addressed by precompeti-
tive research collaborations. As with the IMI example, these are frequently 
more applied questions than pure blue - sky research and as such may need to 
be evaluated by different research criteria to those of the more normal, specu-
lative, basic research grant proposals. This does not mean that they should not 
be underpinned by excellent science but rather that the other criteria for 
funding may be different. The need for real collaboration between the phar-
maceutical company partners and others also means that the more traditional 
view of pharmaceutical companies as a source of funds must change  [17] . 

 Although some precompetitive collaborations have clearly delivered on 
their objectives for all stakeholders (e.g., the Dundee Kinase Consortium, the 
SGC, and the Serious Adverse Events Consortium [SAEC]), others have not 
been in place for long enough to have delivered signifi cant value. In light of 
this, there remains the threat that such collaborations will not be able to 
deliver value in a time frame that will ensure their survival.   

   4.4    FUTURE TRENDS 

 There is no doubt that the drivers that stimulated precompetitive initiatives 
will continue to be a key feature of the industry. Whether precompetitive 
collaborations increase or whether some other forms of collaboration shown 
in Table  4.1 , such as open innovation  [21]  or more open access models  [22] , 
come more to the fore will depend on several factors. One of the most impor-
tant questions is where the boundaries of precompetitive activity will be 
drawn in the future. Given the defi nition proposed by Woodcock at the start 
of this chapter, precompetitive research has hitherto been focused mostly on 
tools and technologies, but if we draw the precompetitive boundary after 
target identifi cation and validation, this could stimulate more collaborations 
at this critical stage of drug discovery and development. This in turn could 
allow the industry to more rapidly identify which targets are the most suitable 
for drug discovery and development efforts and hence improve effi ciency and 
reduce unnecessary duplication and cost. Such an approach has been advo-
cated by Barnes et al.  [20] , who argue that this could provide precompetitive 
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opportunities in the biology and mechanisms of diseases. The picture is com-
plicated because although initiatives like the IMI and SNP consortium are 
clearly seen as precompetitive by the large pharmaceutical companies, small 
biomedical companies with novel biomarkers or data - mining algorithms 
might set the precompetitive boundaries differently to protect their IP. A 
recent meeting sponsored by the Wellcome Trust on the precompetitive 
boundaries highlighted some of these issues and identifi ed some areas for 
future focus (Precompetitive Boundaries and Open Innovation in Drug 
Discovery and Development meeting, June 2010). 

 There will also be an increasing need for intermediaries such as the CPI or 
the EBI. Such neutral third parties can reduce the bureaucracy of intercom-
pany collaboration through the use of standard agreements  [7, 20]  and allows 
an interface with members of the scientifi c community. In addition, the number 
of other non - for - profi t organizations such as Sage Bionetworks ( www.sagebase.
org ) is likely to increase, and one of the challenges will be making sure that 
these repositories allow the cross talk mentioned above, through the common 
implementation of standards. 

 Some of the breadth and depth of the existing precompetitive space can be 
seen in the summaries of some of the major partnerships in the Appendix as 
well as the preceding descriptions of the IMI and SGC. Ten years ago such a 
wealth of precompetitive activity would have been unthinkable. This chapter 
began with the reasons for change in the industry and the recognition that the 
current process is not fi nancially sustainable. The precompetitive agenda will 
continue to evolve and drive changes in the drug discovery and development 
process — the skill will be in fully leveraging the opportunities presented to 
really accelerate new medicines development. If this can be achieved, it will 
have benefi ts for both industry and society as a whole.  

  APPENDIX SUMMARY OF PRECOMPETITIVE CONSORTIA 

           The Biomarkers Consortium: 
 www.biomarkersconsortium.org   

  Members/
participants  

  In 2010 there were 56 contributing members, including: 
Centers for Medicare  &  Medicaid Services, the National 
Institutes of Health (NIH), U.S. Food and Drug 
Administration (FDA), Althea Technologies, 
AstraZeneca, Avalon Pharmaceuticals, BG Medicine, 
Boehringer - Ingelheim, Bristol - Myers Squibb, Digilab 
Biovision GmbH, EMD Serono, Roche, Genstruct, 
GlaxoSmithKline (GSK), GVK BioSciences, Ingenuity 
Systems, J & J, Lilly, Luminex, Lundbeck, Merck, 
Novartis, Novo Nordisk, Pfi zer, Rules - Based Medicine, 
Pfi zer, and a multitude of nonprofi t and trade 
organizations  
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  Objectives 
and 
deliverables  

  To search for and validate new biomarkers to accelerate 
the competitive delivery of successful new technologies, 
medicines, and therapies for prevention, early detection, 
diagnosis, and treatment of disease. Efforts are focussed 
in the areas of oncology, infl ammation and immunology, 
metabolic disorders, and neurosciences: 
     •      Facilitate the discovery and development of 

biomarkers using new and existing technologies  
   •      Validate their ability to diagnose disease, predict 

therapeutic response, and modify medical practice  
   •      Identify patient groups who are better suited for a 

particular intervention  
   •      Speed the approval of new therapeutic entities  
   •      Make consortium project results broadly available     

  Description of 
consortium  

  The Biomarker Consortium is not a funding body; rather it 
encourages the submission of biomarker project 
concepts to the appropriate scientifi c steering committee, 
composed of experts in each therapeutic area. When 
approved, concepts are resubmitted as formal project 
proposals to the executive committee. This group directs 
the Biomarkers Consortium and is composed of the 
founding partners and other stakeholders. Approved 
projects receive the attention of consortium fundraising 
activities within the Foundation for NIH (FNIH).  

  Time frame    Started October 2006, no specifi ed end date. One project 
completed in 2009 — adiponectin as a marker of 
glycemic control  

  Current status    Projects currently funded through FNIH partnerships: 
     •      Fluorodeoxyglucose positron emission tomography 

(FDG - PET) Lung and Lymphoma Projects interim 
analysis due in 2010  

   •      Carotid magnetic resonance imaging (MRI) 
reproducibility study will complete in 2010  

   •      Sarcopenia consensus summit to report in 2011  
   •      Alzheimer ’ s disease (AD) proteomics project with 

results end 2010  
   •      Analysis of placebo data from AD and mild cognitive 

impairment  
   •      I - SPY2 trial launched in breast cancer     

      Cardiac Safety Research Consortium (CSRC): 
 www.cardiac - safety.org   

  Members    FDA, Health Canada, Duke University Clinical Research 
Institute, New York Presbyterian Research Hospital, 
GSK, Merck, Pfi zer, Abbott, Lilly, Quintiles, Mortara 
Instrument, NeoCardio, Roche, Genentech  



76 PRECOMPETITIVE COLLABORATIONS IN PHARMACEUTICAL INDUSTRY

  Objectives 
and 
deliverables  

  To advance scientifi c knowledge on cardiac safety for new 
and existing medical products the CSRC will: 
     •      Facilitate focused, pragmatic nonproprietary research 

to inform regulatory processes  
   •      Create common nomenclature and standards for 

cardiac safety evaluation  
   •      Develop knowledge and improve the evaluative 

sciences related to cardiac safety and product 
development, specifi cally addressing the use and 
qualifi cation of biomarkers for assessing cardiac 
safety  

   •      Establish infrastructure and operational processes to 
allow effective sharing of knowledge and resources 
while preserving patient ’ s rights and proprietary 
interest  

   •      Develop white papers to address gaps in 
cardiovascular safety for drugs and devices  

   •      Develop a forum for  “ think tanks ”  to address specifi c 
cardiovascular safety issues     

  Description of 
consortium  

  Investigators are invited to submit and develop research 
proposals in alignment with CSRC objectives. The 
scientifi c oversight committee then assesses and 
approves proposals, establishing teams to conduct the 
research, and monitors progress. One example is 
analysis of the FDA database of more than 2 million 
electrocardiograms (ECGs) from the clinical trial data 
submitted as part of new drug applications. The initial 
focus will be on proarrhythmic risks, with longer term 
development of evaluative tools, standards, validated 
tests, and cardiovascular biomarkers related to broader 
aspects of cardiac safety, including but not limited to 
arrhythmia, thrombosis, myocardial infarction, and heart 
failure.  

  Time frame    Started 2006, no specifi ed end date  
  Current status    White papers in progress for: evaluation of ventricular 

arrhythmias in early - phase drug development; use of 
cardiac troponins in drug development; evaluation of 
QT for biologics; thorough blood pressure studies; 
developing compounds with cardiac safety signal; 
autonomic effects on the QT interval; pharmacokinetic/
pharmacodynamic (PK/PD) analysis of QT effects; QT 
evaluation for oncology compounds; evaluation of 
non - QT ECG safety. Current think tanks: Atrial 
Fibrillation; CSRC - HESI; dual antiplatelet therapy 
duration  
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      Dundee Kinase Consortium: 
 www.lifesci.dundee.ac.uk/research/dstt   

  Members    AstraZeneca, Boehringer Ingelheim, GSK, Merck 
KGaA/Serono, Pfi zer fund research in the MRC 
Protein Phosphorylation Unit (eight groups), 
College of Life Sciences (four groups) and the 
Medical School (one group) of the University 
of Dundee  

  Objectives 
and 
deliverables  

  The consortium provides access to world - leading expertise 
in functional analysis of proteins in cell - signaling 
pathways, to understand better the members of this 
family currently of interest for drug discovery, and to 
identify new drug targets. Reagent supply, assay 
defi nition, and compound profi ling are also available to 
members.  

  Description of 
consortium  

  Research is directed by Professors Cohen, Alessi, 
and Downes, with regular oversight meetings 
with industrial partners. The companies 
share access to all unpublished results, 
technology, know - how, and reagents and have 
fi rst rights to licence the intellectual property 
generated. Compound profi ling data are blinded and 
remain strictly confi dential to each participating 
company.  

  Time frame    Initiated in 1998 and funding secured until 2012  
  Current status    The consortium is expanding to utilize better the pathway 

expansion capabilities of Dundee scientists and establish 
a lipid kinase assay profi ling service. Currently, the 
Division of Signal Transduction Therapy (DSTT) makes 
166 kinases and phosphatases, 200 antibodies and 4000 
DNA constructs per annum and screens 
80,000 – 100,000 data points per month. Reagent and 
assay provision remains a core component. The 
compound selectivity profi ling service against a protein 
kinase assay panel is currently 85 and will be building to 
104 by the end of 2010.  

      Observational Medicines Outcomes Partnership 
(OMOP):  http://omop.fnih.org   

  Members    FDA, FNIH, PhRMA, Abbott, Amgen, AstraZeneca, 
Bayer, Bristol - Myers Squibb, Eli Lilly, GSK, Roche, 
Johnson  &  Johnson, Lundbeck, Merck, Novartis, Pfi zer, 
Sanofi  - Aventis, Schering - Plough  
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  Objectives 
and 
deliverables  

  OMOP is testing whether observational data can be used 
to improve understanding of drug safety and benefi t 
outcomes. The three main objectives are: 
     •      Conduct a series of experiments to assess the 

value, feasibility, and utility of observational data 
(claims and electronic health record data) to 
identify and evaluate the safety risks and potential 
benefi ts of prescription drugs using a range of 
analytical methods and multiple observational data 
sources, beyond the currently available tools and 
data sources  

   •      Test approaches for creating the infrastructure for 
accessing and managing the required data, including 
multiple claims and electronic health records data 
sources  

   •      Establish and evaluate a suitable governance 
structure for a public – private partnership for 
these tasks and to inform future efforts to 
monitor drug safety and benefi t outcomes 
systematically     

  Description of 
consortium  

  The core research team has designed and developed tools 
and technologies for assessing data and databases. 
Collaborators will be selected via an open, competitive 
application and award process managed by the principle 
investigators (PIs) and the OMOP executive director. 
The research protocols, data models, database evaluation 
and quality assurance tools, analytical programs, and 
fi ndings generated by OMOP are being published and 
made available, allowing other researchers the 
opportunity to run the protocols on their own data and 
develop parallel or complementary tools and approaches. 
OMOP aims to encourage sharing of results and tools 
developed in this way for the public benefi t; external 
institutions whose aims are in alignment with those of 
OMOP, who can credibly perform relevant research, and 
who are willing to share tools, approaches, fi ndings, and 
other intellectual property developed as a result may be 
additionally recognized as members of the OMOP 
Extended Research Consortium as announced in April 
2010.  

  Time frame    2008 – 2010  
  Current status       Phase 1: completed in 2009  

   •      Established a consistent framework to use across 
disparate observational data sources and an OMOP 
research community       
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     Phase 2: completed in 2009  
   •      Developed and tested analysis methods within the 

OMOP research lab and other data environments  
   •      Established standard data characterization 

procedures  
   •      Implemented health outcomes of interest defi nitions 

and facilitated comparisons across databases    
  Phases 3 and 4 will complete in 2010     

      Predictive Safety Testing Consortium (PSTC):  http://
www.c - path.org/pstc.cfm   

  Members    Abbott, Amgen, AstraZeneca, Boehringer Ingelheim, 
Bristol - Myers Squibb, ClinXus, Daiichi Sankyo, Lilly, 
GSK, Johnson  &  Johnson, Merck, Mitsubishi, Novartis, 
Pfi zer, Roche, Sanofi  - Aventis, Schering Plough, Critical 
Path Institute  

  Objectives 
and 
deliverables  

      •      To identify and cross qualify new and improved 
preclinical safety testing methods through a 
collaboration of scientists from the pharmaceutical 
industry, FDA, European Medicines Agency (EMEA), 
and academia. This involves validating predictive, 
preclinical animal model biomarkers aimed at reducing 
the cost and time of preclinical safety studies and 
providing potential early indicators of clinical safety in 
drug development and postmarketing surveillance.  

   •      To facilitate the development of new FDA processes for 
approving such testing methods and applying these 
processes for approvals and guidances.     

  Description of 
consortium  

  Led by the Critical Path Institute, the PSTC brings 
together pharmaceutical companies to share and 
validate safety testing methods. The corporate members 
of the consortium share internally developed preclinical 
safety biomarkers for examination and cross - validation 
in fi ve work groups: carcinogenicity, kidney, liver, 
muscle, and vascular injury. This should enable the FDA 
and EMEA to write new guidances that identify more 
accurate methods to predict drug safety. Notably, the 
FDA and EMEA scientists are not acting as regulators 
but provide assistance and advice to the consortium.  

  Time frame    Commenced 2006, no end date  
  Current status    In 2008 the FDA and EMEA published jointly seven new 

kidney biomarkers. Working groups running for renal 
toxicity, myopathy, hepatotoxicity, vascular injury, and 
carcinogenicity.  
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      Serious Adverse Events Consortium (SAEC): 
 www.saeconsortium.org   

  Members    Abbott, Daiichi Sankyo, GSK, J & J, Novartis, Pfi zer, 
Roche, Sanofi  - Aventis, Takeda, Wellcome Trust, 
Wyeth, Cerner, Columbia University, Dundee 
University, DILIGEN, EUDRAGENE, Expression 
Analysis, Malaga University, Illumina, U.S. VA Center 
for Drug Safety  

  Objectives 
and 
deliverables  

  The SAEC aims to identify genes that 
can infl uence adverse drug reactions. 
This will be achieved by comparing genetic 
sequences of individuals with well - characterized 
adverse events with control individuals to 
identify genetic variants that may be risk 
factors for these events. During the pilot phase, 
the focus has been on serious skin reactions and 
drug - induced liver injury.  

  Description of 
consortium  

  Sponsors of the SAEC contribute genetic and 
phenotype data from individuals who have 
had an adverse reaction to a drug together 
with data from controls. These are assigned 
to scientifi c collaborators for analysis to 
determine if the adverse events can be 
correlated with genetic variation. After full 
analysis the results are made available to all 
qualifi ed researchers on a nondiscriminatory 
basis to maximize the speed of follow - on 
discoveries and published as appropriate. 
The SAEC is governed by a board of directors 
which has management control over the property, 
activities, and funds of the corporation. It is 
made up of a director from each sponsoring 
member and a chief executive offi cer. 
The board structure allows for involvement 
of other nonprofi t research and governmental 
organizations via  “ associate membership ”  and it makes 
decisions using a  “ majority rules ”  model. All key 
research collaborations are formed via a rigorous  “ RFP 
process, ”  with fi nal selection determined by the scientifi c 
management committee. The committee outlines 
research strategies, well - defi ned research programs, and 
advice on study design and methodology and data 
release policies  

  Time frame    2007 – 2012  
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      Top Institute Pharma Consortium:  www.tipharma.com   

  Members    Agendia, Nycomed, Astra Zeneca, Bio Detection Systems, 
Centocor/Johnson  &  Johnson, DNAge, Eli Lilly, GSK, 
Hal Allergy, IQCorporation ISA, Lundbeck, Merck, 
Netherlands Vaccine Institute, Nobilon, NOTOX, 
Novartis, Numico, Octoplus, Organon, Pamgene, 
Pepscan systems, Pfi zer, PRA International, Prosensa, 
PROXY laboratories, Pyxis Discovery, Solvay 
Pharmaceuticals, Winap, Xendo; plus 25 universities and 
medical centres in Holland  

  Objectives 
and 
deliverables  

  TI Pharma is focused on the development of 
tools required to shorten drug development 
timelines and a reduction of the major risks of 
clinical failure of potential new medicines. TI 
Pharma aims to attain a position as a leading 
pharmaceutical research and training institute in 
Europe and hence a coordinating partner in 
European research networks.  

  Description of 
consortium  

  TI Pharma is a collaborative research structure 
consisting of pharma and academic groups. 
Individual projects are managed centrally 
from a funding perspective; partners also contribute 
in kind (with data and time). Ph.D. students and 
postdoctoral fellows are responsible for the daily 
research activities. Research is conducted at the 
institutes brought together by TI Pharma, focused on six 
main themes: autoimmune diseases, cardiovascular 
diseases, cancer, infections/vaccines, brain diseases, 
effi ciency analysis of the process of drug discovery and 
development. There also seven technological disciplines: 
therapeutic target fi nding; validation and animal 
Models; lead selection and in silico and PK/PD 
modeling; predictive drug disposition and toxicology; 
biomarkers and biosensors; drug formulation, delivery, 
and targeting; pharmaceutical production technologies; 
molecular informatics.  

  Time frame    TI Pharma started mid - 2006  
  Current status    Forthy - eight research projects have been initiated 

by end 2009 with 340 postdoctoral researchers 
and students. One hundred twenty - six papers were 
accepted for publication in 2009 and fi ve patents 
fi led with seven pending. In 2009 the consortium 
underwent a scientifi c review that recommended 
continuation.  
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  The Coalition 
Against Major 
Diseases 
(CAMD), 
 www.c - path.org/
CAMD.cfm   

  Members include the Critical Path Institute, 
the Engelberg Center for Health Care Reform 
at the Brookings Institution, 6 nonprofi t groups 
representing patients ’  interests, 15 leading 
pharmaceutical companies, the US Food 
and Drug Administration (FDA), 
the European Medicines Agency (EMEA), 2 
institutes of the National Institutes of Health 
(NIH) — the National Institute on Aging (NIA) and 
the National Institute of Neurological Disorders 
and Stroke (NINDS) — and representatives from 
academia. The coalition ’ s purpose is to transform 
the drug development paradigm for 
neurodegenerative diseases and serve as a model 
for other major diseases  

  Center for 
Translational 
Molecular 
Medicine 
(CTMM), 
 www.ctmm.nl   

  CTMM is a public – private consortium of 
105 partners including universities, 
academic medical centers, medical technology 
enterprises, and chemical and pharmaceutical 
companies. It is dedicated to the development of 
medical technologies that enable the design 
of new and  “ personalized ”  treatments for the main 
causes of mortality and diminished quality of life 
(cancer and cardiovascular diseases and 
neurodegenerative and infectious/autoimmune 
diseases) and the rapid translation of these 
treatments to the patient.  

  HRP Initiative, 
 www.
hrpinitiative.
com   

  The HRP Initiative is a precompetitive 
industry collaboration that is focused on 
discovering and developing novel blood 
tests and imaging methods to fi nd individuals with 
high - risk plaque disease before the occurrence of 
the fi rst cardiovascular event. AZ, Merck, Abbott, 
Takeda, Phillips, and BGMedicine are industrial 
sponsors.  

  Quebec Pain 
Research 
Network, 
 www.qprn.ca   

  Founded in 2001, now has 50 regular and 
26 associate members. It is a multidisciplinary 
research program to tackle the challenge 
of pain in its multiple dimensions, ranging 
from increasing our understanding of 
the basic mechanisms of pain transmission to 
improving the assessment and treatment of pain in 
humans.  

  Other Public – Private Consortia 
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  Qu é bec 
Consortium for 
Drug Discovery 
(CQDM), 
 www.cqdm.org   

  CQDM is a nonprofi t organization whose mission is to 
identify, fund, and support research projects carried 
out in partnership between the academic and 
hospital milieus in the public sector and the 
biotechnology and contract research organizations 
in the private sector. Research projects funded by 
CQDM aim at developing tools or enabling 
technologies that facilitate and accelerate the drug 
discovery process. AZ, Merck, and Pfi zer are the 
pharma partners.  

  Stem Cells for 
Safer 
Medicines, 
 www.sc4sm.org   

  Its aim is to enable the creation of a bank of stem 
cells, open protocols, and standardized systems in 
stem cell technology to enable consistent 
differentiation of stem cells into stable homogenous 
populations of particular cell types, with 
physiologically relevant phenotypes suitable for 
toxicology testing in high - throughput platforms.  
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   5.1    INTRODUCTION 

 Sometimes it seems like the pharmaceutical industry has been a  “ dedicated 
follower of fashion ”  on its quest for reinvention. In a decade we have sequen-
tially gone through major trends of combinatorial chemistry, high - throughput 
screening, genomics, systems biology, and biomarkers. Now it seems that out-
sourcing, virtual drug discovery, and collaborations are the new trends in paral-
lel. The aim of this chapter is to describe some of the technologies available 
for collaborations in chemistry and examine some of the initiatives that are 
already underway. But fi rst we will provide some historical context, examples 
of how such collaborative tools are used in big science, and our thoughts on 
communication trends. 

   5.1.1    Historical Context 

 During the late 1990s, a hot topic was how small biotechnology companies 
could partner successfully with pharmaceutical companies, as both were seen 
as having divergent cultures and needs  [1] . Both needed each other: The small 
companies needed money and their new technologies and molecules were 
needed by the industry to boost pipelines. Now the need for alliances and 
collaborations within and between companies, universities, and other organi-
zations could be imagined as complex networks that lead to knowledge and 
innovation  [2] . Of course you can look outside the industry for inspiration. In 
the same decade we have seen an increase in cooperation in software develop-
ment [think Linux operating system and a myriad of open - source development 
projects, the majority hosted on Sourceforge ( http://sourceforge.net/ )], and we 
are also seeing nonprofi ts and virtual drug companies come into their own to 
fund and drive neglected and orphan disease research.  

   5.1.2    Collaborations in Big Science 

 Big projects require big funding and undoubtedly drug development is costly 
and could be tackled in the same way  big science  projects are; genome sequenc-
ing, particle physics, and the international space station are just some exam-
ples. The National Academy of Public Administration in the United States 
recognized that (1) optimal use of collaborative technology is for technical 
transfer, support, and education; (2) such technology allows teams to form 
around data sets for more sophisticated analyses; (3) Web - based social soft-
ware allows the public to participate in peer review; (4) much of the data are 
unstructured; and (5) such technology could unleash innovation and process 
improvements  [3] . Examples from within the U.S. government include the 
Department of Energy using a blog, the Environmental Protection Agency 
using a wiki, the U.S. patent and trademark offi ce allowing the public to peer 
review patents, and a government thrust to release terabytes of previously 
guarded data into the public domain  [3] . The term  “ public domain ”  in this 
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context is problematic: In the United States, unlike European countries, gov-
ernment data are automatically in the public domain. Data.gov just makes it 
(a) easier to fi nd and (b) more usable. On the academic side, the increased 
competition for funding has already seen some great success in Europe with 
a framework funding mechanism that supports collaborative research.  

   5.1.3    Current and Future Trends in Communication 

 So where does this put collaborative chemistry? We are seeing an increasing 
use of crowdsourcing, databases, wikis, and networking tools (Table  5.1 ), and 
these in many ways are supplementing or changing the traditional ways 
that research is done, shared, and communicated. Tapping into the global 

  TABLE 5.1    Examples of Crowdsourcing, Databases and Networking Resources 

   Name     Website     Function  

  myExperiment     http://www.myexperiment.org/     Workfl ows, communities  
  DIYbio     http://diybio.org/     Community for do - it - yourself 

biologists  
  Protocol 

online  
   http://protocol - online.org/     Biology protocols  

  Open wetware     http://openwetware.
org/wiki/Main_Page   

  Materials, protocols, and 
resources  

  Open -
 notebook 
science 
challenge  

   http://onschallenge.
wikispaces.com/   

  Crowdsourced science challenge, 
initially on solubility 
measurement  

  UsefulChem 
project  

   http://usefulchem.
wikispaces.com/   

  Example of one scientist ’ s open 
notebook  

  Laboratree     http://laboratree.org/pages/
home   

  Science networking site  

  Science 
Commons  

   http://sciencecommons.org/     Strategies and tools too faster, 
effi cient Web - enabled scientifi c 
research  

  WikiPathways     http://www.wikipathways.org/
index.php/WikiPathways   

  Curated biological pathways  

  Open Source 
Drug 
Discovery  

   http://www.osdd.net/home     Collaboration around genomics 
and computational 
technologies  

  Wikipedia     http://www.wikipedia.org/     Crowdsourced encyclopedia 
of knowledge, includes 
chemical pages ( http://
en.wikipedia.org/wiki/
Wikipedia%3ACHEMISTRY )  

  BioSpace     http://www.biospace.com/     News and jobs in pharmaceutical 
and biotech industry  

(Continued)
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   Name     Website     Function  

  BioPortfolio     http://www.bioportfolio.com/     Information aggregator of news 
and biological and chemical 
entities  

  ACS Member 
Network  

   http://portal.acs.org/portal/acs/
corg/networkLanding?_
nfpb = true & _pageLabel = 
PP_MNLANDING & node_
id = 2127 & use_sec = false & __
uuid = f1b95b5e - fc29 - 450b -
 8b1e - 695b8cf2e321   

  Networking website  

  LabMeeting     http://www.labmeeting.com/     Website for organizing and 
sharing papers  

  Nature 
Network  

   http://network.nature.com/     Networking website  

  Innocentive     http://www.innocentive.com/     Uses crowdsoursing to solve 
science challenges  

  PD 2      https://pd2.lilly.com/pd2Web/     Crowdsourcing site to bring 
molecules to Lilly for 
phenotypic testing  

  ChemSpider     www.chemspider.com     Chemisty aggregator and 
database  

  Pubchem     http://
pubchem.ncbi.nlm.nih.gov/   

  Molecule structure and bioassay 
data  

  DrugBank     http://www.drugbank.ca/     Detailed drug and target 
information  

  eMolecules     http://www.emolecules.com/     Chemistry structure search 
engine and supplier 
information  

  CDD     www.collaborativedrug.com     Collaborative database enabling 
secure selective sharing  

  ZINC     http://zinc.docking.org/     Over 13 million commercially 
available molecules for virtual 
screening  

TABLE 5.1 (Continued)

community of chemistry research expands resources beyond a single labora-
tory. The ability to do this in real time via blogs  [4, 5]  or wikis, commonly used 
to host open notebooks  [6]  (see Chapter  25 ), rather than having to wait for a 
journal article to publish fi ndings, obviously could greatly increase the speed 
(by months) with which chemistry syntheses could be made available, thereby 
preventing unnecessary and costly repetition in other laboratories. The work 
can be hosted not only in these common environments but via exemplar 
efforts such as the crowdsourced ChemSpider SyntheticPages ( http://
cssp.chemspider.com/ ) where the community can publish and share reaction 
syntheses data on the same day that they do the work.   
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 The complete process of scientifi c research (including chemistry) can be 
supported by a myriad of tools and technologies online. As yet, compounds 
cannot be synthesized automatically by a simple request online but the 
command can be sent to a far - off laboratory and the results shipped to you. 
Your research can easily be posted online for others to see and comment on 
using a multitude of Web 2.0 platforms (see Table  5.1 ). At the time of writing 
there are generally no associated costs with sharing the data other than the 
time and effort associated with posting the information (data upload, checking, 
and publishing). Although only a tiny minority of chemists do this today, in 
the future this is likely to grow as a Web presence for a scientist is measured 
not only by peer - reviewed publications online but rather by the contributions 
of a scientist to the scientifi c commons. We predict that with this change will 
come dramatic improvements in scientifi c communication and, one can envis-
age, improved data validation, engaging feedback between scientists and the 
initiation of new collaborations between previously unconnected scientists. 
What is preventing this today? One roadblock is the delay in uptake of new 
communication technologies in the chemistry fi eld which has been termed 
 “ latency ”   [7] . This naturally leads to more questions around what can be done 
to foster communication (and embrace new technologies) between chemists 
and other groups in pharma, biotech, and academia. What is needed for the 
collaborators to successfully accomplish their goals?   

   5.2    CROWDSOURCING 

 Crowdsourcing uses the wisdom of the many (the  “ crowd ” ) and their varied 
perspectives to benefi t community - based efforts. A loose defi nition of crowd-
sourcing is  “ outsourcing a task to a group or community of people in an open 
call ”  — a phenomenon, culture, or movement best summarized in the book 
 Wikinomics, How Mass Collaboration Changes Everything   [8] . Crowdsourcing 
approaches have contributed enormous societal benefi t as well as created new 
businesses. One of the greatest success stories of crowdsourced approaches is 
the phenomenon known as Wikipedia. The open - source operating system, 
Linux, is the result of the programming efforts of thousands of people around 
the world contributing to a free code base. The business value to organizations 
that have adopted Linux is enormous and IBM alone has estimated savings in 
the hundreds of millions of dollars by adopting the Linux platform. Wikipedia 
is a global success story and, one would assume, has coerced the hearts and 
minds of the masses to assist in the creation of the world ’ s foremost encyclo-
pedia, a free resource where even the data can be reused and repurposed 
under appropriate licenses. The reality is a little different, however: While 
many thousands of contributors have helped to shape the multilingual articles, 
the number is a tiny fraction of the number of people who access Wikipedia. 
The reality of crowdsourcing is that there are only a small number of contribu-
tors relative to the number of consumers. In general, studies have shown that 
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the 90 - 10 - 1 rule holds ( http://www.90 - 9 - 1.com/ ); only 10% of the visitors will 
edit or comment and only 1% of the visitors will contribute new content. The 
same is likely true of collaborative chemistry resources on the Internet. 

   5.2.1    Crowdsourcing Platforms 

 A number of platforms enabling collaborative contributions to chemistry are 
already available. Certainly Wikipedia is one of these platforms and many 
thousands of encyclopedic articles regarding chemical compounds, materials, 
and synthetic reactions have been compiled by contributors. There is concen-
trated effort — a Wiki Project — to curate and correct chemistry information on 
Wikipedia ( http://en.wikipedia.org/wiki/Wikipedia%3ACHEMISTRY ). In 
addition to chemical information, there are contributions from biologists and 
medical experts to add details about diseases, genes, and proteins, and this has 
already created an incredibly rich resource of information. 

 Other examples related to chemistry include Innocentive ( www.
innocentive.com ), a website which posts challenges which can be anything 
from proposing syntheses of specifi c materials to projects to identify molecules 
binding to a particular receptor. The successful individual or team selected is 
rewarded fi nancially and also with publicity if desired. The Nature Publishing 
Group also recently teamed up with Innocentive to form the Open Innovation 
Pavilion such that nature.com readers could be directed to Innocentive chal-
lenges ( http://www.nature.com/openinnovation/index.html ). Another initia-
tive from Eli Lilly is phenotypic drug discovery (PD 2 ,  https://pd2.lilly.com/
pd2Web/ ), whereby scientists can submit their molecular structures via a 
secure portal where they are evaluated for novelty and drug likeness. If a 
molecule is selected, it is screened in phenotypic assays for diabetes, cancer, 
Alzheimers ’ , and osteoporosis. The goal of such an approach is to bring com-
pounds from academia and companies that might never have the potential to 
be tested against these diseases. Obviously, Eli Lilly is then in a position to 
license compounds it fi nds that are active. These types of e - science initiatives 
are remarkable in bringing solutions to the companies. While Innocentive is 
very specifi c to well - defi ned challenges (in general), PD 2  is sampling academic 
or biotech company compound space in a less well defi ned manner. Initial 
fi ltering is performed computationally and followed by various whole - cell 
biology and secondary assays to perform further fi ltering. The advantage of 
both such approaches are that they do not need to employ the scientifi c par-
ticipants full time or pay for the time and effort that went into the initial 
synthesis of compounds tested. In both cases, signifi cant parts of the research 
and development (R & D) process are essentially outsourced and the compa-
nies involved do not have to pay for that (Eli Lilly in the case of PD 2 ). Such 
an approach should lead to a reduction in the costs of R & D. It will be of inter-
est to see whether other companies will adopt similar initiatives to PD 2  because 
currently one company has a monopoly on this. The PD 2  approach could 
potentially be applied to other parts of the R & D pipeline even as a means to 
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pull in later stage candidates for licensing. Lilly have indicated that it will 
develop a similar approach for drug targets. 

 A fi nal example, while not specifi c to chemistry, can reveal the value of 
collaboration. It involves the Alzheimer ’ s Disease Neuroimaging Initiative 
(ADNI,  http://www.adni - info.org/ ), which started with government organiza-
tions, academic, nonprofi t, and industry members that formed a public – private 
partnership to fi nd biomarkers for the disease from clinical studies. The 
National Institutes Health (NIH) serves as the coordinator between all the 
organizations and the data are shared and open to all for analysis. To date it 
appears that several hundred publications have been generated from the data 
and many more studies are underway. The collaborative nature in this case is 
helping drive the fi eld of Alzheimer ’ s biomarkers forward.   

   5.3    COLLABORATORIES 

 The National Academies recently issued a report entitled  “ A New Biology 
for the 21st Century ”  that describes science as more complex and more global 
in nature than ever before and focused specifi cally on the biological sciences 
 [9] . Scientifi c software and hardware are expensive and, for many, sharing of 
such technologies is essential for their progress. Software in particular can be 
readily distributed within or between institutes or collaborators via collabo-
ratories. Collaboratories are a Web - based infrastructure for collaboration that 
allow the sharing of computational tools and data and enable distributed 
research by providing access to resources for research using the off - the - shelf 
tools. Examples include BIRN ( http://www.birncommunity.org/ ) for biomedi-
cal imaging and genetics  [10]  and BioCORE ( http://www.ks.uiuc.edu/Research/
biocore/ ) for bioinformatics and computational chemistry  [11] . The national 
e - Science Centre at the University of Glasgow ( http://www.nesc.ac.uk/hub/ ) 
supports research collaborations that are interdisciplinary and include bioin-
formatics, clinical trials using high - performance computing, and grid - based 
technologies  [12 – 14] . The academy for medical development and collabora-
tion developed shared facilities for genomics. Other scientifi c efforts could 
also be seen, for example, collaboratories such as the open - source drug dis-
covery network ( http://www.osdd.net/ ) described in Chapter  20 . Collaboratories 
could become a critical component of future drug discovery efforts, particu-
larly those in countries with limited scientifi c resources or those between 
academic groups.  

   5.4    DATABASES 

 One way to share scientifi c data is via public domain databases available on 
the Web (Table  5.1 ). Astronomy, physics, biology, and chemistry have all con-
tributed enormous amounts of data to the public domain and, when available, 
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have been the basis of platforms to allow crowdsourced analysis, validation, 
and annotation of the data. Examples from the world of astronomy are 
GalaxyZoo ( http://www.galaxyzoo.org/ ) and MoonZoo ( http://www.moonzoo.
org/ ) while in chemistry the ChemSpider database, coincidentally established 
by ChemZoo ( http://www.chemspider.com ) (see Chapter  22 ), is the preemi-
nent example. In regards to chemistry the past fi ve years has seen an explosion 
in the availability of databases hosting chemical compound collections and 
generally accessible via a cheminformatics platform allowing searching by 
molecular structure. As a result of these efforts, chemistry information on the 
Internet is increasingly becoming much more widely accessible, with numerous 
chemical compound databases on the Web providing free access to molecular 
structures and related data  [15, 16] . However, there are multiple issues: As 
previously described  [17] , these databases generally contain the chemical iden-
tifi ers in the form of chemical names (systematic and trade) and registry 
numbers and, due to their assembly in a heterogeneous manner, the data can 
be plagued with quality issues and these can impact downstream uses such as 
computational modeling. We are aware of many databases that curate all 
manner of information that might be of relevance to chemists involved in 
biomedical research, from chemical vendor catalogs, to patents, to spectra of 
various kinds. A recent article describes the public and commercial databases 
of bioactive compounds  [18]  and concludes that the commercial efforts are 
ahead of the public ones at this point in time, yet both are complementary. 

   5.4.1    PubChem 

 PubChem, a molecule database, launched in 2004 to support the  “ New Path-
ways to Discovery ”  component of the Roadmap for Medical Research  [19]  
( http://pubchem.ncbi.nlm.nih.gov/ ), is probably the most widely known and 
yet it covers only a small fraction of the chemical universe. At present PubChem 
is the informatics backbone for the Molecular Libraries and Imaging Initiative, 
which is part of the NIH Roadmap  [19] . PubChem presently contains almost 
31 million unique structures with biological property information provided for 
a fraction of the compounds. Although it is authoritative and built on an excel-
lent informatics platform with a well - resourced infrastructure, there are a 
number of constraints and issues with PubChem. Specifi cally, it is a repository 
of data and information and does not make any special effort toward curating 
the data depending instead on the whims of the depositors to ensure the 
quality and validity of the data. As a result any errors in the data deposited 
into PubChem may be, and already have been, transferred into other online 
databases that treat PubChem as an authority. This in turn can impact the 
research of others using computational models. The issues are not limited only 
to the validity of the chemical structures but, more generally, to the structure –
 identifi er relationships and resulting dictionaries that have been derived from 
the data. As a simple example of structure – identifi er errors, examination of 
the list of identifi ers associated with the simplest organic molecule in PubChem, 
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methane, lists associated identifi ers including carbon, diamond, soot, fullerene, 
and many other more complex organic molecules. There are multiple hits for 
well - defi ned compounds such as vancomycin and taxol and other much more 
simple organic molecules. While useful, PubChem is, quite simply, inappropri-
ate to treat as an authority.  

   5.4.2    Other Molecule Databases 

 Another interesting database of relevance to biomedical researchers is the 
Chemical Entities of Biological Interest, or ChEBI database ( http://www.
ebi.ac.uk/chebi/ ). The data are curated on an ongoing basis and as of this 
writing ChEBI release 69 is available, with 584,456 total entities, of which 
21,369 are fully annotated and curated. ChEBI includes an ontology which 
identifi es the relationships between molecular entities or classes of entities 
and their  “ parents ”  and/or  “ children ” . Another database of primary interest 
to biomedical researchers is DrugBank ( http://www.drugbank.ca/ ), a manually 
curated database  [20]  linking out to other public domain databases [e.g., the 
Kyoto Encyclopedia of Genes and Genomes, KEGG, ( http://www.genome.jp/
kegg/ )  [21] , PubChem, ChEBI, the protein databank (PDB,  http://www.pdb.org/
pdb/home/home.do ), Swiss - Prot ( http://www.expasy.ch/sprot/ ), and GenBank 
( http://www.ncbi.nlm.nih.gov/genbank/ )] and additional data from the labora-
tories of the hosts. The database aggregates both bioinformatics, cheminfor-
matics data, detailed drug data, and comprehensive drug target information 
and contains U.S. Food and Drug Administration (FDA) – approved small -
 molecule and biotech drugs representing nearly 5000 molecules  [22] . For those 
interested in vendor libraries for use for docking studies, ZINC ( http://
zinc.docking.org/index.shtml ) represents a free, searchable database of over 
20 million molecules commercially available compounds for virtual screening 
available as three - dimensional structures  [23, 24] . Importantly all the mole-
cules are assigned biologically relevant protonation states and are annotated 
with other molecular properties which may be of interest for hit fi ltering.  

   5.4.3    ChemSpider 

 Another example of a freely available database (also described in Chapter  22 ) 
is ChemSpider ( http://www.chemspider.com/ )  [15, 16] , a community resource 
for chemists provided by the Royal Society of Chemistry. It currently contains 
 almost 25  million unique chemical entities aggregated from almost 400 diverse 
data sources, including government databases, chemical vendors, commercial 
database vendors, publishers, as well as all of the prior described databases 
and individual chemists. The unique capabilities of ChemSpider relative to 
other public chemistry databases include the real - time curation of the data by 
the community and annotation of the data. It is also possible to deposit New 
data to the database: New chemical compounds can be deposited to the data-
base as singletons or as large collections with up to half a million compounds 
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already having been deposited in a single day; analytical data and activity data 
can also be deposited against existing chemical compounds. 

 As ChemSpider has grown in popularity and scope, numerous websites 
have started to link to the databases. Wikipedia commonly includes links from 
its chemical compound articles to ChemSpider, ZINC has included links in 
its databases, Nature Publishing Group links from its chemical compound 
pages from both its  Nature Chemistry  and  Nature Chemical Biology  journals, 
as does the Royal Society of Chemistry for its  prospected  articles ( http://
www.rsc.org/publishing/journals/projectprospect/faq.asp ). ChemSpider also 
provides access to a series of web services to allow querying of the data. For 
example, four of the primary analytical instrumentation vendors (Bruker, 
Waters, Thermo, and Agilent) have established or are presently pursuing inte-
gration of the ChemSpider data into their mass spectrometry data processing 
software packages. The Web services are also used by other public and private 
databases in either academia or industry. For example, Collaborative Drug 
Discovery (CDD,  www.collaborativedrug.com , also described in Chapter  21 ), 
provides links to ChemSpider for molecules in their CDD database  [25] . CDD 
itself is a highly secure, commercial collaborative drug discovery informatics 
platform with both a Vault for proprietary data, technologies to enable selec-
tive sharing, and over 50 publically accessible data sets available upon 
registration. 

 Recently pharmaceutical companies such as GlaxoSmithKline and Novartis 
have shared some sets of active compounds for malaria and made them avail-
able in CDD, ChEBI, and PubChem. This deposition of large numbers of 
compounds raises some issues relating to how the data will be used and acces-
sibility of the compounds for follow - up evaluation  [26] .   

   5.5    BLOGS 

 The tools described thus far facilitate collaborations in which the partners 
work in a shared space online or pull information from a community online. 
Another mode of collaboration involves working asynchronously and then 
sharing the product of your work. Blogs and other types of social software 
tools like image - sharing sites and presentation - sharing sites support this type 
of collaboration. Blogs are defi ned by their format because the content varies 
greatly. They are typically lists of individual posts, each with a permanent link, 
a place for comments, can be tagged with a topic, and are posted in reverse 
chronological order. Collaboration software which many companies already 
have, such as Microsoft SharePoint Server ( http://sharepoint.microsoft.com/
en - us/Pages/default.aspx ) or Atlassian Confl uence ( http://www.atlassian.com/
software/confl uence/ ), support blogging to some extent, but specialized blog-
ging software products such as MovableType ( http://movabletype.com/ ) and 
Wordpress ( http://wordpress.org/ ) have more features and are more common 
on the Web. 
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   5.5.1    Why Blog? 

 Scientists typically do not blog on public sites about their work in progress or 
work that has not been published. Instead, they blog about the process of 
science, interesting articles they have read, tutorials on things they have fi gured 
out or the basics for a broader audience, and ideas and information they have 
that is not enough for a separate publication. 

 The process of preparing and writing a blog post as well as receiving com-
ments and feedback helps the scientists learn the topic better and clarify their 
thinking on it. Blogging tutorials on the basics of a topic or on how to do 
something in the laboratory can serve as a distributed apprenticeship  [27] . 
Some scientists fi nd that they have more content than they can fi t in the page 
limits of a publication and so use their blogs to provide additional information. 
Similarly, if they have an idea that they do not have time to pursue or that is 
not enough for a separate publication, the blog is a way to explore and share. 
Blogging makes the information posted fi ndable by the author later, provides 
a time and date stamp, and also makes the information fi ndable by other sci-
entists when they need it. 

 Another advantage of blogging is the speed in that someone can write 
something which is published without peer review and their opinion is instantly 
out in the open and joins the scientifi c discourse. Of course, the anonymity 
also allows people to vent their feelings in a manner impossible in scientifi c 
papers, letters to the editor, and so on. A great source of chemistry blogs as 
well as examples of  “ scientifi c venting ”  is Derek Lowe ’ s in the pipeline ( http://
pipeline.corante.com/ ).  

   5.5.2    To Blog Publicly or on the Intranet? 

 It may be tempting to blog on an intranet or to only allow collaboration part-
ners to read the posts. Unfortunately, it is diffi cult to get a critical mass of 
readers to get the full value with an intranet blog. Intranet blogs generally do 
not get as many comments and so may not be as rewarding to the blogger. On 
the other hand, the blogger might feel more free to share details of his or her 
current work and the blog will still be useful for refi nding information. Also 
there may be a real sense of fear blogging internally, in case management 
disagrees with your opinion and effectively sanitizes it.  

   5.5.3    Using Computational Methods to Make Use of Information and 
Knowledge in Blogs 

 A nascent use of blogs is to gather opinions on scholarly articles. Publishers 
are beginning to search, mine, and aggregate blog posts that discuss articles. 
Public opinion researchers also mine blog posts and use sentiment analysis to 
understand how their product is viewed. This could be extended to chemistry 
blogs to crowdsource new ideas and approaches.   
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   5.6    WHERE WILL COLLABORATIVE 
TECHNOLOGIES TAKE CHEMISTRY? 

 Improving effi ciency is necessary since squeezed budgets and costcutting in 
both academia and industry are impacting pharma R & D. Collaborative soft-
ware for chemistry can help in several ways. First, sharing data or molecular 
structures either openly or securely can enable a chemist in one location, say 
in a drug company in the United States or Europe, to suggest a synthesis route 
for a molecule being made in China, India, or Russia. Drug companies can tap 
into the global chemistry community to work on problems that may be beyond 
the capabilities of their own staff via collaboration networks such as 
Innocentive. Alternatively, they can attract molecules or technologies to them 
for potential testing via initiatives like PD 2 . Free Web - based databases of 
molecules and their properties, patents, and reactions can reduce the depen-
dency on commercial databases as well as provide links to many other initia-
tives that such closed commercial systems cannot. Collaborative technologies 
have the capability to facilitate virtual laboratories that can be located in 
multiple locations while at the same time potentially bringing together differ-
ent disciplines like biologists and chemists. This may be ideal for neglected 
diseases or rare orphan diseases in which there is either limited funding, sci-
entifi c capability, or scientifi c interest to have critical mass. 

 While there are signifi cant precompetitive informatics efforts in the phar-
maceutical industry  [28]  that cover both chemistry and biology, to date there 
has not been a focus on creating standards or even setting requirements for 
collaborative technologies that could be used between or within companies 
and between companies and researchers or external contractors. There is 
therefore signifi cant opportunity for collaborative technologies to expand and 
impact chemistry in general from teaching  [29 – 31]  through to research and 
development, and it is equally likely that success may come outside of bio-
medical fi elds.  
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   6.1    INTRODUCTION 

 No one will dispute the motivation for this book: Without signifi cant change 
in the rate of new drug approvals over decades  [1]  despite steeply rising 
expenditure and knowledge, no stone should be left unturned as we seek 
higher productivity in health care. Now that the Internet and storage technolo-
gies have reduced the costs of moving and storing information by orders of 
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magnitude, surely we are poised for a positive revolution based on facile col-
laboration? Yet we are scientists, and a good dose of data is always healthy to 
calibrate our expectations and help us set strategy. In this chapter we will see 
that large - scale voluntary collaboration systems show remarkably consistent 
patterns in contributors ’  behavior within scientifi c collaborations in the phar-
maceutical industry and extending to every other company and industry exam-
ined. This behavior has all the signatures of a power law, driven by positive 
feedback from the individual and the group, and with a  “ long tail ”  such that 
approximately half of all contributions come from people who contribute only 
once to any given campaign. Interestingly the evidence also suggests that 
networks of acquaintanceship are not an essential driving force, which makes 
us revise our concept of  “ community. ”  Finally we review the data, not just for 
collaborative idea generation, but for collaborative evaluation and decision 
making, and see that the most popular methods are prone to strong bias by 
minority views.  

   6.2    BACKGROUND 

 From late 2005 to 2010 I created and then managed the  “ Idea Farm, ”  an 
online collaborative problem - solving system within Pfi zer, the world ’ s largest 
pharmaceutical fi rm. The underlying model was the campaign, or challenge, 
in which a business need is identifi ed with a specifi c sponsor, the problem or 
opportunity is reframed for the online medium, then in the  “ diverge ”  phase 
broadcast (usually via e - mail) to a large diverse audience who then may 
contribute using an easy - to - use system designed to support the challenge 
model  [2] . In the subsequent  “ converge ”  phase, the entries are collected, 
organized, built upon (by the crowd and/or an assigned review team), evalu-
ated, and trimmed and decisions made on implementation. The challenge 
model also underpins Innocentive, DARPA challenges (e.g., robot vehicles 
crossing the desert), X - Prizes, the Netfl ix Prize, and many more.  *   Arguably 
the fi rst and most successful challenge was the longitude problem, in which 
the late - eighteenth - century Parliament and the Admiralty sponsored an 
apparently impossible problem to which John Harrison, an unknown clock-
maker from the north of England, dedicated his life; he won by inventing the 
marine chronometer  [3] . If we take innovation to consist of inspiration (the 
stereotypical  “ aha ” ), followed by invention (the proof of concept), followed 
by implementation (the scaling of the invention and dissemination to its cus-
tomers), there is no question that implementation is the most lengthy, costly, 
and likely to fail  [4] . The challenge model succeeds because it addresses this 
at the outset by selecting only those challenges where a serious need is 
matched by a serious and specifi c individual who already has the mandate 

     *      See  http://www.darpa.mil/grandchallenge/index.asp ,  http://www.xprize.org/ , and  http://www.
netfl ixprize.com/  for examples.  
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and resources to address the problem and who will accept input from a large 
and diverse audience to get a better and faster solution  [5] . While accessible 
throughout the corporation (secure behind its fi rewall), the sponsorship of 
the Idea Farm in Pfi zer research and development (R & D) resulted in a major-
ity of the campaigns involving scientifi c subjects. The baseline data consist of 
over 200 campaigns and 3000 separate authors of over 12,000 ideas, supple-
mented by anonymized data sets from colleagues in similar roles at other 
large corporations.  

   6.3    THE LONG TAIL OF COLLABORATION 

  “ What was the average number of ideas per contributor last year? ”  is an 
innocent and reasonable question that has no good answer. It has an answer 
(typically around 2) , but it is not a good answer because the question implies, 
incorrectly, that the distribution is somewhat like a bell curve: If the average 
is 2 ideas per person, there probably were fewer people that put in 0 or 1 and 
fewer that put in 5 or 10, right? Just like if the average height is 5 foot 7, there 
should be fewer people 3 feet tall or 10 feet tall? Very wrong. Figure  6.1  is a 
rank – frequency plot of over four years ’  worth of ideas and comments entered 
into the Idea Farm, where the leftmost author (rank 1) put in about 700 entries 

     Figure 6.1     Rank – frequency plot of all ideas and comments submitted to Pfi zer Idea 
Farm, 2006 – 2010: 4004 authors, 20,505 entries. Gray line: power law with  α     =    2.7. 
Overlay curve and right axis: cumulative percent of all entries.  
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and authors ranked 2000 – 4000 put in one each. A straight line on a log – log 
plot is a power law; power law distributions are prevalent in natural and 
human situations  [6]  but nearly ignored in statistics courses and textbooks. For 
power law distributions,  “ average ”  makes no sense (there is no peak) and the 
range of values can be enormous. In general, events which are mutually inde-
pendent (the fl ipping of a  “ coin with no memory ” ) will produce Gaussian, or 
normal, distributions, while events which are mutually dependent will produce 
power laws. Avalanches, earthquakes, salaries, and network connectivities all 
follow power laws, and a strong case can be made that the 2008 – 2009 fi nancial 
collapse was due in part to our fi nancial systems ’  underappreciation of the 
long tail of this distribution  [7] . Figure  6.1  shows just what a  “ long tail ”  of a 
power law consists of: those 3000 people at the lower right (rank 1000 – 4000) 
who put in just one, two, or three entries each.   

 The importance of the tail in a power law phenomenon is the subject of 
Chris Anderson ’ s eponymous book  [8] , where he describes how Internet tech-
nologies, by reducing transaction costs nearly to zero compared to brick - and -
 mortar stores, enabled Amazon and iTunes to extend the reach of book and 
music retail to orders - of - magnitude more content and consumers than had 
been previously feasible — to their notable profi t and market dominance 
benefi t. 

 Figure  6.1  is not unique to Pfi zer or even pharmaceuticals or scientifi c 
problem solving; Figure  6.2  shows Pfi zer ’ s data (just ideas, not ideas and com-
ments) with data from Cargill, a huge multinational agribusiness corporation. 
Both companies have secure fi rewalls with no contact or commonality of 
people, business needs, challenges, demographics, or cultures, yet their statistics 

     Figure 6.2     Rank – frequency plot of ideas submitted to Pfi zer Idea Farm (triangles) 
and similar system in large Cargill business unit (diamonds).  
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of participation are indistinguishable. This follows for every case we have 
examined, and at all scales: Individual challenges give the same plots with the 
same slope  [9] . This is strong support for an underlying power law mechanism 
since it is the only distribution that is scale free  [6] .   

 There is every reason to expect these power law properties to extend to 
every type of large online collaboration, in part because of the diversity and 
number of our private - sector data sets  [9]  and because the contributions to 
Wikipedia, perhaps the largest open collaborative intellectual effort of all time, 
follow the same pattern  [10] .  

   6.4    VALUE OF AN IDEA 

 Whether or not the power law property matters depends on the value of 
what we are measuring, specifi cally whether the ideas from the  “ head ”  (those 
relatively few people who put in many ideas each) are more or less valuable 
than those from the  “ tail ”  (those many people who put in very few ideas 
each). Figure  6.3  suggests three general possibilities, where the ideas are 
counted in the same order as the participation level of their authors, that is, 
ideas from the most prolifi c authors at the left and from the occasional authors 
to the right.   

     Figure 6.3     Models of cumulative value vs. cumulative quantity, where quantity (hori-
zontal axis) is ordered by author rank (as in Figs.  6.1  and  6.2 ): ( a )  “ head ”  participants 
have better ideas; ( b ) all ideas are (probabilistically) equal; ( c )  “ tail ”  participants have 
better ideas.  
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 In case ( a ), not only are the  “ idea people ”  prolifi c, their ideas are better. 
If there is some sort of expertise or talent for idea generation, or if people 
with more talent also have more confi dence resulting in higher participation, 
this is what we might expect. It would be a case of an  “ 80 – 20 ”  rule where a 
minority dominates in quantity and quality. On the other hand, a case can be 
made for ( c ), where the ideas from the rare participants should be better: 
There is good evidence that teams get tired and less effective over time and 
need external stimuli  [11] , and Gary Hamel makes a strong case that value 
comes by  “ listening to the periphery, ”  those voices seldom heard by dint of 
corporate culture, geography, or generational deafness  [12] . 

 Our data, while not as complete as for the power law itself, are consistent 
and provocative. Figure  6.4  shows the results from four large Pfi zer challenges 
in which semiquantitative estimates of idea value were available. Importantly, 
in all cases entry value was assigned by the review team established by the 
campaign sponsor and judged by criteria agreed on in advance [typically along 
dimensions of technical feasibility, potential market value or cost or time 
reduction, competitive advantage, and intellectual property (IP) risk]; in other 
words, value was estimated by those who would benefi t by success and be 
involved in implementation. Ideas rated low by such a team have essentially 

     Figure 6.4     Cumulative value vs. cumulative quantity from four large Pfi zer campaigns: 
(triangles) an all - R & D campaign seeking nontraditional, marketable IP; (circles) a 
challenge to reduce operating costs for a mobile sales force; (squares) a process 
improvement challenge to reduce time and complexity in clinical document prepara-
tion; (diamonds) a scientifi c – medical challenge for additional indications for an existing 
drug.  
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no chance to be implemented and so, however intrinsically brilliant, have no 
value: a harsh pragmatic reality. Such teams usually begin with a high – medium –
 low binning before any ideas are excluded; Figure  6.4  shows the results with 
high    =    10, medium    =    4, and low    =    0 points, though the weighting factors made 
no qualitative difference to the results.   

 This is a very interesting result, supporting neither above hypothesis but 
rather suggesting that idea value is independent of whether the author is pro-
lifi c or occasional. In other words, if 1 in 100 ideas is valuable (for example), 
then we might expect one valuable idea from the three people who put in 50, 
30, and 20 each and also might expect one valuable idea from the 100 people 
who only put in one each. Note how accurately this parallels the value proposi-
tion in iTunes or Amazon ’ s Kindle bookstore, where songs cost about 99 
cents and books cost $10, roughly constant from best sellers to the most 
obscure titles. 

 Now we can return to the overlay of Figure  6.1 , the cumulative area under 
the log – log graph. This represent not only the cumulative number of entries 
but also the cumulative value. About half the value is contributed by authors 
1 – 300, and the other half by authors 301 – 4000. If your reaction is to think  “ I 
want those top 300! ”  you are missing the opportunity of large - scale collabora-
tion in three important ways. First, exactly which 300 you need is going to 
change for every given business problem. Innovation must be specifi c and 
purposeful; calls for  “ we only want big game - changing ideas ”  are guaranteed 
to fail  [4] , and so successful campaigns are quite content specifi c and useful 
contributions draw on deep personal expertise and experience. Second, tradi-
tional teams become dysfunctional beyond a dozen or so participants  [13] . 
Even scheduling meetings for a team of 20 becomes infeasible. If you fall back 
to the idea of  “ top 10 ”  for a team, Figure  6.1  tells us that you will knowingly 
miss 90% of the value you could have had. If your organization does not have 
4000 people in it, that is still true, they just do not all work for you. Third, and 
optimistically, recall the lessons of Chris Anderson: Do not run from the long 
tail, exploit it. Systems designed to facilitate, run campaigns, and manage 
evaluation and next steps are readily available  [2] , and the cost is not the 
system but the opportunity lost by ignoring the value in the tail (which you 
now know how to predict). 

 In fact, the tail value is greater for individual campaigns than Figure  6.1  
suggests. The only exceptions to power law behavior seen to date are from 
nonvoluntary campaigns. The electronic tools for mass collaboration work 
equally well in a  “ command ”  situation; for example, it is very productive to 
have a half - day meeting with several background presentations followed by a 
 “ fl ash event ”  in which every member of the audience is exhorted to spend the 
next 15 minutes writing down four ideas for how their work team could 
support the presented proposal  [14] . In these cases the result is not a power 
law distribution  [9]  but closer to a Gaussian; on a rank – frequency plot the tail 
drops quickly. The Pfi zer data are an aggregate of many campaigns including 
large involuntary ones of this type, which probably accounts for the deviation 
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from power law at the bottom right. When large voluntary individual cam-
paigns alone are considered, the tail extends farther [ 9 , Fig. 5a], with the con-
sequence that fully half of the total entries (and therefore value) come from 
people who only ever contribute once [ 9 , Fig. 8].  

   6.5    COMMUNITIES? 

 We have seen that voluntary, large - scale, collaborative challenges on scientifi c 
topics are feasible, sustainable, and technically well understood and that a 
great deal of the value derived comes from the occasional contributors. But 
are these really  “ communities, ”  or is that word becoming overworked, in the 
same way that calling a stranger who accesses your blog or photos a  “ friend ”  
does not make them one. It is more than a semantic quibble if our beliefs affect 
our strategies for attracting new participants or rewarding and recognizing 
past contributors. 

 We have one relevant data set, but it is objective and large scale. For years 
Pfi zer, like many companies, has had a link on its public website, saying in 
effect,  “ send us your ideas to improve our offerings. ”  Figure  6.5  shows the 
familiar rank – frequency plot for several years of this activity; again, it is an 
excellent power law. What this data set has in common with the others is that 
it is from a large - scale voluntary process, seeking new ideas and concepts for 
business purposes. Where it differs is that for intellectual property and legal 
reasons the process has been implemented as a  “ drop box, ”  in which contribu-

     Figure 6.5     Rank – frequency plot for unsolicited open website suggestions. The line 
has exponent  α     =    3.  
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tor ’ s identities are not accessible to each other and there is no possible com-
menting or cross - contributor collaboration (a hallmark of the internal 
challenges). These contributors cannot by any stretch be called a community, 
because they cannot know or communicate with each other. And yet we have 
a power law signature, including the same exponent ( α     =    2.7    ±    0.3,  [9] ) as all 
others observed.   

 Figure  6.5  refutes the hypothesis that our power laws might derive from a 
network effect. It is well established that human networks show power law 
statistics in their connectivity  [15] , and it would be reasonable to suppose that 
our observations somehow derive their statistics from a driving force depen-
dent on a network: For example, I am more likely to contribute if people in 
my social network contribute. It remains perfectly possible that such network 
effects could amplify the contributions to a challenge, but Figure  6.5  shows 
that something more intrinsic, more local is going on. A source of positive 
feedback is the most likely origin of the power laws  [6] , and simulations 
suggest that feedback comes approximately half from one ’ s own behavior ( “ I 
put in an idea last week, it wasn ’ t hard or scary, I ’ ll probably do it again ” ) and 
half from general observations of others ( “ Other people are doing this, I ’ ll 
give it a try ” )  [9] . The difference between general ( “ other people ” ) and specifi c 
( “ people I know and trust ” ) is arguably the difference between a collaboration 
process and a community - driven process. 

 With  “ community ”  now shown to be a tenuous concept, we have to consider 
how to advertize our campaigns and induce people to contribute. We can 
certainly hope that people will tell all their friends but cannot rely on it and 
have data suggesting instead that contribution is more likely a private choice. 
As manager and facilitator for hundreds of challenges, this is not surprising. 
Almost without exception, announcements of a new broad challenge that 
depend on propagated e - mails will fail: fi rst, because the e - mails simply do not 
get sent and, second, because they are sent with a generic title ( “ Please Read ”  
or  “ On Behalf Of ” ), which does nothing to convey the content or opportunity. 
In a world of spam and information overload, this is a bucket of cold water.  

   6.6    MOTIVATION AND SUSTAINABILITY 

 If we cannot expect true community behavior, and if the specifi city of our 
business needs is such that each campaign will uniquely interest different 
people, how can we make large - scale collaboration work? My role at Pfi zer 
brought me into a true community of peers from other companies, brought 
together face to face in vendor - sponsored user groups. There are defi nitely 
best and worst practices, learned over and over; for example:

    •      Do Not Offer Tangible Prizes or Rewards     Especially for cutting - edge 
scientifi c challenges, the participants you need are probably well paid and 
not particularly enthused by another tee shirt, coffee cup, or $100 voucher. 
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There is intriguing literature that, in fact, monetizing an otherwise altru-
istic bargain will decrease participation  [16] . If that is not enough, offering 
tangible rewards comes at signifi cant cost: Who will get the prize? (Let ’ s 
call a meeting  … ). Who has the prize budget? Just do not do it unless 
you are not prepared to make a full business of it (e.g., Innocentive ’ s 
prizes, which may typically be in the $5000 – $40,000 range).  

   •      Do Offer Recognition But Watch for Overload     Absolutely recognize 
contributors when campaign results are known; every organization has 
appropriate newsletters for this. But beware of the cynicism that follows 
from too many employee - of - the - month - type programs  [17] . It is not kin-
dergarten; not everyone gets a star.  

   •      Highlight Based on Quality, Not Quantity     Since most of your campaign 
value will come from people who only ever put in one, two, or three 
contributions, do not cut off the tail by hyping the high contributors and 
implicity offending the rare ones. Do not set up a  “ reputation ”  system 
based on mouse clicks rather than serious content. Do highlight contribu-
tors, but based on quality, not quantity.  

   •      Remember Herzberg     A generation ago, Herzberg studied employees ’  
motivators and demotivators; his article  [18]  has been the most - requested 
reprint from the  Harvard Business Review . Even more important than 
recognition is to make the task serious and real; people seek achievement 
and responsibility. In other words, the challenges you pose must  matter , 
and it must be clear how they matter and to whom. Never pose toy chal-
lenges or ones that address minor issues; it devalues the entire program. 
Equally important is to assure that your collaboration system avoids the 
Herzberg demotivators (or  “ hygiene factors ” ), principal of which is the 
perception of unfair or inappropriate policies and bureaucracy. In other 
words, if you want voluntary help, do not make the contributor suffer 
through three pages of legal caveats or a picky survey, and make the 
challenge about something known to be important to the sponsor and, 
perhaps altruistically, to the contributor.     

   6.7    COLLABORATIVE EVALUATION 

 Soliciting and collecting ideas are only the divergent half of a campaign; the 
convergence process of evaluation and decision must follow if there is to be 
implementation. For typical departmental - scale campaigns in which entered 
ideas number in the dozens to hundreds, a review team appointed by the 
original project sponsor is very effective, because it taps directly into the orga-
nization ’ s norms for project responsibility and funding. However, when entries 
approach the thousands, it may be useful to enlist the  “ crowd ”  to assist in their 
evaluation. 

 But the data suggest caution. Figure  6.6  illustrates how we need to be aware 
of the possibility that crowd evaluations, however democratic and open in 
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intent, may be driven by small minorities. The types of data in Figure  6.6  
appear to be in order of diffi culty or knowledge required (i.e., a fi ve - star vote 
takes less effort or know - how than typing in an original contribution), which 
suggests an important possibility: that the easier or less content rich the task, 
the more it is likely to be driven by an active minority of participants. This is 

     Figure 6.6     Exponent of power laws refl ects the distribution of participation. 
( a ) Curves are Newman ’ s equation 28  [6] , for (top to bottom)  α     =    2.05, 2.1, 2.2, 2.4, 2.7, 
which are approximately the exponents for Twitter entries  [19] , Digg promote – demote 
voting  [10] , fi ve - star voting (this work and  [9] ), Wikipedia edits  [10] , and corporate 
ideas (this work and  [9] ). Dashed gray line, if all participants contributed equally. 
( b ) Slice through part ( a ) illustrating how many people contribute 80% of the content.  

(a)

(b)
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perhaps counterintuitive:  “ Make it easy ”  would seem to encourage a more 
democratic, representative outcome. But the data sets behind Figure  6.6  are 
so large that we must take very seriously the possibility that  “ make it hard and 
specifi c ”  is the better way to assure a broader source of input.   

 Of equal concern are the very large scale observations of fi ve - star voting 
at Amazon  [20] , namely that it is biased, compressed (with an average of 4.4 
out of fi ve stars), and prone to follower behavior that drives to extreme opin-
ions rather than balance. Consistent with the observation of Figure  6.6 , the 
authors recommend making the online book review process more diffi cult, 
rather than less, to achieve better quality and balance.  

   6.8    CONCLUSIONS 

 Multiple large data sets from diverse private and public sources show that 
contributions to large - scale voluntary collaboration campaigns (including sci-
entifi c challenges) generally follow a power law and with an exponent consid-
erably higher ( α     =    2.7    ±    0.3) than  “ easier ”  tasks (Twitter, Digg, fi ve - star rating; 
 α     �    2 – 2.2). The consequence is that these campaigns depend for a majority of 
their content on a  “ long tail ”  of people who contribute only a couple of ideas 
each. Because power laws are scale free, this generalization applies to small 
as well as global - scale campaigns. The phenomenon may benefi t from, but does 
not depend on, social networks because blinded  “ drop box ”  challenges have 
the same signature. Thus, rather than speak of  “ communities, ”  we would be 
more accurate to refer to  “ personal responses to a particular challenge. ”  To 
encourage participation, we should respect our contributors as individuals, 
recognize quality over quantity, and remember the strong motivation of con-
tributing to real work that makes a difference. Large - scale collaborative evalu-
ation of options is more problematic, since the data for popular techniques 
like promote – demote and fi ve - star voting reveal a potential for considerable 
bias and dominance of minority opinions.  
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   7.1    INTRODUCTION 

 Biology is the science of life. More specifi cally, it is the study of the organiza-
tion of matter that can reproduce itself and maintain its specifi c functional 
properties over many generations as life. Chemistry is the study of matter 
which composes the universe, their combinations, and the manner in which 
they interact with each other. Since the molecular biology revolution of the 
past 50 years, it has become increasingly clear that the most fundamental 
biological problems, whether health or disease, are essentially chemical prob-
lems. Unfortunately, most chemists are ill prepared to do state - of - the - art 
biology and, indeed, often have very negative attitudes about biologists. On 
the other hand, biologists are generally ill prepared to do state - of - the - art 
chemistry and generally avoid interacting with chemists. 
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 To bridge the gap, scientifi c  “ opinion leaders ”  have suggested that biologists 
and chemists should collaborate to help solve the problems of human health 
and disease. But in practice these  “ leaders ”  generally act to punish true col-
laborations by reducing funding and other amenities that biologists and chem-
ists have if they worked independently (e.g., a top biologist and a top chemist 
can each generally readily get a $250,000 - per - year grant independently doing 
innovative research, but when working together reviewers, administrators, etc., 
balk at giving the two working together a $500,000 - per - year grant). I know 
this because I have done the experiment. So, not surprisingly, what has hap-
pened in the past 20 years or so is biologists and chemical biologists (chemists 
working in biology) have resorted to data collecting. Genomics, proteomics, 
metabolomics, structural biology [X - ray and nuclear magnetic resonance 
(NMR)], chemical libraries, high - throughput assays, and so on, have been 
essentially data - collecting exercises. The  “ exciting discoveries ”  are made by 
robots, machines, and computers which collect enormous amounts of data. In 
the process human thought often seems to have become of secondary impor-
tance. At the same time, creative collaborations between chemists and biolo-
gists are often marginalized and starved for the resources they need to 
scientifi cally investigate the very diffi cult problems of understanding life pro-
cesses and how disease and other dysfunctions arise and what might be done 
to fully understand these processes. In many ways, it is a tragedy for both 
chemistry and biology. I certainly realize that the cult of the individual domi-
nates our society and its award systems, and our power structures, especially 
in science, enforce the myths which form the basis for our scientifi c culture. 
Clearly a less arrogant and more collaborative scientifi c culture will happen 
only slowly and incrementally. Nonetheless, it seems clear that we will never 
solve the problems of human health and disease until we chemists and biolo-
gists (and other scientists) work together as equals in true collaboration, 
without arrogance of fi elds, to solve these complex problems. 

 I believe that it is possible to develop such collaborative interactions and 
have spent most of my 45 years in science as a chemical biologist trying to do 
that. Using a few examples taken from my own efforts with biologists, I will 
try and illustrate how daily collaborations with biologists have led to novel 
insights into biology using chemistry and the way in which the chemistry of 
biology is manifested. Some aspects of these efforts have already been dis-
cussed in the literature  [1 – 3] .  

   7.2    ORGANIZING SUCCESSFUL COLLABORATIONS BETWEEN 
CHEMISTS AND BIOLOGISTS TO SOLVE IMPORTANT PROBLEMS 
IN CHEMICAL BIOLOGY AND MEDICINE 

 It goes without saying (it seems so obvious) that any successful collaboration 
between chemists and biologists comes with the recognition that the scientifi c 
problem in biology, or drug design, or some aspect of medicine requires that 
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both the chemist involved and the biologist involved recognize that the 
problem will not be solved without highly integrated creative efforts by both 
chemist and biologist. Life, good health, and disease are chemical processes in 
the context of the complexities of life, in the case of human health and disease 
multicellular life. Thus in entering a collaboration both chemist and biologist 
will need to recognize that collaboration will require that they both will be 
doing research that they had not previously considered, and thus they must 
be prepared to be completely open to new thinking about the problem they 
are trying to solve together. Indeed, in my successful collaborations, generally 
very quickly, often within a few months or a year, the research has taken on 
new directions not initially envisioned. I would suggest that you know you 
have a good collaboration when both parties involved are soon doing research 
that they had not initially planned to do. 

 On the other hand, I have not had as much success in collaboration when 
the potential collaborator is convinced that what they had in mind to do is all 
they will do. They are convinced they know where they are going and do not 
need to consider alternate thinking. Alternatively, they see their collaborator 
as simply a means to their ends. No doubt this can be and often is very useful. 
Such cooperations are very important in science and often lead to new and 
useful results. However, they are not collaborations, and the possibilities for 
creativity and novel insights and directions are lost or more generally either 
explicitly or implicitly suppressed. Even more to the point, most research these 
days, whatever the source of support, is  “ hypothesis ”  driven. Such an approach 
to research is very congenial for the bureaucracy and bureaucrat who can 
defend his or her support for the research on very practical grounds without 
any real knowledge of the research area. In a good collaboration  “ hypotheses ”  
are viewed as temporary starting points with the understanding that modifying 
the working hypothesis is not only a possible but also a desired likelihood as 
the research progresses. One other critical aspect of creative and productive 
collaboration is that all participants must take ownership and thus responsibil-
ity for success while at the same time share in both the success and failure. In 
this regard, doing high - risk, high - reward research generally has failures. 
Indeed, failure often is a critical part for ultimate success. Knowing when to 
reexamine and change your most cherished ideas is always diffi cult whether 
or not the research involves collaboration, but doing so when collaboration is 
involved is especially diffi cult. Fingerpointing never solves any problems 
whether in life or in research, but here congenial critical examination of the 
problem in a group environment is critical. If done properly, it often can lead 
to the most creative solutions moving forward. For this purpose I have found 
that when such research problems occur it is best if all participants — the 
principal investigators, students, postdocs, and technicians — discuss the 
problem together. Such discussions can often lead to the most creative solu-
tions, especially as it provides those who have experienced failure an oppor-
tunity to fully discuss their efforts and what has been learned and gives them 
permission from the entire group to move in new directions with enthusiasm 
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and confi dence. In this regard, a key to success in any collaborative effort is 
the necessity that all lines of communication remain open. Each research 
group involved in a collaboration has its own culture and modes of commu-
nication and cooperation. Since many different types of expertise are often 
involved, and often quite different knowledge is necessary to address the 
problem, it is critical that all participants be aware of and committed to the 
multidisciplinary requirements of the project and recognize that success will 
depend on the success of all components of the research. In other words, 
making everyone around you successful is the key to your success. To ensure 
this commitment and understanding, I have found that meetings of the entire 
group in which research progress is formally discussed, including related 
recently published literature research, be held often (weekly or biweekly). Not 
only do these group meetings provide open communication channels and 
shared goals, but equally importantly they provide everyone the opportunity 
to know who is doing what and how it all fi ts into the ultimate goals. From 
these discussions it often also is clear who should write which papers and who 
will be fi rst author. I have found this minimizes any confl icts down the road 
about who gets credit for what and why and whether and what aspects of the 
research should be published in chemical/biophysical journals and which 
should be published in biological/medical journals. 

 Another key issue that is increasingly critical for successful collaborative 
research at the interface of chemistry and biology (including medicine) is the 
availability of state - of - the - art infrastructure. Generally the biological chemists 
will need access to outstanding X - ray, NMR, mass spectrometry, sequencing, 
cell scanning and imaging, cell development and cell growth facilities, and 
screening/assay facilities, not to mention ultracentrifuges, high - performance 
liquid chromatographs (analytical and preparative), and so on. For their part 
the biologist needs outstanding facilities for obtaining genomics, proteomics 
and other critical biological data, animal models and the facilities to develop 
new animal models, knockout and knockin animals, cellular and animal 
imaging equipment, facilities for a wide variety of behavioral and other whole -
 animal studies, and much more. The beauty of good collaboration, of course, 
is that various diverse physical, chemical, and biological tools can be brought 
to bear on the problem, but of course this requires careful division of labor 
and maximal communication so that all involved can maximize creativity and 
productivity. Simply wishing or hoping that such effi cacy will be obtained in 
collaborations will not lead to creative accomplishments. Everyone must be 
committed to success of the larger goals and be able and willing to commit 
their time and creativity to the overall goals. 

 Finally, and this is every bit as critical to successful collaboration, the admin-
istration of the departments involved, the colleges involved, the business and 
research offi ces involved, and the upper administration (vice presidents, pro-
vosts, presidents) must be committed to the success of others, especially others 
whom they cannot and should not control. From my experience this is where 
collaborative efforts are often stymied or destroyed, often with utter disregard 
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for the critical science lost, but especially the human carnage created by well -
 intentioned but often ill - conceived requirements for the  “ approval ”  of the 
grants, of grants management, and intercollege or interdepartment  “ agree-
ments. ”  Interference in scientifi c, management, and fi scal affairs related to the 
research by administrators is often the most diffi cult barrier to doing collabora-
tive research. For successful collaborations it is essential that the principal 
investigators organize and decide who will do the science, how the fi nancial 
and related resources will be distributed, and who will be the principal inves-
tigator in grant applications. Why department heads, deans, provosts, vice 
presidents for research, facility directors, and such bureaucrats think that they 
have the knowledge and ability to dictate or determine such matters has always 
astonished this observer. The damage these arrogant, power - hungry bureau-
crats can cause and have caused cannot be overestimated, and the human 
carnage which follows is even more devastating. On the other hand, when these 
same people act as facilitators, problem solvers, and organizers of the proper 
infrastructure channels, business offi ce coordinations, and related administra-
tive requirements, they can greatly facilitate success both short term but espe-
cially long term, especially if their facilitation is constant and consistent. Of 
course problems will arise. Human beings are imperfect, make mistakes, do 
stupid things, and so on. In these cases wise and prudent principle investigators 
(PIs) and administrators will play crucial roles for long - term success. 

 In this regard it is most useful, indeed essential, to have an administrative 
secretary who can oversee and facilitate the daily fi nancial, personnel, and 
technical issues that arise. Administration and granting agencies should not 
only provide support for such persons but also require their presence. 

 Unfortunately, as is often noted,  “ new brooms sweep clean, ”  and often 
they sweep out the good with the bad. I have had long - term collaborations 
with some of my collaborators for 30 or more years. They have been highly 
productive and creative in the biological areas of neuroscience, pain, addic-
tion, feeding behavior, sexual behavior, diabetes, cancer, and so on. Despite 
these successes and the tens of millions of dollars that we have brought to 
the university, the limitations of what we could accomplish have often been 
due to administrative decisions. Agreements that had been reached among 
collaborators and agreed upon earlier are not honored or are overturned by 
unthinking, unscrupulous, and arrogant new administrators who take what 
they want, ignore what has been done and agreed on, and modify what is to 
be because they can. As Lord Acton said almost two centuries ago,  “ Power 
corrupts, absolute power corrupts absolutely. ”  Thus it is and always will be 
with human beings. If it happens at the university level, as it often has, we 
have just gone on with our collaboration, but often at a diminished level 
compared to what could have been done. Things become more problematic 
when it happens at the national level, when bureaucratic decisions simply 
stop ongoing science. I will only give two examples from my own career. For 
the fi rst 20 plus years of my independent academic career I had a grant from 
the National Science Foundation (NSF). This grant, though never large, was 
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the major grant for my group to pursue the highest risk research in peptide 
and peptidomimetic science which would be applicable to biological prob-
lems. Its major goals evolved around the design of novel constrained peptide 
and peptidomimetic structures, new structural templates, and the asymmetric 
synthesis of novel amino acids and other  “ templates ”  which could be used to 
explore the importance of chi space in peptide and protein structural and 
biological function  [4, 5] . In other words, its goal was to make synthetic and 
structural organic chemistry compatible with the chemistry of peptides, pro-
teins, and other biological compounds. These novel structures and synthetic 
methods were designed for applications to the peptide hormones and neu-
rotransmitters we were investigating with our biological collaborators. As 
would be expected, these novel templates and structures failed from time to 
time, but they also led to numerous successful innovations and novel biologi-
cal functions and were beginning to provide new and useful insight into what 
kind of structural constraints in phi/psi space and also in chi space could lead 
to structures with unique biology. However, just as this grant got the best 
reviews of my career from the NSF, the NSF decided not to continue to 
support this research. Though I protested and asked for a rationale for why 
it would no longer support my research in this area of ligand design and its 
relationship to biological function, I never received an explanation. Much of 
what I proposed still awaits effort to determine its potential in peptide and 
peptide mimetic design and synthesis. 

 A similar fate occurred several years later in a grant that I had for over 20 
years from the National Institutes of Heath (NIH) in diabetes research and 
the involvement of glucagon in diabetes among its goals. We were the fi rst to 
design and prepare a glucagon receptor antagonist and to demonstrate with 
our collaborator David Johnson that it lowers blood glucose levels in diabetic 
animals  [6] . However, it also had partial agonist activity, and in other animal 
models it was not as effective. We continued to develop more potent glucagon 
receptor antagonist and using these and other glucagon analogues were able 
to demonstrate with Miles Houslay that glucagon stimulates more than one 
signaling pathway, which at that time was a revolutionary discovery  [7] , that 
is that signaling through G - protein coupled receptors (GPCRs) could be medi-
ated by multiple signaling pathway [cyclic adenosine monophosphate (cAMP) 
Ca 2 +  , phosphoinositol, etc.]. As a result of these and other novel discoveries 
we were awarded an NIH MERIT Award. However, obtaining a highly effi ca-
cious glucagon antagonist that could be used for treating diabetics proved 
elusive in our research group and in others in academia and industry. Using a 
highly sensitive assay, we had found that these potent in vitro antagonists had 
weak agonist activity in vivo, which signifi cantly reduced their effi cacy in reduc-
ing glucose levels in most animal diabetic models. Eventually we obtained pure 
glucagon antagonists/inverse agonists, but just as we were testing the effi cacy 
of one of these analogues in animal models (dogs and rats), our NIH support 
was terminated. The possible utilization of pure glucagon receptor antagonists 
and inverse agonists in the treatment of diabetes remains to be determined. 
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 Of course, it is possible, perhaps likely, that the judgment of the administra-
tors for these scientifi c and medical problems was correct and those of us 
working on these collaborative projects needed to move on or quit doing this 
research. Only time and further research will answer these questions. 
Nonetheless, when such decisions are made in the midst of novel productive 
collaborative research, it has an immediate and lasting impact on the future 
aspirations, especially of the more junior people involved. From my experience 
the young graduate and medical students and postdocs involved in these 
 “ failed ”  projects move away from research and take other career paths. In a 
few cases, they completely leave science. Is this relevant to the future of col-
laborative research? Who can say?  

   7.3    CONCLUDING DISCUSSION 

 Virtually all important and lasting science is a group and collective enterprise. 
Great advances in the understanding of our universe have been the result of 
efforts of many individuals often from diverse areas of science. If this is the 
case, then it would seem obvious that we would make greater progress in 
science, especially for highly complex scientifi c problems such as the underly-
ing mechanism of human health and disease and how we might most effec-
tively promote the former and be able to prevent and, if not prevent, treat the 
latter, if we more often and more effectively collaborate with each other. This 
clearly will require some fundamental changes in our personal behavior but 
even more so in our cultural, institutional, and power structures. Psychologists 
and other scientists who study human behavior have found that most humans 
fi nd greatest happiness and fulfi llments when they do things and accomplish 
things with their fellow human beings. It seems increasingly clear that promot-
ing and rewarding collaborative research result in a win – win situation for both 
the scientists who do the research and the society which benefi ts from it.  
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   8.1    INTRODUCTION 

 Perhaps a chapter on the ethics of collaboration ought to begin with a remark 
attributed to Isaac Newton, one of the greatest scientists who ever lived:  “ If I 
have seen further, it is by standing on the shoulders of giants. ”  Newton realized 
that much of his success was owed to the work of scientists who came before 
him. He understood that success in scientifi c investigation depended on the 
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success of other scientists and that scientifi c advance was not a function of a 
lone scientist working in isolated conditions. Newton had the matter correct, 
that scientifi c collaboration is conducive to scientifi c progress, especially as 
science has been conducted over the last two centuries. 

 Rosenberg and Birdzell  [1]  argued that the  “ Western miracle, ”  the process 
of growth and development in the nineteenth and twentieth centuries, was a 
consequence of the growth of scientifi c knowledge and the rise of technology 
in free - market economies. Rosenberg and Birdzell  [1]  believe that  “ Western 
science has made a better organized attack on the secrets of nature and used 
greater resources in the assault than science in other cultures. ”  The organized 
attack involved the situating of scientists under one roof. Rosenberg and 
Birdzell noted  [1]  that  “ although the idea of bringing scientists together for 
directed research in an institute equipped with laboratory instruments and a 
suitable library was tried successfully in the fi rst half of the 15th century by 
Prince Henry the Navigator of Portugal, it came into common practice only 
in the 19th century. ”  

 In short, the Western miracle, the tremendous advances in scientifi c knowl-
edge and in the subsequent standard of living, has deep roots in cooperative, 
mutual endeavors guided by scientifi c inquiry and goals. Today ’ s scientifi c 
laboratories, both academic and nonacademic, rely on the contributions of 
many people working together to achieve a better understanding of the natural 
world. McGowan and McGowan  [2]  suggested that the history of scientifi c 
publication shows growing awareness of collaboration within the scientifi c 
disciplines. They reviewed the history of attribution in the journal  Science  and 
discovered that over the years fewer and fewer articles were published under 
the name of a single author. We may safely conclude that collaboration and 
cooperation are hallmarks of modern science. 

 The apparent necessity of collaboration and cooperation in the sciences, in 
an ideal world, would have scientists undertake collaborative endeavors effi -
ciently and agreeably. In the real world, problems arise both systemically and 
locally. One example of a systemic problem that has rendered scientifi c col-
laboration less effi cient is the problem of exclusion. Indeed, much has been 
said and written by feminists alleging the lack of a female presence in the 
scientifi c community. 

 Local problems exist, too, as case studies show. We begin, though, with a 
brief examination of collaboration itself.  

   8.2    TEAMWORK, COOPERATION, AND COLLABORATION 

 Not every collective endeavor, that is, an endeavor undertaken by several 
people, can be called a collaboration. Griesel  [3]  suggests that the word  col-
laboration  sometimes produces confusion because of its elasticity. Griesel 
suggests this word could mean teamwork, partnership, cooperation between 
two or more people, or a more restrictive form of organizational structure. 



TEAMWORK, COOPERATION, AND COLLABORATION 123

Griesel warns of the confusion in terminology when collaboration is used  [3] . 
At least we can observe that a collaboration represents organized behavior of 
a certain sort. 

 If the various terms above, such as  team effort  or  partnership , are examined, 
a more precise understanding of collaboration can be acquired. For instance, 
 “ team effort implies competition ”   [3] . However, many collaborative efforts, 
especially in science, are designed around cooperation without a sense of 
vanquishing or  “ beating ”  others. Also, Griesel observes that collaboration is 
 “ operational ”  in that it is has a fl uidity of process and governance and does 
not ask the individual to place the team fi rst  [3] . The popular sports directive, 
 “ take one for the team, ”  suggests that a team player is somehow required to 
set aside his or her interests for the good of the team. Collaborative activity 
does not seem to have that rigidity if Griesel is correct. 

 Kagan  [4]  believed that cooperation was the fi rst step toward collaboration, 
followed by the second step of coordinated action, and then ending in the most 
complex level of collective organization, namely collaboration. Kagan said that 
 “ collaborations are defi ned as organizational and interorganizational struc-
tures where resources, power, and authority are shared and where people are 
brought together to achieve common goals that could not be accomplished by 
a single individual or organization ”   [4] . Kagan ’ s view reformulates a long-
standing account of collective human structures. Years ago, Schein  [5]  observed 
that  “ an organization is the rational coordination of the activities of a number 
of people for the achievement of some common explicit purpose or goal, 
through a division of labor and function and through a hierarchy of authority 
and responsibility. ”  

 However, Kagan ’ s view suggests shared power and authority  [5] . Griesel 
observes that the more complex stages of collaboration require participation 
of members in the organization of ethical guidelines for the collaborative tasks, 
in the selection of instruments, methods, and scientifi c procedures, and in the 
development of the  “ participatory design ”   [3] . Collaboration built on Griesel ’ s 
observations requires shared decision making and permits the possibility of 
redefi ning or reworking the project, mission, or activity in response to chang-
ing conditions. Implicit in this sort of collaboration is the notion that the 
 “ common ground ”  of the collaborators be continually reviewed and reshaped 
so as to serve the overarching goal or goals of the participants in the 
collaboration. 

 Schein ’ s view  [5]  is certainly more traditional in that it stresses a hierarchy. 
Schein ’ s position identifi es a  “ hierarchy of authority and responsibility. ”  
Implicit in Schein ’ s notion of collaboration is that participants do not neces-
sarily meet as equals to achieve the tasks Griesel identifi es as necessary to a 
collaboration, for example, organize together the ethical guidelines that will 
determine conduct among the participants. As such, the analysis by Thagard 
 [6]  is helpful. He argues  “ that there are at least four different levels of collabo-
ration, refl ecting the different backgrounds and roles of the collaborators. ”  He 
identifi es the employer – employee collaboration, which he argues is the 
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weakest form of collaboration; the teacher – apprentice form of collaboration, 
where the apprentice learns from and emulates the teacher; a  “ peer - similar ”  
collaboration, where individuals with similar knowledge base, interest, and 
status work together toward a common end; and the  “ peer - different ”  collabo-
ration, in which individuals with different knowledge base and background 
work together to achieve some goal or end  [6] . 

 Drake and Schacter  [7]  draw a distinction relevant to the sorts of collabora-
tions Thagard identifi es. Drake and Schacter suggest that collaboration can be 
dictatorial or sustainable  [7] . In their understanding, dictatorial collaboration 
does not allow equal power sharing or shared authority. Instead, some partici-
pants in a collaborative endeavor are forced into certain behaviors. In sustain-
able collaboration, the participants in the collaboration meet as equals and 
are enjoined in the process of government for the collaboration. Thagard  [8]  
argues, therefore, that collaboration in science demands that potential collabo-
rators have not only a substantial knowledge of science but also considerable 
procedural knowledge of how to collaborate.  

   8.3    THE IDEAL COLLABORATOR 

 The ideal collaborator will have knowledge of procedural fairness if Thagard 
 [6]  is correct. The knowledge must be built into the collaboration itself and 
must be such that each collaborator is an effective participant in the govern-
ment of the collaboration. The ideal collaborator not only has the knowledge 
of procedural fairness but also has the aptitude to use that knowledge. The 
key, perhaps, for a successful collaboration is trust among the collaborators, 
which procedural know - how will ensure. 

 Rorty  [9]  argues that, from the broadest perspective, collaboration presup-
poses trust and requires a commitment to the common good. Rocha and Miles 
 [10]  make a similar point in arguing for an Aristotelian – Thomistic approach 
to collaboration. They argue that the Aristotelian – Thomistic approach treats 
 “ self - regarding ”  and  “ other - regarding ’  preferences as ends in themselves. The 
upshot of this approach is that people in the collaboration are not used as 
instruments to serve another ’ s end. The collaboration, then, is what Thagard 
would call  “ peer different ”  or  “ peer similar. ”  When people are peers, they are 
likely to share power and authority inasmuch as they are equal participants in 
decision making. Thus, the collaboration is more likely to be sustainable as 
opposed to dictatorial. 

 Raza  [11]  also identifi es trust as the most important ingredient in collabora-
tions and believes that moral virtues are necessary to any collaborative enter-
prise. Raza lists altruism, empathy, and individual commitment among the 
necessary components of the collaborator ’ s moral character  [11] . Essential 
ingredients of a sustainable collaboration, according to Raza, include effective 
communication, establishment of minimum goals and objectives, shared and 
assigned responsibilities, rules and norms for sharing and handling data as well 
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as other information, shared responsibility for writing and publishing together, 
and disclosure and settling of fi nancial interests  [11] . Of course, Raza is describ-
ing the ideal colleague or, from a superior ’ s perspective, an ideal subordinate. 
The person or persons who have the traits and capabilities Raza enumerates 
need to be present before collaborative work can be or should be 
undertaken. 

 Another important ingredient of successful collaboration is confl ict resolu-
tion. In the real world, collaborations do not always go smoothly, sailing along 
in a problem - free manner. Also, in the real world, a need for team leaders 
exists or, minimally, third parties that would aid in dispute resolution. Raza 
suggests that team leaders resolve disputes  [11]  and that they do so by talking 
directly with each other. However, if some sort of agreement has not been 
reached beforehand about how to resolve confl ict, it may not matter that team 
leaders have the responsibility of settling disputes. Griesel makes many of the 
same practical points as Raza. 

 Griesel ’ s  “ Guidelines for Ethics of Collaboration Checklist ”   [3]  also has 
pragmatic suggestion. Griesel says potential collaborators ask these sorts of 
questions  [3] :  “ Do the guidelines promote the overall mission? Do the guide-
lines allow for a positive confl ict resolution plan? Are the guidelines for per-
sonal, professional, and public responsibility clearly stated? Do the guidelines 
encourage freedom of choice? Do the guidelines allow for change and further 
development? Do the guidelines encourage goodwill, cooperation, and respon-
sibility? Are the guidelines democratic? ”  Were a potential collaborator to ask 
these questions, the likelihood of a successful collaboration would be enhanced. 
In other words, despite the intentional goodwill, collaborations do fail. 

 One way that collaborations fail is by exclusion. The modern women ’ s 
movement has pointed out what would be a fatal fl aw for the notion that 
scientifi c inquiry is a collaborative activity. Many feminist thinkers, particularly 
Harding  [12] , have argued or implied that the activity of science excludes 
women, can hardly be called inclusive, and, to that extent, is not collaborative 
or cooperative at all. Harding suggests, for example, that feminists  “ would have 
to reinvent both science and theorizing itself in order to make sense of women ’ s 
social experience ”  [ 13 , p. 251]. 

 At the heart of this sort of criticism is that science and the scientifi c com-
munity have not been collaborative inasmuch as they have not been demo-
cratic and open to all. While data may suggest otherwise, for instance, that by 
2008 – 2009 women earned 60% of the doctorates in the social sciences, 70% 
of the doctorates in the health sciences, and 51% of the doctorates in the 
biological and agricultural sciences, as reported by Bell  [14] , the criticism 
shows what could be a genuine problem for the ethics of collaboration, namely, 
exclusion. Discounting an individual for a collaborative activity on the basis 
of sex is simply wrong. 

 Regardless of the merits of the feminist arguments  “ against ”  science, the 
feminist critiques do point to the necessity of stepping outside the scientifi c 
community and appraising it for inclusion. The requirement demands an 
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ethical appraisal and constant assessment of the scientifi c community and the 
scientifi c project. Or, as Thagard  [8]  argued, people in the sciences, or any 
discipline, who wish to collaborate need to have some procedural knowledge 
of how to collaborate. 

 The procedural knowledge should certainly involve cultural awareness. If 
communication is necessary for full accountability, visibility, and transparency, 
then individuals involved in a collaborative activity should be culturally knowl-
edgeable of differences in communication and communicative practices. The 
demand for this knowledge is reciprocal in that each individual assumes the 
responsibility for acquisition of knowledge related to other participant ’ s 
culture. 

 Disciplinary communication can also hinder collaborative activity. If we 
look at the peer - different collaboration proposed by Thagard  [6] , we see that 
often the difference is in education and discipline - specifi c knowledge. For 
instance, different disciplines have different ideas about what constitutes a 
standard of proof, what laboratory practices are customary, or how observa-
tions are expressed. Again, it is imperative that the assorted diffi culties that 
might arise in a peer - different collaboration be addressed at the start of the 
collaborative activity. 

 Furthermore, individuals themselves communicate differently. People speak 
with different infl ection, different vocabulary, different gestures, and so on. If 
the heart of any collaboration is trust, as several people noted above, then 
each individual has the responsibility of encountering other individuals with 
good will and commitment. The responsibility means that the individual must 
care about the other people so that care about what they say becomes natural. 

 Within the fi eld of chemistry, knowledge and advancement were classically 
(150 years ago) shared through society meetings wherein a single presenter 
would invite peers and nobility to an exhibition/seminar on his or her particu-
lar research. The lecturer would expound on fi ndings within his or her (gener-
ally) laboratory and its implications to society. While the audience would 
include laypersons and scientists alike, so few suffi cient laboratories were in 
existence during these times that to duplicate a presenter ’ s fi ndings would not 
be trivial and attribution of the fi ndings would indeed directly go to the 
presenter. 

 In today ’ s culture, achievements and advances in science are also shared via 
lectureships and conferences; the primary difference is that there is a greater 
likelihood that members of the audience include scientists whose laboratories 
could quickly reproduce the presented fi ndings. To present cutting - edge 
research that has yet to be published requires a modicum of trust in the audi-
ence and a moral minimalism in the behavior of the audience. Discussions 
among like - minded research groups that begin at a conference can often lead 
to future collaboration provided cooperation and attribution are appropriate. 

 One consequence of trust and the impulse toward greater awareness of 
cultural, disciplinary, and personal communication is a more inclusive team of 
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collaborators. People will not be discounted for mission - irrelevant criteria. The 
result is a higher level of procedural competence and the application of pro-
cedural knowledge. 

 Of course, most collective, organized activities do not reach the level of 
collaboration or at least the most complex arrangements, that is, peer - similar 
or peer - different, sustainable collaborations. Most organizations have ele-
ments of teamwork and are to some extent cooperative. Most organizations 
produce coordinated action. However, most organizations do have hierarchi-
cal arrangements where power and authority are not nearly equal among the 
organization ’ s members. To that extent, the organizations may be dictatorial, 
as Drake and Schacter  [7]  put it. Yet, collaborations, the most complex level 
of collective activity, appear to be the most productive — or so Rozenberg and 
Birdzell  [1]  suggest. For collaborations to exist, though, the laundry list of 
virtues identifi ed by Raza  [11]  must be present in the character of the partici-
pants. Only then can the conditions allowing trust be possible. The  “ ground 
fl oor ”  of the steps from teamwork to collaboration begins with some commit-
ment to cooperate with others. 

 While the reality of the typical organization is hierarchical, the literature 
points to the necessity of shared power and authority where the members of 
a potential collaboration have a strong voice in the guidelines governing the 
group. It would seem, therefore, that organizational leaders would be wise to 
share their power and authority. Raza  [11]  states that team leaders need to 
build and maintain trust, promote respect, accommodate needs, respond to the 
needs of the collaborators, empower team members to discharge responsibili-
ties, appreciate individuals at whatever level they might be, respect disagree-
ment, and considerately provide feedback when there is confl ict  [11] . The 
likely result, according to Raza, is that the team leader will elevate what might 
only be coordinated activity to become a sustainable collaboration  [11] . 

 Raza ’ s attributes of a team leader are, of course, the attributes of an ideal 
 “ boss. ”  The ideal boss, or manager, is virtuous and respects the dignity and 
person of his or her workers. Again, the character of the manager must be 
virtuous in that the leader approaches others with good will, accords respect, 
and is  “ other - regarding ”  and  “ self - regarding ”  as well as  “ organization -
 regarding. ”  Only then can trust fl ourish in a hierarchical organization and that 
organization move toward a collaborative enterprise. The basic building block 
of trust and the ensuing cooperation it enables lead to greater effi ciency and 
productivity characteristic of collaborations. 

 Nonetheless, even with trust present, certain aspects of collaboration are 
more prone to problems. 

 Any form of collaborative effort is faced with ethical issues. However, when 
a collaborative effort involves the use of information systems and information 
technologies, there are additional considerations that collaborators must 
address. The following section outlines the issues that arise when using infor-
mation systems and information technologies.  
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   8.4    INFORMATION TECHNOLOGY ISSUES 

 There are four broad categories of ethical issues related to information tech-
nology and information systems. Mason ’ s  [15]  seminal work identifi ed the 
following four categories: privacy, accuracy, property, and accessibility. 
Subsequent work, including that by Johnson  [16] , has elaborated on these 
themes and sometimes used different terminology. The following sections 
examine each of these categories and how they relate to collaborative efforts 
in pharmaceutical research. 

   8.4.1    Privacy 

 Privacy can mean several things, but in the context of pharmaceutical research, 
the aspect of privacy dealing with information about individuals is most rel-
evant. In collecting data for pharmaceutical research, particularly for clinical 
trials, personal information may be collected and stored in a database. A major 
problem in collecting data is ignoring human subject requirements  [17] . 
Research collaborations need to ensure that data are kept secure; many 
systems do not provide security beyond a user name and password.  

   8.4.2    Accessibility 

 The issue of accessibility is related to the idea of privacy and considers what 
information is accessible to whom, under which conditions, and with what 
safeguards  [15] . By its nature, collaboration involves information sharing. The 
study by Martinson et al.  [17]  identifi ed two problematic behaviors that relate 
to information access: unauthorized use of information for one ’ s own research 
and failing to present data that are inconsistent with one ’ s own research. 
Unauthorized use of information could happen when one researcher collects 
information for the collaborative effort and uses it for another purpose. 
Similarly, a researcher could collect data for the collaborative effort and then 
withhold it from the group. A researcher could do this to try to keep the data 
for his or her own research or because it confl icts with his or her research.  

   8.4.3    Accuracy 

 Accuracy refers to the authenticity, fi delity, and correctness of the data  [15] . 
Martinson et al.  [17]  found the most often reported problem in scientifi c 
research is falsifying or manipulating research data. They also found that 
overlooking other researchers ’  use of fl awed data was a common problem. A 
researcher might do this to make sure that the collaborative effort results in 
signifi cant fi ndings. A researcher might choose not to inform collaborators that 
the data or the technique used to interpret the data are fl awed. Techniques 
used to collect data and even the sample population may be inappropriate.  
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   8.4.4    Property 

 The question of property concerns ownership of the information and what 
constitutes fair exchange  [15] . Collaborative research agreements should spell 
out who owns the research data and whether it may be used for any other 
purposes. GlaxoSmithKline (GSK) was sued about its patent claim on a drug 
(see following case) because it received some federal funding  [18] . Large 
pharmaceutical companies are partnering with various external organizations, 
including academic institutions, which can lead to confusion regarding owner-
ship rights  [19] . Traditionally, pharmaceutical companies have contracted with 
individuals to perform specifi c tasks and retained ownership since these were 
works for hire  [19] . Now teams of academic researchers are working with 
teams of company employees, and issues of ownership are unclear. 

   8.4.4.1    Case Study: GlaxoSmithKline and  AZT  Intellectual Property 
Rights     This case illustrates two possible issues related to collaborative phar-
maceutical research: (1) ownership of intellectual property rights and (2) 
jurisdictional issues of international research efforts. 

 GlaxoSmithKline owns the intellectual property rights to azidothymidine 
(AZT). AZT was developed to help treat the symptoms of HIV/AIDS. It has 
been effective in increasing the life expectancy of infected persons and is often 
prescribed as part of a  “ drug cocktail. ”  GSK owns the rights to use AZT as an 
anti - HIV treatment and also has a process patent protecting the technique by 
which AZT is produced  [18] . 

 In 1994, the AIDS Healthcare Foundation argued that GSK scientists were 
not the sole inventors of the drug. Some arguments against GSK ’ s ownership 
contended that GSK should not have exclusive rights over AZT because the 
drug was developed with the help of government - funded research  [18] . The 
U.S. Court of Appeals ruled that GSK employees were the sole inventors of 
the drug and the government had no right to share in the credit for developing 
the drug  [18] . 

 The same issue was also heard by the Supreme Court in Canada. The 
Canadian court reached the same conclusion as the U.S. courts. However, the 
fact that GSK had to defend its rights in multiple countries demonstrates 
the problems of international pharmaceutical research. What if the ruling had 
been different in another jurisdiction?    

   8.5    CONCLUSIONS 

 Sustainable collaborations, where power and authority are shared, require 
virtuous character traits among the participants in the collaboration. The indi-
viduals should be other regarding as well as self - regarding, empathetic, 
and committed to the collaboration as well as the goal or goals of the collabo-
ration. Essential ingredients of a sustainable collaboration include effective 
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communication, especially in international settings; clear goals and objectives 
mutually agreed upon; shared and explicitly defi ned responsibilities; rules and 
norms for sharing and handling data and other information; shared responsi-
bility for writing, publishing, and other tasks associated with collaboration; and 
disclosure and settling of fi nancial interests. 

 Recognizing that collaborations at times run into problems, a method of 
resolution must be in place prior to any dispute, large or small. The optimum 
resolution to any problem would, of course, be found among the collaborators 
themselves, for then trust would be enhanced. Also, the confl ict or problem 
would be solved at the lowest level. 

 Organizations that wish to have collaborative activities and engagement 
must also take action or adopt policy that fosters trust. The key for such orga-
nizations is to value relationships while being other regarding and not merely 
concerned with the bottom line (in whatever form an important or fi nal goal 
may take). The conditions of trust are likely to be established. 

 The leaders in an organization that desires collaborative activity, internal 
or external, must be willing to share power and authority, trusting subordinates 
to discharge their collaborative responsibilities. Organizational leaders need 
to create the conditions that enable trust, respect the dignity of subordinates, 
respond to the needs of the collaborators, provide resources for team members 
to engage the work of the collaboration successfully, appreciate individuals at 
whatever level they might be, allow disagreement without being disagreeable, 
and considerately provide guidance as needed. 

 Were organizations, scientifi c or otherwise, to establish sustainable collabo-
rations, not only would the participants in the collaboration have enhanced 
opportunities for individual growth but the organization would likely experi-
ence a growth - enhanced bottom line  [20 – 22] .  
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   9.1    BACKGROUND ON INTELLECTUAL PROPERTY RIGHTS 

 Intellectual property rights (IPRs) play a central role in modern biology and 
its related businesses. Negotiating the disposition of IPRs in research is an 
essential element of most collaborations and funded projects and is the subject 
of an extensive literature. However,  “ intellectual property ”  (IP) is in fact a 
wide variety of disparate forms of protection and exclusive rights which apply 
in different ways at different points in the scientifi c research cycle and the 
business value creation and capture cycle. 

 This chapter begins with an introduction to the most common forms of 
IP — copyright, patent, trademark, and trade secret — as well as a brief treat-
ment of the relationship of how IP affects data and databases. The second 
section of the chapter looks at the key transactional elements of a collabora-
tion, including materials transfer, patent licensing, and the way that those 
elements can affect a negotiation. The third section of the chapter provides 
some pragmatic resources for simplifying negotiations, reducing transaction 
costs, and amplifying discoverability for materials and inventions created in 
the course of a collaborative research arrangement.  

   9.2    SECTION I: INTELLECTUAL PROPERTY RIGHTS 

 Intellectual property rights are inspired by traditional property rights — the 
idea is that, just as one can own a hectare of land and maintain exclusive rights 
to live on or develop that land, one can also own something less tangible, like 
a discovery, or a method, or an expression, or a symbol, or a piece of music. 
IPRs are based, at least in part, on the economic principle that the provision 
of exclusive rights in these intangible assets creates a fi nancial incentive to 
create more of the assets or develop them more completely through research 
and development  [1] . 

 IPRs cut through the life sciences at multiple points in the research cycle. 
When a scientist takes notes in a laboratory notebook, he or she is creating 
a copyrighted work — but is also fi xing some key elements of work that 
might be used later to prove an invention as part of a patent application. The 
scientist may treat that lab notebook as a trade secret until he or she is ready 
to publish and the data on which the research rests are subject to a complex 
and internationally patchy set of laws and regulations. This section makes a 
brief introduction to the major elements of IPR and attempts to place them 
in the context of collaborative biomedical research. 

   9.2.1    Copyright 

 Copyright is the set of exclusive rights granted to the author of a new creative 
work, such as a song, photograph, blog post, or software. The primary rights 
held by the author are the right to copy, distribute, and adapt what they have 
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created. Copyright gives the creator the legal right to control copying — to 
prevent others from using those rights to copy, distribute, and adapt. The 
copyright is an exclusive right that both creates the author ’ s power to copy 
and distribute and allows the author the power to prevent anyone else from 
doing so  [2] . 

 In the life sciences, we see copyrights most clearly in the scholarly publish-
ing industry. Whether writing a journal article or a textbook, the text emerging 
from biomedical research is a clear example of a copyrighted work. The impor-
tance of copyright here is primarily in the transaction between scientist and 
publisher, as traditional scholarly publishers have developed business models 
that depend on the transfer of copyrights from authors to journals. The jour-
nals then use the exclusive right to the articles to sell copies of the journals 
and to prevent anyone from copying those journals without permission  [3] . 

 But copyrights cover far more content than the articles. Laboratory note-
books, e - mail, meeting notes, journal club reports, powerpoint presentations, 
conference posters, abstracts, and more, all carry an automatic copyright, as 
do many expressions of underlying data (especially data rendered in photo-
graphic or video forms). 

 Due to the continuing expansion of the reach and lifespan of copyright  [4] , 
combined with the explosion of digital communications, life scientists create 
copyrighted materials at a remarkable pace. Though there is tremendous 
potential to publish and share these materials, the default position of copyright 
makes the reuse of these materials an infringement in the absence of a 
license — a positive grant of rights to users to make and distribute copies. Thus, 
at the very moment we have the technical capacity to capture, store, and 
publish the intermediate literature that postal delivery rendered ineffi cient 
economically, the defaults of copyright make achieving that goal complex. This 
default position is one that lasts a very long time. 

 Although copyrights are not permanent, their lifespan is tied to the date of 
their creation, and after a time (defi ned by national laws and differing country 
by country) the copyright expires and the underlying work passes into the 
 “ public domain. ”  Copyright lasts for 50 – 100 years after the death of the author. 
In science, that is the time difference between a world in which we have the 
core theory of DNA and one in which we do not. 

 Copyright is subject to what is known as the  “ idea – expression dichotomy, ”  
which is a complicated way of saying that copyrights govern the expression of 
an idea, not the idea itself  [5] . Thus, Watson and Crick own the copyrights over 
the words they chose to use to explain the structure of the DNA molecule, but 
not of the idea or the facts they described. A user might come along and take 
the core ideas of an article and use them without proper citation or attribution 
and not infringe copyright as long as that user did not copy the actual phrasing. 
The user would be a plagiarist, but that is a matter for science and not the 
courts. 

 The author is automatically the initial owner of the copyright in an original 
work of authorship as soon as the work has been fi xed in a tangible medium 
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of expression  [6] . Since facts and ideas are not copyrightable, the results and 
underlying data reported in an article are facts that are not subject to copy-
right. Similarly, the insight or idea leading to an experiment is also not subject 
to copyright. In the case of journal articles, the copyright applies to the author ’ s 
creative expression, such as the choice of text to describe materials and 
methods, an experiment, or its result. Tables, fi gures, charts, or other accompa-
nying material are copyrightable only if some minimally creative decisions 
were required in their design. 

 Once the copyright vests in the author, he or she can authorize others to 
use the work in one of four ways: (1) assign the entire copyright, (2) grant an 
exclusive license, (3) grant a nonexclusive license, or (4) dedicate the copyright 
to the public domain. An author must sign a written document to effectively 
assign the copyright or grant an exclusive license. In contrast, a nonexclusive 
license or permission can be granted quite casually. A verbal okay or even 
conduct, such as posting a work on a publicly accessible Web server, can be 
deemed to be the grant of a nonexclusive license  [7] .  

   9.2.2    Patent 

 The patent is a totally different property right from copyright. A patent is a 
set of exclusive rights granted to a person who  “ invents or discovers any new 
and useful process, machine, article of manufacture, or composition of matter, 
or any new and useful improvement thereof ”  ( http://www.uspto.gov/web/
offi ces/pac/doc/general/what.htm ), but there is a catch. The inventor has to 
apply for the patent; it is not automatically granted, and the rights are granted 
as a trade, in exchange for the inventor publicly describing the invention in 
enough detail that an ordinary expert in the fi eld could make use of it  [8] . 

 Like copyrights, patents are not permanent. They expire after a much 
shorter period of time than copyrights, 20 years in the United States. Unlike 
copyrights, they are nationally based, which means that a patent granted in the 
United States is of no value in China as the inventor must fi le patent applica-
tions in multiple national jurisdictions to exercise the exclusive rights. 

 Patents are subject to statutory requirements as well. A patented invention 
must be novel. One cannot repatent an invention already patented or one 
that was disclosed publicly before by another party. A patented invention 
must be  “ nonobvious ”  (this clause, predictably, creates a lot of debate in the 
life sciences). A patented invention must also have some sort of use or appli-
cation. If an inventor can satisfy these three requirements, then he or she 
receives the right to prevent anyone else from making, using, or selling the 
invention  [8] . 

 This is important in the life sciences, because the exclusionary nature that 
the patent right carries for the inventor is innately different from the positive 
rights copyright gives their creators. A scientist may acquire a patent which is 
the right to exclude someone from some activity but not actually possess the 
rights to practice the patent because of other preexisting patents that  “ block ”  
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implementation. Very few patents are untouched by other patents, as the vast 
majority of innovation is incremental. 

 Richard Jefferson of Cambia ( http://www.cambia.org/daisy/cambia/home.
html ), a thought leader in open biology, explains with a simple example. If 
Richard has patented a four - leg chair as well as the idea for chairs, it does not 
block me from patenting a three - leg chair, but it does prevent me from manu-
facturing and selling that three - leg chair, because I do not have the right to 
sell chairs at all without a license to Richard ’ s patent. I in turn can block him 
from selling a three - leg chair because I own the improvement patent. This 
reality means that patents exist in a world of complicated claims, competing 
ownership, and lengthy negotiations, one in which transparency in patent 
landscapes is almost impossible  [9] . We will return to this issue in the licensing 
section, as it has real effects on the transactions around patents.  

   9.2.3    Trademark 

 A trademark is perhaps the least relevant aspect of IPR to the life sciences, 
as it serves primarily to identify that some form of goods, products, or services 
actually come from the owner of the mark. It is a quality indicator or an indi-
cator of brand differentiation; for example, think of the Nike swoosh, the 
Coca - Cola bottle, or iconic Apple logo  [10] . 

 Trademarks might enter into collaborative discussions in the life sciences 
in the naming of new entities or in the branding of drugs versus their generic 
equivalents. Ambien ™  may compete against generic zolpidem, but some con-
sumers prefer to trust the quality control processes that are associated with 
the Ambien trademark. Trademarks can be words, logos, sentences, drawings, 
and other elements.  

   9.2.4    Trade Secret 

 Some kinds of property are not amenable to the patent or the copyright system 
and are thus well suited to trade secret regimes. A good example of this is the 
recipe for Coca - Cola or Kentucky Fried Chicken. Both have been kept secret 
for decades, protecting the respective company ’ s interest. 

 Examples of the kinds of property subject to trade secret are formulas, 
practices, processes, designs, instruments, patterns, and information. Trade 
secrets typically carry three core qualities: First, they are unknown to the 
general population; second, they give the owner of the secret an economic 
advantage (and importantly, the advantage must be connected to the secrecy); 
and third, the owner has to try to keep it secret  [11] . 

 Trade secrets are a major class of IPRs, although they rarely enter the con-
versation in the  “ open ”  IPR context, because a trade secret exists, by defi nition, 
only if it is kept secret. Trade secrets and sharing, at least open sharing on the 
Internet, do not coexist. Trade secrets in the life sciences could include a data-
base of compounds used for investigatory purposes (whose compositions of 



138 INTELLECTUAL PROPERTY ASPECTS OF COLLABORATION

matter would enter the public domain if published before patent claims were 
fi led) or preliminary laboratory fi ndings ahead of publication.   

   9.3    INTELLECTUAL PROPERTY RIGHTS AND DATA 

 Data do not naturally fall under the four classes of IPR previously listed, 
especially the sorts of data now emerging from contemporary high - throughput 
life sciences laboratories. Measurements of cell activity, lists of gene sequences, 
and protein crystal structures are not  “ expressions of creativity ”  but instead 
purport to give us facts about the real world. They are not inventions or pro-
cesses. Data in the United States have a long tradition of being in the public 
domain and of being protected at the database level by only a very thin layer 
of copyright. A database may carry a copyright only on the elements of the 
database related to the  “ selection and arrangement ”  of the data contained 
therein and not on the data itself  [12] . 

 However, the U.S. approach is not an international standard. There are 
varying laws in various countries that create protections similar to IP for ele-
ments, like data, that do not fi t the traditional regime, and indeed the European 
Union (EU) does precisely this for databases. To be fair, the U.S. law protects 
ship hulls, the French protect fashion, and the  “ mask works ”  used to design 
semiconductor chips receive protection as well. 

 But the EU database directive, as it is known, is the most relevant to the 
life sciences discussion. The directive was passed in 1996 in the goal of creating 
a regional advantage for databases built in the EU. The holder of the database 
rights can prohibit the extraction or reutilization of all the data in the database 
or of a  “ substantial ”  subset of the data. Substantial can be calculated either 
objectively or subjectively, and the owner is not allowed to restrict the users 
who make  “ insubstantial ”  uses of the database  [13] . 

 EU database rights last for 15 years, dated from the publication of the 
database, but can be renewed through substantial new investments in the 
database. This means that any interesting database, one that is growing, is 
legally allowed to have perpetual database rights under the EU system. To 
make things more complex, database rights are orthogonal to and independent 
of copyright, making it possible for different owners to assert copyrights and 
database rights to the same product.  

   9.4    LICENSING AND CONTRACTS 

   9.4.1    Material Transfer Agreement 

 A material transfer agreement (MTA) is a contract covering the transfer of 
physical research materials in which the transfer is intended to facilitate 
research purposes at the receiving laboratory. MTAs are commonly associated 
with biological materials, especially recombinant ones like stem cells, plasmids, 
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or model organisms, and the contract serves to delineate the rights and obliga-
tions of both parties to the transfer. MTAs can also be used for nonrecombi-
nant materials like spinal fl uid, tumor, blood, and other tissue samples as well 
as for chemicals and other technologies that may assist in drug discovery  [14] . 

 Negotiating an MTA can be a lengthy process. In the university - to - university 
setting, estimates range from delays of over a month for between 11 and 16% 
of requests,  “ a substantial delay in a fast - moving fi eld, ”  to estimates that there 
are routine delays of over six months for 20% of requests and over two months 
for 42% of requests. Studies also show increasing rates of outright denial of 
requests and abandonment of  “ promising research projects ”  because materials 
are not received. In the commercial – university arena, with no standardized 
agreements at all, most observers believe the situation is worse. Commercial –
 academic denial rates are estimated to be nearly twice those in the academic –
 academic context (33 vs. 18%)  [15] . 

 Scholarly and empirical research shows a range of estimates. The lowest 
estimate is that one in six suffer a delay of more than one month —  “ a substan-
tial delay in a fast - moving research fi eld ”   [16] . The higher estimates (from a 
large survey conducted by the American Association for the Advancement of 
Science [AAAS]) are that 25% of those researchers seeking materials through 
MTAs suffer delays of one to two months, 23% two to six months, and 19% 
over six months. Most of the literature falls between those extremes, but closer 
to the second estimate. Articles published by technology transfer offi cers and 
interviews with scientists offer support for negotiation delays being signifi cant 
and widespread  [15] . 

 Separating the purely legal negotiating delays from other delays in the 
MTA process is diffi cult, however. The lowest estimate on this factor was 11% 
suffering delays of more than a month — this amount of time was assessed as 
 “ a substantial delay. ”  Technology Transfer Offi ce (TTO) estimates and other 
surveys here suggest that legal/licensing delays of two to six months are routine. 
The AAAS fi gures also support this conclusion. Finally, some requests are not 
simply delayed. They are denied. Forty - seven percent of all academic geneti-
cists who had asked  “ other faculty for additional information, data, or materi-
als regarding published research reported that at least one of their requests 
had been denied in the preceding 3 years ”   [17] . Systems attempting to address 
these delays have been put into place by universities, funders, and nonprofi t 
organizations and will be addressed in the fi nal section of this chapter  [15] . 

 MTAs take three forms — academic to academic, academic to industry, and 
industry to academic. The differences in delays noted in the literature above 
come from the kind of elements found in the relevant MTAs to each transfer, 
with industry to academic often being the most diffi cult to negotiate. 

 Academic - to - academic transfers are in many cases quite simple, with some 
major research institutions (such as Stanford) and some biobanks (such as the 
Jackson Laboratories mouse facility) doing away with  “ outbound ”  MTAs alto-
gether in lieu of norms or website terms of use. And for those not quite ready 
to do away with MTAs for academic - to - academic transfer, the Uniform 
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Biological Material Transfer Agreement (UBMTA) and Simple Letter 
Agreement for the Transfer of Non - Proprietary Biological Material are widely 
available and widely used standardized tools. For institutions that have signed 
the UBMTA master agreement, materials can be transferred under the terms 
of the UBMTA upon execution of an implementing letter for the particular 
transfer. Often the problem in academic - to - academic transfer is not legal, but 
instead one of the incentives, opportunity costs, and not - infrequent issue of 
competitive withholding  [18] . 

 Many interesting collaborations, however, involve a company and an aca-
demic laboratory, necessitating the existence of more complex MTAs depend-
ing on whether industry is the source of the material or its recipient. 
Industry - to - academic MTAs are widely reported to be the most complex and 
time - consuming contracts to negotiate by technology transfer offi ces and regu-
larly contain requests that  “ reach through ”  the research to future rights on 
technologies that might be invented using the material or requests to create 
embargo periods on publication while the research is reviewed for commercial 
value and/or patentability. Other frequent elements of industrial MTAs are 
nondisclosure agreements, restrictions on redistribution of the material outside 
the specifi ed laboratory, or restrictions on allowed fi elds of use. 

 Not surprisingly, many inventions are thus encumbered by rights imposed 
earlier in the research life cycle by MTAs. A classic example is the so - called 
Golden Rice, a genetically engineered rice variety aimed at ending vitamin 
defi ciency disorders in the global South. After all the parties involved in creat-
ing Golden Rice decided to give away the variety, studies indicated that 44 
patented products or processes and at least 15 materials, many of which were 
governed by MTAs, were potentially used in its development. The intellectual 
and technical property landscape surrounding Golden Rice has reported that 
the unfair use of one MTA had been particularly problematic  [18] .  

   9.4.2    Patent Licensing 

 Licensing of patents is often a major part of negotiating collaborations, or, if 
not licensing the patents, then deciding on key elements of how any patents 
emerging from the collaboration will be handled. A patent license grants 
certain rights to practice a patented invention from the owner to the recipient. 
The license lays out the rights granted, the freedoms given, and the require-
ments imposed and is a conditional grant, that is, if the licensee does not 
comply with the requirements and obligations, then the right to practice is 
nullifi ed  [19] . 

 Collaborative research in the life sciences often starts at an early stage, 
before any patents are fi led. Thus the negotiation will often be over ownership —
 who will own the patent? The university or the company and what rights will 
be licensed from the owner to the other parties and under what terms? 

 Two of the most common moving pieces in patent licensing are revenue 
elements and fi eld - of - use restrictions. Revenues can be dealt with in multiple 
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ways, from one - time fees to annual fees to annual royalties based on a percent-
age of revenues received by the licensee. If a licensee failed to pay revenues 
as promised, then the license could be terminated by the patent owner. The 
conditional license is a powerful tool. Patent licenses can also contain perfor-
mance obligations, but these can be harder to negotiate at very early stages 
before the patent itself is fi led.  

   9.4.3    Tools and Systems 

 The slowdowns imposed by materials transfer negotiation and by complex 
patent licensing negotiation have created some demand for standardized 
systems. However, those systems remain in the early stages. Three examples 
are presented here: a legal system covering both MTAs and patent licenses 
intended to facilitate industry – academic collaboration, an e - commerce system 
intended to address discoverability and cataloging of innovations, and a soft-
ware system to provide a  “ wizard ”  for negotiating university – industry 
collaboration. 

   9.4.3.1    Creative Commons —  MTA  s  and Patent Licenses     Creative Com-
mons, a nonprofi t organization that is famous for providing copyright licenses 
that facilitate voluntary sharing, has developed a set of new MTAs that 
use modular contract options to promote the development and evolution of 
standard MTAs for transfers between academia and industry. The new 
MTAs published by Creative Commons provide for a more fl exible range 
of options while at the same time adhering to the core guidelines of rapid 
transfer, low transaction costs, and increased research use advocated by 
the National Institutes of Health (NIH) guidelines on access to research 
tools  [20] . 

 Creative Commons MTAs distinguish between activities for internal use 
and commercialization, and they do not provide options that restrict publica-
tion or that contain reach - through royalties, grant backs, commercialization 
options, or other obligations with regard to downstream inventions made by 
the recipient. Creative Commons has developed a simple, Web - based user 
interface that guides a user through key considerations and options associated 
with selecting a particular MTA  [21]  and has already accomplished the integra-
tion of the MTAs into online systems such as the iBridge Network for use on 
life sciences research tools. These material transfer agreements are already 
available and in use for research materials such as stem cells, for uses ranging 
from the narrow (neurodegeneration fi eld - of - use restraints) to the wide (com-
mercial and clinical use rights granted in advance). 

 The patent licenses developed by Creative Commons are the second com-
ponent of the legal system. First, to promote basic research, the patent owner 
commits to nonenforcement of patents against users engaged in basic non-
profi t research ( “ the research nonassertion pledge ” ). Second, the patent owner 
may provide a public license offer to enable use of specifi c patents chosen by 
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the patent owner for applications beyond nonprofi t research. In return, users 
may be asked to provide usage metrics, patent marking, and attribution and 
pay a fee or royalty as determined by the patent owner  [22] . 

 The research nonassertion pledge is a commitment by a company not to 
assert its patents against anyone (whether an individual scientist or an institu-
tion) for engaging in activities related only to qualifi ed nonprofi t research. This 
is intended to enable the kind of research that takes place at universities and 
other academic, government, and nonprofi t institutions. Patent owners are 
encouraged to consider adopting this policy widely to cover all their patents. 
However, a patent owner has ultimate control over what patents to dedicate 
to the research nonassertion pledge. Therefore, a patent owner may pledge all 
or some of its patents under the research nonassertion pledge. It can do so by 
providing a list of patents to be included or conversely by stating an overall 
policy but listing patents excluded from the pledge. 

 To promote use of sustainable technologies requires adoption and applica-
tion of the technology in the real world, which goes beyond basic research. 
Therefore, a license to use the technologies in real - world applications, includ-
ing some commercial ones, is needed. Companies wishing to provide such 
licenses may either adopt the Creative Commons model patent license that is 
available through the innovation exchange or offer their own. The criteria for 
inclusion of a patent license offer in the exchange, whether based on the model 
patent license or a custom one, is that the terms and conditions of the license 
must be fully specifi ed and made publicly available and the offer must be a 
valid offer that can be accepted by anyone without the need for further nego-
tiation. These two criteria constitute what Creative Commons calls a  “ public 
license offer, ”  the primary benefi ts of which are its transparency and low 
transaction costs. 

 The transparency and nondiscriminatory terms permit entrepreneurs and 
potential adopters to plan and make early decisions about technology adop-
tion, while the low transaction costs allow a patent owner to offer a license 
widely without incurring large administrative and negotiation costs. These two 
factors can bridge the otherwise diffi cult and unpredictable license negotiation 
process, which can deter technology adopters or trigger economically wasteful 
design - around attempts. The history of innovation highlights the value of the 
unanticipated uses of a technology. Both the research nonassertion pledge and 
the public license offers are options for not only promoting and widely dis-
seminating technologies that can solve global sustainability challenges but also 
stimulating interest in broader or unanticipated applications of existing 
technologies. 

 Owners do not abandon their patents under the exchange; they retain 
the ownership of the patent rights, with full ability to enforce the terms of the 
license or nonassertion. If the user is found to violate the conditions of the 
license, the patent owner retains the full right to pursue remedies and damages 
under the law.  
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   9.4.3.2    Kauffman Foundation —  i  B  ridge  Network     The iBridge Network is 
a Web - based mechanism for the dissemination of innovations such as research 
results and reports, computer software and other copyrighted works, biological 
research materials, and patented inventions. It is implemented as a database 
with Web interfaces and electronic commerce capabilities. Providers are pre-
dominantly universities and their individual researchers, although federal 
laboratories and for - profi t organizations were also encouraged to contribute. 
Intended adopters are other researchers and entrepreneurial individuals, 
groups, and organizations  [23] . 

 The model underlying the iBridge Network is that aggregating research 
results and inventions from multiple institutions and establishing simple ways 
to search and transact will increase the fl ow of innovation to entrepreneurial 
actors for further development, application, and delivery to society. In opera-
tion, researchers and their institutions post descriptions of their results and 
inventions on the iBridge Network site and set terms of transfer. Prospective 
adopters search for and review nonconfi dential summaries of available inno-
vations, agree to terms of transfer, and download an item directly from the site 
(in the case of electronic media such as software, data, or reports) or arrange 
for delivery from the provider (in the case of biological research materials or 
other tangibles). At the option of the provider, innovations may be acquired 
without special terms or may require acceptance of an electronic license and 
may be without charge or fee based. Any provider charges are payable by 
e - commerce mechanisms, but the Network itself is a nonprofi t enterprise. 

 The iBridge Network goes beyond earlier experiments in expediting tech-
nology transfer in several ways:

    •      Greater emphasis on one - to - many transfers (nonexclusive licenses)  
   •      Aggregation of innovations from multiple research institutions  
   •      Permission and functionality for transactions directly between an innova-

tion provider and the network and directly between the network and an 
adopter (disintermediation)  

   •      Options for fee - based and electronic license - based transactions  
   •      Design principles and functionality determined by input from traditional 

university technology transfer offi ces.  
   •      Management as a not for profi t    

 The iBridge Network ’ s website,  www.iBridgeNetwork.org , facilitates linkages 
between universities, industry, and entrepreneurs. On the website, users browse 
research or use the search tools to quickly and accurately fi nd research related 
to specifi c topics. Tools include bookmarking, note taking, tagging, and smart 
searches. Users contact universities directly about the assets or, if the 
e - commerce function is available, they can purchase and license the product 
right from the site. Existing university online metrics and data systems can be 
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easily integrated, allowing participation without more work. Universities post 
their research using an online form or  “ plug - and - play ”  integration with exist-
ing database tools, enabling them to post more research.  

   9.4.3.3    University – Industry Demonstration Project — TurboNegotiator    
 The University – Industry Demonstration Project, or UIDP, is a group of uni-
versity and industry representatives brought together under the aegis of the 
National Academies of Science and Engineering. UIDP looks for ways to 
lower the transaction costs and effort of collaborative research agreement 
negotiations:

  One university estimates that it requires approximately 5 times the staff effort 
(per dollar received) to negotiate an industry contract/grant as compared to a 
government one. University and company data are consistent in painting contract 
negotiation as a process that takes, on average, approximately 70 days — but can 
range up to years. Regardless of which side of the negotiating table one sits, over 
2 months to reach an agreement is unacceptable  [24] .   

 As a fi rst project, the UIDP began developing the TurboNegotiator tool, which 
is available in pilot form as of this writing. Inspired by the popular TurboTax 
software, TurboNegotiator (TN) is designed to be a step - by - step  “ wizard ”  that 
walks collaborating parties through the key elements of a collaborative 
research arrangement, drawing on a database of standard legal clauses, fi lling 
in variable blanks such as revenue targets or royalty terms or fi elds of use, and 
compiling a complete agreement. TN is designed to cover IPRs, indemnifi ca-
tion, publication rights, and more  [25] . 

 The benefi ts of a system like TN are easy to imagine — faster turnaround 
on negotiations due to rapid information exchange, harmonized expectations, 
and shared understanding of needs. It also helps to build capacity in negotia-
tions where one party may be signifi cantly less skilled or funded than the other 
by creating a level playing fi eld to engage in complex issues of property.    

   9.5    CONCLUSION 

 Collaboration in the life sciences touches on international IPRs at almost 
every point of the knowledge creation cycle and is at the heart of the majority 
of contemporary business models for life sciences. Making sure that IPRs, 
especially patent rights, have been negotiated in advance when possible is the 
easiest way to make long - term commercial use possible. 

 However, the relentless pursuit of IPRs — again, especially patents — comes 
at a price. The pressure to know where patents do and do not exist, who owns 
them, and what must be licensed to get to market exacts a high cost on all 
parties, but none more so than those attempting to take drugs or foods to 
market that face a small market. Adopting a licensing strategy in negotiation 
that reserves safe harbors for rare diseases, nonmarket uses, humanitarian uses, 
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and other uses is a good practice to implement, and one can use standardized 
tools such as those provided by Creative Commons for this purpose. 

 More good practices include making inventions, tools, and materials avail-
able via e - commerce methodologies. This increases transaction fl ow without 
increasing transaction costs, which can increase the overall likelihood of a 
discovery that leverages the invention, tool, or material. 

 It is also important to deal with copyrights and data issues in collaboration. 
Making the research literature emerging from a project available increases the 
impact of the research, but doing so often requires ensuring that the rights 
necessary to distribute the articles are reserved at the beginning of a project. 
Similarly, data and database rights can differ so much from country to country 
that it is easier to reserve rights to distribute internationally via public domain 
systems at the beginning of a project rather than at the end. 

 The use of standard legal and technical systems creates a more even nego-
tiating ground between parties that might otherwise be disadvantaged due to 
economics, expertise, or time pressure. These systems can make it easy to 
reserve broad rights to the public for socially responsible uses while reserving 
the right to negotiate bespoke agreements and licenses for valuable inventions 
and discoveries. The emergence of standardized negotiating frameworks is 
beginning to transform those bespoke agreements as well. But nothing can 
replace the value of a good lawyer, in the end, when there are high stakes such 
as those in the life sciences.  
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   10.1    INTRODUCTION 

 Worldwide investment in biological research, although slowed down by recent 
economic pressures, continues its upward growth trajectory. This is due in large 
part to the need for better understanding and treatment of disease as well as 
new environmental challenges such as the development of biofuels for energy 
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production. The result of this investment is an ever - increasing number of sci-
entists who publish in an expanding number of journals and online media. 
Furthermore, countries such as Brazil, China, and India are now becoming 
signifi cant players in the biomedical research arena, challenging the predomi-
nance of the United States, Europe, and Japan. The astonishing increase in 
effi ciency in communication brought about by the Internet has opened up new 
possibilities for networking across this new global landscape. This chapter will 
examine how biomedical networking has evolved from scientifi c academies 
and personal correspondence to networking websites and data resources on 
the Internet. It will also provide some examples of how recent initiatives in 
computer - aided networking in the drug discovery arena may herald changes 
in the management and dissemination of pharmaceutical discoveries.  

   10.2    HISTORY AND BACKGROUND OF SCIENTIFIC NETWORKS 

 The year 2010 marks the 350th anniversary of the founding of the Royal 
Society, the world ’ s oldest scientifi c networking organization. Now every 
country with a signifi cant commitment to scientifi c research has its own 
national academy operating along the same lines as the London institution. 
The noticeable feature of these academies is their hierarchical structure built 
from carefully selected individuals who make up an elite cadre of scientists. 
Networking in face - to - face meetings was (and is) not always feasible, so those 
people who want to communicate results, share or request samples, and coor-
dinate multinational projects would have to use whatever tools were available 
to them. Until recently these tools consisted of just the letter and the tele-
phone. Charles Darwin is an example of someone who acquired vast amounts 
of biological data from his correspondence with fellow naturalists and others 
with intimate knowledge of the natural world. Although the Victorian postal 
service that he used was comparatively effi cient compared with today ’ s  “ snail 
mail ”  (and Darwin ’ s correspondence was prodigious), the need to communi-
cate by letter writing inevitably slowed the development of his ideas on evolu-
tion. A modern Darwin alive today would be able to condense decades of 
networking into a few years, but it is interesting to speculate whether this 
speed would come at the expense of deep critical thought undertaken at a 
more leisurely pace. With a vast increase in competition through the globaliza-
tion of science, quiet contemplation is a luxury we can no longer afford; the 
challenge therefore is how to maximize the effi ciency of all the traditional and 
electronic networking tools that are now available to the biomedical scientist 
who is suffering from information overload.  

   10.3    ONLINE NETWORKS 

 Many readers of this book will have little or no recollection of the time when 
computers were primitive devices with no connectivity to the outside world. 
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This of course changed with the development of the Internet, which is now 
taken for granted as a communication and networking tool for transmitting 
e - mails, data sets, and online publications. The rollout of fast broadband con-
nections in the early part of the new century has increased connection speeds 
and data volumes so that new opportunities have arisen for social and profes-
sional interactions between individuals regardless of their geographical loca-
tion and time zone. We have previously discussed this in the context of social 
networking and drug discovery  [1] . In our paper we concluded that the common 
theme of different networking sites (such as Facebook and LinkedIn) is one 
of interactive participation through contributions to discussion boards, blogs, 
or wikis. Personal interaction has always been recognized as vital for seeding 
and developing scientifi c ideas, but this is necessarily restricted to a limited 
number of people. Web - based collaboration dramatically expands the number 
of people that can participate in essential professional activities such as job 
hunting, opinion seeking, and sharing and collaboration on projects. 

 In the short time since the article was published, the demographic of 
Internet collaboration has begun to change, so that people of all ages actively 
contribute to, for example, Facebook, rather than just the younger generation. 
The time is now ripe for a further evaluation of computer - aided networking, 
particularly in light of new models of data sharing and scientifi c publication. 

   10.3.1    Defi nitions 

 A reasonable answer to the question  “ How many computers are there in the 
world with Internet connections? ”  would be  “ somewhere in the millions. ”  It 
has been argued, however, that the real number is one. It is the Internet itself 
that is the dominant operating system  [2] . This concept is being developed in 
the form of  “ cloud computing, ”  where programs and data are all stored on 
remote servers to be accessed by computers that are essentially just devices 
for connecting to the Internet  [3] . Modern netbook computers, mobile devices, 
and new - generation tablet computers are heading that way already. So the 
Internet has evolved from a World Wide Web of information that fl ows from 
provider to user to one where that fl ow is in multiple directions. Internet net-
working has spawned its own vocabulary, much of which is now in common 
use. The following section focuses on the new manifestations of the World 
Wide Web that have the potential to transform the way that scientifi c research 
is undertaken. 

   10.3.1.1    Web 1.0 and 2.0     The fi rst client – server interaction over the World 
Wide Web occurred in December 1990  [4] . During the rest of the decade up 
until the early twenty - fi rst century, the Web (retrospectively named Web 1.0) 
became the de facto system for electronic networking. Its performance was, 
however, limited by a number of factors. First, the connection speeds were 
limited by telephone modem technology to around 56   kps and, second, Web 
pages were static repositories of information with limited interactivity. The 
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situation changed through the introduction of fast broadband connections and 
software that would allow interactivity between different computers. The 
concept of Web 2.0 was born  [5] . 

 Interactivity was made possible through the introduction of programming 
languages such as JavaScript and Extensible Markup Language (XML) that 
allow websites to execute programs and transmit data across all hardware and 
software platforms. Asynchronous JavaScript and XML (AJAX) were intro-
duced in 2005 by Garrett. This system allows website users to interact with a 
site while at the same time allowing communication between the client and 
server machines to occur in the background  [6] . The resulting ease of com-
munication and transfer of information between different computers has led 
to the scientifi c networking revolution that is the subject of increasing study 
 [7]  and of course is the subject of this chapter.  

   10.3.1.2    Web 3.0: The Semantic Web     At present, the content of most 
Web pages can only be interpreted by a human being rather than being 
interpretable by machine. In order to overcome this serious limitation, Tim 
Berners - Lee proposed the creation of a machine - readable Semantic Web to 
automatically interpret meaning and connections between disparate sets of 
information  [8] . As with the development of Web 2.0, the Semantic Web 
requires the implementation of new software systems, one of which is the 
resource description framework (RDF) standard  [9] . This software enables the 
Web to automatically store, exchange, and use machine - readable information. 
The word  “ automatically ”  is key here and is the feature that drives a far greater 
level of interaction than can be undertaken by human operators alone. 

 A schematic diagram of the three versions of the Web based is shown in 
Figure  10.1 , based on Deus et al.  [10] .    

   10.3.1.3    e - Science and the Fourth Paradigm     The Web technology descri-
bed above is, of course, used for a vast range of human activities, of which 
e - commerce and social networking are among the most prominent. Of equal 
or greater importance to human development is the scientifi c enterprise, with 
its global reach and dependence on acquiring and analyzing increasingly 
complex data sets. It is no surprise therefore that advances in Internet tech-
nology have attracted the attention of those who have responsibility for 
managing science as well as those with visions of how the technology can be 
harnessed. 

 The term  “ e - science ”  was coined in 2000 by John Taylor, Director General 
of Research Councils Offi ce of Science and Technology in the United Kingdom, 
and is defi ned as follows:  “ e - Science is about global collaboration in key areas 
of science, and the next generation of infrastructure that will enable it — e -
 Science will change the dynamic of the way science is undertaken ”  ( http://
www.nesc.ac.uk/nesc/defi ne.html ). In keeping with this vision, a number of 
e - science centers have been created in the United Kingdom ( http://
www.nesc.ac.uk/centres/ ). A common theme running through these institu-
tions is the development of high - performance grid computing to create the 
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physical infrastructure that allows data transfer and manipulation at the pet-
abyte level (see Section  10.3.2 ). Incidentally, the name eScience (unhyphen-
ated) has been adopted by the Chemical Abstracts Service as part of its 
information portal and is a registered trademark of the American Chemical 
Society ( http://www.escience.org/ ). 

 A wide - ranging and visionary description of e - science has been offered by 
the late Jim Gray of Microsoft Research, who coined the term  “ the fourth 
paradigm ”   [11] . The word  paradigm , originally used by Thomas Kuhn in his 
seminal book  The Structure of Scientifi c Revolutions   [12] , is widely used and 
abused in scientifi c (and other) circles. Kuhn ’ s defi nition is based on the idea 
that scientifi c progress occurs in a nonlinear fashion, with infrequent paradigm 
shifts that challenge and supersede existing dogma. Thus the paradigm of an 
earth - centered universe was overthrown as a result of the discoveries of 
Galileo, Copernicus, Kepler, and others. The paradigm described by Gray is 
not really the same, since he refers to a  process  or  theme  central to the way 
science works. Nevertheless, it offers a useful description of how scientifi c 
research has evolved in distinct phases. The fi rst paradigm is the bedrock of 
the discipline, experimental science, followed by the second, theory. The third 
paradigm is simulation, an area that has only been possible through the devel-
opment of computer science over the last few decades. Finally, the fourth para-
digm can be summed up as data - intensive science which involves capture, 
curation, and analysis of experimental data, from the output of stars to signals 
from gene chips. Here, enormous data sets generated from many different 
types of experiment are distributed globally and analyzed using the mature 
computational technologies brought about by Web 2.0 and Web 3.0. The 
required exponential increase in computing power is delivered by new hard-
ware. Some examples of e - science/the fourth paradigm in action are to be seen 
in astronomy, oceanography, and high - energy physics as well as the life sci-
ences to be covered in this chapter  [13] . The astronomy community, for 

     Figure 10.1     Evolution of client – server confi gurations from Web 1.0 to Semantic Web. 
The static links on a Web page give way to a two - way communication process between 
the client (laptop) and server that feeds in information through AJAX and RDF 
systems.  
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example, already has a formidable array of telescopes operating at different 
wavelengths on earth and in space. These instruments are streaming enormous 
amounts of data to astronomers worldwide that can in turn spend years ana-
lyzing the data at a cost that is greater than the cost of the telescopes them-
selves. A good example of the implementation of e - science is provided by the 
 “ virtual observatory ”  project where observational data from different sources 
are collated for analysis by astronomers at different geographical locations 
( http://www.us - vo.org/ ). Ambitious future plans for massive astronomical 
surveys plus ongoing scientifi c activities such as particle physics and climate 
science are creating huge demands for hardware and software that can cope 
with the deluge of data. 

 Until quite recently, data - intensive science in biology was limited to tax-
onomy. Genome sequencing, expression analysis, and pharmaceutical research 
have changed all that. Thousands of DNA sequencing runs are being per-
formed worldwide using templates from many different forms of life. Meta-
genomics is a powerful but data - intensive approach of reconstructing individual 
sequences from heterogeneous biological samples containing many different 
organisms. A recent example is the sequencing of the human gut microbiome 
which contains 10 times more bacterial cells than there are cells making up 
the human body  [14] . 

 Despite the ongoing efforts to sequence as much plant, animal, and micro-
bial life as possible, the main focus of biomedical interest remains the human 
genome. As new technologies allow the cost of sequencing to approach the 
fi gure of $1000 for a 3 - gigabase genome, the output of digital data will be easily 
on a par with the output from the particle physics laboratories and astronomi-
cal surveys and there will be some tough choices that will have to be made 
regarding how much raw experimental data should be archived and how much 
permanently deleted. 

 To conclude this section, interactive Web technologies are providing the 
physical and virtual infrastructures required for collaboration and networking 
in many scientifi c activities, the life sciences included. Some (but not all) of 
this activity involves large - scale sharing and analysis of data, the fourth para-
digm of Jim Gray. Before considering networking in the life sciences in more 
detail, we will examine some of the issues that are being addressed in order 
to turn these visions into reality.   

   10.3.2    Computing Infrastructures 

 Modern computers are orders of magnitude more powerful than the primi-
tive machines that were developed at the end of the World War II. This is 
a statement of the obvious to all readers of this book, but it is worth refl ecting 
on just how big this magnitude difference actually is. As noted by Nielsen 
in a recent  Nature  review  [15] , the electronic numerical integrator and com-
puter (ENIAC) was a state - of - the - art machine for modeling complex phenom-
ena in 1946. Now, the large hadron collider at the European Organization for 
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Nuclear Research (CERN) will produce enough data in a single second to 
occupy the memory capacity of six million ENIAC machines. Given the expo-
nential rise in data output and scientifi c networking, it is clear that enormous 
strain will be put upon current hardware and communication infrastructures 
in the very near future. Modern computers are themselves based on processors 
that have reached the maximum speed at which surplus heat can be effi ciently 
removed. The solution for increasing performance is to turn computers into 
massively parallel processing machines, as either purpose - built supercomput-
ers or relatively inexpensive PC clusters. A further development lies in the 
form of cloud computing, in which all data processing is undertaken not by 
individual PCs but by remote networks. A good analogy is that of the replace-
ment of individual power generators by an electricity grid. Electricity thus 
became a utility in the nineteenth century and computing has moved this way 
in the twenty - fi rst century  [16] . Computing grids for scientifi c collaboration 
are being established by consortia such as The Enabling Grids for e - Science 
project (EGEE) originating from CERN ( http://www.eu - egee.org/ ). Quoting 
from its website:  “ The Production Service infrastructure is a large multi -
 science Grid infrastructure, federating some 250 resource centres world - wide, 
providing some 40,000 CPUs and several Petabytes of storage. This infrastruc-
ture is used on a daily basis by several thousands of scientists federated in over 
200 Virtual Organizations on a daily basis. ”  

 While the above specifi cations are impressive, these organisations depend 
upon the reliable performance of an Internet that is reaching saturation. 
Broadband transmission speeds across networks vary signifi cantly according 
to the physical nature of the links, be they fi ber - optic cable, wireless transmis-
sion, or copper phone lines. While construction of fast fi ber - optic links is being 
undertaken across the world, there are still limitations in the way the Internet 
itself operates. This is in large part due to the equal weight given to data packets 
regardless of importance, a legacy of the communication protocols [Transmission 
Control Protocol Internet Protocol (TCP/IP) system] devised by the Internet ’ s 
founders. Given that current Internet bandwidth is reach ing saturation, new 
approaches to data transfer and management are called for. Some ideas about 
how to achieve this have been highlighted in a recent article  [17] .   

   10.4    LIFE SCIENCES AND THE INTERNET 

 Three important aspects of electronic collaboration for life sciences and medi-
cine are discussed below. 

   10.4.1    Bioinformatics 

 Online analysis of nucleotide and amino acid sequence data is now decades 
old and is a major part of the bioinformatics enterprise. The storage and 
curation of the data is the responsibility of the International Nucleotide 
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Sequence Database Collaboration (INSDC,  http://www.insdc.org/ ). This is 
comprised of data repositories from Europe (EMBL - Bank), Japan (DDBJ), 
and the United States (GenBank) that exchange sequence data on a daily 
basis. There are of course many different areas of biology that have (and are) 
benefi ting from access to these publically available data sets. A good example 
of this is provided by Southan and Cameron from the European Bioinformatics 
Institute. They note that the nucleotide sequence of the 2009 H1N1 infl uenza 
virus was produced within days of detection in patients and the information 
was rapidly disseminated to those who could make use of it  [18] .  

   10.4.2    Biomedical Images 

 Images are central to biomedical sciences ranging in scale from scans of whole 
organisms down to images at the scale of single molecules. Now that most 
images are in digital form, they can be readily shared across the Internet. The 
potential of image sharing for improving medical diagnosis has been recog-
nized in the form of networked resources. Examples include the Spine 
Pathology  &  Image Retrieval System (SPIRS)  [19]  and the National Cancer 
Institute (NCI) – sponsored cancer Biomedical Informatics Grid (caBIG) 
program  [20]  (see also Chapter  17 ). Digital pathology is beginning to have an 
impact upon the operations of histopathology laboratories. Companies such 
as Aperio Technologies ( http://www.aperio.com ) produce the hardware to 
digitize slides so that electronic images can be distributed to pathologists in 
many different sites (e.g., see  [21] ). A whole range of desktop communication 
tools (e.g., WebEx,  www.webex.com ) are now commercially available that 
provide sophisticated videoconferencing systems to allow display of images 
and other data as well as discussion in real time. The above considerations 
apply to video images, although the bandwidth required may be considerably 
higher than with static images. Video is commonplace in the form of embedded 
clips in websites for journals, news, and entertainment and it serves a useful 
function in training, for example, in laboratory procedures. Videos available 
on YouTube are providing an unlikely source of medical information to 
researchers interested in how patients view their disease and what sources of 
information they see as being useful. A number of examples are available in 
the recent literature [e.g.,  22] .  

   10.4.3    New Publication Models 

 Van de Sompel et al. recently stated,  “ The current scholarly communication 
system is nothing but a scanned copy of the paper - based system ”   [23] . Despite 
the extensive use of online publication for scientifi c communication, most 
electronic papers are still copies of a printed manuscript, albeit with online 
supplementary methods and hyperlinked references. It is now impossible for 
the average scientist to digest all the information about their fi eld that is being 
published at an ever - increasing rate and which shows no sign of slowing down. 
This is why the concept of the Semantic Web is so important for the creative 
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use of Internet communications. There is a need to objectify knowledge so that 
new hypotheses can be generated by using the results of automated literature 
analysis. 

 The following examples illustrate the application of semi -  or fully auto-
mated text mining to specifi c biomedical applications. The National Center 
for Biotechnology Information (NCBI) PubMed Central journal collection 
( http://www.ncbi.nlm.nih.gov/pmc/ ) contains extensive cross referencing via 
hyperlinks, but this requires some degree of manual curation. The same is 
true for the journal  Molecular BioSystems  ( http://www.rsc.org/Publishing/
Journals/MB/ ), although the links of chemical terms to online databases is 
very much in the spirit of a publication format that is much more than that 
used by a traditional journal. A fully automatic text - mining system is illus-
trated by Refl ect, a system devised at EMBL in Germany that automatically 
links the names of genes, proteins, or small molecules to online databases 
( http://refl ect.embl.de/ ). Refl ect can be used as a plug - in for Web browsers 
or as a stand - alone Web page. Finally, the Semantic Web Applications in 
Neuro medicine (SWAN) Web tool ( http://swan.mindinformatics.org/ ) allows 
researchers to access the most relevant papers in their fi eld of neuroscience 
and to make hypotheses based on connections that would not have been 
obvious just by browsing the literature in the usual way.   

   10.5    NETWORKING AND OPEN - SOURCE DRUG DISCOVERY 

 Large biopharmaceutical companies have until recently been notoriously 
reluctant to openly collaborate with their peers because of (actually under-
standable) concerns about the security of their proprietary data. One major 
threat to this outlook is the emerging view that the process of drug discovery 
can and indeed should be restructured to take account of the realities of patent 
expiries and depleted pipelines. This restructuring has to involve more open-
ness and collaboration to encourage those with good ideas but limited resources 
to make a contribution to top - level drug discovery as practiced by the tradi-
tional pharmaceutical companies. This is even more important given the emer-
gence of BRIC countries (Brazil, Russia, India, and China) as rising stars in 
pharmaceutical research and development (R & D). There are no certainties 
any more about large companies like GlaxoSmithKline (GSK), which are 
diversifying into new markets, changing their portfolio of medicines (more 
biologicals) and also growing consumer health products that are totally unre-
lated to their pharmaceutical cousins. Perhaps given these strategic changes, 
it should not be a surprise that GSK has recently announced a major initiative 
in so - called open - source drug discovery by freely releasing data derived from 
the screening of nearly two million compounds against the malaria parasite 
 Plasmodium falciparum   [24] . The structures and biological activities of over 
13,000 active compounds are now available to any organization that wishes to 
exploit them. This is a signifi cant extension of the public – private partnerships 
(PPPs) such as the Medicines for Malaria Venture, TB Alliance, Institute for 
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One World Health, and Drugs for Neglected Diseases Initiative (DNDi) that 
are focused on neglected developing world diseases.  *   The GSK collaboration 
used a network of organizations to process and distribute the data in a way 
that may set a precedent for future initiatives of this type. The key organiza-
tions involved in this open - source network are shown diagrammatically in 
Figure  10.2 .   

 The GSK laboratories in Tres Cantos, Spain, performed the initial com-
pound selection and wet laboratory testing against the malaria parasite. 
Biological data such as the concentration of compounds that produce 50% 
growth inhibition (XC 50 ) are then sent with compound data to the primary 
data silo in the ChEMBL database at the European Bioinformatics Institute 
near Cambridge, United Kingdom. The data are held in a database called 
ChEMBL - neglected tropical diseases (NTDs), which also contains data from 
other initiatives, including compound data from Novartis  [25] . It is important 
to note that, in addition to downloading data, scientists can also upload their 
own experimental results, thus making the system a kind of virtual laboratory 
notebook that anyone can access. The data are also distributed to the PubChem 
database hosted by the National Library of Medicine in Bethesda, Maryland 
 [26] . Finally a commercial organization, Collaborative Drug Discovery (CDD), 
in Burlingame, California, has access to the data for deposition in its CDD 
public database  [27] . The company is an example of how such enablers of drug 
discovery networking may evolve over the next few years through the provi-

     Figure 10.2     Global network of open - source drug discovery data. Primary screening 
data for hits identifi ed by GSK in Tres Cantos Spain are deposited in the EMBL - EBI 
database near Cambridge, England. The data are also sent to the National Library of 
Medicine PubChem database in Bethesda, Maryland, and to Collaborative Drug 
Discovery in Burlingame, California. All of the organizations apart from GSK can be 
accessed globally by anyone wishing to use the data for their research.  

PubChem compound database
Data depository

ChEMBL compound database
Primary updateable data depository

Compounds
Primary screening data

Public access to advanced database
curation and software services

NLM EMBL-EBI

GSKCDD

  *       http://www.mmv.org/ ;  http://www.tballiance.org/home/home.php ;  http://www.oneworldhealth.org/ ; 
 http://www.dndi.org/ . 
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sion of free open - source data to the research community while at the same 
time maintaining commercial viability through proprietary database services. 
All of the organizations comprising the GSK initiative are offering valuable 
information to academic and other groups that simply cannot afford to estab-
lish their own chemoinformatics and related infrastructures. Of course, while 
the GSK example represents a signifi cant milestone in sharing preclinical data, 
it is clear that malaria is not high on the list of priorities for large pharmaceuti-
cal companies. It is really too early to say how (or if) the above model can be 
applied to major competitive programs like neurodegeneration or oncology, 
so it will be a matter of  “ wait and see. ”  In the meantime, there is an interesting 
trend toward open - source software for pharmaceutical development that will 
go some way toward leveling the playing fi eld between large pharma, small 
biotechs, and academia. Drug discovery is a highly complex business and 
requires many different software tools to manage biological, chemical, and 
clinical data. As many of these tools are proprietary, there is a call for greater 
uptake of open - source systems to allow all parties access to the same software. 
This will have the obvious effect of facilitating networking between different 
organizations since they can then use common software to seamlessly transfer 
and analyze multiple data types. An example of open - source software for drug 
development is the OpenClinica  ®   system developed by Akaza Research in the 
United States  [27] . As with CDD, the business model involves free access to 
data and software while providing enhancements paid for by subscription.  

   10.6    CONCLUSION 

 It is clear that electronic networking is evolving rapidly, not just in terms of 
the actual hardware and software, but also in terms of how barriers to access 
are being torn down. The free spirit of open - source software, fi le downloading, 
and free access that has characterized telecommunications, entertainment, and 
social networking is now clearly being applied to pharmaceutical and other 
biomedical research. This will be important for anyone working inside a large 
pharmaceutical company on IT and related systems as they will fi nd that 
the choice of resources is widening far beyond the traditional  “ off - the - shelf ”  
commercial products. Despite the many unanswered questions about how 
networking will impact upon mainstream pharmaceutical research in the near 
future, one thing is certain — there is plenty of excitement to come.       
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   11.1    INTRODUCTION 

 Despite the enormous strides medicine has made in the understanding and 
treatment of human disease, millions of people each year succumb to cancer. 
This chapter describes Cancer Commons, an approach to the treatment of 
cancer that echoes the eloquent words of Alexander Dumas in his 1844 mas-
terpiece,  The Three Musketeers: Un pour tous, tous pour un  ( “ One for all, all 
for one ” ). The central idea that drives Cancer Commons is that biomedicine 
is essentially a huge ongoing experiment and the data resulting from every 
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patient encounter should contribute as effi ciently as possible to improved 
treatment for each subsequent patient. In theory, to make this work, one need 
only treat each patient based upon the best available knowledge, gather all 
possible data from every such encounter, combine and analyze all of the data 
instantaneously, update the knowledge base accordingly, and then disseminate 
the updated knowledge base to inform treatment decisions for every subse-
quent patient encounter. Although diffi cult in practice, Cancer Commons is 
bringing this vision to reality through Internet technologies and advanced 
laboratory and computational techniques for dissecting cancer at the molecu-
lar level. 

 In its quest to create a closed - loop  “ rapid learning ”  system for advancing 
the treatment of cancer, Cancer Commons employs a number of tightly inter-
locking methods and technologies:

   1.     A  Web - based platform  that records the relevant genomic and clinical 
data from patients, produces actionable information regarding potential 
treatments (including applicable clinical trials), captures outcomes data, 
and makes these data available for researchers to improve knowledge 
about the disease.  

  2.     The treatment information produced by the platform is based upon a 
computationally accessible  molecular disease model  that integrates the 
latest available knowledge regarding genomic subtypes of cancer.  

  3.     The disease model needs to be updated when (a) it does not contain any 
actionable treatments relevant to a particular patient, (b) a standard 
treatment fails or (c) a nonstandard one succeeds in a particular patient, 
or (d) new results are published. Cases (a), (b), and (c) are the most 
interesting:  
  a.     When no information regarding potential treatments exists in the 

disease model for the particular genomic and clinical pattern pre-
sented by the patient, one can deploy a  personalized virtual biotech  
project with the goal of fi nding such a treatment. This is accomplished 
by enabling ad hoc teams of researchers to utilize outsourced services 
and workfl ow management facilities offered by the Cancer Commons 
platform to undertake small - scale, highly targeted drug development. 
Findings from such projects are curated back into the disease model, 
thereby reaching every subsequent patient seeking treatment recom-
mendations through Cancer Commons.  

  b.     When a treatment does not work, there may be an error in the disease 
model. There are many possible sources of such an error, but the 
general response is similar to that of personalized virtual biotech [case 
(a)]. However, rather than drug discovery, the goal is to understand 
what went wrong in this particular case, if possible, and update the 
model accordingly. For example, this may be a new genomic subtype 
of cancer that was not previously recognized.  
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  c.     Whenever a patient responds unexpectedly to a novel therapy, it is 
critical to try to understand what subtype of cancer that patient had 
so that the results can be generalized to benefi t others. Such seren-
dipitous fi ndings can result from formal clinical trials (e.g., isolated 
responders in a large clinical trial that failed overall) or from the  “  N  -
 of - 1 ”  experiments that oncologists perform everyday in their prac-
tices. Again, a personal virtual biotech can be used to determine the 
molecular subtype of cancer for which the putative therapy applies 
and then to organize an adaptive study that attempts to validate the 
fi nding in patients with that phenotype.      

 All patients whose treatment is being managed within Cancer Commons 
are, in effect, participating in a huge, continuously running, adaptive clinical 
trial that is constantly testing and refi ning both the molecular disease model 
and potential treatments in a continuously improving loop. At each point in 
time, patients are treated with the best available therapies for their tumors ’  
molecular subtype. Subtypes are then split, corresponding to responders and 
nonresponders, and new subtypes are added to accommodate previously 
unseen tumor types. Each patient encounter thus becomes an opportunity to 
update knowledge (represented by the molecular disease model) and have it 
immediately affect subsequent patient encounters. Over time, subtypes in the 
disease model will be defi ned with greater and greater specifi city and will be 
linked to increasingly effi cacious therapies. 

 This closed - loop, rapid learning approach to translational cancer research 
and the platform that supports it are described in the sections that follow.  

   11.2    GENOME - BASED CANCER TREATMENT, CANCER 
COMMONS, AND THE MOLECULAR DISEASE MODEL 

 Individual patient genomes — more precisely, the genomes of their tumors —
 are already being used to hypothesize treatments for particular cancers. In 
a recent segment on National Public Radio ’ s  Talk of the Nation  program  [1] , 
Dr. Harold Varmus, newly appointed Director of the National Cancer Institute 
(NCI) put it this way [ 1 ] (emphasis added):

  Over the [past] 30 or 40 years    . . .    it ’ s become apparent that we can identify the 
set of genes that play a major role in cancer. That role is played when those genes 
are damaged by mutations or rejoined or amplifi ed or inappropriately expressed 
in some way.    . . .    we ’ re now, one by one, picking apart the insides of a cancer cell, 
understanding how cancers grow, how they invade their environments, how they 
metastasize.    . . .    We have some successes over the last 10 years of drugs that are 
precisely targeted to the damage in the cancer cell that result in dramatic remis-
sions, in some cases, sustained absence of tumors.    . . .    while there are commonali-
ties,  every cancer is different in some way . Cancers have lots of changes, and the 
task for modern cancer biologists is to understand which of those [changes] is 
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most signifi cant with respect to the likelihood of the cancer actually leading to 
death, and more importantly,  for the patient, offering a different set of prospects 
for treatment .    . . .    [T]he genetic testing that ’ s done on a cancer [involves actually 
comparing] the cancer to normal tissue from the same individual to look for 
mutations that occurred during life that gave rise to that cancer.   

 Because an individual patient is being analyzed, and the genomic profi le is 
created from that particular person ’ s tumor, this process is sometimes referred 
to as  “ personalized genomic medicine. ”  

 Cancer Commons is Web - based paradigm whereby patients with advanced 
cancers (along with their physicians  *  ) can enter the relevant parts of their 
clinical and genomic profi les, to the extent these are known, and receive infor-
mation regarding potentially useful treatments based upon the latest science. 
This information comes from the Cancer Commons  molecular disease model  
which is, in effect, a  living review paper  regarding genomic subtypes of cancer 
and their management. The molecular disease model is created by experts in 
the fi eld of genomic cancer treatment, usually in the specifi c type of cancer 
with which the patient has been diagnosed. It encodes mappings among these 
aspects of genomic medicine: genomic profi les, biochemical mechanisms of the 
disease (commonly called  “ pathways ” ), and treatment options, including drugs 
and combinations of drugs, clinical trials, and other treatment options. Together 
these constitute a set of  “ actionable subtypes ”  of cancer, each representing a 
functionally different molecular etiology driving the disease, and links it to 
distinct therapeutic approaches. The molecular disease model also contains 
citations to the relevant literature, including case studies that support the 
mappings. 

 The molecular disease model is a  “ living ”  document in at least two senses. 
First, it is represented in both human - readable and computationally accessible 
formats and can thus be used directly by the algorithms that enable the Web -
 based Cancer Commons platform to produce information regarding potential 
treatments or trials appropriate for particular genomic and clinical profi les. 
Second, it is constantly updated by expert curators based on the latest fi ndings 
and opinions in the fi eld, as well as by information resulting from the case fl ow 
that takes place within Cancer Commons itself. An initial disease model may 
be created top down, for example, by a panel of recognized disease experts, 
or bottom up, for example, via a statistical analysis of clinically annotated 
genomic data. Regardless of how it is created, the initial model is likely to be 
incomplete and contain errors and so will need to be refi ned, as described in 
the next section.  

  *      We speak in a number of places of what patients do, as though there are no physicians involved. 
In reality, the target users of Cancer Commons are physicians (usually oncologists), physician/
patient dyads, or what we call  “ superpatients ”  who can operate nearly at the level of oncologists 
but with a focus on their own disease. 
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   11.3    UPDATING THE MOLECULAR DISEASE MODEL 

 For personalized genomic medicine to be successful, one must be able to cor-
relate specifi c genomic and clinical profi les with potentially effective therapies. 
Unfortunately, there are so many possible genomic - level variations that every 
patient could potentially represent an entirely new disease. For example, Lee 
et al. [ 2 , p. 473] reported  “  > 50,000 high - confi dence single nucleotide variants ”  
and  “ 530 somatic single nucleotide variants in [one lung cancer tumor], includ-
ing [392] in coding regions, as well as 43 large - scale structural variations ” ;  All 
this from a single patient ’ s tumor ! One hopes that the huge number of possible 
mutations can be categorized into a handful of functional subtypes based upon 
the molecular drivers of the disease (i.e., biochemical pathways), and so into 
a handful of therapeutic approaches, but we cannot know at the outset, of 
course, what the subtypes are and how to treat them. 

 Thus, to carry this program forward, it is necessary to obtain genomic infor-
mation from a wide range of individuals — indeed, potentially a huge number 
of them and probably multiple samples from each patient in order to assess 
intratumor variability. Moreover, in order to determine treatment effi cacy, one 
needs to correlate the details of this massive body of genomic information 
with information about how individuals with different genomic profi les are 
treated and how they respond. 

 The molecular disease model summarizes some of this complexity into 
actionable subtypes in terms of tumor profi les, pathways, and so on, but it is 
only useful when it has something to offer and when it is correct. Determining 
when the disease model is incomplete is easier than determining when it is 
wrong. It is  incomplete  when no actionable treatments can be computed from 
the model. This defi cit is addressed by the  personalized virtual biotech  meth-
odology described in the next section. The model is  wrong  when information 
is forthcoming regarding potential treatments but when the patient fails to 
respond to a treatment selected from this set (i.e., their cancer progresses). 
Whether a particular patient ’ s disease is progressing more under one treat-
ment than under another, and taking into account the near infi nitude of vari-
ables that may cause particular individuals with otherwise genomically (and 
functionally) identical tumors to respond differently to treatment, is a very 
diffi cult problem which we address through a  macroscale N - of - 1 adaptive trial 
strategy , described in the following section. 

   11.3.1    Personalized Virtual Biotech 

 When no effective treatment hypotheses can be found in the disease model, 
the personalized virtual biotech methodology provides a means to effi ciently 
carry out ad hoc research to discover potential novel approaches to a particu-
lar patient ’ s disease. The idea of virtualizing therapy discovery is not new; large 
pharmaceutical companies often operate projects that are nearly completely 
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outsourced, but these usually require extensive (and expensive) management 
and information infrastructures. The Internet has upended the economics 
of this sort of virtualization, bringing enterprise management tools such 
as SalesForce.com ( http://www.salesforce.com/ ), computational tools such as 
BioBike ( http://www.biobike.org/  and  [3] ), databases such as those found at 
the National Center for Biotechnology Information (NCBI,  http://www.
nbci.nlm.nih.gov/ ), and enterprise information infrastructure such as Google 
Apps ( http://apps.google.com/ ), well within the range of price and usability of 
small distributed teams. Moreover, the technologies required for drug devel-
opment, such as high - throughput sequencing, drug screening, computational 
modeling, and so forth, have traditionally been available only inside large 
pharmaceutical and biotech companies. However, rapid technological advances 
have made such services readily available at reasonable cost. Indeed, noncor-
porate virtual treatment discovery projects are already emerging, funded by 
nonprofi t disease foundations like the Cure Huntington ’ s Disease Initiative 
( http://www.highqfoundation.org/ ), the Myelin Repair Foundation ( http://
www.myelinrepair.org/ ), the Michael J. Fox Foundation for Parkinson ’ s 
Research ( http://www.michaeljfox.org/ ), and others. 

 There are several unique aspects of the way that virtual biotech is deployed 
in the setting of Cancer Commons. First,  personalized  virtual biotechs can be 
created out of Cancer Commons when no specifi c treatment hypotheses can 
be found in the molecular disease model for a particular patient ’ s disease. The 
molecular disease model is in this sense a cache of previously solved targeted 
drug discovery activities: A particular patient seeking information regarding 
potential treatments queries the model using his or her clinical and genomic 
profi le. If there is information regarding one or more potential treatments 
already cached in the model, they are returned as treatment  hypotheses , along 
with an explanation of why they were chosen. Signifi cantly, these treatment 
hypotheses can include available therapies that proved effective on patients 
with other types of cancer whose tumors exhibited similar genomic or path-
way aberrations. If, on the other hand, no such hypotheses are forthcoming, 
then a personalized virtual biotech project can be created to try to fi nd a 
treatment. 

 The second unique feature of personalized virtual biotech, as it operates in 
the Cancer Commons setting, is that the Cancer Commons platform supports 
the process via an integrated services and workfl ow architecture, integrated 
state - of - the - art bioinformatics, and, most importantly, the ability to run real -
 time live in - patient experiments where  real patients  are treated by real physi-
cians and their genomic and clinical profi les and their response to treatment 
are tracked. These factors enable researchers involved in a personalized virtual 
biotech to hypothesize and test novel treatments in settings ranging from  in 
silico  to in patient. This will be explained in more detail in the next section. 

 Historically, good leads are often found by using existing drugs off - label or 
combining them in cocktails. This strategy has the advantage that these leads 
can be used immediately in patients. The Cancer Commons platform can 
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enable multiple personalized virtual biotechs, working on the same or related 
diseases, to collaborate and share data, knowledge, and resources. By coordi-
nating their efforts, a network of personalized virtual biotechs can systemati-
cally explore the opportunity space of targets and leads and avoid unnecessary 
replication of experiments. 

 One can conceptualize the ongoing activity of a given personalized virtual 
biotech in terms of requests of various sorts ranging in complexity. Examples 
of requests may include a call for opinions on a particular scientifi c question 
(say, by asking for votes), a request for some data set (or reference to a paper) 
that addresses some specifi c scientifi c question, a request for help with some 
complex bioinformatic calculation, and so on. Note that the requests form a 
hierarchy: At the top a physician might request a drug to treat a particular 
patient given the patient ’ s clinical and genomic profi le. This is, of course, a very 
broad request, and hard to satisfy as stated, but must be broken down into a 
series of simpler requests: a request from pathology for a tissue sample, a 
request for a laboratory to culture the sample, a request for a high - throughput 
screening facility, such as the National Institutes of Health (NIH) Chemical 
Genomics Center (NCGC) ( http://www.ncgc.nih.gov/ ) to run assays on the 
tissue model using existing drugs, a request for the gathering together of those 
results, a request for experts to interpret those analyses and rank the results 
to create a pipeline, a request for a mouse model of the disease, a request for 
someone to run the highest ranked molecules through the mouse model, and 
so on. Of course, each of these will usually be broken down further into sub-
requests until one reaches small doable tasks or small answerable questions. 
This recursive request structure is commonplace in science, and indeed in any 
structured problem solving, and can work across a community  [4] . What is 
unique about operating such a hierarchy of goals in Cancer Commons is that 
such requests may be effi ciently fanned out across a wide - ranging distributed 
community. This ability to effi ciently leverage distributed resources in a call -
 and - response manner is a unique capability of Internet - based technologies  [4] . 
Moreover, the Internet offers methods for distributed decision analysis, which 
can be utilized to prioritize opportunities such as targets and leads, to collab-
oratively analyze and interpret data, and to make other complex decisions. 

 The Cancer Commons platform facilitates this process of distributed call 
and response by employing a series of unique technologies. Specifi cally, the 
platform includes a registry of services (such as those exemplifi ed just above) 
and a hub - and - spoke architecture where the hubs can automatically and 
securely communicate with one another through the Web. Each hub corre-
sponds to a community of clinicians and/or researchers organized around a 
project, an institution, a disease, or a discipline. Each hub advertises the ser-
vices that are available within that hub ’ s community (i.e., the knowledge, tools, 
and expertise of those in that particular community). When requests are made 
within a given hub (either by researchers or in the process of operating semi-
automated workfl ows), if the services required to respond to that request 
are not locally available, the hub architecture will automatically call out to 
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hubs that advertise relevant services. By tightly integrating knowledge, 
decisions, and action, the personalized virtual biotech methodology can accel-
erate the research cycle, driving it on behalf of particular patents ’  disease, 
focusing resources on the most promising opportunities and minimizing redun-
dant work. 

 To be clear, personalized virtual biotech is a  methodology . That is, it is a 
particular way of employing the services and technologies provided by the 
Web - based platform that operates Cancer Commons,  not  a set of tools sepa-
rate from that platform. This methodology also creates a novel economic 
model for drug discovery and development. It can reposition drugs that worked 
for other cancers or diseases or that failed to demonstrate effi cacy against their 
original indication, or it can develop new molecules. However, because it is 
not usually practical to develop a new molecule for a novel target on the 
timescale of an individual patient, the most common case is likely to be the 
off - label use of drugs or new combinations of existing therapies. Physicians do 
both of these routinely in practice, but the results of these  N  - of - 1 experiments 
are seldom disseminated. 

 Beyond off - label and combinational use of approved or investigational 
drugs, there are the many potential drugs languishing on the shelves of pharma 
companies as a result of failed trials for particular indications, or those many 
hundreds that showed some activity in the target indication, but not enough 
to be worthwhile for the company to pursue them. Collaborative Drug 
Development (CDD), for example, has spearheaded the effort to get pharma-
ceutical developers to open some of these libraries for use in diseases of low 
profi tability but large worldwide impact, such as malaria (Chapter  21 ). Finally, 
beyond existing treatment combinations and orphan pharma libraries there 
are the many promising treatments being studied in academic laboratories 
with no path to market through the traditional channels. The traditional path 
for academics to translate their research into therapies is either to start a 
biotech company or license their intellectual property (IP) to an existing 
company. Unfortunately, the costs of a startup are high ($5million - 80million) 
and the odds of success dismal. Moreover, potential licensees of IP require 
extensive validation data that are hard to generate in an academic setting. As 
a result, many promising treatments are left languishing in the so - called Valley 
of Death between the academic laboratory and the clinic. Personalized virtual 
biotech offers a radically different approach, driven directly by the needs and 
fi nancial resources of patients. This approach leverages research collaborations 
that academics are used to but provides them with previously unavailable 
technical services, access to highly motivated patients for small - scale clinical 
studies, and potentially novel funding sources such as Internet fundraising 
campaigns. Moreover, the products of personalized virtual biotech are rapidly 
disseminated through Cancer Commons to all patients who might potentially 
benefi t from them. 

 The Cancer Commons platform enables multiple personalized virtual bio-
techs working on the same or related diseases to collaborate and share data, 
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knowledge, and resources. By coordinating their efforts, a network of personal-
ized virtual biotechs can systematically explore the opportunity space of 
targets and leads and avoid unnecessary replication of experiments. By virtue 
of such sharing, a network of personalized virtual biotechs can achieve unprec-
edented economies of scale and acceleration by leveraging knowledge about 
targets and leads across diseases.  

   11.3.2    Cancer Commons as a Macroscale  N  - of - 1 Adaptive Trial 

 All patients whose treatment is being managed within Cancer Commons are, 
in effect, participating in a huge adaptive clinical trial testing the molecular 
disease model and leading to changes in the model resulting from sources such 
as personalized virtual biotech. One can think of this as a macroscale (across 
the whole Cancer Commons community),  N  - of - 1 (each patient is being treated 
through personalized genomic medicine), adaptive trial. Let us see how and 
why this is needed and how it works. 

 Treating cancer (as is the case for most diseases) is, in computational par-
lance, a very high dimensionality search problem. The number of potential 
hypotheses about the causes and associated treatments of the disease is huge, 
especially when complete genomic profi les and combinational therapies are 
considered — exponentially larger than the number of patients that could rep-
resent each possible combination of factors. 

 Classical large - scale clinical trials are inappropriate for systematically 
exploring very high dimensional spaces where, as we have seen, there are 
potentially a huge number of differences at the genomic level and a huge space 
of possible treatments. One reason for this is that a large - scale controlled trial 
is very likely to have a heterogeneous population of patients with functionally 
different genomic tumor profi les. As a result, it is possible that a treatment 
that failed statistically in a large - scale controlled trial actually helped a small 
subset of the patients who have a specifi c genomic profi le, but these cases were 
mixed together with many others who were not helped by the treatment. To 
make matters (much!) worse, the most effective treatments will probably 
involve combinational therapies and dosages, resulting in a nearly infi nite 
number of potential treatments, even if we only consider approved drugs. 
Computer scientists call the situation  “ the curse of dimensionality ”   [5] : There 
are nowhere near enough patients to explore a space of this size using classical 
clinical trials. 

 Even though the raw dimensionality of genomic profi les crossed with treat-
ments is so high that there cannot be enough patients to sort out genomic -
 level treatment effectiveness precisely, a great deal is known about cancer 
treatment from large - scale controlled trials, from research using  in vitro ,  in 
vivo, and in silico  models, and from the experiential knowledge of the treat-
ment community. The molecular disease model approach taken by Cancer 
Commons posits that a great deal is actually already known about how to 
treat many genomic subtypes of cancer, but this knowledge is not gathered 
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together or disseminated effi ciently because medicine relies upon the publica-
tion of review papers or guidelines which are only occasionally updated, and 
their results are not computationally accessible and so cannot be effi ciently 
utilized in clinical settings. Moreover, there is enormous variability in treat-
ments and outcomes, even given the guidelines. What is needed in all of these 
cases is to capture and integrate data and evidence not only from large - scale 
controlled trials but also from the thousands of ad hoc  N  - of - 1 experiments 
that occur every day in the practice of oncology. These experiments test 
hypotheses based on the creativity, knowledge, and experience of practioners 
seeking the best possible outcomes for their patients, not pharmaceutical 
companies seeking regulatory approval for a particular drug. 

 The concepts of adaptive trials and of  N  - of - 1 medicine are, independently, 
fairly well understood. Indeed, there are entire books dedicated to the design 
of adaptive trials [e.g.,  6 ], although they remain somewhat controversial and 
must be designed with great care  [7] . There is also a long tradition in medicine 
of publishing case histories as a way of communicating treatment experiments 
to others. 

 Technically, an  N  - of - 1 study is a specifi c sort of experimental design where 
the subject, for example, an individual patient, acts as his or her own control. 
For example, a baseline measurement may be made, serving as a control, and 
then a treatment applied and a response observed. The treatment may then 
be removed, the patient observed returning to baseline, and so forth, in accord 
with a protocol that can be replicated to get the required sample. In diseases 
like cancer such a design could sometimes be applied, but usually what one 
means by  N  - of - 1 in these settings is not such a specifi c experimental design, 
but rather just the assumption that each patient ’ s disease is different from 
every other patient ’ s disease. Although in a trivial sense this is always true, it 
is clear that in some cases it is more practically relevant than in others. For 
example, if your friend were to acquire a bacterial infection from you, it is 
likely that you  functionally  have the same disease — that is, an antibiotic that 
works on you is very likely to work on your friend as well. Of course, there is 
a small chance that the organism could have mutated along the way or that 
your friend is allergic to the antibiotic, so adjustments will always have to be 
made from one person to the next, but generally speaking bacterially transmit-
ted diseases do not require a great deal of intricate tailoring of treatments to 
each individual. This is not the case for many other diseases, especially ones 
where there is a great deal of variability at the genomic level, the paradigmatic 
example of this being HIV/AIDS, which is known to mutate rapidly. Cancer 
is a particularly complex case because, whereas we know that all cancers are 
due to genomic mutations, we do not know what the practical number of effec-
tive carcinogenic mutations is; and the number of functional subtypes requir-
ing different treatments could range from tens to hundreds or even thousands. 
As a practical matter, in the case of cancer  N  - of - 1 treatment has come to mean 
profi ling the specifi c genomic mutations that drive an individual ’ s cancer and 
then choosing a treatment based upon that specifi c genomic profi le. Of course, 
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this is much more easily said than done. The profi ling step is relatively simple 
in these days of microarrays that measure everything from gene expression to 
chromosomal rearrangements, but choosing a treatment based upon such pro-
fi les has not even begun to become practical and is unlikely to progress very 
rapidly because of the high dimensionality of the problem. 

 The Cancer Commons approach to this problem combines  N  - of - 1 treat-
ment (as defi ned above in cancer) with adaptive trials in a particular way that 
begins to address the high dimensionality of the problem. We call this approach 
 N - of - 1 adaptive trials . The idea is to genomically profi le (to the degree possi-
ble) every patient and then treat each of them with the best possible treatment. 
Of course, it is often not possible to determine the best possible treatment, 
either because there are multiple treatment options available that have not 
been tested head to head, or because no effective treatment is currently 
known. The latter case is dealt with by personalized virtual biotech, described 
above. Here we focus on the former case, where there are a range of potential 
treatments. In this case, we would like to essentially run an adaptive experi-
ment over a set of patients, trying multiple treatments, collecting and analyzing 
the response data as effi ciently as possible, and then integrating the results into 
the molecular disease model to tune the treatment regimens for these patients 
(if possible) and for subsequent patients. It is important to note that, on an 
individual basis and leaving the genomics out of the picture, treating a particu-
lar patient, seeing how things go, and adjusting the treatment accordingly are 
what physicians do all the time and have done through time immemorial. What 
is new here is effi ciently collecting the results of a large number of such  N  - of - 1 
experiments and using them in a rapid learning loop to adjust the treatment 
regimens for the patients being treated and for subsequent patients. 

 As plausible as this might seem, the  N  - of - 1 adaptive approach holds hidden 
dangers  [7]  and must be carefully thought out to avoid inappropriate chan-
nelization into a less effective treatment based on an apparent early success 
due, say, to a misclassifi cation of the disease or perhaps noisy data  [8] . To take 
an extreme case, say that, when one drug appeared slightly better in one patient 
all other patients were immediately switched to it, it would be the end of the 
trial. One should, in theory, wait until one has statistically strong evidence 
before switching everyone onto another treatment, but because there is a large 
statistical price to pay for our  “ peeking ”  at the data at every step, it may well 
be that such a trial requires many more subjects than a classical trial. Moreover, 
if we continue treating everyone with one of the two treatments at random 
(more precisely, in accord with randomized trial protocols), then if it requires 
more patients to see an effect in the adaptive trial, we may have harmed the 
excess number of patients assigned to the poorer treatment over the classical 
trial by virtue of not having treated them with the best available treatment as 
soon as would have been possible in the classical model. Of course, in powering 
the study to begin with, one can tell how many subjects one is likely to need, 
but the adaptive approach will always require, in the worst case, more subjects 
than a classical trial. ( “ Whopping ”  effects in either direction are, of course, also 
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considered as grounds for termination of a classical trial, so there is no advan-
tage to adaptive trials when the effect is very large.) 

 The way out of this conundrum is through the second type of virtual 
biotech, mentioned above: using personalized virtual biotech to examine, at a 
deep molecular level, why a treatment failed in a particular individual. Note 
that this is very similar to the problem of fi nding a new treatment for the case, 
except that we now have an example of a treatment that was supposed to work 
but did not. What was different about this particular disease process that dif-
ferentiates it from the cases where this treatment worked such that it was in 
the molecular disease model to begin with? If we learn this — which, if it can 
be learned at all, requires more or less the same machinery as creating a new 
treatment — then we have learned a new distinction between subtypes of the 
disease, and the molecular disease model should be updated accordingly 
(regardless of whether or not we have in hand a new treatment for the new 
subtype). 

  In sum, at each point in time, patients will be treated with the best available 
therapies for their tumors ’  molecular subtype based on the associated (clini-
cally indicated or proposed) treatment guidelines. The power in the Cancer 
Commons approach lies in the rapid feedback loop that is generated when 
patients are rationally treated based on their molecular subtype, and then if 
they do not respond to the experimental agent, researchers attempt to uncover 
why they failed to respond and apply these fi ndings to the next patient with a 
similar molecular subtype. 

 Studying response outliers armed with a full genomic panel also allows one 
to pose interesting questions. For example, for the subset of patients who may 
have responded in a trial that failed to meet its clinical endpoints:  “ What 
disease did these people have, which was previously lumped into a broader 
subclass (e.g., triple negative breast cancer) for which there might now be an 
effective therapy? ”   “ How many others have that disease? ”  Or, for those 
patients who failed to respond in a successful trial, one can go back to the 
translational scientists on whose research the molecular disease model and 
proposed guidelines were based and ask:  “ What didn ’ t you understand about 
the disease, drug, or molecular target now that we have thousands of new 
molecular data points from real cancer patients? ”  These questions are not 
academic; they pertain to patients who have just failed therapy and are urgently 
seeking new options. Answers to questions like these will lead to splitting 
existing subclasses, corresponding to responders and nonresponders, or adding 
new ones to accommodate previously unseen tumor types. Over time, molecu-
lar subtypes in the disease model will be defi ned with greater and greater 
specifi city and linked to increasingly effi cacious therapies.   

   11.4    DETAILS OF THE CANCER COMMONS PLATFORM 

 The goal of Cancer Commons is to provide patients and physicians with the 
latest information, tools, and resources they need to obtain the best possible 
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outcome and to capture and aggregate the results over all studied patients to 
improve cancer treatment generally. Operating Cancer Commons, personal-
ized virtual biotech, and macroscale adaptive  N  - of - 1 trials effi ciently requires 
a computational platform that is both deep in biocomputation and broad in 
its ability to support collaboration across a wide range of different types of 
users: patients, physicians, and researchers. The platform must also support the 
rapid creation, publication, and computational use of living, computationally 
accessible documents such as the molecular disease model, and case reports 
created directly from patient clinical and genomic data and must enable the 
community to effi ciently provide commentary on these. Finally, the platform 
must provide the facilities required to create and operate personalized virtual 
biotechs, including access to numerous commercial and noncommercial ser-
vices, state - of - the - art bioinformatics, integrated knowledge bases, workfl ow 
facilities, and management tools. The following paragraphs describe these 
facilities in more detail. 

 All Cancer Commons users interact with one another and with community 
resources through personalized Web - based portals. Researchers use portals to 
design and run experiments and collaborate on data analysis and interpreta-
tion. Ecosystem partners use portals to advertise and provide services. 
Clinicians use portals to report clinical results and experiences and to track 
the latest research relevant to their patients, and patients themselves may use 
portals to report on their personal experiences and to track state - of - the - art 
developments relevant to them. 

 Each patient ’ s status is described by a continuity of care record (CCR), 
which is essentially the portion of their electronic health record (EHR) relat-
ing to the particular disease process under consideration. The CCR serves as 
a dynamic record of the patient ’ s treatment and response/outcomes and acts 
as a query to the molecular disease model (via computational machinery 
underlying the platform, described below) to produce information regarding 
potential treatments, relevant literature, and so forth. 

 The platform employs a variety of biocomputation algorithms, operated by 
the BioBike platform  [3] , to combine the disease model with a large integrated 
knowledge base and generate information regarding relevant treatments. 
These algorithms usually cannot make a specifi c treatment recommendation, 
so there is usually the need to compare nearly equivalent choices. For this case 
the platform includes a variety of collaborative decision support tools based 
upon the CACHE system  [9]  that can be used by patients and physicians to 
help make treatment decisions and by researchers to help in considering 
hypotheses. 

 One of the central features that makes Cancer Commons a  commons  is a 
rapid communitywide interactive publication model for two - way communica-
tion and dissemination of data, knowledge, case details, commentary, and so 
forth. This model is utilized throughout the commons. Private forum facilities 
allow patients and physicians to create  “ Virtual Tumor Boards ”  by inviting 
specifi c other members of the community to collaborate in the analysis of a 
particular case. CCRs can be deidentifi ed and opened up as case studies 
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published within Cancer Commons, and these can be discussed as well. In 
addition to displaying and computing with the molecular disease model, the 
platform provides a means for members of the community to discuss and 
suggest refi nements to the model. These are fed back to the curators for con-
sideration and potential revision of the model and can be read by any member 
of the community. 

 The rapid communitywide interactive publication model of Cancer Com-
mons overcomes three major issues that weigh down traditional biomedical 
communications. First, while formal, peer - reviewed, professionally copy - edited 
research articles are integral to medical research, they are not an effi cient 
means of disseminating timely knowledge that may have immediate clinical 
utility for patients. Second, with tens of thousands of peer - reviewed publica-
tions, abstracts, conference proceedings, and the like, there is far too much 
information for anyone to absorb and meaningfully apply in making treatment 
decisions. Finally, in the process of preparing formal papers, much information 
is delayed or, worse, lost. Interim data and results are typically discarded, 
especially the results of failed experiments and clinical trials, dooming others 
to waste time rediscovering them again — a tragedy when patients are involved. 
Although journals and funding agencies are committed, in principle, to requir-
ing that data associated with publications be made available, in practice, this 
only succeeds in the few cases for which community - endorsed repositories 
exist, for example, those maintained by the NCBI. Beyond access to data, there 
is the deeper issue of making the conclusions conveyed in a scientifi c paper 
available in a structured form that can be understood and manipulated by 
computers as well as by human scientists. 

 In Cancer Commons, the equivalent of peer review occurs continuously 
through discussion forums. The experts who curate the molecular disease 
model aggregate this information and make it actionable for patients with 
specifi c molecular subtypes of cancer, and revisions are disseminated through 
the Career Commons rapid communitywide interactive publication model. As 
such, the molecular disease model becomes, in effect, a dynamic review article 
subject to continuous review and revision based on the latest clinical and labo-
ratory fi ndings, with all conclusions and supporting data available in a struc-
tured format suitable for computation. 

 All contents of Cancer Commons are available for semantic annotation so 
that they can be brought immediately to the attention of all researchers, clini-
cians, and patients for whom that information may be relevant. Beyond ensur-
ing timely access to knowledge by humans, semantic annotation is also the key 
to making that knowledge machine understandable. 

 The Cancer Commons platform includes applications that enable partici-
pants to not just annotate papers but also comment on the annotations of 
others and weave them into structured arguments that support and refute 
hypotheses  [9] . Applications can use this structured knowledge, for example, 
to track and prioritize targets, leads, and trials or suggest experiments to vali-
date clinically observed responses. Capturing and using this structured dis-
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course adds a new dimension to knowledge sharing not available in traditional 
publishing media. 

 The platform also provides access to an ecosystem and catalog of core 
services and capabilities. Individual researchers, institutions, and companies 
can publish information about their core competencies and resources, from 
clinical trial design to molecular profi ling, and (where possible) computational 
interfaces to these services (commonly known as application programming 
interfaces, or APIs). The operators of personalized virtual biotechs can readily 
discover and use these APIs through the platform, thus offering participating 
researchers unprecedented access to industrial - scale, high - quality services. 
Workfl ow planning, execution, and tracking, mentioned above (although not 
yet implemented in the current Cancer Commons platform), go hand - in - hand 
with this service ’ s ecosystem. When workfl ow facilities become available, they 
will enable operators of personalized virtual biotechs to automate and share 
best practices. 

 A typical complex workfl ow might continuously search connected specimen 
banks for relevant newly deposited materials, automatically dispatch them for 
molecular profi ling, gather and reintegrate the resulting data, run it through 
statistical methods that correlate the molecular with clinical data related to 
the specimens, and make the results available for collaborative interpretation 
and decision making. When a decision is made regarding hypotheses to move 
forward, an adaptive  N  - of - 1 experiment, such as described in the preceding 
section, can be planned and operated through the platform, and the data can 
be gathered and analyzed in the same setting. 

 The sheer volume and complexity of available information — genes, pro-
teins, pathways, disease, mechanisms, drugs, patient clinical, genomic, and 
response profi les, and so forth — far exceed the synthetic and analytic capaci-
ties of any individual or human analysts. To create understanding from infor-
mation, we need biocomputational tools that can manipulate, check, and use 
the formal representations to make predictions and form explanations. Such 
tools for hypothesis generation, knowledge capture, and so forth, use formal 
representation and computational methods to enable scientists to work effi -
ciently with complex models  [10] . By virtue of having been built on top of 
BioBike, a powerful cloud - based semantic biocomputation platform  [3] , the 
Cancer Commons platform provides access to state - of - the - art computational 
biology and machine learning services and integrated access to a variety of 
data and knowledge from databases that contain curated representations of 
clinical trials, known regulatory pathways, drug targeting information, genomic, 
proteomic, and biochemical knowledge, and so forth, as needed by the opera-
tions of the various computations carried out through the platform. 

 Taken in combination, the facilities of Cancer Commons offer its 
community of patients, physicians, and researchers unprecedented power to 
collaboratively manipulate and interpret the wealth of data and knowledge 
contained within the commons, and from other (mostly public) resources, to 
effi ciently search for treatments and cures.  
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   11.5    DISCUSSION 

 The goal of cancer commons is to enable physicians and researchers to provide 
each and every cancer patient with the best possible treatment options based 
upon the most up - to - date science, and to aggregate and analyze the results of 
all such activities to improve cancer treatment for every subsequent patient. 
By virtue of patients, clinicians, and researchers sharing a common platform, 
the lag from treatment to data to analysis to proposed treatment guidelines 
to implementation in individual patients can be dramatically reduced. 

 This new collaborative model for real - time translational research and per-
sonalized oncology is powered by a transformational cloud - based platform 
that employs state - of - the - art computational technologies and communication 
paradigms, enabling individuals and organizations to build on each other ’ s 
services, creating new services and linking them into an industry - transforming, 
network - centric model for delivering personalized medical care. 

 CollabRx is building Cancer Commons incrementally, one cancer type at a 
time, beginning with melanoma, one of the least tractable and most rapidly 
increasing types of cancer. We are developing each new commons in partner-
ship with leading professional and patient advocacy organizations in that 
cancer. Additionally, we encourage large institutions such as universities and 
pharmaceutical companies to create private commons to coordinate their 
cancer initiatives and supplement their own data, selectively sharing results 
with the public commons as they feel ready to release them. We envision 
eventually linking these individual commons through the Cancer Commons 
platform to exploit cross - learnings and economies of scale across cancers and 
institutions. Because the Cancer Commons model leverages Internet commu-
nications speed, fl exibility, and scale, it can ultimately range over diverse dis-
eases, disciplines, institutions, geography, and timescales. 

 The Cancer Commons collaboration model and underlying computational 
infrastructure enable a new paradigm for translational biomedicine in which 
each and every patient ’ s experience, each and every physician ’ s knowledge, 
and each and every researcher ’ s best efforts are brought to bear on ensuring 
that each and every cancer patient receives the best possible personalized 
therapy and obtains the best possible outcome. 

  Un pour tous, tous pour un!   
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   12.1    ONTOLOGIES IN BIOMEDICINE 

 The use of formal systems to defi ne biomedical concepts and to represent 
and store biomedical knowledge has never been more important. From the 
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implementation of hospital information systems to the organization of experi-
mental data for bioinformatics research, developers now identify the key issue 
to be the manner in which salient concepts are labeled and defi ned and ulti-
mately used computationally. In the past decade, the notion of ontology has 
become a well - recognized substrate for research in informatics and computer 
science. Ontologies are formal descriptions of the entities that exist in an 
application area, the properties of those entities, and the relationships among 
those entities that can be referenced by both humans and computers. 

 In biology and medicine, ontologies have become central to the construc-
tion of intelligent decision support systems, simulation systems, information 
retrieval systems, and natural language systems  [1, 2] . The World Wide Web 
Consortium (W3C) has developed the resource description framework (RDF) 
 [3]  and Web Ontology Language (OWL)  [4] , standard languages for represent-
ing ontologies on the Semantic Web. The introduction of these W3C standards 
has become an impetus to an even wider use of ontologies and knowledge -
 based resources. W3C has an extremely active Semantic Web for Health Care 
and Life Sciences Interest Group  [5] . A fast growing collection of well - known 
biomedical ontologies and terminologies [e.g., BioPAX, the National Cancer 
Institute (NCI) Thesaurus, the Ontology of Biomedical Investigations] now 
embraces W3C ’ s OWL standard. 

 With this adoption of ontologies by the broad biomedical community, 
however, comes a new challenge: Ontologies and terminologies can become 
so large, diverse, and specialized that it is often impossible for any single cen-
tralized group to develop them effectively. Indeed, several prominent ontology 
engineering projects are promoting community participation as a key element 
in their development work. Below, we describe briefl y three of the most visible 
collaborative ontology projects now ongoing: The  Gene Ontology  (GO), The 
11th revision of the  International Classifi cation of Diseases  (ICD), and the NCI 
 Thesaurus . GO is one of the more prominent examples of an ontology that is 
a product of a collaborative process  [6] . GO provides terminology for consis-
tent description of gene products in different model – organism databases in 
terms of their associated biological processes, cellular components, and molec-
ular functions in a species - independent manner. Members of the GO com-
munity constantly suggest new terms for this ontology. Three full - time curators 
examine the suggestions and incorporate them into GO as appropriate on a 
continual basis. 

 The ICD ( http://www.who.int/classifi cations/icd/en/ ) is a public global stan-
dard to organize and classify information about diseases and related health 
problems. The World Health Organization (WHO) plans three major shifts for 
the upcoming 11th revision of ICD (ICD - 11) [7, 8]: First, the ICD will repre-
sent clinical knowledge explicitly in machine - processable form using OWL. 
The WHO plans to use an ontological approach, formalizing the defi nitions of 
each clinical entity and organizing the terms in a semantically meaningful way. 
Second, the WHO will open the process of ICD revision to a wide community 
of experts. Topic advisory groups (TAGs) will serve as planning and coordinat-
ing bodies for specifi c areas of medicine, such as oncology, mental health, and 
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communicable diseases. Each TAG will support several international working 
groups and an additional corps of fi eld testers who will use online tools to 
evaluate the evolving ontology and to generate proposals for revisions and 
enhancements. Third, ICD - 11 will include direct linkages to terms in other 
standardized terminologies, such as SNOMED - CT. The WHO plans to open 
the development of ICD - 11 to the broader community in a social process 
similar to that supported by Wikipedia. 

 The NCI Thesaurus is a biomedical reference ontology that covers areas of 
basic cancer biology, translational science, and clinical oncology developed at 
the NCI Center for Bioinformatics and Information Technology  [9, 10] . The 
content of the NCI Thesaurus is contributed by internal editors who work 
separately. Every month or so, a curator goes over the editors ’  proposed 
changes and approves or rejects them. Once the curation process is completed, 
a new version of the NCI Thesaurus is published, and the entire development 
process starts again. 

 Each of these projects relies on both a well - defi ned social process as well 
as a set of specialized interactive tools to support collaborative ontology 
engineering — each in a very different way. At the U.S. National Center for 
Biomedical Ontology (NCBO), we have been working to engineer both pro-
cesses and tools to enable alternative forms of collaborative ontology 
engineering. 

 In this chapter, we will present methods and tools to support the community -
 driven authoring of large biomedical ontologies. In Section  12.2 , we present 
Collaborative Prot é g é  — a tool that supports collaboration as an integral part 
of the ontology editing process, and that has features for tracking provenance 
and changes, as well as discussions in the context of the ontology. In Section 
 12.3 , we describe WebProt é g é  — a Web - based client for Collaborative Prot é g é  
that we built as a highly customizable platform which can be adapted as a 
knowledge acquisition tool for domain experts. Section  12.4  presents the archi-
tecture of the collaboration framework that both Collaborative Prot é g é  and 
WebProt é g é  are using. In Section  12.5 , we give an overview of BioPortal — a 
repository of biomedical terminologies and ontologies on the Web. BioPortal 
provides Web services for publishing, storing, and retrieving ontologies from 
the repository, supports a proposal and discussion mechanism, and has facili-
ties for versioning and mapping between ontologies. Work on Collaborative 
Prot é g é  and WebProt é g é  is becoming tightly linked, as the NCBO explores 
coordinated methods of community - based ontology authoring, dissemination, 
and peer review. We discuss our experience with these technologies and talk 
about future plans in Section  12.6 .  

   12.2    COLLABORATIVE PROT É G É  

 Our laboratory has developed Prot é g é  — probably the most widely used open -
 source ontology and knowledge base editor  [11] . At the time of this writing, 
Prot é g é  has more than 150,000 registered users. Users can build ontologies in 
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Prot é g é  using different representation formalisms, ranging from frames to 
RDF(S) and to OWL, and can store their ontologies in fi le or database back-
ends. Prot é g é  is both robust and scalable and is being used in production 
environments by many government and industrial groups. Prot é g é  supports a 
plugin architecture that allows other developers to implement their own 
custom extensions that can be used either in the Prot é g é  user interface or as 
part of other applications that use Prot é g é  services. 

 Prot é g é  also offers a client – server mode, in which multiple users can 
browse and edit a shared ontology at the same time. If a user makes a change 
to an ontology, then other users will see that change right away. This immedi-
ate synchronization of changes minimizes the number of editing confl icts in 
a collaborative setting, because each of the distributed users receive updates 
from the other clients in a matter of seconds. The immediate updates make 
editing confl icts (e.g., two users editing the same property value at the same 
time) less likely. A different approach for synchronizing changes is found in 
source - control repositories, such as SVN or CVS. In these settings, users check 
out a copy of the shared ontology and perform changes in the local copy. 
When the user is done making changes, he or she has to commit the local 
changes back to the shared copy stored in the repository. In this setting, it is 
much more likely that editing confl icts will occur, because other users may 
already have changed the shared copy since the time that the user checked 
out his or her own copy. The user has to solve the confl icting changes manu-
ally, and this is a very effort - intensive and error - prone task. Both synchroniza-
tion modes, the immediate mode available in Prot é g é  and the check - out/
check - in approach used in SVN, are appropriate for different collaboration 
scenarios. We have chosen to use the immediate synchronization mode 
because it is preferred when distributed users may need to make changes 
that may have ramifi cations that are dispersed within the edited content and 
when the users cannot tolerate being locked out from making certain edits 
for long periods of time. 

 Although enabling distributed users to browse and edit a shared copy 
of an ontology brings a lot of advantages, there are still many features that 
are needed to support real collaboration among ontology builders. Our group 
has developed Collaborative Prot é g é  ( http://protegewiki.stanford.edu/wiki/
Collaborative_Protege ) as an extension of the client – server version of Prot é g é  
to support collaboration as an integral part of the ontology development 
process  [12, 13] . Collaborative Prot é g é  has features for adding comments and 
notes and discussion threads to ontology classes, properties, and individuals. 
All changes made by users are tracked and stored together with the related 
provenance information. It is also possible to add different types of proposals 
for changes to entities in the ontology and then later to ask users to vote on 
these proposals. An access policy mechanism allows an administrator to set 
different privileges for different user groups and hence to restrict access based 
on particular accounts. A chat feature enables users who are connected at the 
same time to a Prot é g é  server to exchange text messages and to send refer-
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ences to entities in an ontology. In the remainder of this section, we present 
some of the most salient features of Collaborative Prot é g é . 

   12.2.1    Marginal Notes and Support for Discussions 

 When an ontology is developed by a large community in a collaborative 
manner, it is only natural that there will be discussion related to specifi c mod-
eling decisions or other issues. Usually, such discussions take place in discus-
sion forums, teleconferences, or personal conversations, and often the design 
rationale or the motivation for certain decisions is lost and it is hard to retrieve 
at a later time. 

 Collaborative Prot é g é  offers facilities for carrying out such discussion as an 
integral part of ontology development. Figure  12.1  shows the user interface of 
Collaborative Prot é g é . Collaborative Prot é g é  is an extension of the Prot é g é  
user interface: The  “ regular ”  user interface showing the class tree and proper-
ties has been extended with an additional window that manages the 
collaboration - related information. The right - hand window shows the collab-
orative panels, such as Entity notes, Changes, Ontology notes, and so on. In 
the example in Figure  12.1 , users have added fi ve notes on the class selected 

     Figure 12.1     User interface of Collaborative Prot é g é . The left - hand - side panel shows 
the class hierarchy; the middle panel (hidden in this screenshot) shows the details of 
the selected class. The right - hand - side panel shows the collaborative panels. The entity 
notes panel allows users to attach notes and discussion threads to classes, properties, 
and individuals in the ontology.  
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in the left - hand panel, showing the class tree. The notes and discussions are 
stored in the context of the entity to which they refer. For example, the dialog 
about a specifi c class in an ontology, such as Non - melanona Skin Cancer (as 
shown in Fig.  12.1 ) is recorded directly in the context of this class, so that the 
users ’  comments can be easily retrieved at any time. The class tree shows a 
 “ note ”  icon next to the classes that have notes attached to them. For example, 
the Non - melanona Skin Cancer class has 5 notes attached to it and 13 notes 
attached to the children of this class (shown as a number in parentheses).   

 Displaying the number of children notes helps users to fi nd notes that are 
attached somewhere deeper in the class tree. The number of notes in a branch 
is a good indication about the level of activity of that ontology branch and can 
help project managers focus their attention on  “ hot ”  areas in the ontology. 

 The notes and discussions are also threaded, so that a user may reply to an 
existing note in a manner similar to that of responding to a message in a dis-
cussion forum. The notes have different types, ranging from simple comments 
to structured proposals for ontology changes. The notes are stored as instances 
in the Prot é g é   Changes and Annotation Ontology  (ChAO)  [14] . Figure  12.2  
shows the class hierarchy of the note types with Annotation as the top - level 
class. All note types are represented as subclasses of the Annotation class. An 
instance of a subclass of Annotation, such as Comment, represents an actual 
comment that a user has added in the tool. Each note type has its own proper-
ties, such as the content of the note, author, and date. The properties associated 
with a given class of note allow Collaborative Prot é g é  to defi ne structured 
notes in a declarative way. For example, by editing the ChAO, we easily added 
a note type, NewEntityProposal, that enables users to add a proposal for new 
entities in the domain ontology under development.   

 A NewEntityProposal has additional properties, such as the preferred name 
of the new term that the user proposes to add to the domain ontology, a pro-
posed identifi er, a textual defi nition, and a list of synonyms. An example of 
such a new entity proposal is shown in Figure  12.3 . Collaborative Prot é g é  

     Figure 12.2     Changes and Annotation Ontology. Subclasses of the annotation class 
represent types of notes available to the user (e.g., proposal, advice). Changes are 
represented as instances of the change class.  
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offers a fl exible and extensible mechanism for defi ning structured notes that 
allow users to defi ne their own note types, which fi t the specifi c needs of their 
project. Adding a new note type is as easy as adding a new subclass of the 
Annotation class in the ChAO, and defi ning the properties of the new class 
(the user guide for adding a new note type is available here:  http://
protegewiki.stanford.edu/wiki/Collaborative_Protege#Adding_your_own_
note_type ). There is no need to recompile the code or even to restart the 
application. Collaborative Prot é g é  will automatically pick up the new note 
type and display it as one of the note - type choices in the user interface. Users 
may attach notes (Fig.  12.4 ) to any entity in an ontology, such as classes, prop-
erties, or individuals. It is also possible to add notes directly at the ontology 
level. Discussions that pertain to the entire ontology (e.g., naming conventions, 
modeling patterns) are usually attached at the ontology level rather than at 
the entity level. The ontology - level notes are displayed in the Ontology notes 
tab, seen in Figure  12.1 .   

     Figure 12.3     A new term proposal example showing the different fi elds of the pro-
posal. The fi elds are defi ned as properties attached to the new term proposal class in 
ChAO.  
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 Collaborative Prot é g é  also supports alternative workfl ows involving the 
notes. Notes may have a status property attached to them (visible in Fig.  12.3 ). 
For example, a proposal could have a status such as Under discussion, Accepted, 
or Rejected. Other status designations can be confi gured in the Changes and 
Annotations Ontology for different types of notes by simply creating instances 
of the Status class. Using this fl exible approach, one can customize Collaborative 
Prot é g é  to match a particular workfl ow for an application. 

 Our users have also requested a way to archive notes and discussions. A 
note can be archived by simply clicking on the Archive check box that is part 
of a note form. The user interface can be confi gured to show or hide archived 
notes using the Collaboration menu. This feature is particularly important in 
the workfl ow for ontology development: Once a proposal has been closed, 
either by implementing it or rejecting it, a user with enough privileges can 
archive the proposal and hide it, so that it does not clutter the display of active 
discussions related to an entity. For documentation and history purposes, the 
archived notes and proposals can be retrieved at any time. 

 Users may also search the existing notes and discussions in the Search tab. 
The criteria for search include author name, note text, note type (e.g., Comment, 

     Figure 12.4     The chat panel allows users to send instant messages and direct links to 
ontology entities.  
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Proposal), status, and begin and end date. These search criteria can be com-
bined using the AND and OR logical operators.  

   12.2.2    Tracking Changes 

 Collaborative Prot é g é  tracks all changes the authors make in the ontology. 
The Changes tab presents a list of changes in chronological order. Figure  12.5  
shows the Changes tab with some of the changes performed during the ICD - 11 
development process. Each change in the table has metadata associated with 
it, including a human - readable description (e.g.,  “ Added a new defi nition to 
A17 Tuberculosis of nervous system ” ), an author (not shown in Fig.  12.5 ), a 
date when the operation was performed, the entity on which the operation 
was performed (e.g., the class A17 Tuberculosis of nervous system), and the 
type of the change (e.g., Class created, Class deleted, Composite change, etc.).   

 The individual change records are stores as instances of the Change class 
in the ChAO ontology. Each subclass of the Change class represents a different 
type of change. Figure  12.2  shows some of the main subclasses of the Change 
class. We use the type of changes to compute statistics about these changes, 
such as the number of classes that have been moved from one branch of an 
ontology to another one. 

 A Composite change is an operation that the user perceives as atomic but 
which is composed of several other operations. For instance, retiring a class 

     Figure 12.5     The changes tab plug - in shows a structured list of changes in the ontology. 
Each line in the table represents a change together with its metadata: type, author, 
description, entity on which the change occurred, and the date.  
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involves setting the type of the class to owl:DeprecatedClass and moving the 
class under the Retired parent class. Composite changes are similar to transac-
tions in a database: If one of the subchanges fails, then the composite change 
will fail as well. We use composite changes to hide some of the internal opera-
tions from the user and to generate user - friendly descriptions of these 
operations. 

 The Changes tab also allows one to fi lter the list of changes by author, text 
in the description, type, and date. Rather than browsing the entire list of 
changes, a user may also select a class in the class tree and use the Changes 
tab in Figure  12.1  to see only the changes that are relevant to the selected 
entity. As we have already mentioned in Section  12.2.1 , changes can also be 
annotated with different types of notes and discussions.  

   12.2.3    Instant - Message Exchange with Other Users 

 Collaborative Prot é g é  allows users who are connected at the same time to a 
Prot é g é  server to exchange text messages using an integrated chat client. The 
chat feature is available as one of the collaborative panels and is shown in 
Figure  12.1 . The chat feature provides complementary functionality to notes 
and discussions during the ontology development process and allows for quick 
exchanges between users. The chat messages are also represented as instances 
in a Chat ontology. 

 One distinguishing feature of the chat is that it supports sending links to 
entities in an ontology using a custom syntax. For example, when discussing 
the Tuberculosis class in an ontology, a user may send a direct link to this class 
by using the syntax @tuberculosis, similar to a Twitter message. The chat panel 
will recognize this syntax as a link and will allow other users to click on it and 
directly browse the Tuberculosis class details. The direct link feature works 
with all the entity types in an ontology: classes, properties, and individuals. The 
chat feature is also available as a separate Prot é g é  tab and can be detached 
from the main display of Prot é g é .  

   12.2.4    Access Policies 

 The support for different access policies is an important part of the collabora-
tion infrastructure. In most community - driven projects, users take on different 
roles with different tasks and access rights. For example, in the development 
of the ICD - 11 ontology, editors are allowed to edit the content of the ontology, 
whereas classifi cation experts can change the class hierarchy but cannot edit 
the content. Everyone is allowed to add proposals or to make comments. 
Other projects may have other access policies set up. 

 Collaborative Prot é g é  supports a fl exible and extensible access policy 
mechanism. We represent the access policies and the Prot é g é  server confi gura-
tion using a simple ontology, called the metaproject. This ontology defi nes the 
projects, users, groups, and access policies related to one or more Prot é g é  
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servers. The metaproject can be edited directly in the Prot é g é  user interface 
(Fig.  12.6 ) or can be edited while the server is running using the Server Admin 
application.   

 The Prot é g é  server supports three types of access policies: (1) project poli-
cies, (2) group policies, and (3) server policies, modeled as subclasses of the 
PolicyControlledObject class in the metaproject. The  project policies  refer to 
permissions set for a particular project. For example, for the ICD project, a 
policy may say that only users from the group ICDGroup are allowed to write 
to this project. The  group policies  apply to groups. For example, one policy 
may state that only certain people are able to add users in this group. The 
 server policies  apply to the Prot é g é  server itself and pertain to more  “ admin-
istrative ”  types of permission. For example, one server policy might say that 
only users from the Admin group are allowed to shut down the server. 

 The main classes in the metaproject ontology are shown in Figure  12.6 . The 
central class is the PolicyControlledObject that has as subclasses all types of 
objects that can have policies attached to them (projects, groups, and servers). 
The Operation class represents the different types of operations that can be 
performed on the PolicyControlledObjects, such as Read and Write, Review, 
Shutdown server, and so on. The User class represents the users of the Prot é g é  
server, who are the performers of ontology operations. The screenshot in 
Figure  12.6  shows an example of the ICD Project instance, which has several 

     Figure 12.6     Metaproject ontology used to confi gure the Prot é g é  server and the access 
policies. The ICD project has several properties shown in the right - hand - side panel, 
such as name, owner, location, access policies, and so on.  
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properties attached to it: a name; a location on the server; an owner; a ChAO 
project that stores the users ’  notes, discussions, and change history; policies, 
shown as allowed group operations; and additional properties stored as key –
 value pairs. The ICD project instance is also associated with the ICD annota-
tion project, which is a ChAO knowledge base containing instances representing 
the notes and changes for the ICD project. 

 The metaproject has some predefi ned operations and access policies that 
are enforced in Collaborative Prot é g é . For example, the Read and Write access 
policies are enforced: If a user does not have the Write privilege for an ontol-
ogy, any attempt to edit the ontology using either a Prot é g é  client or program-
matic access will result in an error. The predefi ned operations and their 
documentation are available on the Prot é g é  wiki ( http://protegewiki.stanford.
edu/wiki/Protege_Client_Server_Tutorial_Confi guration ). 

 It is also possible to defi ne custom operations and access policies that meet 
the specifi c needs of a project. For example, the NCI has chosen to extend the 
metaproject with operations and access policies that prevent users from editing 
the properties in an ontology when using the Properties tab. 

 The access policies can be changed whenever a Prot é g é  server is running 
and they take effect immediately. We have implemented a server - administration 
application, called Server Admin (a user guide for the administrative panel is 
available here:  http://protegewiki.stanford.edu/wiki/Protege_Client_Server_
Tutorial_Administration ), which allows administrators to change policies and 
to add users or projects while the Prot é g é  server is running. Administrators 
can also monitor the users who are currently logged into the server and browse 
other statistics related to the projects on the server.   

   12.3    WEBPROT É G É  

 WebProt é g é  is a Web - based client for Collaborative Prot é g é   [15] . WebProt é g é  
provides functionality similar to that of Collaborative Prot é g é  but has the 
advantage of running in a Web browser and of not requiring any installation. 
WebProt é g é  thus supports browsing and editing of ontologies in a collabora-
tive setting on the Web. 

   12.3.1    WebProt é g é  User Interface 

 The user interface of WebProt é g é  is built as a portal, similar to iGoogle or 
myYahoo, and is shown in Figure  12.7 . The main feature of a portal is that 
users may add components to the display and may lay them out in an optimal 
manner for performing their particular tasks. The interface components are 
called portlets and provide individual pieces of functionality. We have imple-
mented a variety of portlets for WebProt é g é  that are commonly used in ontol-
ogy development: a class - tree portlet, a properties - view portlet, a restrictions 
portlet, a properties - tree portlet, an individuals - list portlet, and so on.   
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 Additionally, we have implemented portlets to support the collaborative 
aspects of the development, including a notes and discussions portlet, a review 
portlet, a change - history portlet, a watched entities and branches portlet, and 
so on. 

 The user interface of WebProt é g é  is organized as a series of tabs. We pre-
defi ned some of the most common tabs that are available in other desktop 
ontology development tools, such as the Classes, Properties, and Individuals 
tabs. A user may change the default layout of these tabs by simply dragging 
and dropping the portlets in the display. New portlets can be added by making 
a selection in the toolbar. The user may select from a list of predefi ned portlets 
and then confi gure their layout. The user also has the possibility of adding new 
tabs to combine pieces of functionality that are not available in the predefi ned 
tabs by using the Add tab toolbar menu. 

 Portlets provide independent pieces of functionality (e.g., display the class 
tree, display the properties). Rather than hard coding the dependencies among 
the portlets, we implemented a generic selection model, and all portlets display 
the current selection in the selection model. For each tab, we defi ne a control-
ling portlet that provides the selection for all other portlets. For example, the 
class - tree portlet is the controlling portlet in the Classes tab, which means that 
all other portlets in that tab will display the information related to the selected 
class in the class tree. The controlling portlet is specifi ed in the confi guration 
XML fi le and can be changed dynamically at runtime. 

     Figure 12.7     WebProt é g é  user interface showing the NCI Thesaurus. The user interface 
is organized in portlets that provide independent pieces of functionality. The class tree 
portlet on the left - hand side shows the class hierarchy. The right - hand side is populated 
with three portlets for showing the properties of a class, the axioms, and the notes 
attached to a class.  
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 Once users have confi gured the user interface and saved the layout, the 
next time that they log into WebProt é g é , the customized layout will be restored. 
WebProt é g é  stores user interface confi gurations per user and per project. This 
means that two users may have two completely different views of the same 
ontology. If no view is confi gured for a user and project, WebProt é g é  will 
display the default layout as shown in Figure  12.7 . 

 The only way to support the fl exible and customizable user interface was 
to make the user interface layout declarative. The layout confi guration is 
stored as an XML fi le with a predefi ned schema (the user guide for the layout 
confi guration can be found here:  http://protegewiki.stanford.edu/wiki/Web
ProtegeLayoutConfi g ). By changing the XML confi guration fi le, WebProt é g é  
can be easily customized in Web applications tailored for a particular domain. 
We have used this feature to create a custom Web application used for the 
development of ICD - 11 (The customized ICD - 11 application is available at 
 http://icatdemo.stanford.edu )  [7, 8, 16]  and for other collaboratively developed 
ontologies.  

   12.3.2    Browsing and Editing 

 Multiple users may browse and edit ontologies stored in WebProt é g é . The 
default confi guration of WebProt é g é  shows the Classes tab (Fig.  12.7 ), which 
presents in different portlets information related to a selected class in the class 
tree such as the annotation properties, the restrictions, and the notes and dis-
cussions attached to the class. Users may create new classes by using the  Create  
toolbar button on top of the class tree. In a similar fashion, other portlets 
provide support for editing, either by means of toolbar buttons in the portlet 
or by simply double clicking on a value. Users may edit properties in the 
Properties tab and individuals in the Individuals tab. 

 In many cases, the editors of the ontology are domain specialists who are 
more familiar with Web forms than they are with editing the formal descrip-
tions in the ontology. To accommodate these users and to make WebProt é g é  
easier to use, we implemented a form - based input mechanism in which we can 
bind properties in the ontology to editing widgets, such as text fi elds, radio 
buttons, check boxes, tables, and so on. The form - based input mechanisms are 
implemented using the PropertyFormPortlet (the form - based input form 
docu mentation can be found here:  http://protegewiki.stanford.edu/wiki/
PropertyFormPortlet ). The ICD - 11 Web application uses this portlet to support 
domain experts in entering information related to particular diseases. The 
example can be browsed in the link that appears in  http://icatdemo.stanford.edu .  

   12.3.3    Collaboration Support 

 WebProt é g é  is a client for Collaborative Prot é g é  and therefore has access to 
all collaboration features presented in Section  12.2 , including notes and discus-
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sions, change tracking, and access policies. WebProt é g é  has some additional 
collaboration features that are not supported in the rich client. 

 The notes and discussions feature is available in the Notes portlet that can 
be added to any of the tabs in the user interface, enabling those tabs to show 
the notes attached to the current selection in the tab (see Fig.  12.7 ). For 
example, if this portlet is used in the Classes tab, it will show the notes 
attached to the currently selected class; if it is used in the Properties tab, it 
will show the notes attached to the currently selected property, and so on. 
To help users identify discussion activity in the ontology, the class tree shows 
an indication that a class or its subclasses have notes attached to them by 
adding a comment icon next to the class name (see Fig.  12.7 ). The notes and 
discussions are shown in a threaded view. It is also possible to delete a note 
or to edit a note if the user is the creator of that note and no replies have 
been added to it. Once a note is not relevant anymore, users may archive a 
note with a simple mouse click. 

 In addition to attaching notes to entities in the ontology or to the ontology 
itself, WebProt é g é  supports adding notes at the level of a triple. For example, 
a user may add a note to a textual defi nition of a class that is represented as 
an annotation property on that class. This feature allows much fi ner control 
over the discussions and allows users to focus on a particular issue for an entity. 

 In a manner similar to that of the rich client, change tracking in WebProt é g é  
is available as a complete change log or as the log of changes for a particular 
entity in the ontology. The Change history portlet shows the change history of 
the selected entity in the tab, whether it is a class, property, or individual. 
WebProt é g é  also provides a Change statistics tab that displays information 
about the changes in each branch of the tree. This feature provides a very 
useful tool for a project manager, who then can assess the level of group activ-
ity in each of the branches of the ontology. The change statistics can also be 
fi ltered to show only the changes for a specifi c time interval or for a specifi c 
set of users. 

 The watching and notifi cations features allow users to track more closely 
the changes and discussion activity in the ontology. A user may indicate his or 
her interest in an entity from an ontology (e.g., a given class) or an entire 
branch of the ontology by  “ watching ”  it. To watch an entity or a branch, the 
user can simply click on the Watch toolbar menu. Once the user logs into 
WebProt é g é , the Watched entities portlet will display the changes that occurred 
in the watched entities and branches. The user may also confi gure the 
WebProt é g é  notifi cation service to receive e - mails whenever changes to the 
watched entities occur. 

 Many collaborative projects have as part of their workfl ows a reviewing 
phase: once the users have completed the content authoring in the ontology, 
reviewers will inspect the content and make recommendations. The Reviews 
tab in WebProt é g é  supports a simple reviewing process. A user with adequate 
privileges may request a review for an entity in the ontology. Once he or she 
has selected reviewers from a list of predefi ned reviewers, the request will be 
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sent. The reviewers may enter their reviews directly in WebProt é g é . Reviews 
are a specifi c note type and are represented as instances of a Review class in 
the ChAO.  

   12.3.4    Reusing Terms from Other Ontologies 

 It is a common case that large - scale biomedical ontologies need to import or 
reference terms in other biomedical ontologies and terminologies. 

 To support this task, we developed a generic Reference portlet that 
searches terms in ontologies stored in the BioPortal ontology repository. 
BioPortal offers an archive of over 200 ontologies and terminologies for the 
biomedical domain that can be accessed through a Web browser or through 
Web services. We describe the collaboration features of BioPortal in more 
detail in Section  12.5 . 

 The Reference portlet uses RESTful Web services to search for terms in 
BioPortal. For example, one can imagine a scenario in which a property, say, 
bodyPart, for an entity Acute Myocardial Infarction, should be a reference to 
the term Heart in SNOMED - CT. The portlet allows the user to search for the 
string  “ heart ”  in the version of SNOMED - CT stored in BioPortal (Fig.  12.8 ). 
The search will return a list of matched terms for the search string  “ heart. ”  To 
decide which SNOMED - CT term to import, the user may get more informa-
tion about each search result either in textual form or as a graph visualization 

     Figure 12.8     BioPortal reference portlet. The user selects a class in the class tree (A). 
In order to fi ll in the value for body part (B), she uses the widget to search BioPortal 
(C) and to select the appropriate body part from SNOMED - CT. The reference is then 
added as a link to SNOMED - CT.  
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that is also retrieved via Web service calls to BioPortal. The Reference portlet 
is also confi gurable. For example, a user can specify in what particular ontology 
from BioPortal the search should be performed.   

 A user may also restrict the search to a particular ontology branch when 
confi guring the portlet (e.g., the Anatomy branch in SNOMED - CT). 

 Once the user clicks on the Import button, a reference to the term in the 
external ontology is created. The reference will have metadata associated with 
it: the name of the source ontology, the identifi er of the referenced term, and 
a direct Web link to the term.   

   12.4    COLLABORATION ARCHITECTURE 

 A high - level overview of the collaboration infrastructure used in Collaborative 
Prot é g é  and WebProt é g é  is shown in Figure  12.9 . The collaboration framework 
is the core of the system and provides all collaboration services. Collaborative 
Prot é g é  and WebProt é g é  are client applications that access the collaboration 
framework and display the relevant information.   

 The entire collaboration process is guided by a set of  “ meta ”  - ontologies 
that are part of the collaboration framework. The ChAO provides support for 
storing a structured log of ontology changes together with the metadata as 
well as notes and discussions represented as instances of predefi ned classes 

     Figure 12.9     Collaboration architecture for Collaborative Prot é g é  and WebProt é g é . 
The collaboration framework (left side) provides all collaboration services used by the 
Collaborative Prot é g é  rich client and WebProt é g é . Ontologies guide the entire collabo-
ration process. A layer of Java APIs provides access to the collaboration information. 
The ontology repository stores the ontologies available for collaboration.  
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(see Section  12.2.1 ). The Metaproject ontology is used to confi gure the ontol-
ogy repository and the user access policies (see Section  12.2.4 ). The Workfl ow 
ontology (not discussed in this chapter) is used to confi gure the steps for a 
collaboration workfl ow  [17, 18] . 

 We developed a set of Java application programming interfaces (APIs) that 
provide independent pieces of functionality. Most of the Java APIs are used 
for accessing and modifying the information stored in one of the meta -
 ontologies used in the collaboration process. Several of these Java APIs have 
been generated automatically from the meta - ontology using a Java code gen-
erator. In this sense, we can say that the collaboration framework is an 
ontology - driven architecture. Some of the main Java APIs are shown in Figure 
 12.9 . The Change tracking API and the Notes API retrieve the information 
stored as instances in the ChAO. The APIs provide convenient methods for 
the developers and hide the fact that the change and notes information is 
backed by an ontology. For example, a developer may call a method cls.
getChanges() to retrieve all changes associated with a class; it is not important 
to know that the change information is stored as instances of the ChAO. The 
Ontology access API provides services to access the ontology content stored 
in the Prot é g é  ontology repository. The Policy Manager library has services 
for accessing and modifying the user policies in a programmatic way. 

 The Prot é g é  ontology repository stores all the ontologies that are available 
to the collaboration framework and hence also to the Collaborative Prot é g é  
and WebProt é g é  clients. Besides storing the domain ontologies, such as ICD -
 11 and the NCI Thesaurus, the repository also stores the associated ChAO 
instances for each of the domain ontologies. This association is stored in the 
Metaproject ontology (see Section  12.2.4 ). The collaboration framework is an 
essential part of the Prot é g é  server (see Section  12.2 ). Because all clients 
(Collaborative Prot é g é , WebProt é g é , and other applications) connect to a 
common collaboration framework, their users will see one another ’ s changes 
to an ontology as they happen. For instance, if a user adds a class in a 
Collaborative Prot é g é  – rich client, other users connected to the same server 
with WebProt é g é  will see the change in their clients right away. This feature 
allows users to edit a shared ontology in a collaborative environment with the 
tool of their choice.  

   12.5    PUBLISHING ONTOLOGIES WITH BIOPORTAL 

 Ontology authors and domain experts use Collaborative Prot é g é  and 
WebProt é g é  to edit a shared ontology in a collaborative setting. It is a common 
scenario that once the ontology has reached a mature state, it will be published 
on the Web to allow the authors to get feedback from a broader user com-
munity  [19, 20] . We present in this section a solution for publishing ontologies 
on the Web using BioPortal ( http://bioportal.bioontology.org ), and we describe 
how BioPortal services support collaboration and reuse. 
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 BioPortal is an open library of biomedical ontologies  [20]  created by the 
NCBO. BioPortal adopts the philosophy of Web 2.0 applications to bring 
structure and order to the collection and dissemination of biomedical ontolo-
gies. The system enables users to provide and discuss a wide array of knowl-
edge components, from submitting the ontologies themselves, to commenting 
on and discussing classes in the ontologies uploaded by other users, to review-
ing ontologies in the context of their own ontology - based projects, to creating 
mappings between overlapping ontologies and discussing and critiquing the 
mappings. 

 BioPortal hosts more than 200 biomedical ontologies in OWL, Open 
Biomedical Ontologies (OBO), RDFS, and Prot é g é  frame formats and con-
tains more than 2.5 million ontology terms and over 4 million term - to - term 
mappings. All the information available in BioPortal is accessible via RESTful 
Web services, which encourages the mashing up of biomedical applications in 
a straightforward way. 

 BioPortal and WebProt é g é  provide complementary services to support col-
laborative ontology development and dissemination: WebProt é g é  supports the 
collaborative editing process, whereas BioPortal provides repository services 
that are crucial in later stages of the collaborative process, such as reviewing, 
versioning, creating mappings, and determining structural differences. 

 Once an author publishes an ontology in BioPortal, the larger community 
is able to browse and search for terms in the ontology, to review its content, 
and to add comments and proposals to classes in the ontology. Besides adding 
notes and proposals through the BioPortal Web interface, the system also sup-
ports the posting of notes via Web services. In this way, other applications can 
access the ontologies in BioPortal and can take advantage of all the services 
provided by the system programmatically. 

 BioPortal also supports  peer review  of ontologies. This is a very important 
feature that aids users who are looking for ontologies that they can reuse in 
their own projects and who want to know what other users think about alter-
native resources and problems they may have encountered. A key piece of 
information is the list of other projects that have used each ontology in 
BioPortal, and the suitability of the ontology for the tasks of each project. Thus, 
in addition to submitting ontologies to BioPortal, users may also submit 
descriptions of their ontology - based projects and link those descriptions to 
BioPortal ontologies. Registered users can provide comments on BioPortal 
ontologies along several different dimensions, such as degree of formality, 
documentation and support, usability, domain coverage, and quality of content. 

 BioPortal also supports  versioning  of ontologies. The development of large -
 scale biomedical ontologies usually takes place in iterative steps with several 
versions of the ontologies being published during the process. Users may store 
multiple versions of an ontology in BioPortal and can access their content 
through both the user interface and the Web services. Each version of the 
ontology has an associated  version identifi er  that can be used in the 
Web Services for retrieving the content of the ontology. Besides the version 
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identifi er, each ontology also has an associated  virtual identifi er  that points to 
the latest version of the ontology. The virtual identifi er allows other users and 
applications to access the latest version of an ontology without needing to be 
aware of previous versions. 

 BioPortal can also compute the  structural difference  (diffs) between two 
versions of an ontology, and users can download the diff as an RDF fi le. The 
structural diffs provide crucial information for the users of the ontology who 
need to ensure that other ontologies or the software on which they rely for 
their applications evolve in concert with the primary changes.  

   12.6    DISCUSSION AND FUTURE WORK 

 We have described Collaborative Prot é g é , WebProt é g é , and BioPortal — three 
tools that provide essential support for the collaborative development of 
large - scale biomedical ontologies. We have shown how Collaborative Prot é g é  
and WebProt é g é  help users in the collaborative authoring of ontologies, while 
BioPortal allows the publishing of ontologies and the gathering of feedback 
from the larger user community. 

 We envision that these tools will work increasingly seamlessly in the near 
future. For example, we are working to make it possible to upload an ontology 
directly from WebProt é g é  into BioPortal. In a similar way, a user should be 
able to start a WebProt é g é  editing session for an ontology in BioPortal with 
a simple click. We envision a model in which BioPortal will host not only the 
published versions of an ontology to which users may add comments and 
proposals but also a  working version  that is not made public and to which the 
ontology authors may apply the community ’ s proposed changes using 
WebProt é g é . 

 We are working to offer better support for managing the workfl ow required 
for proposals for ontology changes. Any registered user of BioPortal currently 
can create structured proposals for ontology changes. Ontology authors with 
the appropriate privileges (e.g., a curator) should be able to open an ontology 
in WebProt é g é  and to review the change proposals submitted through 
BioPortal. For appropriate proposals, curators should be able to apply the 
changes automatically. In the next step, the curator would set the status of the 
proposal to Implemented or Rejected, which should be refl ected in the pro-
posal status when viewed in BioPortal. Once all the changes have been 
addressed, the updated ontology should be published as a new version in 
BioPortal. To support this workfl ow, we need to implement several new fea-
tures. First, we need to be able to browse the BioPortal proposals into 
WebProt é g é . Second, curators need to be able to set the status of a proposal 
once a decision has been taken. For example, a new term proposal contains 
fi elds such as identifi er, defi nition, synonym, and preferred name. We need to 
implement automatic importers for each of the common proposal types that 
would read the fi elds from the proposal and create the appropriate classes and 
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properties in the ontology. Third, curators need to be able to set the status of 
a proposal once a decision has been take, and the status needs to be refl ected 
back into BioPortal. We think that this type of proposal workfl ow is quite 
common, and we are working on designing and implementing it. Other bio-
medical projects may require different workfl ows, however. Our long - term 
goal is to provide support for generic collaboration workfl ows in our tools. 

 Both WebProt é g é  and BioPortal are in current production use for several 
biomedical projects, one of the most prominent ones being the collaborative 
development of ICD - 11  [7, 8] . So far, the collaborative authoring has been 
performed mainly by WHO internal experts in WebProt é g é . BioPortal has 
been used for importing and referencing terms from other biomedical ontolo-
gies and terminologies. In the next ICD - 11 revision phase, WHO plans to open 
the process to a broader user community in which anyone can submit propos-
als that are reviewed and, if appropriate, integrated in ICD - 11. In this new 
workfl ow, we envision that BioPortal will be the main platform on which users 
will add change proposals, and WebProt é g é  will be the tool in which the 
changes are applied. In order to have this workfl ow work, the two systems 
need to work seamlessly together. 

 Our experience with the ICD - 11 development and with other projects 
convinces us that users will benefi t from a closer integration of the editing and 
publishing processes as part of a streamlined workfl ow for collaborative ontol-
ogy development.  
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   13.1    WHAT ARE STANDARDS? 

 Standards are a common way to ensure quality or provide a measure to which 
others should conform. Some everyday examples include weights and mea-
sures and railway track train gauges ( http://en.wikipedia.org/wiki/Rail_gauge ) 
and clearly standards are of value in these areas. There have long been stan-
dards for many specifi c domains and, for example, historical buildings docu-
ment standards for units of measure such as bread loaf sizes: The exterior walls 
of Freiburg Minister in Germany displays different sizes for the years 1270 
and 1317. Standards in engineering are important so that, for example, railway 
lines join correctly when started from opposite ends of a country, a nut fi ts on 
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a bolt of a particular size, and tools match the dimensions of their associated 
fasteners. One benefi t of standards is that if they are internationally adopted 
manufacturers of products can cater to a limited number of variants, thereby 
reducing overheads such as retooling. However, this is often not the case and 
standards are commonly national in nature. In Europe the metric standard of 
meters and kilograms is well established, while in the United States miles and 
pounds prevails. Our free - trade partner bordering our nation (United States), 
Canada, has adopted the metric system. Standards which are geographical in 
nature and represent such a  “ localized approach ”  will fail when data are 
expected to traverse organizational boundaries across the world and be mobile 
between multiple software applications. 

 As this chapter is written, World Standards Week, as organized by the 
American National Standards Institute (ANSI), has begun. This year national 
standards day was on September 23, 2010. All kinds of industries have adopted, 
are working on, or are renewing their standards on an ongoing basis following 
iterative gap analyses in capabilities and the need to support changes in tech-
nology. Many of these industries seek approval from the International 
Organization for Standardization (ISO) ( http://webstore.ansi.org/SdoInfo.
aspx?sdoid = 39 ). Certifi cation against such standards can be essential in indus-
trial competitiveness. The United States also hosts the National Institute of 
Standards and Technology (NIST), which promotes measurement science, 
standards, technology, and industrial competitiveness. 

 In regards to the aims of this book there is a long history of standards 
development in the biomedical sciences. In terms of the domain of collabora-
tion in informatics to benefi t the life sciences we need to consider standards 
specifi cally for chemistry and biology. In chemistry specifi cally, efforts have 
been made to establish standards that allow for systematic nomenclature 
generation using the International Union of Pure and Applied Chemistry 
(IUPAC) rule standards  [1] , those that allow for the exchange of spectral data 
using the Joint Committee on Atomic and Molecular Physical Data (JCAMP) 
standard  [2 – 4] , and those that allow for chemical structure interchange and 
linking using the IUPAC International Chemical Identifi er (InChI)  [5] . Even 
chemical textbooks are labeled with the International Standard Serial Number 
(ISSN), which is used for many types of books. As for standards in biology 
there are many that have been developed around data sets (see Table  13.1 ). 
One could also focus on systems biology which has CellML as an open 
Extensible Markup Language (XML) standard, Systems Biology Markup 
Language (SBML) for machine - readable representations of networks, Systems 
Biology Graphical Notation (SBGN) for human - readable representations of 
biological networks, and fi nally BioPAX, a data exchange format for biological 
pathways  [6] .   

 The IUPAC naming conventions for chemicals mentioned previously are 
applicable to small molecules such as ligands and metabolites, and the 
Occupational Safety and Health Act (OSHA) standards for handling hazard-
ous chemicals ( http://www.osha.gov/Publications/osha3084.html ) are essential 
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in the workplace. Standards appear and soon proliferate with each new tech-
nology in the biosciences. Such standards are usually initiated by an organiza-
tion, generally a nonprofi t, that brings together key researchers to discuss the 
needs and approaches for harmonization [e.g., International Life Science 
Institute (ILSI),  http://www.ilsi.org/Pages/AboutUs.aspx ]. 

 Many of the newer standards appear to be used as guidelines for publica-
tion of the various data types as well as to facilitate data exchange. In fact, 
many journals list an array of standards which articles must comply with, for 
example, deposition of Minimum Information About a Microarray Experiment 
(MIAME) compliant data (Table  13.1 ) in certain databases. Organizations 
are increasingly recognizing that adhering to standards is key to reinforcing 
quality. 

 In this book several chapters mention the term  standards . For example, in 
Chapter  1  open standards are discussed briefl y  [7] . In Chapter  5  there is dis-
cussion of a lack of focus on creating standards or even setting requirements 
for collaborative technologies  [8] . In Chapter  4  standards are discussed in the 
context of pharmaceutical companies for experiments, data storage, analysis, 
and recordkeeping (required for regulatory agencies) while these may not be 
so apparent in academia (especially in terms of the latter regulatory require-
ments)  [9] . In Chapter  17  caBIG is described as providing a set of standards 
to enable sharing  [10]  while in Chapter  14  it is stated that users are helping 
defi ne open standards for data collection and reading by software outside of 
that provided by the original equipment manufacturer as a lack of openness 
may become a competitive disadvantage for such companies  [11] . In Chapter 
 28  we mention that the lack of formal standards to annotate publically avail-
able screening data limits their integration with other data sources  [12] . Other 
common standards not described in these chapters are listed in Table  13.1 . 

  TABLE 13.1    Examples of Standards in Biomedical Sciences 

   Standard Name     Website  

  The Open Biological and Biomedical 
Ontologies (OBO)  

   http://www.obofoundry.org/   

  The Ontology for Biomedical 
Investigators (OBI)  

   http://obi - ontology.org/page/Main_Page   

  The Functional Genomics Data Society 
(MGED)  

   http://www.mged.org/index.html   

  Minimum Information About a 
Microarray Experiment (MIAME)  

   http://www.mged.org/Workgroups/
MIAME/miame.html   

  The Minimum Information About a 
Bioactive Entity (MIABE)  

   http://www.psidev.info/
index.php?q = node/394   

  Minimum Information for Biological 
and Biomedical Investigators (MIBBI)  

   http://www.mibbi.org/index.php/
MIBBI_portal   

  Minimum Information for Publication of 
real time QT - PCR data (MIQE)  

   http://www.gene - quantifi cation.de/
miqe - press.html   
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 Already there are many software products identifi ed in this book that are 
used in the  “ biomedical collaboration ”  space though there has been little focus 
on integration to date. Despite the fact that there are many existing standards 
which may be embraced to allow integration, it seems appropriate at this 
juncture to propose standards for Collaborative Computational Technologies 
for Biomedical Research (CCTBR) as these are long overdue and in the near 
future will be essential.  

   13.2    WHY WE NEED STANDARDS FOR COLLABORATION 

 It is worth asking the question, why do we need such standards? In regards to 
collaboration in the life sciences we need standards to facilitate comparison 
of data, molecules, assays, experimental conditions, and so on. Simple issues 
such as how a company or research group draws a molecule structure in its 
corporate database can be quite heterogenous, and business rules can vary 
dramatically. The encoding of chemical structures in a consistent manner (e.g., 
representation of nitro groups as pentavalent nitrogens versus charge -
 separated, tautomer identifi cation, chloride versus hydrochloride salts) can be 
an issue when companies merge and a single database needs to be compiled 
for the combined entity. Business database integration has a huge cost, and if 
companies adopted appropriate standards, then merger - related costs would be 
cheaper. Consideration of the freely available datasets on the Internet shows 
that in these collections there are also different rules (standards) for storing 
and displaying molecules. 

 Reading research papers in biology will quickly show that assay conditions 
can vary dramatically from one laboratory to another. A simple search in 
PubMed on  “ assay conditions and variability ”  retrieves over 5000 hits. 
Therefore it is key that if collaborating groups are going to share assay data 
then they should have identical protocols as minor changes can dramatically 
impact the resulting structure – activity relationships that could be extracted 
when assembling the data to model computationally. There are generally no 
accepted standards to our knowledge for how raw data should be presented 
or formatted for storage. Should numerical data be stored as text fi les, as 
comma - separated values, or as tab - delimited fi les? What should the orienta-
tion of data be in a table? Data output from different experimental hardware 
may not format the raw data in a manner that can then be readily imported 
into collaborative databases, something with which the authors of this text 
have considerable experience. There are also differences in approaches and 
standards for data cleanup before deposition in any database (missing data, 
outlier removal, etc.). These generally vary from one endpoint and database 
to another. 

 There are also human issues such as the ethical standards required for col-
laborative software, especially when applied to health and medical records. 
Obviously, involving human or animal data adds a layer of security and confi -
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dentiality compared to data derived from a simple enzyme assay. These human 
issues could extend to business agreements and intellectual property arrange-
ments that may underpin any major collaboration, but when deposited later 
into public databases, it is unclear how these will be made transparent. For 
example, depositing data in the public domain does not mean that there are 
no constraints of licensing issues if the data are to be used for other purposes. 
For instance, compounds with associated public malaria data, such as the 
recently released Glaxo Smith Kline (GSK) data  [13] , may have been screened 
against other targets and the owner may have patents or prior art on other 
activities in which other scientists might be interested. There is thus a signifi cant 
challenge as to how to make people aware of this. Should public depositors of 
data be required to reveal all associated constraints simultaneously? 

 Some collaborations may be very narrow, focusing on a specifi c target or 
molecule and requiring sharing of data on one project for only a defi ned time. 
There may be certain boundary conditions that could inhibit further collabora-
tions. For example, if the collaboration was to be extended in new directions, 
then there may be challenges regarding whether any software would be avail-
able to integrate and share data with additional systems outside of the original 
collaboration. Software used for collaborations may not be integrated between 
two or more parties so the process of connecting data between all the key 
tools that may be used (e.g., chemistry and biology databases) can become an 
issue. Computer – computer interactions may simplify or complicate the process 
compared with human – computer interactions and hard - copy data sharing. The 
lowest common denominator between people with their different types of data 
before, during, and after a collaboration and their interactions with collabora-
tive software become very important issues. Chemical structures, experimental 
data (both continuous and discrete), and computational models derived from 
such data may all need to be shared. There are, as yet, no agreed standards for 
quantitative structure – activity relationship (QSAR) model sharing while 
there are many standards for sharing molecular structures [simplifi ed molecu-
lar input line entry specifi cation (SMILES), InChI, SDF, Mol, etc]. Despite the 
fact that there are several sites that want to promote access to computational 
models [e.g., Chembench ( http://chembench.mml.unc.edu/ ), Ochem ( http://
ochem.eu/ ,  http://ochem.eu/static/home.do ), and VCCLAB ( http://
www.vcclab.org/ )], it is not yet clear whether any standards will emerge from 
these sites. QSAR - ML has been recently proposed as an XML exchange 
format for QSAR data, descriptors, software, and response data  [14] . It will be 
interesting to see if it is accepted by users of software beyond the open - source 
Bioclipse workbench  [15] . 

 Even the manner in which data are uploaded into collaborative software 
platforms presently could be standardized, and such simplifi cation combines 
a required format and data organization and should be a catalyst for increased 
collaboration by lowering the barrier to share data. Providing a simplifi ed data 
upload standard would be a laudable fi rst goal of any CCTBR standards 
development effort. 



206 STANDARDS FOR COLLABORATIVE COMPUTATIONAL TECHNOLOGIES

 While there has been talk of how since its earliest days the Internet could 
be used for collaborative research  [16] , perhaps one of the reasons why bio-
medical research collaborations have been slow to take off is the lack of 
 “ standards. ”  If we are to benefi t from the Semantic Web  [17]  and advance 
translational research  [18] , this needs to happen soon.  

   13.3    HOW WILL WE GET THEM? 

 Standards can be the result of being mandated by a powerful organization 
(industry body, government, etc.), evolving into their fi nal form by consensus 
over time, or becoming  de facto  by popular use (success or failure of other 
products) and evolution of a software product. 

 Many major universities have set up drug discovery screening centers pri-
marily focused on high - throughput screening  [19] . National Institutes of 
Health (NIH) funding of these may increasingly be tied to collaboration with 
demands for the provision of data in standardized formats, and we may see 
that the academic community or software vendors will drive standards devel-
opment such as for CCTBR. This means that pharmaceutical companies them-
selves may not be necessarily  “ driving ”  such standards, and they may need to 
follow academia, unless they take the initiative based on pressure from their 
academic and public – private collaborations. However, some software stan-
dards are presently being driven through initiatives like the Pistoia Alliance 
 [20]  (see Chapter  1 ), which bring together pharmaceutical companies and 
software vendors as a way to reduce redundancy and repetition and increase 
cost effectiveness of informatics efforts. 

 If open - source research and development is really going to reinvigorate 
drug research  [21]  with computers at its heart, then collaborations will be 
integral and essential for validation of hypotheses and will require software 
to connect the disparate laboratories (whether real, virtual, or collaboratories 
via Web services; see Chapter  5 )  [22] . The recent development of SIMBioMS 
for information management across collaborations is an interesting example 
for the high - throughput space (OMICS) that supports various standards  [23] . 
This suggests that standards for such collaborative software elsewhere (e.g., 
biology or chemistry data) are urgently needed and delay could hinder further 
progress. 

 Any company involved in defi ning or delivering such standards for collab-
orative software may have an advantage over their competitors. However, 
there could be more progress if such software were open source itself, with 
the community taking over its support, development, and extension such that 
a company does not need to pay for the platform development while at the 
same time it taps into a much bigger developer community. One problem with 
this approach is garnering the support of enough developers. While it is 
common for companies to not want to open up their collaborative software, 
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this has changed in recent years as open - source approaches to product devel-
opment have proliferated. 

 As a result of the recent recession there is a lot of drug discovery and 
development talent available now due to company lay - offs. If the software or 
other tools to enable this workforce to be productive and collaborate were 
available and they participated in the existing scientifi c collaboration net-
works, then there may be potential for enormous breakthroughs. Data are also 
becoming available from pharmaceutical companies at an increasing rate as 
part of precompetitive or other data - sharing initiatives  [13, 24, 25] . The avail-
ability of collaborative computational technologies may help reengage unem-
ployed pharmaceutical researchers as their own virtual medicinal chemistry 
or other departments. The timing may therefore be right for some of those at 
the forefront of collaborations and software development of collaborative 
computational technologies to develop the standards as progress in pharma-
ceutical research and development may depend on it.  
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   14.1    INTRODUCTION 

 The term  systems biology  is a relatively recent coinage, and its meaning is still 
evolving. Here it is understood to encompass what some call  “ the omics ”  —
 genomics, proteomics, metabolomics, and so on, and the effort to synthe-
size knowledge gained about genes, proteins, metabolism, and so on, into an 
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understanding of how organisms operate at the molecular level, and more 
importantly how they fail to operate properly and how that might be fi xed. The 
key realization in systems biology is that none of these omics stand alone — it 
is not enough to determine  “ what this gene does ”  or  “ what that protein is for. ”  
All these mechanisms interact within the system that is an organism, and 
systems biology attempts to understand that interaction. Modeling the behav-
ior of a living organism at the molecular level is an undertaking of breathtak-
ing complexity made possible only by the advent of inexpensive and powerful 
computers. The simultaneous rise of systems biology and the Internet is no 
coincidence — the study of interconnectedness demands interconnectedness to 
meet the scale of the problem. The scope of systems biology is too great to be 
attacked without collaboration between researchers. 

 The author ’ s company, Insilicos, has been very active in maintenance, inte-
gration, and improvement of various open - source software tools used by the 
proteomics research community, most notably the  Trans - Proteomic Pipeline  
(TPP), originally developed at the Institute for Systems Biology (ISB), and 
LabKey Software ’ s laboratory information management and data analysis 
system  LabKey Server  (Insilicos, ISB, and LabKey are all located in Seattle, 
WA). This is the keyhole through which the author views the systems biology 
world — as a scientifi c software toolmaker, as opposed to a scientifi c research 
practitioner.  

   14.2    TRADITION OF NOT VERY COLLABORATIVE SCIENCE 

 Since the early days of the Royal Society, science has largely advanced on a 
model of serial scientifi c collaboration. New scientifi c papers reference previ-
ously published papers, and the body of knowledge is built block by block. The 
intent of peer - reviewed publication is a marketplace of ideas which will result 
in the best being advanced and the worst being weeded out. However, the 
competitive nature of the scientifi c marketplace sometimes results in less than 
full disclosure of the ideas in question. Often the reader of a paper fi nds that 
promised data (and now, software) fail to appear or, when they do appear, 
their inner workings (raw data, source code) are not made available. A chari-
table view is that these habits of semicooperation are simply a result of the 
traditional inconvenience of handling physical media when sharing data and 
code. But in disciplines such as systems biology, which have largely arisen in 
the Internet age and in which code and data are the fundamental artifacts, 
there are new expectations as to what constitutes full disclosure.  

   14.3    IMPACT OF OPEN - SOURCE SOFTWARE ON TRULY 
COLLABORATIVE SCIENCE 

 The Internet has made collaboration in human endeavors possible in new ways 
and at unprecedented scale. The growing body of free and open - source general -
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 purpose software projects such as Linux, GCC, Apache, and MySQL are the 
direct result of this new freedom to cooperate. Development is  “ crowdsourced ”  —
 there are often one or more core teams of developers with fi nancial backing 
from commercial users of the software, and a large community of end users 
also contribute improvements that advance the projects much faster than 
would be possible with a single traditional developer team at work. For 
example, about 75% of new Linux kernel code is generated by teams inside 
normally competitive companies like IBM and Intel, and individual contribu-
tors account for at least 18% of ongoing efforts  [1] . 

 A grand tradition of academic thriftiness has led to the widespread adop-
tion of these no - cost tools in the research community, and the  “ crowdsourcing ”  
ethic has rubbed off onto scientists ’  thinking about their own work. In recent 
years there has been a fl owering of open - source bioinformatics software and 
a move toward more open sharing of data. Indeed, many granting agencies 
now require an explicit plan for data sharing, although there is little agreement 
about what constitutes a reasonable plan  [2] .  

   14.4    OPEN DATA STANDARDS: ONTOLOGIES AND 
INTERCHANGE FORMATS 

 Sharing data requires mutual understanding of the content and format of the 
data, but achieving this understanding can be nontrivial. This is especially so 
when dealing with unprocessed, or  “ raw, ”  data, which is typically written in 
some mysterious binary format closely held by each instrument manufacturer. 
The use of such closed formats is technically defensible as they are often the 
most effi cient for rapidly storing data as it streams off an instrument, and they 
can be altered as needed by the manufacturer without worry of disrupting 
other software systems that read the data, since none exist. Of course, the fact 
that an ever - shifting and undocumented data format also binds the user to the 
data processing software sold by the instrument maker has long been seen as 
a happy side effect by the instrument makers, but not by instrument users. 
Increasingly, users are demanding and helping defi ne open standards to allow 
the data they collect to be read and written by software agents other than 
those provided by the equipment manufacturer, and in many cases the manu-
facturers are now supporting these efforts lest a lack of openness become a 
competitive disadvantage. Developing open standards for describing pro-
cessed data and results presents an even greater challenge as the very idea of 
 “ processing ”  and  “ results ”  is a rapidly moving target in the research world, 
and there is often little agreement in the terms of speech used in describing 
the domains themselves. 

 The fi rst step in creating a data standard is to disambiguate the terminology 
used in the area of endeavor. This is most properly done by developing a 
structured, rigorous, and thorough description of the knowledge domain, or 
 “ ontology, ”  while avoiding duplication of or confl icts with ontologies in related 
areas. This is a nontrivial and open - ended task requiring cooperation within 
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and between research communities and the industries that serve them. In the 
life sciences, the Open Biological and Biomedical Ontologies  “ OBO Foundry ”  
( www.obofoundry.org )  [3]  is the clearinghouse for free and open collabora-
tions in developing interoperable ontologies. Ironically there is an ongoing 
debate over how best to represent ontologies themselves in a computer -
 readable manner, and the ontologies to be found on OBO Foundry are split 
between using the .obo and .owl formats. 

 Once the terminology has been nailed down, there is still the question of 
how data should be formatted. The use of a standardized data format (ideally 
accompanied by a reference implementation of code for readers and writers 
of the format) allows software developers to concentrate on novel algorithms 
instead of the drudgery of input/output issues, especially when implemented 
using standardized encoding rule sets such as XML (Extensible Markup 
Language) or JSON (JavaScript Object Notation). This author is most familiar 
with standards development in the area of proteomics - related mass spectrom-
etry in the form of the mzXML and newer mzML  [4]  XML formats and can 
attest to the fact that these are long - term projects requiring serious effort from 
academia and industry alike and requiring constant extension as technologies 
evolve. 

   14.4.1    Some Notable Standards Efforts in Life Sciences 

 There are many complimentary and sometimes competing standards efforts 
ongoing at any given time and many that have been superseded or simply 
abandoned for lack of support or failure to keep up with rapidly evolving 
technologies. Some major active and ongoing efforts include:

    •      Systems Biology Markup Language (SBML), a computer - readable format 
for representing models of biological processes  [5] . The project also 
includes a variety of software projects supporting the use of the format.  

   •      The mzML mass spectrometry data format from HUPO - PSI  [6]  and its 
reference implementation in the ProteoWizard project  [7] , which con-
tains many excellent support tools for converting from proprietary mass 
spectrometry vendor formats. Perhaps the greatest achievement of the 
ProteoWizard team is securing the cooperation of the mass spectrometry 
vendors in producing those converters, a political feat which previous 
proteomics mass spectrometry standards efforts did not achieve and 
which is a signal marker of the shifting attitudes toward openness in the 
sciences in academia and industry alike.  

   •      Also in the proteomics fi eld, HUPO - PSI is facilitating the development 
of mzIdentML as a standard for protein identifi cation  [8] , along with the 
closely related mzQuantML standard for protein quantitation  [9] , and 
TraML  [10]  for the exchange and transmission of transition lists for 
selected reaction monitoring (SRM) experiments. These are just a few 
projects in this exceedingly active and successful group.      
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   14.5    NOTE ON ASSESSING OPEN - SOURCE SOFTWARE 

 It is said that there is no such thing as a free lunch, but in the case of software 
it is probably more apt to say that the price of freedom is vigilance. The most 
important aspect of open - source software is not that it is free but that it is 
 “ open, ”  which gives you the ability to make your own assessment of the cor-
rectness and stability of the tools you use in your research. Even if you can 
not really understand the code, you can read the comments in the code to 
understand the intent of the author. If there are no comments in the code, 
beware — this is indicative of a throwaway mindset and not a hopeful sign for 
using the code outside the environment in which it was developed. 

 Here are some things to think about when assessing open - source software:
   1.     Software Generality — Are You Working the Same Problem as the 

Author?     Nobody sets out to write bad software, but in the research world 
authors do generally set out to write pragmatic software solutions which are 
just good enough to complete the task at hand. Beware of code which assumes 
certain truths about equipment or lab procedures which may not match your 
situation. How certain are you that there are no implicit assumptions that may 
apply to the author ’ s experimental setup but not your own?  

  2.     Software Stability — Is the Software Rotting? Can Anyone Tell?     Even 
when software source code is untouched, the world around it changes and 
eventually the software does not work the way it needs to:  “ Software rots ”  
goes the adage. Input formats are revised, feature requirements evolve with 
newer technologies, operating systems change, and eventually software main-
tenance is required. This is when things get dicey: it is easy to unknowingly 
break something while improving something else, especially in code written 
with the kind of ad hoc fl air often found in research - grade software. Many, if 
not most, writers of open - source biological software are biologists and physi-
cists trying to get a paper out, as opposed to engineers and computer scientists 
trained (and given time) to write software designed for maintainability and 
testing. Look at the source code directory tree for your software of choice —
 Are there any fi les in there with a name like  “ test ” ? If so, it is a hopeful sign. 
If not, how certain are you that the code you are trusting to analyze your data 
remains correct as it gets stretched in new directions? Exceptions to this gen-
eralization about lack of ongoing regression testing do exist: Projects such as 
LabKey Server  [11] , Skyline  [12] , and ProteoWizard  [7]  are very test focused 
and thus very stable, but in general due diligence is called for.  

  3.     License Terms — Can I Use This the Way I Want To?     Open - source soft-
ware authors still have full copyright and usually specify the license terms 
under which others may use their work. Some licenses are quite generous: The 
Apache license, for example, does not place any restrictions on how you use 
the code beyond acknowledging the authors. Other licenses may prohibit or 
demand a fee for commercial use. Others may impose their terms on any 
software you wish to combine with — GPL is the prime example of a  “ viral ”  
license — which can be an issue for would - be commercial adopters of things 
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like libraries for reading and writing standard fi le formats who do not wish to 
open source their entire software offering.     

   14.6    CONSTRAINTS ON OPEN - SOURCE SCIENCE 

 Open source and open data are making serious inroads into scientifi c research 
practice, but the cultural transformation is not complete:

    •      Fear, Uncertainty, and Doubt     Researchers still have lingering suspicions 
that making source code publicly available before a paper on a project 
is published might somehow constitute  “ previous publication ”  and derail 
the paper in review. Many scientifi c academies and journals have taken 
steps to clarify their policies around this, but there is still confusion 
among authors, particularly when they have not yet chosen a journal for 
submission, and this can have a chilling effect on openness.  

   •      Data Privacy     There are also potential privacy issues that may make 
publishing some data more trouble than it is worth. A prime example of 
this is the health data security and privacy provisions of the Health 
Insurance Portability and Accountability Act of 1996 (HIPAA), which 
have been seen by many as having a chilling effect on research  [13] .  

   •      Data Value     And, of course, raw data are the ore from which researchers 
extract their nuggets of publishable work, and many are reluctant to 
share with potential claim jumpers.  

   •      Bureaucratic Barriers     Even researchers who see that more ore means 
more nuggets and agree to share and share alike may discover that grant-
ing would - be collaborators access to one ’ s computing resources from 
outside the institutional fi rewall is an administrative nightmare. Happily 
(to paraphrase Internet pioneer John Gilmore), the Internet treats this 
as an error and routes around it in the form of cloud computing.     

   14.7    USING CLOUD COMPUTING TO ELIMINATE 
BARRIERS TO COLLABORATION 

 Say you wish to allow a colleague at another institution to analyze some of 
your data and share the results with you in an iterative, collaborative fashion. 
You have the data and you have chosen or developed the analysis software. 
You even have secured the blessing of your supervisors to work on this col-
laboration. All that remains is getting your institution ’ s IT powers to allow 
your collaborators access to your network. This is probably going to be more 
bother than you would like, and may be even impossible, what with getting 
them visiting scholar status and other administrative details, negotiating your 
institution ’ s IT policies just to open your fi rewall, and so forth. An attractive 
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alternative is to use a cloud computing service such as Amazon EC2 ( aws.
amazon.com ) to create a server for data storage and analysis which is physi-
cally outside of your respective institutions but still under your complete 
control for security and sharing. More and more software projects are adding 
cloud - friendly features to aid this scenario — TPP and LabKey Server both 
have EC2 - aware confi guration aids, for example (Fig.  14.1 ). Or, say you have 
developed software for a paper and would like to share it with the public as 
required by the terms of the funding grant but do not want to be responsible 
for distributing the software or adding features that people ask of you. This is 
a solved problem. There are many cloud - based services for collaborating on 
software development (SourceForge  [14] , GitHub  [15] , GoogleCode  [16] , etc.) 
as a direct result of the wider open - source software movement. These services 
are free of charge to open - source projects and allow you to place your code 
where users can get it without your intervention. You can also authorize 
certain trusted users to make modifi cations to the code for others to download. 
Enabling that kind of community - based software maintenance and support 
can give your code much more utility and lifespan than it would otherwise 
have. The TPP is an excellent example of this, having begun at the Institute 
for Systems Biology in Seattle but now having contributors in institutions and 
companies around the world  [17] .    

     Figure 14.1     TransProteomic Pipeline (TPP) running on Amazon Web Services EC2.  
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   14.8    ADDITIONAL BENEFITS OF CLOUD COMPUTING 
FOR SYSTEMS BIOLOGY 

 Cost and convenience are the other drivers in the move toward cloud comput-
ing in the sciences. Specifying, purchasing, and confi guring a traditional 
compute cluster is an enormous undertaking of time and money. Operating 
and maintaining a cluster is no easier: Once installed, nodes begin to fail 
almost immediately, obsolescence begins its steady creep, and even under ideal 
operating conditions the cluster is almost never optimally used — it is either 
under capacity or maxed out. On the other hand, a cloud - based cluster requires 
no maintenance, requires no up - front money or planning, can be made just as 
large or small as is needed in the moment, and costs nothing at all when not 
actually in use. Compute power becomes more like a utility or reagent and 
frees up chunks of capital for more interesting lab equipment.  

   14.9    SOME EXAMPLES OF CLOUD - BASED 
SYSTEMS BIOLOGY TOOLS 

 Even when collaboration is not a goal, access to a system already confi gured 
with useful tools can save hours or days of setup efforts. Amazon EC2 provides 
online access to familiar Linux and Microsoft Windows setups (Amazon 
Machine Images, or AMIs) that can be readily customized, then saved for 
use by others, and has become a hotbed of helpful preconfi gured images. Here 
is a small sample of useful Amazon EC2 machine images, all of which are 
publically available and cost about 10 cents (U.S.) per hour (paid to Amazon) 
to run:

    •      ViPDAC ( http://proteomics.mcw.edu/vipdac ) provides a ready - to - run 
EC2 image of proteomics tools, including BLAST, OMSSA, and 
X!Tandem.  

   •      CycleCloud for Life Sciences ( http://my.cyclecloud.com/info/lifesciences/ ) 
provides EC2 implementations of many popular tools, including BLAST, 
Bowtie, X!Tandem, OMSSA, R, and many others. There is a paid option 
that includes support and extra features, but the standard offering costs 
you only what EC2 charges for the use of its compute nodes.  

   •      BioConductor ( http://www.bioconductor.org/ ) EC2 images maintained 
by Martin Aryee at Johns Hopkins University:  http://www.biostat.jhsph.
edu/ ∼ maryee/index.php/Cloud/BioconductorAMI .  

   •      J. Craig Venter Institute ’ s BioLinux ( http://www.jcvi.org/cms/research/
projects/jcvi - cloud - biolinux/overview ) provides EC2 implementations of 
BLAST, glimmer, hmmer, phylip, rasmol, genespring, clustalw, the Celera 
Assembler, and the EMBOSS collection of utilities.    

 Others are readily found by fi ltering on  “ bio ”  in Amazon ’ s list of public images.  
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   14.10    SOME EXAMPLES OF OPEN - SOURCE SYSTEMS BIOLOGY 
TOOLS IN PROTEOMICS 

 The world of open - source systems biology software tools is dynamic and ever 
expanding. An excellent and well - maintained list of freely available tools in 
the area of mass spectrometry – based proteomics is available at  http://www.ms -
 utils.org , and another is at  http://www.expasy.ch/tools/ . Some projects of note 
include:

    •      The  Trans - Proteomic Pipeline , or  TPP   [18] , is a suite of proteomics tools 
notable for the large and active user and developer community behind 
it.  

   •      The  OpenMS Proteomics Pipeline , or  TOPP   [19] , is another proteomics 
suite with a smaller but still active community around it.  

   •       LabKey Server  is a Web - based suite of tools for organizing, processing, 
and sharing  “ all types of biomedical data including mass spectrometry, 
fl ow cytometry, microarray, microplate, ELISpot, ELISA, NAb and obser-
vational study information ”   [11]  (Fig.  14.2 ). It integrates many compo-
nents of the TPP for proteomics processing. Developed and maintained 
by a core group of software professionals largely funded by subcontracts 
to various prominent labs, this project sets the standard for software 
engineering discipline in the bioinformatics open - source world.    

     Figure 14.2     Labkey Server.  
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   •       Skyline  is  “ a Windows client application for building Selected Reaction 
Monitoring (SRM)/Multiple Reaction Monitoring (MRM) methods and 
analyzing the resulting mass spectrometer data ”   [12] . This project is also 
notable for its very high standard for rigorous software engineering prac-
tices, which is not surprising as its lead developer is a LabKey alumnus.  

   •       Cytoscape  is  “ an open source bioinformatics software platform for visual-
izing molecular interaction networks and integrating these interactions 
with gene expression profi les and other state data ”   [20] . The project is 
notable for its consistent progress and support from academia and indus-
try alike.  

   •       ProteoWizard , already discussed above, hosts several proteomics - related 
projects in addition to the mzML reference implementation and convert-
ers, including the aforementioned Skyline and various tools for data 
visualization and working with metabolic labeling and protein metabo-
lism experiments.     

   14.11    PUBLIC DATA REPOSITORIES 

 The ability for different research teams to assess data sets that other teams 
have used is critical in evaluating the merit of new systems biology techniques. 
The following list, while by no means complete, illustrates the rich and still 
developing culture of public life sciences data repositories (much of which is 
made possible by the emergence of open - data standards):

    •       PeptideAtlas  is  “ a multi - organism, publicly accessible compendium of 
peptides identifi ed in a large set of tandem mass spectrometry proteomics 
experiments ”   [21]  with many contributors. Many of the data sets are 
associated with publications.  

   •       Amazon EC2  has a growing number of data sets ready for use in its cloud 
environment; the biology data sets are mostly for genomics such as 
Unigene and GenBank  [22] .  

   •       Uniprot  provides the Swiss - Prot and TrEMBL protein sequence data-
bases used by many protein search tools  [23] .  

   •       Protein Data Bank  from Research Collaboratory for Structural 
Bioinformatics (RCSB) is  “ the single worldwide repository of informa-
tion about the 3D structures of large biological molecules, including 
proteins and nucleic acids ”   [24] .  

   •      The MGED Society is  “ an international organization of biologists, com-
puter scientists, and data analysts that aims to facilitate biological and 
biomedical discovery through data integration ”   [25] . While not actually 
a repository, it is notable for creating the  Minimum Information About a 
Microarray Experiment  ( MIAME ) standard and particularly for running 
a service to facilitate data deposition for published papers and a watch-
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dog service calling out authors who fail to provide data as required by 
its funders or publishing journals.  

   •       BioTorrents   [26]  and  ProteoCommons   [27]  are two different projects 
looking to apply peer - to - peer fi le - sharing technologies to sharing biologi-
cal data sets.  

   •       PRoteomics IDEntifi cations database  ( PRIDE ) is a public data repository 
for proteomics data  “ developed to provide the proteomics community 
with a public repository for protein and peptide identifi cations together 
with the evidence supporting these identifi cations. ”   [28] .  

   •      Sage BioNetworks is developing  Sage Commons , an ambitious open 
repository for systems biology tools and datasets:  “ The Commons will be 
a novel computational environment for shared research and develop-
ment of biological network models and their application to human disease 
and biology. It will consist of very large network datasets, tools and 
models organized within conventions governing user participation ”   [29] . 
While in its infancy, this should be an interesting project to watch as its 
backers are well connected and well funded.     

   14.12    CONCLUSION 

 Perhaps it is no surprise that many scientists working in systems biology are 
comfortable operating in and contributing to its open - source and open - data 
ecosystems. While it is diffi cult to say precisely what one will get back when 
one puts one ’ s energy into extending or simply supporting others in the use 
of the available open offerings, the understanding that it  is a system  which 
requires feeding seems to motivate many to be active in the community. As a 
young discipline attacking problems of breathtaking complexity and scope and 
with many young researchers who have never experienced a world without an 
Internet and open source, in systems biology collaboration may be the instinc-
tive norm.  
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   15.1    INTRODUCTION 

 According to Wikipedia ( http://en.wikipedia.org/wiki/Grid_computing ),  “ dis-
tributed ”  or  “ grid ”  computing in general is a special type of parallel computing 
that relies on complete computers [with onboard central processing units 
(CPUs), storage, power supplies, network interfaces, etc.] connected to a network 
(private, public, or the Internet) by a conventional network interface, such as 
Ethernet. This is in contrast to the traditional notion of a supercomputer, which 
has many processors connected by a local high - speed computer bus. 

 Grid technology promises to revolutionize many services already offered 
by the Internet because it offers rapid computation, large - scale data storage, 
and fl exible collaboration by harnessing together the power of a large number 
of commodity computers or clusters of other basic machines. The grid was 
devised for use in scientifi c fi elds, such as particle physics and bioinformatics, 
in which large volumes of data or very rapid processing or both are necessary 
 [1, 2] . Since 2002, our group has been exploring how to use grids for the life 
sciences. We have seen the emergence of the technology in the DataGrid and 
Enabling Grids for E - science (EGEE) projects  [3] , and we are now witnessing 
the emergence of production grids, called e - infrastructures, at national and 
European scales.  *   It is still not easy to use grids for someone who is not famil-
iar with Linux; however, the quality of service is considerably better than eight 
years ago. One can compare the present situation to a glass which is half full: 
Looking at the fi lled half, one can appreciate the capacity to access tens of 
thousands of cores on demand and now have robust data management tools. 
Looking at the empty half, one can still complain about the lack of advanced 
data management service and the limited user friendliness. But everybody will 
agree that (at the time of writing in August 2010) the existing grid services are 
better than they have ever been. In other words, grids offer more opportunities 
than ever to their users to do science differently. 

 The goal of this chapter is to explain how grids can be used to address the 
grand scientifi c challenges of the twenty - fi rst century in a more innovative and 
collaborative way. We will provide examples from our experience over the last 
eight years to show how grids can be used today by researchers. We will also 
discuss how new technologies are emerging and are going to enrich the ser-
vices offered to the grid users.  

   15.2    GRIDS FOR E - SCIENCE 

 Two trends are irreversible in science: First, more and more scientifi c data are 
produced and must be analyzed. Examples are easy to fi nd in almost every 
fi eld of science. In high - energy physics, chasing for new particles at the large 
hadron collider requires selecting a few events per year out of billions taking 

  *   See the website of the e - infrastructure Refl ection Group and references therein at  http://www.e -
 irg.eu/ . 
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place every second  [1] . In health care, evidence - based or personalized medi-
cine requires collecting genomics or other omics data for each individual  [4] . 
In earth sciences, the study of climate change requires collecting data all 
around the world to adjust all the parameters of the climate models. Second, 
more and more science is done in silico, through simulation and modeling. 
Dismantling a detector on the large hadron collider takes months; testing all 
the existing druglike compounds on a biological target costs, many millions of 
euros (or other currency). Simulating all elements of the high - energy physics 
detector and their response to the highly radioactive environment of the large 
hadron collider allows avoidance of breakdowns, sparing billions of euros and 
gaining precious time  [1] . Using docking software to compute the binding 
energy of tens of millions of druglike compounds to the active site of a biologi-
cal target allows the timely selection of the most promising ones for in vitro 
testing and verifi cation  [5] . 

 The concept of e - science has emerged to describe the creation involved with 
the design of in silico experiments. It is about inventing and exploiting new 
advanced computational methods:

    •      To generate, curate, and analyze data coming from experiments, observa-
tions, and simulations  

   •      To develop and explore models and simulations combining computation 
and data at an unprecedented scale to achieve quick, reliable, and rele-
vant results  

   •      To help the setup of distributed virtual organizations to ease collabora-
tion and sharing of resources and information with guaranteed conditions 
of security, reliability, responsibility, and fl exibility    

 Grids open new avenues to e - science:

    •      They allow the researcher to think much bigger (in terms of calculations 
or processes) than in the past, because they give access to extended com-
puting resources on demand.  

   •      They allow sharing data where it is produced, because they federate data 
sources.  

   •      They allow the creation of virtual research communities that share ser-
vices and tools across frontiers and administrative borders.    

 We are now exploring these avenues with present - day technologies in different 
fi elds of biomedical research.  

   15.3    GRIDS TO THINK BIGGER 

   15.3.1    Introduction 

 The fi rst advantage of grids that comes to mind is their capacity to aggregate 
and therefore make available to scientists a much larger number of processors 
than an individual cluster. Compared to supercomputers, the main difference 
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is that these resources are available on demand without evaluation or previous 
agreement by a scientifi c committee. This opens new perspectives to scale up 
existing strategies by a factor of 10, 100, or even 1000 or to explore new 
approaches without guaranteed success. The change of scale is a major driver 
for scientifi c progress. The history of physics shows that scaling up in energy 
and in luminosity was the key to discover new phenomena. 

 Our group was involved in two biomedical projects where the capacity to 
think bigger was exploited and led to very signifi cant scientifi c results. 

   15.3.1.1    Example of  WISDOM  Drug Discovery Platform     The pharma-
ceutical research and development (R & D) enterprise presents unique chal-
lenges for information technologists and computer scientists. The diversity and 
complexity of the information required to arrive at well - founded decisions 
based on both scientifi c and business criteria are remarkable and well recog-
nized in the industry. Drug discovery is the process by which drugs are discov-
ered and/or designed. Drug candidates are inputs to the drug development 
process. Current efforts within the pharmaceutical industry are directed at 
reducing the time and costs for drug development. Recent progress in genom-
ics, transcriptomics, proteomics, high - throughput screening, combinatorial 
chemistry, molecular biology, and pharmacogenomics has radically changed 
the traditional physiology - based approach to drug discovery where the organ-
ism is seen as a black box. 

 An important step in the drug discovery process is virtual screening, which 
is about selecting druglike molecules active on a specifi c biological target by 
computing the binding energy of the molecule to the target active site  [6] . The 
prerequisite for the use of virtual screening is to know the three - dimensional 
(3D) structure of both the druglike molecules and the target active site. The 
3D structures of more than 3 million chemical compounds are now available 
in public databases like ChemBridge and ZINC while the Protein Data Base 
provides the structure of more than 50,000 proteins of biological interest  [7] . 
Since 2004, the WISDOM initiative  [5]  has successfully deployed large - scale 
virtual screening computations on grid infrastructures in order to fi nd new 
drugs against malaria, avian fl u, and diabetes. Meanwhile, it has also grown into 
a multidisciplinary collaboration of biologists, biochemists, bioinformaticians, 
and e - scientists from Africa, Asia, and Europe. More than a thousand CPU 
years have been used since 2004 on e - infrastructures in France, Africa, America, 
Asia, Open Science Grid (OSG), and of course on EGEE  [3] , which has pro-
vided the majority of the resources. About 20% of the druglike molecules 
selected in silico have been confi rmed by in vitro tests to be active inhibitors 
and most promising molecules have been patented  [8] . Today, WISDOM is a 
success story from a grid deployment point of view because it has demon-
strated the potential impact of e - infrastructures for virtual screening.  

   15.3.1.2    Example of Protein Database Refi nement     During the spring of 
2007, a large - scale application  [9]  was deployed on grid resources in order to 
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refi ne the Protein Data Bank (PDB)  [10] . The goal of this application was to 
recalculate 19,000 X - ray structures in the PDB. Indeed, structural biology, 
homology modeling, and rational drug design require accurate 3D macromo-
lecular coordinates. However, the coordinates in the PDB have not all been 
obtained using the latest computational methods. The study showed that they 
can be improved in terms of fi t to the deposited experimental X - ray data as 
well as in terms of geometric quality. 

 The re - refi nements of the structure models were performed on a hybrid 
computing environment consisting of two virtual organizations of the EGEE 
grid infrastructure and several clusters provided by bioinformatics institutes in 
Europe within the framework of the EMBRACE project  [11] . On a single CPU, 
the entire calculations would have taken about 17 years. With our grid - and -
 cluster computing approach, more than 90% of the total calculation was fi n-
ished in only two months — this shows the clear time advantage arising from the 
usage of modern computing technology. All 16,807 successful re - refi nements 
were complete after four months; the vast majority were done after three weeks. 

 By employing methods such as translation/libration/screw (TLS) motion 
refi nement that represents the displacement of groups of atoms that behave 
as (quasi) rigid bodies, 10,046 out of 15,034 structure models (67%) were 
improved  [9] . These results showed that re - refi nement of existing PDB entries 
was worthwhile and, because the method is fully automated, little time invest-
ment was needed to re - refi ne a single structure model. PDB entries are now 
routinely re - refi ned before they are used for molecular dynamics, homology 
modeling, or drug design.    

   15.4    GRIDS TO SHARE DATA WHERE IT IS PRODUCED 

   15.4.1    Introduction 

 Everybody understands the importance of sharing data in modern - day science, 
but one may wonder why it is important to share data where it is produced. 
The important concept is to allow a data owner to keep control of who accesses 
his or her own data. Indeed, in order to publish in peer - reviewed journals, a 
scientist must demonstrate creativity and present ideas and results that are 
beyond the present state of the art. One way is to work with experimental data 
that have not been previously produced or analyzed. Making these data pub-
licly available represents a big risk of losing a competitive advantage and 
therefore many researchers are reluctant to share their data out of fear they 
are overtaken by competitors and exploited without due credit or attribution 
in general. Not all scientifi c communities show this behavior. For instance, this 
fear does not exist with high - energy physics experimental data because they 
are unusable without an in - depth knowledge of the detector used to produce 
them  [1] . In the fi eld of molecular biology or astronomy, data are made avail-
able after one or two years so that the scientists have enough time for publish-
ing a few papers before releasing them for a wide use by the community. 
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 Researches in health care are severely hindered by this culture of secrecy 
as well as patient confi dentiality and the diffi culty for researchers to access 
innovative medical data. Data from patient cohorts and clinical trials are like 
a treasure that is carefully protected because it holds the promise for 
publication. 

 The grid technology allows data owners to share their data while keeping 
them. In other words, they keep full control of who can access their data, which 
subset of the data is accessed, which parameters can be extracted, and for how 
long. The data owner can at any time decide not to share his or her data any 
more or to change the policy for accessing them without the boundaries of a 
level agreement. 

 The following example of a cancer surveillance network under deployment 
in Auvergne illustrates this concept.  

   15.4.2    Example of Cancer Surveillance Network in Auvergne 

   15.4.2.1    Introduction     In this example, we propose a very innovative 
approach to facilitate both cancer screening and epidemiology using the grid 
technology in the Auvergne region. How do we federate medical data in a 
secure and reliable way without adding any complexity to the existing dial 
operations performed in the different medical structures? 

 In France, cancer screening structures are in charge of providing a second 
diagnosis on the mammograms and have to follow up medical data sheets 
describing the tumor characteristics from cytopathology laboratories. Presently, 
medical data sheets are faxed or posted by the patient to the associations 
where information is registered again. This process is human costly and pro-
motes errors as data have to be registered and reinterpreted twice. 

 The solution proposed, fully grid compliant, provides each medical staff 
member the ability to query pathology databases located directly in the labo-
ratories. The grid architecture, federating the laboratories (see Fig.  15.1 ), pro-
vides a secured framework and easy usage in order that no added actions are 
required from the daily practice of the physicians.    

   15.4.2.2    Network Architecture     As shown in Figure  15.1 , the cytopathology 
laboratories own the fi rst information concerning diagnosis on cancer; this 
information is the basis of the full follow - up of the patient and is the key to 
preparing health care delivery to the patient (surgery, radiotherapy, or chemo-
therapy). These different laboratories host different software systems and local 
databases for medical data management. 

 On the other side, cancer screening associations need to register and follow 
up the information concerning the cancer diagnosis if it happened. Those asso-
ciations therefore have to link the patient ’ s identity to the medical data sheets. 

 If a sentinel network is able to federate anatomical pathology databases, it 
can be used also by the epidemiological services of the National Institute for 
Sanitary Watch (Institut National de Veille Sanitaire) and the regional epide-



     Figure 15.1     Sentinel network architecture.  
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miological observatory to build epidemiological studies. Contrary to cancer 
screening associations, personal information on the patient (especially name, 
surname, and social security number) is not relevant for epidemiological struc-
tures to produce statistics; on the other hand, exhaustive and disambiguation 
on the cancer information for each patient are required in order to produce 
reliable statistics on cancer incidence in a region. 

 The proposed grid architecture is built upon a central server hosting secu-
rity features and core grid services:

    •      The AMGA (ARDA Metadata Grid Application)  [12]  server, which 
provides a way to access and store metadata. Especially when dealing 
with medical images, the use of metadata is mandatory therefore AMGA 
is able to glue the DICOM servers with the grid middleware  [13] . AMGA 
is a very attractive software to fulfi ll the strong security requirements and 
access right management of medical data in a grid infrastructure.  

   •      Pandora GateWay is a set of software designed as a service - oriented 
architecture (SOA) developed by the maatG company. Pandora GateWay 
is used to address medical data accessibility, exchange, and processing 
while guaranteeing a high level of security for sensitive data. The main 
added value of GateWay, compared to a classic SOA platform, is the 
high - level security. The GateWay authentication service is based on 
several security checkpoints required for login. The access point is a two -
 factor authentication based on user certifi cate and pin code followed by 
an authentication process using a Virtual Organization Membership 
Service (VOMS) grid proxy  [14] . VOMS is an authorization manager 
which implements a public key infrastructure (PKI) - based authentication 
with certifi cates delivered by trusted certifi cation authorities (CAs):  

  GridFtp server for data transfer  [15]   
  Logical fi le catalog (LFC) server, for data management, included in 

the gLite middleware      

 Then, in each medical structure which takes part in the sentinel network, a 
grid node is deployed with two interfaces:

    •      The fi rst one is linked to the medical database inside the private medical 
structure network. This connection is an automatic export system 
[Structured Query Language (SQL) query    +    standardized output]. It is 
less intrusive, offers enlarged customization for integration and standard-
ization of data, and does not overload the medical database during 
working hours.  

   •      The second interface is linked to the sentinel network (Internet), enabling 
external users to query the grid data server, according to the local security 
and authentication policy fi xed by VOMS.    

 For a better readability of cytopathological data, data sheet standardization 
is used to simplify the integration of medical sheets in the database without 
interfering with other data.  
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   15.4.2.3    Network Security     The security and privacy requirements for a 
distributed medical data querying system are critically important, and data 
protection is essential. Within the cancer Biomedical Information Grid (caBIG) 
and ACGT projects, different studies about security, privacy, ethical, and 
legal requirements for distributed architecture have been published  [16, 17] . 
The European Union (EU) released a document  [18]  relative to personal data 
process, treatment, and movement issues. 

 To answer security issues, we have made compliant the security infrastruc-
ture of the network with French regulation on medical data transfers and 
exchanges. Users of the sentinel network are authenticated using recognized 
accreditation tools like the Carte de Professionnel de Sant é  (CPS) health 
care professional smartcard ( http://gip - cps.fr )  [19]  released by the French 
health ministry. These cards will be available throughout the EU ( http://
www.hprocard.eu ). The chip contains an X509 grid - compatible certifi cate 
issued by a trusted CA. The authentication process and the data encryption 
are then ensured by these cards.  

   15.4.2.4    Patient Identifi cation     Throughout the health care systems, cases 
of false patient identifi cation are numerous and could be responsible for mis-
takes in drug delivery to the patient. Due to lack of a global identifi cation 
system, there is no solution to address a distributed patient identifi cation. Most 
countries in the EU already have a robust identifi cation system. In France, the 
usage of the social security number (SSN) is strictly prohibited for data linkage 
as it contains privacy data about gender and date and place of birth. Moreover, 
the accuracy and reliability of these numbers are reconsidered: the SSN in the 
United States presents a high risk of identity. Aware of this issue, the EU has 
launched the European Patients Smart Open Services (EPSOS) program 
( http://www.epsos.eu/ ) in order to build a European Electronic Health Record 
while the French government released guidelines to build a national health 
identifi er ( http://www.asipsante.fr/ ). Despite this, there is no suitable solution 
today; therefore a dedicated solution has been designed for this project. 

 The patient can be identifi ed using different medical folder numbers regard-
ing the different laboratories he or she visited. In order to link all the informa-
tion stored in the multiple medical databases all over the world, an additional 
identifi er has been created for the sentinel network. This identifi er consists of 
a random number generated as defi ned in RFC 4122  [20] ) for each patient. 
This identifi er is created only for data linkage and is always encrypted using 
different keys in each database to protect patient privacy. When a data pro-
vider downloads some new data from his or her local data server to the local 
grid server, the Pandora Gateway is in charge of searching all the local data-
bases with respect to information on the patient. It will produce a unique 
identifi cation number corresponding to the medical data if two identifi ers are 
correlated to the same patient (Fig.  15.2 ).   

 The distributed identity management requires specifi c ability to compare 
records and link identities. The entire reliability of the sentinel network 
depends on a good record linkage.  



     Figure 15.2     Identifi cation system.  
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   15.4.2.5    Patient Data Linkage     Data linkage does not consist of a simple 
string comparison; the two main problems are related to looking through a 
patient ’ s information (homonyms, same address, equivalent birthdates) and 
overall errors in names. Three levels of errors appear:

    •      Typographical errors (despite known spelling)  
   •      Cognitive errors (comprehension problem)  
   •      Phonetic errors (similar spelling)    

 The errors and variations are mainly related to the typing of handwritten data, 
keyboard neighbors (k – i, e – r, etc), data input during a telephone conversation, 
and software or database limitation of input fi elds (length limitation) that 
force the use of abbreviations or initials. Several matching techniques aim to 
measure similarity between strings. Two different approaches can be adopted:

    •      Pattern matching for fl exible matching between two strings  
   •      A combination of phonetic encoding and exact matching    

 The similarity measurement is generally normalized: two strings are equivalent 
with score    =    1 and if totally different score    =    0. 

 The effi ciency of the solution will impact the percentage of automatic 
matching. This ratio must be as high as possible while guaranteeing a lower 
level of false positive. For this linkage process the usage of a combination of 
Jaro - Winkler  [21]  and Phonex  [22]  (French) algorithms are used. According 
to the relevance and accuracy of information in the data set, different weights 
are attributed. 

 For each fi eld, four different criteria defi ne how to interpret matching 
scores according to fi eld types:

    •      Accuracy, which defi nes the relevance of information  
   •      Blocking, in case of false matching (under threshold), where the corre-

spondence would be automatically rejected  
   •      Weight (similar), which represents a factor attributed in case of similarity 

(over threshold)  
   •      Weight (different), in case of false matching, a divide factor attributed to 

global similarity    

 Weight distinction between similar and different matching is necessary. As in 
the following example: The probability of having a last name different for only 
one patient in distributed databases is small so it considerably reduces the 
matching chance. However, having two entries with the same address does not 
mean that the patient is identical for these two entries. Table  15.1  summarizes 
the proposition of criteria adjustment for automatic record linkage. A weight 
factor is attributed for each fi eld and is submitted as input for the linkage 
algorithm.   
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 A global score is attributed for each  n  - to -  n  comparison and is submitted as 
input for the matching process 

 By using a distributed identifi cation mechanism in combination with data 
linkage techniques, patient matching is quite easily fi xed.    

   15.5    GRIDS TO CREATE VIRTUAL RESEARCH COMMUNITIES 

   15.5.1    Introduction 

 More and more discoveries are going to come out of collective scientifi c 
efforts. Building collaboration between research groups that are remote from 
a geographical point of view requires sharing common scientifi c tools. Grid 
infrastructures are designed for hosting virtual organizations which gather 
scientists across national and administrative borders. We are going to illustrate 
the collaborative power of the grid on the example of a surveillance network 
for emerging diseases.  

   15.5.2    Surveillance Network for Emerging Diseases 

 We live in a small world. Air travel and the Internet have considerably reduced 
perceived distances and increased communication. There is also a growing 
awareness that the whole of humanity is confronted by challenges that it has 
to address together in order to achieve success. Viruses are not stopped by 
frontiers and recent pandemics like H1N1 or AIDS have highlighted the need 
for good practices in the sharing of data for improved health care monitoring 
 [23] . There is also a growing need to provide services to the scientists who are 
on the front line of emerging diseases to enable the public health authorities 
to take the most accurate decisions at the earliest stages. 

 A concrete example of a present - day concern is avian fl u. While the world 
was anxiously going through the H1N1 pandemic, interest in the media for 
H5N1 disappeared. However, the capacity of the H5N1 to mutate into a strain 
with human - to - human transmission remains a very signifi cant threat to public 
health  [24] . The H5N1 keeps mutating, as can be observed in the regular out-
breaks taking place in Southeast Asia  [25] . 

  TABLE 15.1    Relevance of Information for Selected Fields 

        Last 
Name  

   First 
Name     Sex  

   Maiden 
Name     Birth     Address     Region  

   Postal 
Code     City     Physician  

   Type     String    String    Digit    String    Date    String    Digit    Digit    String    String  
   Accuracy      •  •  •      •  •  •      •  •  •      •      •  •  •      •      •      •  •      •      •   
   Blocking     X        X        X                      
   Weight      •  •  •      •  •  •   a       •  •   a       •      •  •  •      •  •      •      •  •      •  •      •  •   
   Weight      •  •  •      •   a       •  •      •  •      •  •      •      •  •      •      •      •   

     a    Only if previous fi elds match.   
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 Molecular epidemiology of infl uenza virus strains provides scientists with 
clues about the temporal and geographic evolution of the virus. Researchers 
from France and Vietnam are developing a global surveillance network based 
on grid technology: The goal is to federate infl uenza data servers and auto-
matically deploy molecular epidemiology studies  [26] . A fi rst prototype based 
on AMGA  [12]  and the WISDOM production environment  [26]  extracts daily 
from the National Center for Biotechnology Information (NCBI) infl uenza 
H1N1 sequence data which are processed through a phylogenetic analysis 
pipeline deployed on EGEE  [3]  and AuverGrid ( http://www.auvergrid.fr ) 
e - infrastructures. The analysis results are displayed on a Web portal ( http://g -
 info.healthgrid.org ) for epidemiologists to monitor H1N1 pandemics.   

   15.6    PERSPECTIVES 

   15.6.1    Introduction 

 IT technology is constantly evolving and new concepts have been emerging 
in recent years. The new popular concept heavily promoted by the largest 
IT companies is cloud computing. Integrating private or public clouds on e - 
infrastructures would enrich the services offered to their customers. However, 
a number of questions are still open related to the interoperability of the grid 
middleware and cloud services, to the business model of the private clouds, 
and to the security framework required for their integration. 

 Another very promising approach to increase the computing resources 
available to the scientifi c community is to use graphical processors. 

 In this chapter, we will present activities we are currently developing on 
graphical processors applied to life sciences. We will also discuss how all the 
developments we have made for eight years are now converging toward mul-
tiscale modeling for system radiobiology.  

   15.6.2    Graphical Processors 

 General - purpose graphical processing units (GP - GPUs) were designed to 
process more than the regular computer graphics, but while the classical CPU 
computation performance evolution recently began to slow down, the GP - GPU 
has continued to provide very signifi cant speedup. Ten years ago, developers 
of high - performance computing applications started to port scientifi c software 
from CPU to GP - GPU to make the most of it  [27] . While a CPU possesses 
few cores, each of them allowing the execution of one thread at a time, a 
GP - GPU possesses a small number of streaming multiprocessors, each of them 
allowing the parallel execution of numerous threads, supporting vector com-
puting in a SIMD (single instruction multiple data) approach. After the initial 
success, GPU manufacturers started to work on friendlier application pro-
gramming interfaces (APIs) for general - purpose computation, and one is 
now able to develop directly in languages which are close variants of the C 
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language  [28] . In the same way, other hardware accelerators like fi eld program-
mable gate arrays (FPGA) have been considered to speed up various parallel 
applications  [29] , including multiscale simulations  [30] . 

 Current GP - GPUs  [31]  now allow the execution of hundreds of threads 
with a regular PC hosting a device card. This capability can be exploited in the 
case of life science applications when we have to compute the same algorithm 
many times. Since the introduction of Tesla boards by Nvidia, the single -
 precision performances show very interesting improvement even when com-
pared to the latest CPU processors. The interconnection of GP - GPU boards 
and servers is used to build clusters  [32] , and nowadays grids of hybrid machines 
are even on track and used for computer - intensive bioinformatics application 
 [33] . Different brands of GP - GPU exist and ATI is also proposing very inter-
esting cards. In the case of the widely spread Nvidia Tesla 10, the board pro-
poses 240 vector cores split in 30 streaming multiprocessors (SM) with eight 
thread processors (SP thread processors) each. Each streaming multiproces-
sors can run a set of 32 threads (warp) with the same control fl ow for different 
data leading in one GPU cycle (each SP computes four identical operations 
per GPU cycle); and since an SM can schedule up to 32 warps at a time, it 
leads to potentially 1024 threads running concurrently on each of the 30 SMs. 
The GP - GPU programming environment is proposed by the manufacturing 
company: for instance, CUDA (Compute Unifi ed Device Architecture  *  ) in the 
case of Nvidia or a portable programming standard usable for different manu-
facturing brands (OpenCL  †  ). 

 However, programming GP - GPUs can be tricky. The main diffi culty lies in 
the memory manipulation since GP - GPU have various levels of memory with 
different performances. The GP - GPU global memory which can be accessed 
by any thread at any time has very important access latency. The shared 
memory available for each streaming multiprocessor inside a GP - GPU does 
not have such latency, but this memory is only shared by threads running on 
the same multiprocessor. In addition, the number of concurrent threads in a 
streaming multiprocessor is limited. Moreover, memory transfer between the 
host computer and the GP - GPU device can severely damage the global 
speedup if the computation time is not signifi cant enough in comparison with 
the data transfer time. With CUDA, all the threads needed to execute a kernel 
must be grouped in blocks, and all these blocks must have the same, limited 
number of threads. All the threads of a block are executed on the same mul-
tiprocessor and therefore can make use of its shared memory. To get the best 
results from GP - GPUs, we have to place data in shared memory. This is the 
fastest memory managed by a streaming multiprocessor. The latency for 
accessing global memory is very high, and we have to limit its access. Thus, 

  †   OpenCL Overview. See the OpenCL website from Khronos:  http://www.khronos.org/opencl/ . 
Accessed January 20, 2010. 

  *   What is CUDA? See the CUDA website:  http://www.nvidia.co.uk/object/cuda_what_is_uk.html . 
Accessed January 20, 2010. 
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dependent threads needing fast communications have to use the shared 
memory within the same SM. 

 The latest generation of GP - GPU proposed by Nvidia, known as the Fermi 
architecture, signifi cantly improves the memory bandwidth with a much larger 
and reconfi gurable cache, ECC (error correction code) memory, and impres-
sive peak performances in standardized Institute of Electrical and Electronics 
Engineers (IEEE) double precision with 512 CUDA cores compared to what 
was obtained a few years before  [34] . In order to deploy a large number of 
GPUs in data centers, ECC memory was needed to detect and correct errors 
introduced during storage or data transmission. In addition, the size of address-
able global memory has been considerably augmented, up to 1 terabyte for a 
single GP - GPU board, to meet the needs of some supercomputing 
applications. 

 Dealing with parallel stochastic simulations, there is a need of rigor in the 
parallelization of random streams  [35] . We have proposed a survey of the 
current pseudo - random - number generators (PRNGs) available on GPU and 
we have given a particular focus to the recent Mersenne Twister for Graphics 
Processors (MTGP) that has just been released by Saito on Matsumoto ’ s 
homepage. We have empirically checked thousands of PRNGs with the most 
stringent testing suite, TestU01  “ Big crush ”  from  [36] . The dedicated GP - GPU 
generators have been created with the Dynamic Creator software designed to 
propose independent MTGPs, 30% of them found to be weak according to 
the current level of statistical tests. A current challenge is to prevent potential 
bias introduced by the parallelization pseudo - random - number streams in grid 
computing and particularly when using the latest Mersenne Twister generator 
dedicated to GP - GPU.  

   15.6.3    New Challenge: System Radiobiology 

 Understanding the impact of radiation on living organisms is of crucial impor-
tance to both biology and health care. Living organisms, including humans, are 
constantly exposed to ionizing particles through sunlight and radioactive 
materials in the ground. Radiation exposure results in damage to the cellular 
genome. This damage can kill the cell or result in mutations. Radiation expo-
sure is therefore an initiator for evolution and also one of the earliest identi-
fi ed causes of cancers. Radiation is also used to kill cancerous cells through 
brachytherapy and radiotherapy treatment. 

 Radiobiology aims at reaching a deeper understanding of the interaction 
of radiation with living organisms. Progress in acceleration and imaging tech-
niques as well as high - throughput sequencing opens new avenues for a quan-
titative assessment of the damage one ionizing particle can produce on the 
genome of a model organism or a human cell. 

 These data are needed for the modeling of living organisms under radiation 
exposure. Such modeling requires simulating the living organism, the interac-
tion of ionizing particles inside it, in particular the damage to its DNA, and 
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the repair of DNA. Having a complete model would open very interesting 
avenues for health care. For instance, it would allow personalized treatment 
planning taking into account the patient ’ s genomic data. But it involves diffi -
cult challenges:

    •      Interaction of ionizing particles with DNA takes place through direct and 
indirect processes which are too complex to describe and simulate.  

   •      An accurate multiscale model of the living organism is needed. The mul-
tiscale approach is needed because damage to DNA takes place at a 
molecular level on an extremely short time scale while DNA repair is a 
global response of the organism.  

   •      DNA repair mechanisms are still poorly understood.    

 Finally, accurate modeling is very computationally intensive because mul-
tiscale approaches involve handling large and complex images describing the 
geometry of the medium in which the interaction of ionizing particles has to 
be tracked down to very low energies to correctly describe indirect damage 
to DNA. 

 Since 2002, our research groups have been building the software pieces 
relevant to this global task of modeling living organisms under radiation expo-
sure. Our modeling efforts have been mostly deployed on grid infrastructures 
and driven by experimental evidence. The choice of deploying our computa-
tions on grids was driven by opportunity. 

 It is well known that building a model involving all the biological levels 
cannot be achieved, but the current challenge is to provide a fully integrative 
framework on the various levels of a whole organism to understand the con-
nections between them. So, as a fi rst step, we have decided to split a radiobiol-
ogy study in three parts: the irradiation of the real organism, the simulation 
of the radiation process and its impact on biological structures, and fi nally the 
simulation of organism development after radiation exposure. 

 The Geant4/GATE  [37, 38]  toolkit will be used to simulate physical interac-
tions between particles and organisms down to the cellular and DNA levels. 
The specifi c goal of the Geant4 - DNA project started in 2010 is to provide 
probabilistic damage onto the DNA structure after radiation exposure of 
several particle types  [39] . 

 Simulating the development of an organism is a great challenge. One mod-
eling approach is to use the most common models for the various biological 
processes. However, this will lead to a set of unlinked models. The complexity 
can be tackled by several means: using a few common modeling concepts that 
are valid through scales, using a biologylike process such as morphogenesis 
principles to simulate growth and evolving, and using coupling schemes to 
make the various models work together  [40, 41] . 

 Our approach is to use cellular automata  [42]  as a common framework, but 
by relaxing it from the classic defi nition to a more suitable one for biological 
applications and by proposing a multiscale model. In order to follow as much 
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as possible morphogenesis principles, we will introduce bioinspired meta-
heuristics (such as genetic algorithm, swarm intelligence, simulated annealing) 
to mimic the biological selection of active genes. They are used to constrain/
drive cellular automata to follow a particular development cycle (which can 
be the normal one or a pathological one). One interesting point with this 
approach is that it will enable us to build patient dedicated organs using data 
from imaging devices as some of the quantitative values (such as volume, 
surface, number of cells) needed by the model are patient dedicated. The great 
challenge will be to include the good modeling scales with the right sharpness 
to learn about the impact of radiation exposure. Scales such as genotype and 
phenotype seem to be necessary to understand and to study the impact of 
radiation from a quantitative point of view (which is rather common) and from 
a qualitative point of view (which is less common). 

 Thus, an iteration of the framework we propose (Fig.  15.3 ) is a sequential 
process with three steps. First, the organism model is built from cells to the 
full organism. Next the organism model is irradiated in Geant4 - DNA to 
produce probabilities for DNA damages. Finally, some simulation scenarios 
are designed according to those probabilities and the organism is simulated 
with those input parameters.     

   15.7    CONCLUSION 

 Through this chapter, we have shared our experience with using grids as an 
infrastructure to investigate life sciences in an innovative way. After eight 
years of working together with biologists, chemists, computer scientists, physi-
cians, physicists, and many others, we are deeply convinced that grids provide 
a unique framework to build multidisciplinary collaborations in the fi eld of 
simulation and modeling because they are about sharing resources and there-
fore ideas, We have provided a few examples of successful scientifi c initiatives 

     Figure 15.3     Proposed radiobiology framework.  
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and proposed the very challenging perspective of system radiobiology at the 
interface of biology, computer science, and physics. Technology will certainly 
continue to evolve at an incredible speed, but the real treasure that has to be 
protected is the human network of researchers from all around the world 
sharing a common scientifi c tool.  
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   16.1    INTRODUCTION 

 The diffi culty of reconciling animal model data with clinical outcomes has 
been leading to a growing consensus that the most valuable data source for 
biomedical discoveries is derived from human samples. This recognition is 
clearly refl ected in the increasing number of translational medicine and trans-
lational sciences departments across pharmaceutical companies as well as 
academic and government - supported initiatives such as Clinical and Trans-
lational Science Awards (CTSA) in the United States ( http://www.ctsaweb.org/ ) 
and the Seventh Framework Programme (FP7) of the European Union (EU) 
 [1] , which puts strong emphasis on translating research for human health. 

 The recent advancement of the idea of precompetitive sharing  [2 – 5]  has 
been quickly gaining ground. Bioinformaticians from the pharmaceutical 
industry are proposing improved collaboration in computational biology and 
chemistry between the public domain and the industry  [5]  by virtualizing 
informatics tools, services, and infrastructure. Some notable successes have 
already been achieved. 

 One such example is Merck ’ s partnership with the Moffi t Cancer Center 
and Research Institute  [6] . They have developed a system which enables 
sharing of human subject data in oncology trials. This system is built from 
proprietary and commercial components such as Microsoft BizTalk business 
process server and Tibco and Biofortis LabMatrix applications but does not 
address any data - sharing issues outside of the two institutions. 

 Some preliminary pilot studies in other pharmaceutical organizations have 
been reported  [7] , but to date no solid evidence for production - level systems 
being deployed has been found. 

 Another example of shared infrastructure is the case of CTSA awardees. 
These institutes have recognized the need for more effi cient data sharing (see, 
e.g., the proposal for the CTSA Human Studies Database (HSDB) Project  [8] ; 
Fig.  16.1 ). The proposed system concentrates on the study results emanating 
from the CTSA awardees and does not capture the wealth of information 
generated by institutes which are not part of this grant, and also the proposed 
system has not yet been put into wide use according to our best knowledge.   

 The pharmaceutical companies of Johnson and Johnson have established 
translational and biomarker departments and implemented translational 
informatics approaches, including building a data warehouse and data - mining 
application. The solution is heavily reliant on open - source components, and 
thus the implemented resource and the standardized framework it was built 
on can form the basis of precompetitive sharing of studies involving samples 
from human subjects. This in turn can lead to better understanding of human 
biology and pathophysiology, ultimately leading to more effective manage-
ment and treatment of diseases in a collaborative setting. This infrastructure 
is a combination of dedicated people, robust processes, and informatics solu-
tion and is called tranSMART  [9, 10] . In this chapter the process of building 
the system, the technical solution, and application examples are described.  
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   16.2    ESTABLISHING TRANSLATIONAL RESEARCH 
INFRASTRUCTURE 

 First, we have established a strong cooperative team across the research and 
development (R & D) organization of the pharmaceutical companies of Johnson 
 &  Johnson. We extended the team with open innovation partnerships with 
Rutgers University and the Cancer Institute of New Jersey (CINJ). The infor-
matics and information technology group worked in close collaboration with 
business partner stakeholders from discovery biology, translational medicine, 
biomarker, and clinical organizations with a goal to develop a system which 
enables democratic access to all the data generated during target validation, 
biomarker discovery, preclinical and translational studies, and clinical 
development. 

 Change management is an important aspect of successfully introducing a 
paradigm shift within a large pharmaceutical organization. From the beginning 
of the project we relied on the collective wisdom of biologists, pharmacologists, 
and physicians from the therapeutic areas to guide us through the develop-
ment and eventually to help champion the adaptation of the newly developed 
translational infrastructure.  

   16.3    WHY DATA WAREHOUSING 

 There are multiple approaches one can take to implement a translational data 
repository. If an organization has established a set of strong primary data 
source repositories such as databases for omics data from preclinical and clini-
cal studies and clinical databases, one can choose to develop a federated 
system which will integrate all these sources into a translational system. Special 

     Figure 16.1     Proposed Human Studies Database (HSDB) to enable sharing data 
between CTSA awardee institutes.  
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consideration needs to be given to ensure that the source systems have clean 
data and that there are appropriate identifi ers present so that federation can 
be implemented using cross - references between the data elements in the dif-
ferent source systems. 

 We chose another route — data warehousing so that a consistent database 
can be built up by extracting, curating, and transforming the data from multiple 
primary data sources and fi nally loaded in a consistent manner into a ware-
house schema. The primary reason for this decision was that many experimen-
tal modalities lack appropriate primary data repositories and many primary 
sources lacked standardized dictionaries. Thus a road through cleaning and 
curating data was deemed to be the most effective way forward.  

   16.4    BUILDING DATA WAREHOUSE 

 The translational medicine data warehouse — tranSMART — was developed in 
partnership with Recombinant Data Corporation (Fig.  16.2 ). We built the 
system for a set of translational use cases, such as:

    •      What is the correlation between animal models and human data?    
   •      What is the best biomarker strategy for a given compound?  

     Figure 16.2     Schema of tranSMART data warehouse.  
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   •      What is the best indication for a given compound?  
   •      How should a researcher design a trial based on the experience from 

previous internal and public trials?  
   •      How should a researcher stratify a disease based on clinical data?  
   •      Is there support for a target of interest based on clinical data?    

 Collecting use cases early in the project and periodically revalidating and 
refi ning with the stakeholders is important for a project with longer 
timelines. 

 After collecting the use cases we had the fi rst prototype deployed with some 
basic data in three months. After the successful fi rst demonstration we used 
the agile software development methodology to build iterations and demon-
strate to business partners for feedback and defi ning the next iteration. The 
typical cycle time was about 3 – 5 weeks. The fi rst full deployment of the system 
was 12 months after the fi rst demonstration of the prototype. By this time we 
had developed a detailed data governance model in collaboration with data 
owners, developed publication strategy and training materials, and loaded 10 
trials; basic data mining and analysis workfl ows were available for biologists 
and physicians.  

   16.5    CONTENT 

 At the time of writing the system is one year old and it has more than 30 
internal trials with access to deidentifi ed clinical, laboratory chemistry, genom-
ics, protein profi ling, metabolomics, proteomics, fl ow cytometry, protein assay, 
and single - nucleotide polymorphism (SNP) data at the subject level and 34 
public studies with phenotype and genomics data aligned. Furthermore, subset 
analyses (A versus B comparisons or contrasts) of gene expression or protein 
profi ling data is available for 10 internal studies and more than 9000 public 
sets. We have curated more than 100,000 biomarker assertions and we also 
loaded almost 100 studies from the Dana Farber Cancer Institute curated 
collection. 

 The data warehouse also provides integrated access to internally developed 
tools such as an integrative pathway and gene set enrichment analysis tool 
called Pictor and a gene index and gene information integration resource 
called Hydra and several third - party tools such as GeneGo ’ s MetaCore and 
Ariadne Genomics Pathway Studio. 

 A set of standard dictionaries, ontologies, and curated metadata provides 
the master data backbone of the data warehouse, including gene and protein 
names and synonyms from Entrez, gene name mapping vocabulary for 
Affymetrix, Illumina and Agilent gene expression probeset ID, SNP identifi ers, 
pathways from the Gene Ontology Consortium (GO)  [11] , Kyoto Encyclopedia 
of Genes and Genomics (KEGG)  [12] , GeneGo, Ingenuity, Ariadne, and 
MSigDB  [13] , diseases from MeSH  [14]  and the International Classifi cation 
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of Diseases, 10th revision (ICD - 10), clinical trial observations from CDISC 
SDTM  [15] , and a dictionary of curated inhibitors. Our curators created an 
internal J & J drugs dictionary, clinical trials metadata dictionary, and a cell line 
dictionary.  

   16.6    DEVELOPMENT METHODOLOGY 

 The development took about 12 months after the fi rst demonstration proto-
type using the agile software development methodology. A team of scientists, 
bioinformatics professionals, and software engineers designed and built the 
system. The implementation required several distinct efforts. First, we needed 
to develop appropriate rules and regulations for adding data to the system and 
granting access to users. Second, we needed to design a system for effi ciently 
storing and querying data. Finally, we needed to develop a system for securely 
accessing stored data. 

 A set of appropriate policies for adding data to the system and granting 
access to data is necessary to ensure cooperation from the data owners and to 
avoid compliance issues. We modeled the system on processes that were used 
in academic medical centers in the United Sates. Academic medical centers 
usually restrict data access to qualifi ed researchers. Researchers are granted 
access only to data for specifi c studies and are only allowed to access the data 
after approval by an institutional review board. Additionally, clinical research 
data are protected by law through HIPAA (Health Insurance Portability and 
Accountability Act) and HITECH (Health Information Technology for 
Economic and Clinical Health Act) regulations. In addition to these restric-
tions, pharmaceutical companies need to be also bound by U.S. Food and Drug 
Administration (FDA) regulations and health care compliance. 

 To develop the appropriate policies for tranSMART, we formed a data 
governance working group and created a new data steward role in the orga-
nization. The data steward is responsible for the data acquisition process, 
including negotiating with the source data owners, ensuring safe transfer of 
the data from source systems to the staging area of tranSMART, and the 
security and integrity of the data in transit. 

 Publication rules govern the publication of fi ndings resulting from mining 
the data warehouse. Finally, the data governance working group led an effort 
to develop guidelines for user training and ethics training which are prereq-
uisite to access. All users are required to attend the offi cial training before 
being given access to the system. 

 Two parallel efforts were undertaken for software implementation. First, a 
team of application developers designed and built a Web - based application to 
provide graphical user access to the data. The application developers worked 
closely with research scientists to design the system. 

 Second, a team consisting of data curators and ETL (extract, transform, and 
load) engineers worked with research scientists, biostatisticians, and informat-
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ics professionals to clean and add data to the system. Curators were respon-
sible for understanding each data set added to the system, researching and 
reconciling inconsistencies in the data, and tagging documents with metadata 
to facilitate search. Additionally, product manager and curators were respon-
sible for validating data after it was loaded into the system for scientifi c utility. 
ETL developers were responsible for loading the data sets and metadata into 
the database, normalizing data, and making the data available through the 
application (Fig.  16.3 ).    

   16.7     tran  SMART  DESCRIPTION 

 All users of the system are authenticated using the same enterprise security 
processes that the pharmaceutical companies of Johnson and Johnson require 
for other internal systems. Because tranSMART contains sensitive data, we 
developed a fi ne - grained security model for managing information in the 
system. Each clinical trial data set has a specifi c owner who can control access 
to information about and data in the trial. 

 The tranSMART system was built by maximally optimizing the reuse of 
open - source and open - data projects, including Lucene  [16] , i2b2 ( http://www.
i2b2.org )  [17] , GenePattern  [18] , Gene Expression Omnibus (GEO)  [19] , 
MeSH  [13] , and Entrez  [20] . The graphical user interface enables data access 

     Figure 16.3     Data acquisition, curation, and data - loading process for internal trial data 
and public studies.  
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through two paradigms: a search interface and a hypothesis - testing interface. 
The search engine allows users to create queries through combinations of ele-
ments from a biological subject dictionary, including pathways, genes, diseases, 
trials, and compounds. The analysis engine (called Dataset Explorer) provided 
utilities for analyzing phenotypes and genomic data at a cohort level, including 
trial observations and endpoints. In the following sections we describe in 
greater depth the functionality of these two engines. 

   16.7.1    Dataset Explorer 

 Dataset Explorer provides the scientists and physicians with a unique in silico 
hypothesis - testing facility. The i2b2 software  [17]  was used as the basis for 
this component, but key modifi cations and additions were made. The users 
can create virtual cohorts using characteristics from a predefi ned proprietary 
ontology. Not all data fi elds were comparable across studies, so the onto-
logy was organized by study. Within each study, information was categorized 
using a common structure, including demographic information, clinical data, 
sample data, and biomarker information (Fig.  16.4 ). For unique data elements 
which are comparable across studies we developed a separate ontology 
and user paradigm to enable cross - comparing multiple studies for a given 
phenotype.   

 We created a selection tool for defi ning multiple cohorts and rapidly estab-
lishing statistical comparisons between those cohorts using a  t  - test or  χ  2  -
 statistics and visualizing the results using pie charts, histograms, and box plots 
(Figs.  16.5  and  16.6 ). Additionally, we implemented components for querying, 
viewing, and comparing the associated biomarker information such as gene 
expression, proteomics, rules - based medicine protein panels, metabolomics, 
and SNP data. Simple (Fig.  16.7 ) and clustered heatmaps are provided for 
viewing expression data through the GenePattern tool  [18] , and linkage dis-
equilibrium maps for viewing SNP data are implemented through the 
Haploview application  [21] .   

 A comparative marker selection  [22]  module of GenePattern is deployed 
to develop biomarker hypotheses, and a meta - analysis across multiple gene 
expression experiments is also enabled for data sets which were measured on 
comparable platforms (Fig.  16.8 ).   

 The system is designed to be able to meet the needs of the casual user so 
it is envisioned that there are cases where the analysis capabilities imple-
mented are not suffi cient for the scientifi c task at hand. Therefore the aligned 
and cleaned data can easily be exported for more in - depth analysis. 

 Finally, we added fi ne - grained access control to fi t our environment as 
described above. Thus each user has a different view of the study tree accord-
ing to their access rights: the ones they are granted access by the study owners 
can be opened in the tree view for exploration but the ones that have no access 
rights can only see the metadata. Everyone has access rights to the public 
studies.  



     Figure 16.4     Study ontology of a particular public study is shown as implemented in 
the Dataset Explorer interface of tranSMART. The hierarchy is standardized at 
minimum at the main - node level with terms such as  biomarker data ,  clinical data , 
 samples and timepoints ,  study group , and  subjects . Some subnodes such as demograph-
ics and medical history are also used across all studies and, where applicable, CDISC 
SDTM terminology is implemented.  

   16.7.2    Search Interface 

 When designing the search interface, the request from scientists was to model 
the system on familiar user paradigms such as the most frequently used search 
engine Google. This goal was met by providing scientists with a simple and 
intuitive widget which allows the scientists and physicians to quickly retrieve 
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(a)

(b)



     Figure 16.6     Phenotype distribution for two cohorts can be calculated once the two 
cohorts are defi ned. Through a simple drag - and - drop action, the scientist can identify 
the concept for which the distribution is calculated and plotted across the two cohorts 
as well as calculate and plot the appropriate statistics. For continuous variables 
 t  - statistics and for categorical variables  χ  2  - statistics are calculated.  

     Figure 16.7     If the concept of interest is a biomarker such as gene expression or 
protein expression, heatmaps can be generated to show the distribution of the levels 
across the samples of the two cohorts.  

     Figure 16.5     ( a ) Basic statistics can be generated for two cohorts when two concepts 
are selected from the study ontology using drag - and - drop paradigm. ( b ) These selected 
concepts will defi ne the subjects, which then form the basis of a simple statistical cal-
culation, which then is presented as a set of plots showing distribution of age, gender, 
and race for the two cohorts.  

information about genes, pathways, compounds, diseases, drug trials, or com-
binations of therein. The underlying data consist of analyzed proprietary non-
clinical and clinical biomarker studies, including gene expression and 
proteomics data. Additionally, data from public sources were added to the 
warehouse, including data sets from the National Center for Biotechnology 
Information (NCBI) GEO  [19] , EBI Array Express  [23] , Dana Farber Cancer 
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     Figure 16.8     Meta - analysis can be carried, as shown. Two cohorts are selected from 
two studies which used the same platform to measure biomarkers. In this case gene 
expression was measured in a set of breast and ovary tissues (a) and the  ESR1  gene 
distribution is shown after  k  - means clustering is applied to the data set using  k     =    2 
stratifying some breast tumor tissue samples (denoted as S1  … ) as high expressors 
(red) and as low expressors (blue) and similarly for the ovarian tumor tissue samples 
(denoted as S2  … ).  

Institute GeneChip Oncology Database  [24] , and other sources of gene expres-
sion data. 

 Search results are presented on a series of tabs. Each tab shows a different 
type of information in an appropriate format. Documents are presented with 
short summaries, tables of characteristics, and links to the documents. Data 
are presented in data tables (Fig.  16.9 ) and heatmaps. Filters are provided to 
enable users to refi ne queries.    

   16.7.3    Signatures 

 It is a very complex process to select the appropriate indication for an asset 
in the development stage or even during life - cycle management. Many aspects 
should be considered, such as a regulatory path for fi ling, potential market 
size, differentiability of the therapeutic and experience with and diffi culty to 



carry out clinical trials in the disease of interest. Besides these dimensions one 
should also consider if there is strong supporting scientifi c evidence for the 
involvement of the targeted pathway in the pathophysiology of the disease. 
We chose to establish this evidence statistically by mining a large corpus of 
biological data such as gene expression experiments associated with diseases. 
In order to accomplish that, we introduced the notion of signatures and con-
trasts in the data warehouse. 

 First, drug signatures can be uploaded — these are genes which are differ-
entially expressed when a drug candidate is added to an in vitro system which 
is believed to mimic some aspects of the biology of a disease. Here the gene 
expression is measured using a gene chip before applying the drug and after 
and the difference is evaluated using, for example, a simple  t  - test. Genes 
which pass quality control (QC) criteria and some predefi ned threshold then 
comprise the signature of the drug candidate. These genes can be either 
upregulated or downregulated and they are recorded as such in the 
signature. 

 Second, we stored in the data warehouse a corpus of gene expression con-
trasts, that is, A versus B comparisons with associated diseases or drugs from 
public databases described above. Each contrast contains a set of disregulated 
genes (fold change with directionality and associated  p  - values) which pass 
predefi ned quality criteria and metadata, including disease, drug, or phenotype 
information. These contrasts are processed by Omicsoft Corporation using 

     Figure 16.9     Simple search is illustrated by using a gene name ( ESR1 ) as a search term. 
The set of hits from different data sources are presented in a tabbed window. The 
public gene expression hit list is shown.  
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state - of - the art methodology and strict QC based on the requirements of 
Johnson and Johnson informatics scientists. 

 Finally, we deployed a statistical method to measure the enrichment of a 
signature across disease comparisons. The resulting statistically signifi cant hits 
then comprise the disease indication hypothesis for the drug candidate. Such 
an enrichment analysis is shown in Figure  16.10 .    

   16.7.4    Federation 

 We ultimately chose data warehousing as a solution for slowly changing or 
internal data. For more dynamic content we followed the data federation 
approach. Thus a set of external data sources are federated when searching 
for genes, drugs, and pathways and the results are rendered in the application. 
Primarily, gene - centric information is linked from public sources using Entrez 
gene id — direct link to Entrez Gene, Entrez Global search, and Google Scholar; 
licensed sources — GeneCards ( http://www.genecards.org ); and internal 
sources — a gene index application called Hydra and a pathway integration 
application called Pictor. This latter application integrates multiple - pathway 

     Figure 16.10     The tumor necrosis factor (TNF) signature comprising signifi cantly dif-
ferentially expressed genes from two sets of samples from human umbilical vein endo-
thelial cells (HUVECs) treated with TNF vs. nontreated samples was generated. This 
signature then was uploaded into tranSMART and used in an enrichment search using 
the target enrichment analysis (TEA) algorithm. Here a statistically signifi cant hit is 
presented — GSE3365 — comparing Crohn ’ s disease patients ’  peripheral blood mono-
nuclear cells (PBMCs) with normals. All the genes from the signature which have 
corresponding genes in this contrast are shown in the table with the  p  - values and fold 
changes calculated from GSE3365 as well as the so - called TEA scores. The total score 
is shown on the top.  



databases and does an enrichment analysis over GO and KEGG and licensed 
applications such as MetaCore from GeneGo, IPA from Ingenuity, and 
Pathway Studio from Ariadne Genomics. For drugs the application federates 
the National Library of Medicine Drug Information Portal.  

   16.7.5    Text Indexing and  NLP  

 Access to text sources is provided via four paradigms. First, as described previ-
ously for accessing textual reference information for a gene of interest, it is 
provided by federating the PubMed interface of MEDLINE abstracts and 
Google Scholar. 

 Second, simple text indexing is provided through Lucene  [16] , an open -
 source text indexer. Currently, the system indexes text sources such as group 
folders and repositories of abstracts of scientifi c conferences. 

 Third, we decided to curate a set of scholarly articles for biomedical asser-
tions. At the start of the project a set of important biomedical concepts were 
identifi ed by the users — such as a set of particular diseases and targets. 
Published scholarly articles contain a wealth of information about these topics 
of interest, and it is a challenge to use computational approaches such as text 
indexing or even natural language processing (NLP) algorithms  [25]  to extract 
quantitative facts with high accuracy. Quantitative facts such as the number of 
subjects or percent of observations within the study used to establish an asser-
tion are critical for decision making in areas such as biomarker and disease 
indication selection. We used the services of a team of biologists who extracted 
biomedical facts from a selected set of journal articles. The extraction was done 
using a predefi ned structured template and the data were subsequently tagged, 
stored, and made searchable within tranSMART. 

 While the manual process provides high - accuracy extraction of biomedical 
assertions it is very resource expensive and conversely its coverage is limited. 
Therefore, fourth, tranSMART also provides access to assertions about bio-
markers generated from MEDLINE by the Ariadne Genomics MedScan 
Reader engine. For this application we have been devoting considerable 
resources to improve the accuracy of the NLP engine and the fi delity of asser-
tion extraction for specifi c scientifi c subdomains such as immunology, oncol-
ogy, and clinical trials by developing specifi c text - mining cartridges.  

   16.7.6    Workfl ows 

 In silico analyses rarely consist of only one step — they are typically a result of 
multistep, complex workfl ows. The system addresses some of the workfl ows by 
extending the data export capability and deploying specifi c interfaces to other 
applications such as Microsoft Excel and Ariadne Genomics Pathway Studio 
for further mining and modeling of data. For example, gene expression data 
can be exported directly to Ariadne Genomics Pathway Studio by a single 
click and further analyzed in the external application. Here pathway and 
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network enrichment or network building can be carried out for in - depth 
exploration of the data. 

 An even more interesting workfl ow was enabled when we connected the 
manually curated biomedical assertions described previously to Ariadne 
Genomics Pathway Studio. In this module the quantitative biomedical asser-
tions are translated into semantic triples by a software algorithm, exported 
into the appropriate XML format, and passed on for network visualization to 
Pathway Studio (Fig.  16.11 ).     

   16.8    STRATEGIC CONSIDERATIONS 

 In building tranSMART, we made several strategic decisions that have proven 
very benefi cial. First, we have selected the core technologies such that we can 
build on previous efforts in a most effi cient way. After rigorous evaluation, we 
decided to build tranSMART on open - source frameworks such as i2b2, 
GenePattern, and Haploview to enable data sharing and partnering. 
Alternatives were considered such as proprietary coding or several commer-
cial offerings, but we were intrigued by the possibilities of taking the open -
 source approach. The result has been an excellent and robust system, access 
to an outstanding community of academic partners, and the ability to share 
and propagate our success. 

 Second, a preferred academic partner was selected as core partner for the 
program. In this case, we chose the Cancer Institute of New Jersey (CINJ) for 
its informatics and medical expertise which we utilized throughout the project. 
In return, the institute will receive a full version of the software for internal 
implementation. This provides an obvious economic  “ win – win ”  for both sides 
and serves as a model for further academic and nonprofi t collaborations that 
is being established. 

 Finally, tranSMART is the fi rst Johnson and Johnson application to be 
hosted externally on the Amazon Elastic Compute Cloud (EC2). Cloud com-
puting offers the advantages of low entry cost, a pay - per - use system, high 
speed, ready accessibility, easier access for external partners, and a potential 
to effi ciently integrate with other public available resources hosted on the 
same cloud. At Johnson and Johnson, we achieved a 12 - fold reduction in 
hosting costs, as well as increased  “ up - time, ”  without incurring any additional 
risks associated with protection of information assets.  

   16.9    DISCUSSION 

 The system has been deployed for almost a year at the time of this writing. 
During this time we have trained approximately 200 internal scientists and 
physicians and the system was queried close to 4000 times. The data warehouse 
contains more than 60 internal and public human studies with the access to 
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     Figure 16.11     ( a ) Simple search results from the curated biomedical assertions can be 
exported to ( b ) Ariadne Genomics Pathway Studio application for further analysis and 
mining. Assertions with respect to TNF interactions with other genes in the context of 
asthma and other related pulmonary diseases are turned into semantic triples and 
visualized in a network diagram.  

(a)

(b)
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subject - level data, more than 9000 curated in vitro, in vivo, and clinical con-
trasts, and 100,000 curated assertions in a hierarchical structure, as depicted in 
Figure  16.12 . The primary users of the systems are scientists from the immu-
nology and oncology therapeutic areas, but there are data available from 
psychiatry and cardiovascular studies.   

 As described above, the data warehouse infrastructure consists of open -
 source derived software as well as content in the form of well - curated data 
sets derived from public studies. Both  “ public - derived ”  aspects of the data 
warehouse make this resource well positioned for precompetitive sharing of 
education, training, and best practices which are considered lacking for many 
collaborations to be truly innovative and less siloed  [26] . Indeed, we are cur-
rently working with CINJ and several other academic, nonprofi t organizations 
and consortia to deploy and utilize the data warehouse in this type of setting. 
Each of these partners may bring in new perspectives such as oncology clinical 
practice or connection to medical records, and through these collaborations 
the understanding of biology and translational medicine may increase in a 
much more optimal way. Moreover, the systems supporting these endeavors 
will improve in an innovative, rapid, and robust manner. 

 We have succeeded in developing a system to bridge source systems and 
enable translational research with breaking down most of the data silos (Fig. 
 16.13 ). Future extensions are being worked on, such as connection to the 
internal biobank, connecting more internal source systems, and extending the 
capabilities to cover more types of data modalities and deploy advanced 
analysis methodologies such as network analysis.    

     Figure 16.12     Different levels of granularity and abstraction are captured from a study 
in the tranSMART data warehouse. The two graphical user interfaces then enable 
access of these levels of data through different query and presentation paradigms.  
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   17.1    INTRODUCTION 

 Cancer in its myriad forms is the second leading cause of death in the United 
States, exceeded only by heart disease. In 2006 alone (the latest date for which 
complete information is available) 1,479,350 Americans received a cancer 
diagnosis and 562,340 persons died of cancer  [1] . Even within a particular 
disease site, cancer is actually a collection of diseases that have different 
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underlying causes. This complexity, which often does not manifest at the phe-
notypic level, makes it particularly diffi cult to classify disease variants and 
select the most effective treatment for a specifi c patient. 

 The only obvious mechanism to resolve this problem is to assess the par-
ticular genetic basis of an individual patient ’ s disease and then select a treat-
ment known to be effective against that particular abnormality. This 
 “ personalized medicine ”  paradigm has been a dream of many in the biomedi-
cal community but interestingly has been successfully used since the 1970s in 
the treatment of childhood acute lymphoblastic leukemia (ALL). Five - year 
survival for ALL patients aged 10 – 14 at diagnosis have increased from 58.8% 
for children diagnosed between 1975 and 1977 to 79.7% for those diagnosed 
between 1996 and 2002. This increase can be attributed to several factors, 
notably the fact that children are treated in an environment that blends care 
and research and the use of (for the time) modern molecular biology technol-
ogy, in this case karyotypes (a view of the number and gross physical structure 
of the chromosomes in a cell)  [2] . By combining genetic technology with out-
comes research, it was possible to determine a patient ’ s risk profi le and provide 
a treatment that was most likely to achieve a desirable outcome. This model 
(the blending of care and research coupled with the use of genomics technol-
ogy to provide a molecular characterization of the patient ’ s specifi c disease) 
is the goal of those that wish to bring personalized medicine to all. However, 
its success is dependent on removing the barriers between care and research 
and ensuring that data from a wide range of sources (clinical outcomes, genom-
ics, pathology, images) can be successfully integrated. 

 This need to provide data liquidity (that is, the free fl ow of information 
among those authorized to use it) required by the molecular medicine para-
digm was the genesis of the cancer Biomedical Informatics Grid (caBIG  ®  ) 
program ( http://cabig.cancer.gov ). The program was initiated in 2004 (at the 
request of the NCI ’ s National Cancer Advisory Board) to be overseen by 
the Center for Biomedical Information and Information Technology (CBIIT) 
of the U.S. National Cancer Institute (NCI), a part of the National Institutes 
of Health (NIH), U.S. Department of Health and Human Services. It was 
tasked with creating a virtual network of interconnected data (including clini-
cal, pathology, genomics, and imaging data), individuals, and organizations 
whose goal is to redefi ne how research is conducted, care is provided, and 
patients/participants interact with the biomedical research enterprise — in 
effect, to create a  “ world wide web ”  for cancer among a highly diverse col-
lection of stakeholders (cancer centers, cooperative groups, individual 
researchers, etc.) that were widely distributed across the United States. 
Further, these researchers tended to exist within professional silos (pathology, 
clinical research, genomics, information technology, etc.) To accomplish this 
goal, therefore, caBIG needed to resolve two fundamental issues: First, it had 
to create a technology platform that would allow for interoperability between 
and among various biomedical information systems, and it had to address the 
social issues associated with the large - scale data sharing required by the per-
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sonalized medicine paradigm and modern biomedical research. Ultimately, 
caBIG is a model that is extensible to other research and care communities 
to enable the large - scale collaborations that are needed in the fi ght against 
complex disease.  

   17.2     ca  BIG  COLLABORATION STRATEGY: OVERVIEW 

 As described in the introduction, the collaboration strategy taken by caBIG  ®   
involved two major components: providing the technical infrastructure 
required in a large - scale collaborative effort and working with the community 
to remove the social barriers associated with such collaborations. In order to 
accomplish these two goals, caBIG adopted a set of core principles  [3]  to guide 
its activities:

   Open Access     The caBIG program is open to all, enabling access to tools, 
data, and other infrastructure by the biomedical research community.  

  Open Development     All caBIG software development is driven by the 
needs of the cancer research community as defi ned by caBIG partici-
pants. Although these projects are built by designated teams, all artifacts, 
from use cases to software to test and bug logs are publically available 
to all.  

  Open Source     All caBIG products that are created using National Cancer 
Institute (NCI) funding are released under a nonviral open - source 
license.  *   This license is designed to enable the creation of both open -  and 
closed - source derivative works and explicitly allows for commercializa-
tion of products that are based on caBIG technology.  

  Federation     Ultimately, by providing an interoperable infrastructure, 
caBIG allows information to remain under the control of those that are 
responsible for its integrity and security while still enabling the sharing 
that is required for personalized medicine. The analogy is to the federal 
system of government in the United States, with the central government 
providing a set of capstone policies and regulating interstate trade while 
leaving other powers to the states. Similarly, caBIG provides a set of 
standards to enable sharing while ensuring that data providers have 
ultimate control over their information.    

 Ultimately, caBIG is about meeting the needs of the oncology and biomedical 
research community, and while actively managed by the NCI, its priorities and 

     *      In the context of open source, a viral license is one that places restrictions on  “ derivative works, ”  
that is, software that uses or extends the open - source software. The GNU Public License (GPL) 
is a viral license in the sense that all derivative works are made open source by virtue of the terms 
in the license of the original work. The terms of a nonviral license do not pass through to deriva-
tive works, so that the derivative work can be open source or closed source at the discretion of 
the developer of the derivative product.  
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activities are those of oncology researchers and caregivers as defi ned by their 
representatives. For this reason, caBIG has devoted substantial effort toward 
community - based collaboration strategies.  

   17.3     ca  BIG  COLLABORATION STRATEGY: COMMUNITY 

 As indicated, convening the community has been a major focus of caBIG from 
the beginning of the program. Doing so provides two major benefi ts: First, it 
provides a forum for community members to express their needs in the realm 
of biomedical informatics and to have those requirements translated into 
software systems. Second, it provides a means to address the legal, ethical, and 
social barriers to the data liquidity required by the new molecular medicine 
paradigm. 

 The basic unit of organization for convening the community in caBIG is 
called a  “ workspace, ”  and it consists of individuals that have a set of common 
interests. A workspace has a workspace lead (generally a subject matter expert 
from the caBIG prime contractor), an NCI facilitator (a CBIIT staff member), 
and a technical lead (a subject matter expert from the entity that manages 
caBIG technology development). In the fi rst several years of the program the 
workspace and technical lead were often the same individual, but this was 
changed to refl ect the divergent duties of those two roles. A workspace meets 
regularly by Web and teleconference (the frequency varies from every other 
week to monthly, depending on the workspace) and has two or three face - 
to - face meetings each year. Face - to - face meetings are typically held at cancer 
centers that participate in the workspace and last from two to three days. The 
agenda at workspace teleconferences varies from workspace to workspace, but 
common activities include requirements gathering, reports from working 
groups, updates on software development efforts, and presentations on activi-
ties in other workspaces or other non - caBIG programs. Although the NCI 
provides support for setting and communicating agendas, the actual content 
of the agendas is driven by the needs and desires of the cancer research com-
munity. Face - to - face meetings are meant to provide an opportunity for more 
extensive discussion and debate than can be accommodated on the shorter 
(1 -  to 2 - hr) workspace calls and to provide a venue for formal decision taking, 
training, and social interaction that are essential to collaboration. 

 Membership in workspaces is drawn from the community, broadly defi ned. 
Any person, whether from academia, industry, government, the advocacy com-
munity, or elsewhere, is welcome to join any workspace, and there are no 
restrictions on the number of workspaces that an individual may join or the 
number of representatives from a particular organization in a workspace. The 
membership of workspaces tends to be highly diverse, ranging from informat-
ics staff to bench scientists and clinical researchers and the biomedical infor-
maticians that bridge the gaps between researchers and information technology 
(IT) personnel. The level of time commitment is similarly varied; some par-
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ticipants engage multiple workspaces and are present at all meetings, others 
only attend when items that are of interest will be discussed. Where there are 
needs for specifi c skills, the NCI provides a minimal amount of support for 
subject matter experts to be part of caBIG workspaces, but the vast majority 
of participants are unpaid volunteers. All members, whether supported or 
volunteer, have the same standing in caBIG workspaces and the same level of 
input into that workspace ’ s activities. In that sense, caBIG workspaces func-
tion as virtual town hall meetings, with the workspace lead and facilitator 
working to identify a consensus among a group of peers. 

 There are three classes of workspaces within the caBIG program (Fig.  17.1 ). 
The fi rst type is known as a  “ domain ”  workspace and is organized by scientifi c 
discipline. The current domain workspaces are clinical trials management 
systems (CTMS), tissue banks and pathology tools (TBPT), imaging (IMG), 
and integrative cancer research (ICR), the latter covering basic biological 
research. There are two  “ cross - cutting ”  workspaces that provide services 
across caBIG, the architecture workspace (ARCH) that is charged with pro-
viding the technical underpinnings for caBIG and the vocabularies and 
common data elements workspace (VCDE) that is responsible for semantics 
and data standards. Finally there are three  “ strategic ”  workspaces: documenta-
tion and training (D & T), strategic planning, and data sharing and intellectual 
capital (DSIC), the latter workspace charged with easing the legal, regulatory, 
and social roadblocks to data sharing.   

     Figure 17.1     Organization of caBIG workspaces.  
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 Once the caBIG community (via the workspaces) and the NCI have 
defi ned their needs and priorities, the caBIG program endeavors to imple-
ment those requirements in nonviral open - source software or policies. 
Generally speaking, such activities are funded by the NCI using the standard 
federal contracting system described by the Federal Acquisition Regulations, 
or FAR. In alignment with the core principle of open development, all arti-
facts and activities of caBIG software and policy development activities are 
open and made available to the community as they are created. This includes 
requirements documents, software deliverables, quality assurance (QA) test 
results, and bug lists. Groups that are funded to develop these tools regularly 
update interested workspaces on their progress so that they can report back 
to their institutional users and help develop the next generation of require-
ments for these tools.  

   17.4     ca  BIG  COLLABORATION STRATEGY: TECHNOLOGY 

 While convening the community is a necessary precondition to enabling large -
 scale collaboration in the cancer community, it also requires a technical infra-
structure that can support those collaborations. Further, the NCI ’ s stated 
principle of federation ruled out the creation of a small number of highly 
centralized repositories; instead caBIG would depend on creating the infra-
structure to enable interoperability among biomedical information systems. 
The Institute of Electrical and Electronics Engineers (IEEE)  Standard 
Computer Dictionary  defi nes interoperability as the  “ ability of two or more 
systems or components to exchange information and to use the information 
that has been exchanged ”   [4] . Interoperability actually requires successful 
completion of two processes: First, the system (or its data) must be made 
accessible to another system and second the data must then be usable, that is, 
it must exist in a form that can be understood by the receiving system. These 
two elements are generally referred to as  “ syntactic interoperability ”  and 
 “ semantic interoperability, ”  respectively, and both are required to enable 
interoperability. Two individuals who speak different languages are an example 
of a syntactically but not semantically interoperable system; information is 
exchanged but it cannot be used. Two systems that both encode the same 
questions using the same controlled terminology but exist behind completely 
closed fi rewalls are semantically but not syntactically interoperable; the infor-
mation could be understood and used if only if it could be transported from 
one system to the other. 

 The infrastructure implemented by caBIG must therefore resolve the 
intertwined problems of syntactic and semantic interoperability. The strategy 
taken by caBIG was a semantic services - oriented architecture (sSOA). In a 
services - oriented architecture, individual systems support well - defi ned ser-
vices that provide access to data and/or resources; a semantic SOA provides 
a mechanism to communicate semantic information in addition to the data 
itself. 
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 An essential element to the construction of a semantic SOA is the use of 
data standards whenever appropriate. These can include standard controlled 
biomedical terminology (such as the NCI Thesaurus  [5] , LOINC  [6]  for labora-
tory tests, the Common Terminology Criteria — Adverse Events, or CTCAE 
 [7]  for adverse - event reporting, Gene Ontology  [8] ), data types [such as the 
National Organization for Standardization (ISO) 21090  [9] ], common data 
element standards [such as the Clinical Data Acquisition Standards 
Harmonization, or CDASH, standards  [10]  promulgated by the Clinical Data 
Interchange Standards Consortium (CDISC)], standardized clinical case 
report form modules [see, e.g., the NCI ’ s standard Case Report Form (CRF) 
modules], or common information models such as the HL7 reference informa-
tion model (RIM)  [11]  or the BRIDG (Biomedical Research Integrated 
Domain Group) model  [12] . The use of these standards allows for clear and 
easy aggregation of information collected by disparate groups, easier interop-
erability of information systems (see below), and easier design of clinical trials 
and other research activities. The preference within the caBIG program is to 
adopt existing standards rather than creating new ones. This preference is 
entirely pragmatic; the use of existing standards, where adequate, allows caBIG 
participants to reap the benefi ts of the substantial effort already undertaken 
by other groups and ensures that new data can be compared to existing data. 

 The initial technical solution was to leverage and extend two existing tech-
nologies, the cancer common ontologic representation environment (caCORE) 
 [13]  and emerging grid technologies developed as part of the Globus project 
 [14] . The caCORE is a software toolkit that provides a number of the capabili-
ties required to enable interoperability. It includes:

   1.     Enterprise Vocabulary Services ( EVS )     A series of tools for creating, 
managing, and delivering controlled biomedical terminology (and other 
terminological content) for use by electronic information systems  [5] . 
EVS provides the underlying semantic content needed to understand 
information when exchanged.  

  2.     Cancer Data Standards Repository ( ca  DSR )     A repository of metadata 
(often called data about data) based on an extension of the ISO 11179 
metamodel. The caDSR and its tools are used to create a description of 
the information being transferred based on controlled biomedical termi-
nology provided by EVS. The basic unit of metadata in the caDSR is 
called a Common Data Element (CDE) and it describes a single atom 
of information collected during a trial or recorded by an information 
system. A CDE has a formal semantic defi nition, a human - readable 
description, and a  “ value domain ”  that describes what constitutes a 
 “ valid ”  response in that fi eld.  

  3.      ca  CORE  Software Development Kit ( ca  CORE   SDK )     A set of tools for 
creating information systems that include application programming 
interfaces (APIs) that facilitate access to a system and the tools neces-
sary to describe the information system in the form of caDSR CDEs 
based on controlled biomedical terminology.    
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 The caCORE technology provided for basic levels of interoperability but was 
somewhat technology dependent (e.g., all APIs  *   were implemented in Java) 
and it lacked both a means to identify which systems had data that were rel-
evant to a particular biomedical question and a robust, federated security 
infrastructure. 

 The solution to these problems was provided by an extension of globus  [14]  
based grid technology. Grid technology provided three major benefi ts to 
caBIG. First, it allowed for the creation of a technology - neutral adapter layer 
that could be used to provide access to APIs regardless of the technical imple-
mentation of the underlying system. Second, it provided for discovery and 
advertising of services. Finally, grid technology contained the seeds of a power-
ful, federated security environment that could be extended to meet the needs 
of caBIG. The specifi c implementation of grid technology used by caBIG is 
called caGrid  [15] , and it is shown schematically in Figure  17.2 . Conceptually, 
caGrid can be subdivided into fi ve functional areas: data and analytical ser-
vices, metadata services, higher order or workfl ow services, security services, 
and client applications. Data and analytical services contain the information 
and tools that are provided by and made available to the cancer research com-
munity. Higher order/workfl ow services such as the federated query processor 
(that mediates queries into multiple systems) and workfl ow engines [caBIG 
utilizes both Business Process Execution Language (BPEL) and the Taverna 
 [16]  workfl ow engine] enable service marshaling to perform complex tasks 
beyond the scope of any single system. Metadata services provide access to 
information that describes the systems or the data contained in those systems. 

   *      An API is software that enables other programmers to access data or capabilities that exist 
within a computer system. The presence of public (i.e., described and accessible) APIs greatly 
facilitates integration of software systems and prevents  “ vendor lock. ”   

     Figure 17.2     Schematic representation of services in caGrid.  
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The Index Service provides a listing of available services, including representa-
tions of the information contained in that system, as well as status updates on 
that system. The Global Model Exchange (GME) supports the index service 
by providing access to the XML schemas of the services described in the index. 
The caDSR and vocabulary or EVS services provide access to CDEs and 
terminology that are used to code information in caGrid connected informa-
tion systems as well as describe those systems themselves. Security services 
provide the necessary capabilities to support federated authentication and 
authorization as well as establish the chain of trust necessary to support col-
laboration among the cancer research community. The details of the caGrid 
security framework will be described in more detail in a later section. Finally, 
there are the client applications that most users will interact with to access 
information or resources on the grid. It is important to note that caGrid is a 
specialized set of services based on open standards running across the com-
modity internet; it is not a dedicated network.   

 In addition to the underlying technology, caBIG has created a series of 
applications that meet these caBIG interoperability requirements. All caBIG 
applications have several common characteristics. First, they provide mecha-
nisms for an external entity to access the data or resources of the system, 
including at least one native, object - oriented API (generally Java for caBIG 
funded projects) that is used to support a Globus - based grid service (WSRF) 
and a WS - I - compliant Web service. REST  *   and other APIs as well as user 
interfaces are often available as well. Second, a formal information model [in 
the Unifi ed Modeling Language (UML)] of the interface is provided to enable 
easier use and integration. Finally (and perhaps most importantly) the infor-
mation model (and hence the interface) is fully described by a set of CDEs 
defi ned by the caDSR extended ISO 11179 metamodel, providing the seman-
tics that are required to understand the information that is contained within 
the system. As described earlier, all of these applications are released under a 
nonviral open - source license, available for both commercial and noncommer-
cial use as well as open -  or closed - source derivative works. These applications 
have been deployed at a number of sites across the United States and beyond 
(see later); in addition, the NCI usually provides a hosted instance for use by 
community members that do not have the resources or the desire to maintain 
their own servers. 

 In order to facilitate adoption and use, caBIG has created two sets of appli-
cation bundles, the Life Sciences Distribution (LSD) and the caBIG Clinical 
Trials Suite (CCTS), to support the needs of large communities. The LSD  [17]  
is composed of eight applications  [16]  that support basic biomedical research:

   1.     caArray     Microarray repository  [18] .  
  2.     caTissue     Biospecimen management system  [19] .  

   *      REST (short for representational state transfer) is a lightweight interface protocol based on the 
Hypertext Transfer Protocol (HTTP) used by Web browsers.  
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  3.      ca  GWAS      Data mart for Genome Wide Association Studies  [20] .  
  4.      CTODS      Clinical Trials Object Database, a system for providing dei-

dentifi ed data from clinical trials  [21] .  
  5.     National Biomedical Imaging Archive ( NBIA )     Repository for Digital 

Imaging and Communication in Medicine (DICOM) images  [22] .  
  6.     caIntegrator 2     A tool for setting up custom caBIG - compatible Web 

portals for integrative research  [23] .  
  7.     geWorkbench     caGrid - enabled tools for performing genomic analy-

sis  [24] .  
  8.     caB2B     a caGrid - enabled tool for performing in silico experiments by 

leveraging caBIG - compatible data repositories and analytical tools  [25] .    

 The CCTS  [26]  provides interoperable software to support clinical trials and 
consists of the following applications:

   1.      C 3 PR      caBIG Clinical Participant Repository, a patient registration 
tool  [27] .  

  2.      PSC      Patient Study Calendar, a tool for scheduling patients on clinical 
trials  [28] .  

  3.      ca  BIG  Clinical Connector     Software to assist in the integration with a 
clinical data management system. Currently C3D and OpenClinica are 
supported  [29] .  

  4.      ca  BIG  Adverse Event Reporting System ( ca  AERS )     A tool for manag-
ing and reporting adverse events during clinical trials  [30] .  

  5.      ca  BIG  Lab Viewer     Laboratory results viewer that integrates with the 
rest of the clinical trials suite  [31] .  

  6.      ca  BIG  Integration Hub (formerly caXchange)     An open - source, enter-
prise service bus to enable seamless integration of CCTS components 
with each other and existing systems at hospitals and research cen-
ters  [32] .    

 As with all caBIG software, the LSD and CCTS provide semantically anno-
tated interfaces to enable interoperability with other systems. 

 In the fi rst generation of caBIG systems, the services provided to the SOA 
tended to be large and complicated. Indeed, it was not uncommon to have a 
single API specifi cation (implemented as described above in multiple tech-
nologies such as Java, Web Service, and Grid Service) that provided access to 
all of the data and resources that were made available by that system. While 
this greatly facilitated integration compared to a more traditional system, it 
became clear that a different level of granularity would make it simpler to 
support service marshaling and other integration activities. In addition, the 
model of one system producing one service tended to introduce undesirable 
variation in the way that particular classes of data were represented. For 



example, both a microarray repository and a biospecimen repository need to 
represent a source tissue, but since the two service specifi cations covered the 
entirety of the systems (and hence would not be the same), there were not 
appropriate incentives to standardize on the representation of a part of the 
model. 

 To resolve this problem, the next generation of caBIG systems are being 
designed to utilize services that are defi ned at a much different granularity to 
improve reuse and promote working interoperability between systems. This is 
accomplished by requiring that systems demonstrate compliance with specifi c 
conformance statements that exist within the service specifi cation itself, rather 
than simply demonstrating that the system provides an arbitrary semantically 
defi ned service. The services themselves are defi ned through a formal enter-
prise architecture process based on the reference model for open distributed 
processing (RM - ODP) and the specifi cations are defi ned by the NCI ’ s enter-
prise conformance and compliance framework (ECCF). The ECCF is an 
implementation of the HL7 services aware interoperability framework (SAIF) 
and provides three levels of specifi cation: a conceptual model that describes 
the function of the service and the types of data that it will utilize/provide, a 
platform - independent model that includes the domain analysis model, and an 
implementable platform - specifi c model that is defi ned for a particular technol-
ogy binding. By having three levels of specifi cation, it is possible for groups to 
interact at different levels (using the same technology binding, domain model, 
or conceptual model) with a clear understanding of the level of effort required 
to enable those systems to interoperate. 

 Based on the requirements of the community, caBIG has devised an initial 
catalog of needed services which will be implemented for use in the next 
generation of systems. This  “ periodic table of services ”  is shown in Figure  17.3 . 
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     Figure 17.3     Periodic table of services to support oncology research and care.  
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caBIG services are classifi ed into four primary types: Infrastructure/utility 
services are those that are required or utilized by virtually all other services 
and include semantic services, identity management, security services, and 
audit. Core services provide key information components that are utilized in 
higher level business capability and business/process services. Examples are 
the  “ COPPA ”  services that support protocol abstractions (PA), persons (P), 
organizations (O), and correlations (C) and services such as diseases (D) and 
agents (A). Business capability services provide  “ business atoms, ”  data 
obtained from core and other services that are utilized by business processes; 
examples of these business atoms are models for specimens (S), treatment 
plans (Tp), and schedules (Sc). Finally business/process services provide arbi-
trarily complex capabilities that utilize the other three service types to carry 
out business functions such as registration (R), outcomes (Po), eligibility (E), 
and adverse events (Ae). This list of services is currently under develop-
ment and always evolving; the current set of candidate services and their 
specifi ca tions as well as API specifi cations for those services that already have 
reference implementations (eventually created for all caBIG services) are 
available from the NCI Services Wiki at  https://wiki.nci.nih.gov/display/
EAWiki/Candidate + NCI + Enterprise + Services .   

 As alluded to above, there are a number of usage patterns that can be uti-
lized with caBIG services. At one end of the spectrum an entity may choose to 
implement a service specifi cation using their own technology bindings, interop-
erating with the caBIG implementation at either the platform - independent or 
the platform - dependent level (depending on the technology chosen). Alterna-
tively, the entity could utilize the reference implementations that are provided 
for all caBIG services, integrating that software into their own system and 
allowing for interoperability at the platform - specifi c level. Most reference 
implementations of caBIG services provide Java, Web services and grid ser-
vices APIs; some also provide support for REST and/or PERL. Finally, the NCI 
hosts instances of these services that can be used by groups that do not wish to 
deploy their own infrastructure.  

   17.5     ca  BIG  COLLABORATION STRATEGY: SECURITY 

 Ensuring the security of information (particularly health information) is an 
essential part of facilitating collaborations. As a result, security and privacy 
have been major concerns of the caBIG program since its inception. As with 
all other activities within caBIG, a two - pronged strategy that involves both 
technology and sociology was selected to address these concerns. The social 
aspects of security and privacy are handled by the DSIC workspace while the 
ARCH workspace actually creates the security technology. 

 The technical implementation of caGrid security is the grid authentication 
and authorization with reliably distributed services (GAARDS) framework. 
It is shown schematically in Figure  17.2 . GAARDS is composed of fi ve primary 



     Figure 17.4     Invoking a secure service in caGrid.  
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services. Authentication is handled by an authentication service that provides 
a consistent front end to a variety of technologies such as Lightweight Directory 
Access Protocol (LDAP) or Shibboleth ( http://shibboleth.internet2.edu/ ) and 
Dorian, a caBIG service that accepts signed Security Access Markup Language 
(SAML) assertions from the authentication service and provides X.509 proxies 
(a type of digital certifi cate) for invoking secure services. The grid trust service 
(GTS) mediates trust by verifying that SAML assertions or X.509 certifi cates 
are from trusted sources, while the credential delegation service (CDS) pro-
vides a means to delegate credentials during workfl ows. Authorization is del-
egated to the receiving service, which can utilize the caBIG developed grid 
grouper to assign roles and attributes to credentials that are requesting access. 
The general fl ow of accessing a secured grid service is shown in Figure  17.4 .   

 On the policy side, the DSIC workspace and its associated knowledge 
center (see below) provide leadership to the caBIG community. The primary 
product of the DSIC workspace is the caBIG data sharing and security frame-
work (DSSF), a collection of policies, procedures, and model agreements that 
can be used to support data sharing  [33] . The central element of the DSSF is 
the DSSF decision support tree that is used to help classify the level of sensi-
tivity of data. Supporting the primary DSSF components are a series of deci-
sion support tools for human research, privacy, contract terms, and intellectual 
property issues — a model informed consent document and other associated 
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materials. On the security front, the DSIC workspace has developed the secu-
rity policies for caGrid. These are described in two works, a policy manual 
( “ caBIG Security Program Policy, ”  commonly called the  “ thin book ” ) and an 
implementation guide based on the policy document ( “ caBIG caGrid Toolkit, ”  
or the  “ thick book ” ). The DSIC workspace works closely with the architecture 
workspace and NCI security staff to ensure that caBIG policy and technology 
remain aligned and that both remain aligned with federal law and best practice 
in security and privacy.  

   17.6     ca  BIG  COLLABORATION STRATEGY: SUPPORT 

 The NCI recognized early in the program that successful use of caBIG tech-
nology and processes to enable collaboration would require a robust support 
infrastructure that could work effectively with the cancer research community. 
Part of that support mechanism is provided by caBIG program activities (tele-
conferences, face - to - face meetings, etc.) but other types of support were clearly 
required. Even prior to the launch of the caBIG program, NCI CBIIT has 
maintained an application support helpdesk to assist users.  *   However, to meet 
the much greater needs of the caBIG community, the NCI created the caBIG 
Enterprise Support Network. Comprised of a group of knowledge centers and 
support service providers, it is designed to provide enterprise - level support to 
a diverse collection of caBIG stakeholders. 

 Knowledge centers (KCs) are the primary mechanism for obtaining infor-
mation about caBIG program activities, tools, and processes. Funded by the 
NCI to provide this support, there are six KCs that cover specifi c parts of 
caBIG program activities (Table  17.1 ). Each KC is responsible for providing 
phone and e - mail support for products in its area of capability and for per-
forming routine bug fi xes on that software. They are also sources of informa-
tion to the community in their areas of expertise, maintaining listservs and 
wikis for those tools. The NCI funds the KCs so that some level of support is 
available to anyone in the community. However, KCs generally operate during 
normal business hours, and while they provide information as quickly as pos-
sible, they do not have formal service - level agreements with various elements 
of the community. Further, there are support activities that it would be inap-
propriate to use federal tax dollars to support, such as highly specialized 
integration activities that would only benefi t the specifi c site where the integra-
tion work is taking place. To address these issues, caBIG created the support 
service provider (SSP) program. The SSPs perform work for clients under 
business arrangements (generally fee for service) made between the SSP and 
the client that requires the service. To become an SSP, an organization must 
demonstrate that it meets a minimum set of standards in one or more of four 

   *      CBIIT support can be reached at 1 - 301 - 451 - 4383 or toll free at 1 - 888 - 478 - 4423 (U.S. only) or by 
email at  ncicb@pop.nci.nih.gov .  
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capability areas: help desk support, adaptation and enhancement of caBIG -
 compatible software applications, deployment support for caBIG software 
applications, and documentation and training materials and services. 
Organizations that meet these standards are eligible to receive a license that 
allows them to use the caBIG trademark to indicate their status as an SSP in 
marketing and other communications. The NCI does not support SSPs; all 
work performed as caBIG SSPs is paid for by other organizations that have 
decided to utilize the SSP ’ s offerings. New applications for caBIG SSP are 
accepted on a regular basis. More information on the SSP program is available 
at the caBIG website:  https://cabig.nci.nih.gov/esn/service_providers .    

   17.7    CANCER CENTER DEPLOYMENT 

 Ultimately, caBIG technology is most useful when it is deployed broadly 
across the cancer research enterprise. Although caBIG technology is open 
source (and hence free from software licensing costs) and while many caBIG 
applications can be deployed on laptops, it is designed to be enterprise 
software. When deployed to support an enterprise, it requires standard types 
of IT infrastructure (servers, connectivity, administrative staff, etc.) to function. 
Further, a decision to deploy and support enterprise systems should be coupled 
with an enterprisewide review of biomedical informatics needs to ensure that 
scarce resources are appropriately utilized. 

 To support this goal, the NCI Cancer Centers Branch, the National 
Community Cancer Centers Program (NCCCP), and caBIG partnered to 

  TABLE 17.1     ca  BIG  Supported Knowledge Centers and Their Host Institutions 

   Knowledge Center     Host Institution  

  Clinical Trials Management Systems    Duke University Comprehensive Cancer 
Center (prime) 

 Robert H. Lurie Comprehensive Cancer 
Center (Northwestern) 

 Cancer and Leukemia Group B 
 Semantic Bits, Inc.  

  Molecular Analysis Tools    Columbia Herbert Irving Comprehensive 
Cancer Center (prime) 

 Broad Institute of Harvard and MIT  
  Tissue Bank and Pathology Tools    Siteman Cancer Center, Washington 

University at St. Louis  
  Vocabulary    Mayo Clinic  
  caGrid    Ohio State University and OSU 

Comprehensive Cancer Center (prime) 
 University of Chicago 
 Argonne National Laboratory  

  Data Sharing and Intellectual Capital    University of Michigan  



276 COLLABORATION IN CANCER RESEARCH COMMUNITY

create the caBIG cancer center deployment program. NCI - designated cancer 
centers that were interested could apply to receive a supplement to their 
primary cancer center grant equivalent to half of a full - time equivalent to 
support biomedical informatics deployments at their sites. To qualify, the sites 
would need to provide a matching level of support, designate a full - time staff 
member to lead the deployment [this person was generally referred to as a 
center deployment lead (CDL)], work with caBIG staff to create a strategy 
for biomedical informatics, deploy at least one application to caGrid, and begin 
the process of implementing that strategy by the conclusion of the fi rst year 
of funding. Funding was renewable twice, for a total of three years. An impor-
tant point about the deployment is that this activity was meant to support 
biomedical informatics, not caBIG per se. Obviously, caBIG software was 
available to the deployment sites, but sites did not have to use that caBIG 
software, even for the system that was deployed to caGrid. Sites could choose 
to utilize caBIG tools if it met their needs (adopt a tool) or they could choose 
to use non - caBIG technology to connect to caGrid by implementing APIs with 
semantics (adapt a tool) either by hand or using existing toolkits such as the 
caCORE SDK (see earlier). All told, 68 NCI - designated cancer centers (59 
in year 1, 6 in year two, and 3 in year 3) and all 10 NCCCP organizations 
(that did not receive a separate supplement) decided to participate in the 
deployment. 

 Deploying sites went through a three - part process to assist with the creation 
of their strategic plan for biomedical informatics. In the fi rst phase, the sites 
completed an IT readiness self - assessment. This assessment was designed to 
help assess their capabilities to deploy enterprise systems, develop custom 
extensions to software, and support the tools that they did deploy as well as 
assess their existing capabilities to support biomedical informatics. This docu-
ment was evaluated by caBIG staff members who would then be able to 
provide advice to centers during the later steps of the deployment process. 
Next, each site produced a goals document that covered the types of capabili-
ties desired, including a set of goals for data sharing. This document (which 
needed to be signed by the cancer center director) was used as the basis for 
the fi nal component, an implementation plan for biomedical informatics (also 
signed by the cancer center director). 

 To ensure that the deployment proceeded smoothly, caBIG provided a 
variety of resources to assist sites that were carrying out the deployment. First, 
a group of staff members was provided to manage the deployment, providing 
a clear point of access to caBIG senior leadership, program staff, software 
developers, and deployment experts. During the fi rst year (when the need was 
considered the greatest), a team of deployment specialists was maintained to 
provide technical assistance to cancer centers and to transfer knowledge to 
those sites. The caBIG knowledge centers (and other parts of the enterprise 
support network) were also marshaled to support the deployment. Finally, a 
series of center deployment lead - centric activities were scheduled to help 
nucleate a community of practice. These included a monthly teleconference 
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with caBIG program staff, software developers, data sharing, and intellectual 
capital experts, and so on, gatherings at the caBIG annual meeting and ulti-
mately a separate CDL face - to - face meeting. In addition, a series of CDL initi-
ated and led working groups began meeting on topics of importance to the 
cancer centers. Ultimately, the purpose of these activities was to foster interac-
tion among the CDLs, ensuring that sites could learn from each other ’ s suc-
cesses and problems and to drive the next generation of caBIG activities and 
software.  

   17.8    INTERNATIONAL EFFORTS AND BIG HEALTH 

 While the bulk of caBIG activity occurs within the United States, caBIG is 
reaching out to a variety of organizations with the goal of creating a global 
collaborative infrastructure. The longest running of these collaborations is with 
the National Cancer Research Institute (NCRI) in the United Kingdom. The 
NCRI and caBIG collaborate on technical infrastructure (ONIX, the NCRI 
infrastructure platform is technically compatible with caGrid) and joint 
interoperability projects as well as support a joint annual meeting that alter-
nates between Washington, D.C., and London. In addition to the NCRI, caBIG 
has launched collaborative activities in Jordan (the new King Hussein Cancer 
Center in Amman will be utilizing caBIG technology), Pakistan (a new clinical 
trial unit at the Aga Khan University has adopted the caBIG Clinical Trials 
Suite), India (where a caBIG SSP already exists), Latin America, and China. 
The caBIG program plans to continue to develop these international collabo-
rations with the goal of supporting a globalized research infrastructure. 

 Although the mission of the NCI (which sponsored caBIG) is to reduce the 
burden of cancer, nothing about caBIG (save perhaps the data in its reposi-
tories) is fundamentally specifi c to cancer. Indeed, virtually every piece of 
software, every underlying capability (terminology, common data elements), 
can be utilized to support biomedical research for other diseases. The 
Cardiovascular Research Grid (CVRG) supported by the National Heart 
Lung and Blood Institute uses the same infrastructure as caBIG, and caGrid 
(and some of its supporting tools) are in use by Clinical and Translational 
Science Award (CTSA) sites. With this in mind, NCI CBIIT chose to launch 
a new activity, the BIG Health Consortium, dedicated to implementing caBIG 
collaboration beyond the realm of cancer. 

 The BIG Health Consortium is a coalition of organizations dedicated to 
using next - generation information technology (so - called Web 2.0 capabilities) 
to implement personalized medicine. In contrast to caBIG, which is actively 
managed by the NCI, the BIG Health Consortium is convened by the NCI, 
where it is one equal partner among many. The NCI ’ s contribution to BIG 
Health is caBIG and its associated technology as well as the BIG Health 
Enterprise Architecture Specifi cation (BIG HEAS), which defi nes intero-
perability requirements for the consortium. Within BIG Health, projects are 
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initiated, funded, and managed by champions belonging to one or more part-
ners. By working through the BIG Health Consortium (and accepting BIG 
HEAS), a partner has access to consortium members and specialized capabili-
ties provided by those members. In particular, they have access to various 
project action groups that provide a mechanism for other partners to self -
 identify their willingness to support or participate in a project and they have 
access to the IT leadership group that provides assistance in developing the 
IT architecture for the project. 

 Several BIG Health projects are already underway, bringing novel capabili-
ties to biomedical research. These include the Health of Women (HOW) 
project, an online cohort study of unprecedented scope, and project Athena, 
another long - term study that has the potential to revolutionize the treatment 
of breast cancer in the United States. The HOW study is being spearheaded 
by the Dr. Susan Love Research Foundation (DSLRF) in cooperation with 
the City of Hope, HealthCare IT, and NCI CBIIT. Leveraging the DSLRF 
Army of Women and caBIG developed capabilities, the HOW study was able 
to obtain the fi rst report on almost 30,000 women in a single month. Over the 
next several years, these women will continue to receive questionnaires about 
their health and lifestyle choices, while additional capabilities to capture 
images and genetic data will be integrated from the existing caBIG toolkit. 
Project Athena will similarly follow a cohort of women, in this case women 
who wish to participate that receive regular breast care within the University 
of California system. Women who chose to join the cohort will have additional 
biospecimens collected for the purpose of genetic testing, and these results 
will be aggregated with long - term disease status, images, and so on, to provide 
improved risk and outcomes assessments for physicians.  

   17.9    CONCLUSION 

 The cancer Biomedical Informatics Grid (caBIG) has demonstrated that it is 
possible to bring together a large, diverse community of biomedical research-
ers using information technology. This achievement required several key ele-
ments: a shared value proposition (in this case translational research and a 
learning health care system), a neutral party that could act as an organizer 
(the NCI), a policy of openness, and support from leaders and researchers 
throughout the community. The caBIG experiment was considered quite 
radical when it was initiated in 2004, advancing the cutting edge in both tech-
nology and community building. The program and the cancer research com-
munity still seek to remain on the cutting edge: continuously improving its 
infrastructure and tools and constantly expanding the boundaries of the cancer 
research community. To support this, caBIG is working with colleagues at the 
American Society of Clinical Oncology, the NCCCP program, and vendors to 
defi ne a specifi cation and open - source reference implementation for an oncol-
ogy extended electronic health record (caEHR) that meets caBIG interoper-
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ability specifi cations. With a broadly deployed caEHR, it should be possible 
to create a virtuous cycle in which research defi nes the next generation of care 
and care drives the next generation of research, using collaborations enabled 
by information technology to achieve the NCI ’ s mission of reducing the burden 
of cancer in our society.   
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   18.1    INTRODUCTION 

 In this chpater the technologies that enable clinical collaboration will be 
discussed. In the connected health future, sophisticated technologies will be 
available to all clinicians through connected collaboration and use of elec-
tronic clinical information, such as health records. Meanwhile, today, in order 
for information technology (IT) to drive health care transformation, adoption 
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of IT by offi ce - based physicians is essential for the delivery of care in the 
long term. 

 The topics covered in this chapter are clinical trials in general, challenges 
and areas for improvement for clinical trials, and technologies to be leveraged 
to address the challenges. 

 The chapter starts with an overview of clinical trials and key challenges for 
successful trials based on the publically available information through the 
Internet, specifi cally the public websites for the U.S. Food and Drug 
Administration ( http://www.fda.gov/ ), the U.S. National Institutes of Health 
( http://health.nih.gov/ ), and the UK National Health Services ( http://www.nhs.
uk/ ), among others. 

 Then, the concept of online collaboration approaches and mechanisms will 
be discussed, such as social computing and virtual workplace and benefi ts with 
leverage of IT and the global network infrastructure, the World Wide Web, 
and the Internet. 

 Finally, there is a discussion of how some of the selected technologies, such 
as weblogs, virtual workplace, and secure e - mail, can help address the chal-
lenges for higher effi cacy and effi ciency through optimization of the processes 
associated with clinical trials.  

   18.2    WHAT IS A CLINICAL TRIAL? 

 Clinical trials are research studies that involve patients or healthy people and 
are designed to test new treatments. The new treatments cover a wide range 
of health care approaches, including drugs, vaccines, other approaches to 
disease prevention, surgery, radiotherapy, physical and psychological therapies, 
educational programs, and methods of diagnosing disease. 

 The U.S. Food and Drug Administration defi nes clinical trials as a research 
study to answer specifi c questions about vaccines or new therapies or new 
ways of using known treatments. The U.S. National Institutes of Health defi nes 
clinical trials as a research study in human volunteers to answer specifi c health 
questions. The UK National Health Services  [1]  defi nes clinical trials as 
research studies that involve patients or healthy people and are designed to 
test new treatments. 

 In this context, treatments refer to a wide range of health care approaches 
that can be tested in a clinical trial, including drugs, vaccines, other approaches 
to disease prevention, surgery, radiotherapy, physical and psychological thera-
pies, educational programs, and methods of diagnosing disease. Interventional 
trials determine whether experimental treatments or new ways of using known 
therapies are safe and effective under controlled environments. Observational 
trials address health issues in large groups of people or populations in natural 
settings. 

 Each institution defi nes clinical trials in a slightly different way, but the main 
objective of a clinical trial is the same in the sense that it is to test if a new or 
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different treatment is safe and to evaluate how well the new or different treat-
ment works. Clinical trials cover a broad range of different types of research. 
For example, they are used to test new drugs, including vaccines, but also to 
look at new combinations of existing medicines. In addition, they are used to 
test if administering a treatment in a different way would improve its effi cacy 
or reduce any side effects. And, in a nutshell, clinical trials, which are also 
referred to as medical research studies, are used to determine whether new 
drugs or treatments are both safe and effective and to fi nd the best way to 
prevent disease and reduce the number of people who become ill; treat illness 
to improve survival or increase the number of people cured; improve the 
quality of life for people living with illness, including reducing symptoms of 
disease or the side effects of other treatments; and diagnose diseases and 
health problems. 

 Carefully conducted clinical trials are the fastest and safest way to fi nd 
treatments that work in people. Trials are in four phases  [2] , where  “ phases ”  
of clinical trials refer to the different stages of clinical trials:

    •      Phase I tests a new drug or treatment in a small group and is mainly 
aimed at fi nding out how safe a drug is.  

   •      Phase II expands the study to a larger group of people and is aimed at 
measuring the safety and side effects and also to see if the drug has a 
positive effect in patients.  

   •      Phase III expands the study to an even larger group of people and is 
mainly aimed at comparing the effects of a new drug with the existing 
treatment, fi nding out how well the drug works and how long the effects 
last, and fi nding out how common and serious any side effects or risks 
are and about any potential long - term effects.  

   •      Phase IV takes place after the drug or treatment has been licensed and 
marketed and is mainly aimed at fi nding out how well the drug works 
when it is used widely as well as the long - term benefi ts and risks and 
potential rare side effects.     

   18.3    KEY CHALLENGES OF CLINICAL TRIALS 

 Key challenges of clinical trials are patient recruitment and retention because 
clinical trials involve a large number of people for a long time to get the results, 
timely access to accurate data with assured confi dentiality, and statutory or 
regulatory compliance, especially for protection of personal privacy. 

 One of the critical success factors (CSFs) of clinical trials is recruitment of 
a large number (generally thousands) of people to take part, because the dif-
ference between the effects of different treatments is quite often small and 
also the effects are heavily dependent upon the patients ’  characteristics, such 
as hereditary traits, dietary habits, environmental parameters, life styles (e.g., 
smoking, drinking, exercise), and socioeconomic status. 
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 In addition, it takes a long time to get the results of particular trials due to 
the lead time to recruit the trial participants, it often involves treatment over 
a long period of time, and the lead time to monitor and gather reliable data 
to analyze the long - term effects of a treatment. Patient recruitment and reten-
tion in clinical trials are widely recognized as the bottleneck in the new drug 
development pipeline and is essential to conducting successful trials because 
adequate enrollment provides a base for projected participation retention, 
resulting in evaluative patient data. 

 At the same time, monitoring daily activities and collecting reliable and 
accurate information and maintaining confi dentiality are important. Much of 
the information collected is sensitive and personal data, and therefore the trial 
participants need an assurance that the data collected will neither be accessed 
by unauthorized people nor be misused outside the original intended 
purposes. 

 More importantly, the trial process needs to adhere to the statutory regula-
tions for protection of personal privacy such as the Health Insurance Portability 
and Accountability Act (HIPAA) in the United States or the European Union 
(EU) Privacy Directives in the EU member countries. Although each country 
has different regulations in the details for protection of personal privacy, the 
main concept is the same: Protect by law any information that can be used to 
identify a particular individual. Therefore, all personal information, such as 
name, address, telephone number, photo, e - mail ID, social security or insurance 
number, driver ’ s license number, and bank account number, is legally pro-
tected by the federal statute. 

 Sharon Jameson  [3]  identifi ed the following challenges in clinical trials:

   1.     Improper management of informed consent to comply with the statutory 
requirement for protection of personal privacy — protection of the human 
research subject is the fi rst obligation by obtaining informed consent and 
thoroughly documenting the associated process.  

  2.     Failure to prevent or fi lter out inaccurate or falsifi ed data.  
  3.     Failure to maintain adequate source documentation — source documen-

tation tells the story of the patient ’ s experience while on trial and pro-
vides proof of oversight.  

  4.     Failure to comply with protocols — failure to follow the protocol can 
compromise patient safety and does compromise the integrity of the 
study.  

  5.     Delinquent or inaccurate data submission — multiple queries and late 
data lead to no payment or delayed payment for the staff.    

 One of the most critical success factors of clinical trials can be summarized, 
as Genevieve Frank pointed out in her paper  “ Current Challenges in Clinical 
Trial Patient Recruitment and Enrollment ”   [1] , as well - maintained open com-
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munication among the health care providers, clinical trial sponsors, the media, 
and the public to overcome real and perceived barriers to clinical research 
participation. 

 Advancement of technologies and wide adoption of the World Wide Web 
and the Internet provide many possibilities and opportunities for online edu-
cation of prospective participants, online patient enrollment, remote visits, and 
data capture: for example, medical devices connected to personal computers 
(PCs) or mobile phones that can be used to transmit data to a central control 
point in near - real time and across time zones and geographical boundaries, 
Web - based self - assessment and reporting instruments, text messaging to 
remind patients of things they need to do and collecting data from patients, 
remote patient visits using PCs and Web - based collaboration tools that enable 
visual inspections and video communications.  

   18.4    TRANSLATIONAL RESEARCH 

 The term  “ translational ”  quite often refers to high - speed utilization of the 
latest high - throughput research, such as discovering new biomarkers in a 
rather narrow defi nition, but one would argue that it is in effect an extension 
of the principles of evidence - based medicine and involves passing from 
advanced medical research to clinical applications. The primary concept is to 
bridge the patient care domain and the clinical research domain to allow the 
medical researchers to leverage the clinical outcomes observed by the health 
care practitioners. It will also allow the health care practitioners to leverage 
the research outcomes derived by the medical researchers. 

 Through full leverage of IT for facilitating translational research, we can 
realize and enable the concept of the proactive, patient - centered, outcome -
 driven, wellness - oriented continuum of healthcare service. 

 Translational research can be enabled by leveraging IT and other related 
technologies such as artifi cial intelligence, robotics, cybernetics (e.g., machine 
learning and autonomous computing), and nanoscience (e.g., nanobots). 
Translational research is anticipated to help us realize a personalized health 
care in consideration of an individual ’ s genotypic, phenotypic, environmental, 
and lifestyle variances and to help the health care professionals improve the 
accuracy of diagnosis, the effi cacy of treatment, and patient safety (i.e., minimal 
adverse drug responses). Translational research may also help us realize a 
preventative or predictive health care through in silico disease modeling and 
organ simulation to complement experiments based on animal models. Other 
industries, such as the automobile and aircraft industries, as well as the U.S. 
National Aeronautics and Space Administration (NASA) have long been 
exploiting IT for modeling and simulation for design of automobiles, aircraft, 
and space shuttles, while the health care industry has relied on experiments 
based on animals and observation of only external symptoms. 
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 The key issues in the health care industry include:

    •      Health care providers heavily rely on their personal experience and 
opinion as the main reference of diagnosis, treatment, and prognosis.  

   •      The information or knowledge gained by the health care providers 
through years of practice and experience is not shared among the health 
care professionals who can benefi t from it for more accurate diagnosis 
or for better treatment for higher effi cacy (e.g., a survey conducted by 
the American Medical Association suggested that physicians in the 
United States would rather share their toothbrushes than share their 
patient information  [4] ).  

   •      The health care services are rather fragmented with lack of continuum 
of services from diagnosis and treatment through prognosis and from 
primary care to tertiary care.  

   •      The healthcare services are provided reactively as episodic events.  
   •      All the patients are treated equally for diagnosis and prognosis with little 

consideration of their genotypic or phenotypic variances.  
   •      Consequently patient safety is signifi cantly compromised.    

 Translational research can be enabled by an integrated IT solution that enables 
interdisciplinary collaboration across multiple institutions, provides transpar-
ent access to multidimensional data and tools to analyze unstructured data as 
well as structured data, manages vast amount of multidimensional data, pro-
vides high - performance computing, and incorporates robotic instruments as 
part of the workfl ow management. This integrated IT solution refers to a set 
of integrated systems that draws upon relevant information and context to 
enhance the activity and performance of people, robotic instruments, systems, 
and organizations through an online collaboration across the boundaries of 
various disciplines, organizations, countries, and geographical locations. 

 The goal of the IT solution is to assist, while leveraging IT and related tech-
nologies, a group of multidisciplinary researchers in navigating the information 
spaces in  “ real ”  and  “ virtual ”  environments, orienting and guiding them based 
on the research themes, interacting with and leveraging others to fi nd their way 
in the information spaces, and sharing discoveries and knowledge among them. 
The main focus is to foster trust and community in research teams, whether 
colocated or geographically distributed, and to support long - running, contex-
tual interactions rather than short - term, task - focused activities, for a holistic 
management of collaboration among a group of multidisciplinary researchers. 

 The key characteristics of the IT solution to enable interdisciplinary col-
laboration across multiple institutions are as follows:

   1.     The data to be analyzed are mainly unstructured, vast, and yet scarce 
and noisy.  

  2.     The users of the system, also referred to as  “ actors, ”  include autonomous 
robotic systems as well as human users.  
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  3.     The internal users and the external collaborators need to cooperate as 
an integrated cohesive team, but the intellectual properties are yet to be 
protected.  

  4.     The laboratory information systems for experiments and assays need to 
be integrated with the system.  

  5.     The external reference systems and databanks need to be integrated with 
the system through a dynamic data fi ltering, ingesting, and transforma-
tion for transparent access to the relevant data.  

  6.     A virtual workplace needs to be provided for knowledge sharing and 
online collaboration across the organizational boundaries.  

  7.     Semantic search and undirected data mining against multidimensional 
data are essential analysis tools.  

  8.     Very high performance computing resources, typically MPP (massively 
parallel processing) clusters, in the range of trillions of fl oating point 
operations per second (terafl ops) need to be provided as shareable 
services.  

  9.     A very high throughput content/storage management system needs to 
be provided for policy - driven migration and recall of vast amounts of 
data in the range of quadrillion bytes (petabytes).    

 The key enabling technologies include the following:

    •      Electronic health records to be shared among the health care profession-
als and the medical researchers  

   •      Electronic data capture (EDC) system to be used by the health care 
professionals at the sources of data  

   •      Standard ontology and taxonomy for data representation and exchange  
   •      Global patient identifi er to link fragmented patient data generated and 

collected at various sources (e.g., general physician ’ s offi ce, diagnostic 
laboratories, private clinical offi ces, hospitals, clinical trial laboratories, 
research laboratories)  

   •      Cross - enterprise vocabulary services to be used among multidisciplinary 
professionals  

   •      Integrated security services and privacy framework to ensure data con-
fi dentiality and integrity and to comply with the statutory requirements 
for protection of personal privacy  

   •      Undirected data - mining facility for discovery of associations and covari-
ance among multidimensional heterogeneous data as well as directed 
data - mining facilities for validation of hypothesis  

   •      Knowledge sharing and online collaboration facility among multidisci-
plinary professionals    

 Computer - assisted workfl ow management helps the researchers navigate 
through tools and data based on research scenarios, use cases, personal 
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preferences, and usage patterns of individual researchers for usability and high 
productivity. Online collaboration and a knowledge sharing framework allow 
the researchers to interact with coresearchers through integrated e - mail, cal-
endaring, instant messaging, and Web conferencing. The researchers will be 
able to insert annotations, research outcomes, and discover knowledge and 
share them with coresearchers even in a different scientifi c discipline for inter-
disciplinary research.  

   18.5    SOCIAL COMPUTING 

 An emerging computing model for society on the Web is referred to as  “ social 
computing ”  and can address the most critical success factors for clinical trials: 
well - maintained open communication among the health care providers, clini-
cal trial sponsors, the media, and the public to overcome real and perceived 
barriers to clinical research participation. 

 According to Wikipedia ( http://en.wikipedia.org ), social computing is 
defi ned as  “ systems that support the gathering, representation, processing, use, 
and dissemination of information that is distributed across social collectivi-
ties such as teams, communities, organizations, and markets. ”  The key objec-
tives are to fi nd like - minded people, develop trusted relationships, and share 
information (raw data, preprocessed data) and knowledge (result data, 
discoveries). 

 The current younger generation are believed to fully leverage IT for per-
sonal networking and communications. In fact, they depend heavily on tech-
nology (e.g., cell phone, iPod, digital camera, PC, calculator) for their daily life, 
such as text messaging with friends, listening to music, and writing reports for 
school assignments. From a technology perspective, as commodity hardware 
and software technologies reach the masses, computing power migrates to the 
edge of the network and the computing power of the hand - held devices 
becomes as powerful as that of desktop computers. 

 With the high - speed wireless network and powerful hand - held devices such 
as cell phones and personal digital assistants (PDAs), social computing 
expanded its playing fi eld to the pervasive mobile infrastructure. Real - time 
text messaging became the primary means of communication among the 
younger generation. 

 If the health care providers, clinical trial sponsors, the media, and the 
public use real - time text messaging to exchange ideas and up - to - date infor-
mation, some of the issues in clinical trials, such as overcoming real and per-
ceived barriers to clinical research participation and collecting current and 
accurate data in a timely manner, can be fully addressed. Of course, security 
issues and compliance with privacy laws must be addressed in order to 
use text messaging as a means for communication and data collection in clini-
cal trials. 
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 Key functional building blocks of social computing framework include:

    •      Federated identity management for uniquely identifying people across 
organizational boundaries and geographical boundaries  

   •      Location - based presence detection for discovering who is online or avail-
able and where and to determine primary means to contact  

   •      Interactive multiway communication for real - time interactions for 
exchange of ideas and information in a global cross - institutional virtual 
space  

   •      Online communities for forming and managing communities of interest 
in a global cross - institutional virtual space  

   •      Security and privacy for assurance of confi dentiality and protection of 
personal privacy so that a fully trusted virtual space may be established 
for the participants  

   •      Context - based defi nition of relationships for describing how the individu-
als are related within a certain context and their roles  

   •      Context - based semantic search and information sharing for fi nding 
people and information of interests and for sharing things that are mean-
ingful and relevant to the participants    

 The fi rst four capabilities have been, more or less, implemented and various 
solutions are currently available in the market. 

 The functional capability to establish a fully trusted virtual space across the 
public network infrastructure, the Internet or the cellular network, is a tall 
order and has many challenges. This topic is discussed in detail later in this 
chapter. 

 The last point on the above list may be one of the essential building blocks 
for the social computing framework and is often referred to as  “ social search ”  
capability. Social search is not the traditional search based on key words to 
locate information but a context - based semantic search to fi nd people of 
interests and relevant information based on semantics such as ontology. Here, 
the term  “ context ”  spans diverse domains, from geographic locations to social 
connections to behavior trajectories. 

 Google.com became one of the most successful (if not  the  most successful) 
Internet service providers in a very short time period due to its innovative 
search algorithm and information indexing mechanism.  “ Google ”  is used inter-
changeably with the word  “ search ”  among the younger generation. They use 
phrases like  “ Google it ”  to fi nd information or  “ Google shows ”  for a map or 
direction to a certain place. Matt Cutts ( www.mattcutts.com/blog/ ), head of 
Google ’ s Webspam Team, asserts that new search tools will provide personal-
ization, a completely new user interface, semantic understanding of queries 
and documents, social search for unlocking the power of people, and universal 
search for multidimensional and heterogeneous data. 
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 Google.com is very widely and extensively used for fi nding things on the 
Internet. There is a saying that if Google cannot fi nd something most likely it 
does not exist on the Internet. In addition to Google for search, there is 
another social computing tool very widely adopted and extensively used on 
the World Wide Web. 

 Weblogs, commonly referred to as  “ blogs, ”  are burgeoning across the 
Internet as a means to improve social interactions, according to META Group 
( www.metagroup.com ) articles published in recent years.  “ Blogging ”  became 
a pervasive means for improved information/expertise sharing, collaboration, 
and community building. Focusing on the connections of people to teams, 
communities, process, and information in evolving workplaces became a vital 
discipline for adaptive organizations trying to improve operational effective-
ness and effi ciency not only to reduce the cost for higher profi t but also to 
drive competitive advantage. 

 Organizations have launched various corporate initiatives under the name 
 “ business transformation ”  to fully assess the implications of the Web and to 
capitalize on the value of the World Wide Web and the Internet. Many orga-
nizations are investing heavily on development of Web portals to provide a 
consolidated access point for data and tools and the backend content manage-
ment for improved quality and integrity of corporate data as an attempt to 
establish a technology foundation for  “ social computing, ”  a frequently cited 
buzz word these days in addition to SOA, or service - oriented architecture. 

 For years, organizations have deployed other tools such as e - mail, instant 
messaging, and discussion forums under various names such as blogs and wikis. 
Those tools are being integrated along with advanced search and cognitive 
user interfaces as the enablers of social computing. Blogs in particular have 
become incredibly popular in areas of social discourse and community build-
ing as well as many Internet portal, news, sports, entertainment, and technol-
ogy sites as a means of disseminating information, generating commentary, 
and engaging a self - selecting audience. Blogs are used to post a diary or journal 
metaphor on the Web to convey information in conversational dialog. A 
simpler form of blogs, called twitter, is gaining its penetration. In twitter short 
messages are used for the same purpose, while narrative sentences are used 
in blogs. 

 As Google has become a new word for fi nding information on the Internet, 
blog has become a new word for exchanging information over the Internet. 
The act of posting ideas, opinions, or news on the Web is referred to as  “ blog-
ging. ”  While people can read blogs just as they do pages found on other web-
sites, one capability that makes them different is that they can be subscribed 
to via a syndication technology called RSS, which stands for really simple 
syndication or rich site summary  [5] . 

 Blogs enable us to improve information sharing, community building, and 
collaboration and thus is helping us to socialize in a  “ virtual space ” , that is, 
over the network, although the quality of information in terms of currency, 
accuracy, and reliability is in serious question because anyone can blog any-
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thing as there is no control mechanism or governance process for checks and 
balances. Nevertheless, blogs are helping people to refi ne and adapt their 
cognitive model on various activities by observation and by making people 
aware of credible resources and consequently becoming the most effi cient and 
widely adopted tool for social computing. 

 Allowing the participants of a clinical trial to blog among themselves to 
share information about how a new treatment works for them and what kind 
of side effects they experience may be a very effective and effi cient means to 
collect the data in near - real time. The categorized blogs can be used for clinical 
trials: blogs used internally among the trial participants and sponsors; blogs 
open to the general public; blogs focused on a particular event; blogs used 
exclusively among trial sponsors; and blogs used by an individual. 

 Blogs can be offered as an ad hoc channel for trial participants to publish 
and be listened to only by those that care to subscribe to a specifi c topic or 
clinical trials of a treatment in this case. The trial sponsors and researchers can 
monitor how their trial participants share information, communicate, and col-
laborate. For example, blogs can be used for sharing laboratory notes, peer 
review commentary, and analysis of test cases for clinical trials.  

   18.6    VIRTUAL WORKPLACE 

 A virtual workplace can be used as a controlled and managed blog to enable 
multidisciplinary collaboration for effective and effi cient clinical trials with a 
large group of participants in various geographies. 

 A virtual workplace is adaptable to many scientifi c disciplines and environ-
ments for collaboration over the network, obviating the need for face - to - face 
meetings requiring not only the extensive travel time that elongates the dura-
tion of the study but also the travel expenses that increase the cost of the study. 

 The requirements for a virtual workplace to support all activities relevant 
to a scientifi c research and development project, including clinical trials, can 
be summarized as:

    •      Real - time collaboration across scientifi c disciplines and institutional 
boundaries  

   •      Knowledge sharing across scientifi c disciplines and institutional 
boundaries  

   •      Intellectual property and rights management across institutional 
boundaries  

   •      Workforce management through semantic search for locating resources 
based on expertise, projects, focus areas, organizations, geographical loca-
tions, and so on  

   •      Integrated activity management to manage the end - to - end research and 
development process from raw data collection to knowledge discovery    
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 A virtual workplace needs to be open, adaptable, and extensible. The solu-
tion components should be able to communicate via open standards to facili-
tate integration and collaboration with new entities such as for a rich set of 
collaboration and workfl ow management tools, scalability to handle a very 
large number of collaborators from many institutions, and interoperability 
with tools from various sources and various platforms. 

 The following functional attributes are essential for an effective virtual 
workplace:

    •      Integrated communication with various teams and subteams and support 
for asynchronous and synchronous communication methods such as 
secure e - mail, instant messaging with presence awareness, video and 
audio conferencing [e.g., Voice over Internet Protocol (VoIP)], calendar-
ing, blogging, podcasting, RSS, wikis, and other communal postings, and 
online conference forums where many different groups participate and 
topics may be brainstormed, discussed, and expanded  

   •      Teaming to support multiple but distinct collaboration communities and 
multiple teams within each community, address book and bios of all team 
members that are searchable for skills as well as phone numbers, inte-
grated calendar with team activities and important conferences and 
meetings, bulletin board with notices and announcements, and informal 
virtual place for people to hang out and socialize  

   •      Education for courses on use of the virtual workplace and collaboration 
tools and technical topics relevant to the collaborators to facilitate inter-
disciplinary interactions (e.g., distance learning offered by colleges and 
universities)  

   •      Ease of use for interaction and access with intuitive look and feel, ideally 
requiring zero learning curve and data entry as easy as writing a paper 
notebook entry     

   18.7    SECURITY AND PRIVACY 

 Assurance of confi dentiality and compliance with the statutory requirements 
for protection of personal privacy to establish a  “ trusted ”  virtual workplace is 
a critical success factor for leverage of collaboration in clinical trials 

 Security and privacy are main concerns of individuals and organizational 
entities whether they are commercial institutions, nonprofi t organizations, or 
charity organizations. These issues become much more sensitive and critical, 
especially when personal health information is involved, as in clinical trials. 
The general public is very much concerned about potential identity theft and 
misuse of personal information by their employers and government agencies. 
In addition, there is a growing public mistrust of government. 

 People have a pretty good understanding of the meaning of  security  and 
the implications associated with compromised security but still are trying to 
comprehend the true meaning of  privacy  and the potential risks associated 
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with noncompliance to the statutory requirements for protection of privacy. It 
is critical to distinguish privacy from security: Privacy is concerned with per-
sonal control of the collection, use, and disclosure of personal information, 
while security is concerned with control of access to assets (information and 
resources) that are used in a business context. Security is an important part of 
privacy as security is an essential building block for the implementation of 
privacy policies. If privacy of health - related information (e.g., the protected 
health information defi ned by the HIPAA of the United States) is compro-
mised, for instance, we are talking about bankruptcy of an organization that 
is very healthy in all other aspects of business and about criminal prosecution 
of the C - level executives of that organization. 

 The biggest challenge with privacy compliance is limiting the use of personal 
information to the intended purposes stated originally at the time of collection. 
In addition, protection of individual identity becomes a bigger challenge in 
this information age when our daily life depends on digital information. 

 The traditional IT security model focuses on physically securing computers 
and protecting users from outsiders attempting to access computers and data 
in an organization. The premises behind the traditional IT security model are 
that selected people within an organization can be fully trusted, security 
threats are outside the organization, and masquerading computer systems is 
practically impossible. However, traditional assumptions are no longer valid 
due to technological changes, such as powerful portable computers and high -
 speed global computer networks. As a result, the traditional security model 
cannot ensure confi dentiality and personal privacy or conform to the statutory 
requirements. 

 With the ubiquitous adoption of the Internet and the globalization of the 
marketplace, corporations around the world face a new challenge for protect-
ing their assets. Corporations convert and maintain data in electronic format 
to be shared among the business units and business partners around the world 
to conduct business in the global marketplace with leverage of the Internet. 
Consequently, the majority of intellectual properties exist in digital format. 
Protection of corporate intellectual property is becoming a real challenge, 
especially because the people who are trusted and charged with safeguarding 
the corporate assets, such as IT managers, CIOs, and CTOs, are engaging in 
acts of digital espionage. 

 There are three aspects of security:

    •      Physical security (e.g., locks for buildings, badge access to secure rooms)  
   •      Logical security (e.g., passwords for computers or networks, smart cards)  
   •      Operational policies and procedures (e.g., oath of offi ce, management 

approval)    

 Adequately protecting assets and assuring personal privacy require atten-
tion. Technology protection is just one aspect of security. Logical security plays 
a major role in ensuring that proper access and security policies are enforced. 
Physical security is as important as (if not more important than) logical 
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security for biotech companies for protection of tangible assets such as invalu-
able samples and expensive instruments such as mass spectrometers. 

 Logical security must assure authentication, authorization, confi dentiality, 
integrity, protection of privacy, nonrepudiation, and availability. One aspect of 
security alone does not assure the needed protection. All three aspects of 
security, that is, physical, logical, and operational security provisions, must be 
enforced. The e - business solutions need to provide integrated security infra-
structure to address all the logical security services in conjunction with the 
applications that provide authorization services and privacy. 

 Identity management is a critical functionality to establish a trusted envi-
ronment for collaboration in a virtual workplace. The IT term for this is 
 authentication for positive identifi cation and validation  of an entity, an indi-
vidual in this case. The traditional method of authentication based on what 
you know (e.g., password) is vulnerable because the shared secret can be 
exposed to unauthorized users. The new authentication mechanism based 
on what you have (e.g., seal, smartcard) has a challenge in distribution and 
revocation of the entities. This mechanism has been used for centuries. For 
example, personal seals are used in many countries for business transactions, 
and government and academia are using the institutional seals to issue 
certifi cates. 

 The method of identifi cation and validation of an entity based on the 
unique physical attributes of individuals has been around for a long time. For 
example, thumbprints have been used in many countries for many years. What 
is new is that a similar method is being adopted for electronic transactions. 
The IT industry is moving toward a new mechanism of authentication based 
on what you are, or what you are born with, which is referred to as 
biometrics. 

 We use face recognition for identifi cation of a person or voice recognition 
in our daily lives. We use signatures for business transactions. The U.S. INS 
(Immigration and Naturalization Services) uses palm prints for the border 
crossing at airports. 

 There are three approaches for validation of identity, which is referred to 
as authentication: (1) based on what they know (e.g., user id and password), 
(2) based on what they have (e.g., seal, badge, smartcard), and (3) based on 
what they are, (e.g., facial geometry, voice pattern, fi ngerprint). Signatures 
are commonly used for our business transactions for nonrepudiation of com-
mercial or legal transactions. Seals are commonly used to certify offi cial 
documents. 

 The new industry trend is to use a combined approach of smartcards acti-
vated with biometrics for leverage of the advantages of both technologies. For 
example, smartcards are used in some countries in place of health insurance 
cards, where the smartcard needs to be activated by the owner ’ s fi ngerprint 
along with detection of body temperature. 

 It is critical for an institution to conform to the statutory requirements 
associated with protection of privacy, especially for customer/consumer profi l-
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ing, which may deal with personal information. The potential for exposure of 
private information to unauthorized entities has increased dramatically. The 
potential liability a company faces by not taking appropriate measures to 
protect this information could bankrupt a successful business. 

 Several governments throughout the world and various industries are 
addressing the issue of privacy through legislation, standards efforts, and prod-
ucts. Most of the countries around the world, such as Australia, Belgium, 
Canada, France, Germany, Japan, New Zealand, South Africa, Sweden, United 
Kingdom, and The Netherlands, have federal statutes for protection of per-
sonal privacy and have established federal government agencies responsible 
for governance of compliance to protection of privacy. 

 Here is a short list of privacy laws around the world:

    •      Freedom of Information and Protection of Privacy Act (FIPPA) and 
Personal Information Protection and Electronic Documents Act 
(PIPEDA), also known as the Electronic Privacy Act, Canada  

   •      Directive on the Protection of Individuals with Regard to the Processing 
of Personal Data and on the Free Movement of Such Data, also known 
as the EU Privacy Directive, The European Union  

   •      The U.S. HIPAA    

 The statutory requirements for protection of privacy differ country by 
country. However, there are common themes and principles. The statutory 
requirements, as common themes and principles, impose the following require-
ments for protection of personal privacy and these are relevant to data gener-
ated from clinical trials:

    •      Organizational entities are required to obtain an individual ’ s informed 
consent before collecting or disclosing personal information in any 
medium.  

   •      Individuals have legally guaranteed access to the personal information 
collected about them.  

   •      Organizational entities are prohibited from using personal information 
for any purposes other than for which it was originally collected.    

 The U.S. Federal Trade Commission recently presented a report to Congress 
on  “ Privacy Online: Fair Information Practices in the Electronic Marketplace ”  
 [6] . The report states that consumer - oriented businesses would be required to 
comply with four widely accepted information practices — notice, choice, access, 
and security:

    •      Notice requires a disclosure of what information they collect, how they 
collect it, and how they use it.  

   •      Choice requires consumers ’  ability to choose how information will be 
used beyond the purpose for which it was collected.  
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   •      Access requires that consumers have reasonable access to the informa-
tion collected, including the opportunity to review, correct, or delete that 
information.  

   •      Security requires performing reasonable steps to protect the security of 
information they collect.    

 The privacy laws require a data collection audit. Data collection, such as 
the names and addresses, is simply a part of doing business. Other information, 
such as demographic or personal fi nancial data, is frequently collected to fi nd 
out as much as possible about consumers and retailers. The law will force that 
consent be obtained before collecting, using, and/or disclosing such personal 
data. 

 The central obligation under the legislation is the need for data collectors 
to provide transparent privacy policies so the individuals are accurately 
informed about who is collecting their data, why it is being collected, and how 
it will be used. As such, organizations need to defi ne a security policy and 
procedure to accurately inform individuals as to what data are being collected 
and how they will be used by providing mechanisms for:

    •      Obtaining an individual ’ s informed consent before collecting or disclos-
ing personal information  

   •      Allowing individuals to access to information collected about them    

 In addition, the policies and procedures should be in place to prohibit the 
employees from using personal information for any purposes other than for 
which it was originally collected. 

 Notice that the consent is to be  “ specifi c and informed. ”  If applied literally, 
for some secondary research this would require solicitation of more - focused 
consent than is now sought. 

   18.7.1     HIPAA  Compliance 

 Compliance to the U.S. federal privacy law (HIPAA) means a legal assurance 
for protection of personal privacy in addition to traditional security require-
ments such as authentication, authorization, confi dentiality, data privacy, non-
repudiation, and auditability. The HIPAA prohibits anyone from collecting or 
disclosing an individual ’ s personal information without explicitly stating the 
purpose(s) of collecting or disclosing the individual ’ s personal information and 
acquiring an explicit informed consent from the individual. 

 Therefore, any documents containing protected personal information, spe-
cifi cally personal health information (PHI) in clinical trials, must be de -
 identifi ed before they are shared with any unauthorized persons or when the 
documents are used other than the original authorized purposes. The term 
 de - identifi cation  is a legal term for provision of an assurance of removal of any 
personal information and also other information unique to an individual that 
can be used to identify a particular person. As such, the medical information 
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needs to be de - identifi ed before leaving the hospital premises, so that it may 
not be reassociated with a particular individual. The challenge of de -
 identifi cation arises when the personal information is passed outside the orga-
nizational premises. For example, a personal health record transferred from a 
medical center to a research center needs to be de - identifi ed since the medical 
information contains personal information which is protected by the privacy 
laws. Currently, there are quite a few algorithms to solve certain parts of the 
de - identifi cation problem, although most of the algorithms are proprietary and 
address only certain parts of the de - identifi cation task on a given health stan-
dard with given de - identifi cation rules.   

   18.8    CLINICAL  E  - MAIL SYSTEM 

 Good old e - mail will still play a role in the world of the new medicine, though 
privacy and security become even more important for protection of personal 
privacy and also nonrepudiation — an assured mechanism to prevent an indi-
vidual from denying one ’ s involvement in an activity, whether it is a commer-
cial or legal transaction, and security audit become critical functions. In 
addition, the network infrastructure needs to provide suffi cient bandwidth for 
an exchange of large volumes of data such as medical images. 

 The electronic messaging system for electronic mail exchange among health 
care professionals is referred to as a  “ clinical electronic mail ”  system. This 
implies that management of  “ good old e - mail ”  has to be enhanced for clinical 
use. When the electronic messaging or mail system is used among the health 
care professionals, there is a set of unique additional requirements. This is 
because health care professionals most likely exchange sensitive personal 
information and so necessarily  “ disclose ”  (hopefully to an accredited recipi-
ent) personal information. Disclosure of such information is of course pro-
tected by the statutory requirements for protection of privacy, such as the 
U.S. HIPAA, PIPEDA and FIPPA in Canada, and the EU Privacy Directive 
in Europe. That does not mean that you can not send e - mail about a patient, 
but it does mean that the appropriateness to do so is a matter which IT 
can manage. 

 For clinical trials involving participants across multiple organizations and 
multiple geographies, incompatible electronic mail systems may require a 
signifi cant amount of time and effort to provide  gateway functions  for valida-
tion of credentials and transformation of messages among the disparate e - mail 
systems. These are literally the systems that allow the e - mail in and out and in 
theory at least let it in or out with censorship of parts of the e - mail. The 
primary function is to assess the originator of a message and its validity and 
integrity of the message. 

 For assurance of validity and integrity of messages, that is, to ensure that 
the messages were sent from the legitimate sources and that the messages are 
delivered to the intended destination without being tampered with, the fol-
lowing capabilities need to be provided for clinical e - mail systems:
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    •      Confi dence that a message really is coming from the purported source  
   •      Confi dence that it has not been altered in transit  
   •      Ability to identify which population the message comes from (different 

population group may have different assumptions about security)  
   •      Ability to identify the exact  individual  from whom the message comes  
   •      Ability to identify each individual or institution by a unique identifi er  
   •      Point - and - click features so that a reference to an abnormal laboratory 

result, for example, can be linked to the relevant laboratory reporting 
system and record  

   •      Support of digital signatures for nonrepudiation  
   •      Cryptography that can prevent any attempts at intervention and 

eavesdropping  
   •      Ability to mark messages with an indication of clinical importance or 

 “ level of emergency ”   
   •      Delivery confi rmation for audit  
   •      Automatic expiration after the date when they cease to be relevant  
   •      Long - term archiving for future references    

 Special capabilities are required for provision of confi dentiality and protec-
tion of privacy for the clinical e - mail messages or attachments. They include 
the ability to control access based on roles and identity; the ability to limit 
copy, print, and transfer, leaving an audit trail of everyone that has received 
and read sensitive information; and delegation and escalation. That last item 
is the ability to authorize a third party (say an assistant) to review a practitio-
ner ’ s mail. There should be the ability to link a clinical message to a specifi c 
patient, provider, and setting. When patients are referred to in messages, they 
must accompany some kind of a link to unique identifi er or some other strat-
egy for ensuring that the communication gets fi led correctly. Various types of 
images, video clips, audio clips, and other attachments must be supported. 
There must be automatic sorting by patients to see all communications about 
an individual, by a practitioner to see all consults from a particular practitio-
ner, by a provider (e.g., hospital) to see all communications pertaining to a 
particular practice environment, by priority, and by expiration date. There 
should be an auto - archiving feature. There should be automatic fi ling of mes-
sages by patient, or some other attribute, including automatic forwarding of 
messages to an electronic medical record system (after de - identifi cation, of 
course!). There should also be clipboard support, that is, the ability to quickly 
copy materials from a message into a medical record, for example. 

 In addition to the special properties of the clinical e - mail system required 
for secure exchanges of health - related messages and documents with confi -
dentiality, integrity, privacy (e.g., informed consent, de - identifi cation of per-
sonal information), nonrepudiation (e.g., using digital signature and delivery 
confi rmation), and auditability, the clinical e - mail system also needs to provide 
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mechanisms for message priorities and message expiration. The sender should 
be able to mark the message urgent or high priority not only for a prompt 
attention from the recipient but also to expedite delivery of a message by the 
network transport and routing protocols. On the fl ip side, undelivered mes-
sages must expire and need to be discarded after a certain period. We do not 
want a diagnostic report for a person to be queued in a mail server in the 
network for several years and then delivered to their children. E - mail mes-
sages cannot be stuck for several years in a mail server but could be queued 
for delivery when there is a message routing error, as in the case of the domain 
server omega.univ.edu, which was briefl y described by Greenberg et al.  [7] . 
According to the story, a computer assigned to the domain name omega.univ.
edu was decommissioned and was turned off. After a few years, upon purchase 
of a new computer, the network domain name was reassigned to the new 
computer and activated to receive the e - mails, many of which were over three 
years old. The e - mail messages had been stored  “ pending delivery ”  in mail 
relays on the Internet. 

 The key properties of a clinical e - mail system, such as message validity and 
integrity, are provided by encrypting the e - mail messages and attachments and 
digitally signing them to protect personal privacy and to ensure data confi den-
tiality and integrity. Maintaining e - mail logs will provide nonrepudiation and 
security audit trails. 

 In order to comply with the statutory requirements for protection of privacy, 
an individual must be notifi ed about the purpose of collecting the personal 
information as well as the legal authority for doing so. The HIPAA defi nes 
personal information as  “ any recorded information about an identifi able indi-
vidual. Institutions must protect that personal information by appropriate 
security. All the demographic and other information associated with registra-
tion must be consolidated and securely managed in one logical location for 
confi dentiality and integrity of personal information and for accurate eligibility 
assessment. Access to a personal health record may be granted at the following 
levels: role based (access privileges will be assigned to a set of users based on 
the role they perform), group based (access privileges will be assigned to a set 
of users that are members of a defi ned group), and individual based (access 
privileges will be assigned to individual health care providers). Access privi-
leges to a personal health record should be constrained for delegation, referral, 
or escalation based on the role, purpose, and logical location, and all transac-
tions should be logged. The transactions in this context are any activities involv-
ing the patient data, such as creation, viewing, sharing with others, updating, 
correcting, archiving, or deleting a health record or related information.  

   18.9    GREEN HEALTH CARE 

 Green health care is an emerging discipline of sustainable health care to keep 
people healthy and to protect the environmental and medical resources 
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( www.greenhealthcare.ca/ ). The fi rst step toward realizing the concept of green 
health care is to develop much more effective and much less harmful treat-
ments. The essential step toward developing safe, effective, and preventative 
medicine that keeps people healthy and also keeps the environment healthy 
will be effective clinical trials tested over large groups of the population glob-
ally and also over a long period of time. By doing so, the long - term benefi ts 
and risks of a treatment will be fully assessed. Green health care spans from 
building environmentally friendly homes and offi ces (health care centers), 
offering affordable, sustainable, and renewable patient care, to promoting 
community and environmental health. 

 Effective clinical trials to fully assess the long - term benefi ts and risks of a 
treatment require multidisciplinary and cross - institutional collaboration to 
exchange strategies and pioneer ideas by enabling interactive dialogue in real 
time among the stakeholders of the trial, including the trial participants. A 
multidisciplinary and cross - institutional collaboration can be enabled with the 
leverage of various technologies which are essential building blocks for social 
computing where people can exchange ideas and information in real time in 
a trusted virtual space, as discussed earlier in this chapter. 

 In the near future, as asserted by Baek and Robson  [4] ,  “ your doctor could 
screen you for known diseases, simply by taking a few drops of your blood, 
and prescribe the best medication for your condition based on your personal 
genotypic and phenotypic profi le. ”  Doctors, having a variety of safe and effec-
tive treatments readily available, may be able to choose the best treatment for 
each patient in consideration of the individual patient ’ s hereditary traits and 
environmental and lifestyle variances. Doctors can now provide personalized 
holistic patient care by screening treatment options in microfl uidic chips, 
predictively simulating the effects and risks of treatment options in virtual 
reality in computers, and even synthesizing a combination of treatments in 
microlaboratories.  
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   19.1    INTRODUCTION 

 Paper - based laboratory notebooks have a long history (see Fig.  19.1 ). Leonardo 
da Vinci recorded his observations in 13,000 loose - leaf pages  [1] . Subsequently 
they were collected into notebooks and survive in public collections; the 
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largest collection made up from 12 volumes and over 1100 pages is the Codex 
Atlanticus  [2] . The Royal Institution (London) also has notebooks from Sir 
Humphrey Davy and Michael Faraday in its archives  [3] . These notebooks 
were essentially personal productivity tools that recorded experimental pro-
cedures, the results, and related observations. Subsequent experiments were 
then designed based on the scientist ’ s knowledge and intuition. Their use 
expanded to include intellectual property (IP) protection in countries, like the 
United States, that issued patents on a fi rst - to - invent basis. In such areas rules 
evolved around laboratory notebook records to substantiate the fi rst to invent 
claim. It is not suffi cient to record an idea to claim an invention. Due diligence 
must be followed in reduction to practice; that is, the idea must be converted 
to an actual work product in a reasonable time. A combination of conservatism 
and a lack of case law concerning the admissibility of electronic records in U.S. 
courts retarded the adoption of electronic laboratory notebooks (ELNs) even 
as research became increasingly electronic.   

 The U.S. Patent and Trademark Offi ce (USPTO) issued an Offi cial Gazette 
notice on March 10, 1998, relating to the use of electronic records in patent 
interferences that asserted that, pursuant to 37 Code of Federal Regulations 
(CFR) 1.671, electronic records are admissible as evidence in interferences 
before the Board of Patent Appeals and Interferences to the same extent that 
electronic records are admissible under the Federal Rules of Evidence (FRE) 
 [4] . This paved the way for the acceptance of electronic records, but it was not 
tested until 2002 in RE: JOLLEY, 01 - 1646 (U.S. Federal Circuit 2002)  [5] . In 
this case an e - mail sent from one coinventor to another was deemed to contain 
the conception of an invention and the priority date for the invention was set 
as the date of the e - mail 

 In countries where patents are issued on a fi rst - to - fi le basis notebooks 
served the original purpose of personal record archive, but in countries such 

     Figure 19.1     Paper laboratory notebooks: past and present.  
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as the United States they serve a secondary purpose, that is, to claim the prior-
ity date for an invention to support the fi rst - to - invent principle on which a 
patent is granted. 

 Prior to 1998 a U.S. patent could only be awarded to inventions that occurred 
within the United States, but in that year the United States adopted legislation 
that removed this discrimination  [6] . In order to be awarded a patent it was 
still necessary to prove fi rst invention, and this required the keeping of U.S. -
 style laboratory notebooks that met USPTO standards. Scientists outside the 
United States were not used to keeping paper laboratory notebooks. This 
provided the drive to ELNs. Over the next decade ELN applications evolved 
and the technical and legal issues that impeded their acceptance have been 
overcome.  

   19.2    EARLY  ELN  S  

 A pioneer in the fi eld of ELNs was Richard Lysakowski, the founder of 
CENSA  [7] . CENSA was ahead of its time and was unable eventually to con-
tribute to the growth of ELNs, but it did provide the fi rst defi nition of an ELN: 
 “ An electronic notebook is a system to create, store, retrieve and share fully 
electronic records in ways that meet all legal, regulatory, technical and scien-
tifi c requirements. ”  Subsequently this defi nition was adopted by Bristol Myers 
Squibb (BMS), a founding member of the organization. 

 Initially, the focus of ELN development centered on IP protection. Progress 
was slow but eventually electronic technology was employed to produce 
robust and secure electronic notebook records. The crucial components for 
gaining a U.S. patent are:

    •      Conception —   record the idea behind the invention.  
   •      Reduction to practice —   carry out the invention.  
   •      Diligence —   execute the invention in a timely manner.  
   •      Corroboration —   prove that the work was done and when it was done.    

 Critical to the process is time stamping of the records and all changes to a 
record. The timestamp must be verifi able, for example, by making it a standard 
operating practice to reset the clock against a public resource such as the 
National Institute for Standards and Technology (NIST)  [8] . An additional, 
and safe, practice is to back up the electronic records frequently and retain 
the backups. A combination of auditing, time stamping, calibration of the 
timestamps, and availability of extensive backups provides a chain of custody 
that supports the authenticity of the ELN record. 

 Important to this process is the fact that electronic records are never origi-
nal records and are always copies. It is, therefore, important to demonstrate a 
chain of custody for the record that shows that it has not been tampered with. 
Furthermore, it is likely that the person who made the original record may not 
be available to defend its authenticity. Legally this makes the record hearsay, 
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and normally hearsay is not admissible as evidence. FRE 802  [9]  covers this 
situation. It states that  “ hearsay is not admissible except as provided by these 
rules, ”  and hearsay is defi ned as  “ a statement other than one made by a declar-
ant while testifying in court, offered in evidence to prove the truth of a matter 
asserted ”  (FRE 801)  [10] . 

 Companies must put in place a foundation that supports the electronic 
records in an ELN. ELN vendors can assist in the process by including auditing 
functionality, but the fi nal responsibility lies with the company implementing 
the ELN. The foundation must include the following policies known to the 
relevant employees:

    •      Record activities as part of their normal course of duties.  
   •      Make the record at or near the time of the activity.  
   •      Create and maintain the records according to company policies.    

 The consequences of not having adequate procedures can be dire. In  Chen 
(BMS) v. Bouchard (RPR) Interference No. 103,675   [11]  the following was 
decided:  “ Thus, we [the court] simply do not have adequate information on 
which to fi nd that Ms. Wei ’ s laboratory notebooks were  ‘ kept in the course of 
regularly conducted business activity, and if it was the regular practice of 
[BMS] to make the [record]. ’     ”  Consequently the patent was declared invalid. 

 Companies must also establish a custodian for the electronic records; this 
person will normally present the evidence in court and establish the business 
exception to the hearsay rule described above. 

 The records must be in human - readable form and be maintained using 
industry standards for records management. It is also advisable to test the 
security of the system using ethical hacking procedures. 

 Once IP protection was no longer an issue, ELNs began to evolve into a 
wider solution (see Fig.  19.2 ).    

   19.3    CENTERPIECE OF SCIENTIST ’ S DESKTOP 

 An ELN can be workfl ow specifi c, for example, supporting medicinal chemists 
who produce new chemical entities, or more generic, where a framework pro-
vides for the secure, audited capture of information. Many organizations use 
Microsoft Word or Excel to capture the information and tie them to a docu-
ment management system, such as Documentum, to provide security. If the 
information to be captured is extremely unstructured, this can be suffi cient, but 
if there are structured elements, for example, repetitive calculations, then struc-
ture around the repetitive tasks is desired by the users. Adoption by academic 
scientists has been low, but academic institutes are now very aware of the value 
of IP and seek to capture it securely so that it can be commercialized. 

 If a dedicated ELN solution is adopted by the organization, then it becomes 
an agent for change. The ELN then becomes the central application that the 



     Figure 19.2     Timeline: evolution of ELNs.  
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scientist uses many times a day, every day. The scientist expects, and needs, all 
other applications either to feed information into it or extract information 
from it. This drove the evolution of the ELN into a hub application that com-
municates in both subscribe and publish modes with all the other applications 
that the scientist needs to use:

    •      Databases are searched to help defi ne the experimental protocol.  
   •      Materials are resourced and ordered.  
   •      Equipment is allocated.  
   •      If equipment needs to be certifi ed, then the certifi cate information is 

imported.  
   •      The experiment is performed.  
   •      Data that support the invention are imported.    

 There are of course many other benefi ts of an ELN, including the ability to 
perform general searching across historical content, integration to structure 
drawing tools, generic algorithms for systematic nomenclature generation, and 
physicochemical property prediction as well as handling spectral data (see Fig. 
 19.3 ). The scientists have a general interface for accessing the majority of data 
manipulation and handling they will require in terms of developing and docu-
menting a reaction.    

   19.4    A CORPORATE RESOURCE 

 Information captured in paper notebooks is essentially personal and with a 
limited lifetime. It is very expensive to index the data to enable reuse. 
Information could only be retrieved if you knew someone who might know 
when and who did similar work. This led notebook records often to be sketchy 
and illegible — the chance that my experimental details would be available to 
other scientists was minimal. This happened even though the USPTO requires 
that the information must be suffi ciently detailed to enable someone skilled 
in the art to repeat an experiment. 

 Once electronic records were being captured and indexed in databases, 
there was a good chance that someone else would read the information; the 
more scientists who benefi ted, the better it was for the author. A side benefi t 
of electronic notebook records is that the quality of the records has improved 
dramatically, and because they are not handwritten, their legibility has greatly 
improved. ELNs now provide a corporate resource of high - quality informa-
tion, not just details of experiments that worked but also what failed. Now the 
organization can learn and benefi t from the body of work in the ELNs. 
Companies now report that a signifi cant proportion of new experiments are 
cloned (essentially copied and edited) from a previous record; Millennium 
reports that 50% of the experiments are now cloned. 
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     Figure 19.3     Wide range of data types need to be accommodated in an ELN.  

 It is common to repeat experiments with minor variations, for example, 
scale up in a drug development laboratory. In the paper world a new record 
had to be entered in its entirety. This is both tedious and susceptible to errors. 
In the electronic environment a simple search discovers previous work; this 
work is then copied (cloned) to a new record and adapted to the new 
requirement — larger equipment and material quantities are entered, the 
equipment is allocated, and the experiment is run. Companies report large 
improvements in productivity due to the time saved by cloning. Now that a 
positive value can be assigned to the use of ELNs, companies are keen to 
leverage their use to fi nd other areas where costs can be saved.  

   19.5    COLLABORATION 

 Collaboration means different things to different scientists. Traditionally dis-
covery chemists have worked in semi - isolation. Collaboration to them means 
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fi nding out what has been done before from the literature and in discussion 
with their peers. Discovery chemists like to keep their work to themselves until 
it is completed, so collaborative aspects of the ELN were not highly developed. 
In principle, once all the information is electronic, it can be searched by 
anyone, anywhere in the organization. Biologists, however, frequently work in 
teams where collaboration is the norm. Once an invention moves from research 
to development, the need for collaboration grows. 

 Multinational companies particularly could benefi t from the sharing of 
information. Here a scientist in one continent can benefi t from the knowledge 
acquired by a colleague in another continent even though they may be working 
on different projects. More recently companies have gone further, and they 
have adopted an aggressive policy of outsourcing research and development 
to third parties, often a contract, or clinical research organization (CRO) in 
China or India. The outsourcing of clinical research was a normal part of 
research in the 1990s; companies such as Quintiles, Huntingdon Life Sciences, 
and Covance benefi ted greatly from this approach. Extension to chemical and 
biological research and development was then natural. 

 Outsourcing is driving the collaborative aspects of the ELN and placing 
strict constraints on who collaborates with whom. The ELN also provides a 
common language and format for the exchange of information; here describing 
procedures in terms of predefi ned terms improves clarity. A procedural step 
can be described in a number of languages and translated into the local form 
based on the user ’ s preference. This improves clarity of understanding and 
reliability of information transfer. 

 Company employees need to be able to view results from the CRO, and 
the CRO needs to be able to see information relevant to their work that is 
available within the company, but they must be restricted from viewing other 
work. Cloud computing is currently in vogue and is seen as a way to deliver 
selective collaboration because cloud computing environments have to be set 
up to guarantee the isolation of groups of users. 

 The cloud is not the only way to share data. More traditional Web - based 
hosted systems, such as that offered by Collaborative Drug Discovery (CDD), 
also allow users to share data selectively. This company also offers a public 
site where data can be made openly visible. Cloud computing vendors and 
companies like CDD do not yet offer ELNs, but their technology can provide 
the foundation for a collaborative ELN environment.  

   19.6    PISTOIA ALLIANCE 

 The Pistoia Alliance  [12]  (Chapter  1 ) was set up following an ad hoc meeting 
of scientists from GlaxoSmithKline (GSK), AZ, Pfi zer, and Novartis who 
all identifi ed similar challenges and frustrations in discovery informatics. 
The Alliance gets its name from the town of Pistoia where the group had 
congregated for an Accelrys user group meeting. The group is founded on the 
following:
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    •      Mission     Standardize and streamline data interchange in life science 
research and development (R & D).  

   •      Method     Precompetitive collaboration between life science, academia, 
and commercial partners.  

   •      Result     Standardization will drive down the cost of data exchange, cloud 
computing, and process outsourcing.  

   •      Benefi t     Informatics organizations can streamline commodity services 
and focus on innovation in R & D.    

 As of April 2010, the Alliance had over 30 members from life science com-
panies and vendors. 

 A number of projects were initiated. The ELN query service is the most 
relevant here. The purpose of this project is to derive a set of standards that 
ELN vendors would implement to enable facile data extraction and inter-
change between ELNs. This is a concrete example of the need to collaborate 
driving system design. If successful, it will change the market, reducing the 
feeling that an organization is locked into a vendor, and CROs who have 
to collaborate with multiple companies will only need to support one ELN 
that can share information with all the ELNs that the contracting organiza-
tions use.  

   19.7    QUALITY BY DESIGN 

 Capture of all the data and information associated with an experiment gives 
the potential to incorporate knowledge into experiments as they are executed. 
Repetitions of a process allow weaknesses to be detected, evaluated, and 
improved. As the body of knowledge increases, users can evaluate a process 
and predict where the weaknesses are and correct them before execution. The 
process is then designed to be of high quality from the beginning rather than 
improve it in a reactive manner over time  [13] .  

   19.8    ACADEMIC PROJECTS 

 ELN development has been largely a commercial initiative, with many com-
panies competing to provide a solution. This means that there is little public 
information on the design and use of ELN systems. There are, however, 
two notable projects: open - notebook science and SmartTea. These are dis-
cussed below.  

   19.9    OPEN - NOTEBOOK SCIENCE 

 The term open - notebook science was coined by Bradley  [14]  (and discussed 
in more detail in Chapter  25 ). In essence it is a real - time notebook that is 
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accessible on the Web as it is created and indexed by standard search engines. 
This means that anyone can see the experiment as it is being executed and 
share in the results. Predominately open - notebook science has been adopted 
by academics but may become more popular inside commercial organizations 
in the future. 

 The concept, while attractive from a collaborative standpoint, has its detrac-
tors. The most signifi cant issue is that publication in this manner constitutes 
prior publication for patent purposes and will prevent the issuance of a patent 
derived from the work. Clearly this limits the use of the approach in com-
mercial enterprises who would normally seek to protect their discoveries with 
a patent. Many scientists, however, do not like to expose their work until it is 
completed. This group of users will not adopt the open - notebook science 
approach willingly. 

 A technical disadvantage of many Web - based notebooks is that the included 
data are made available as dead images. Links can be provided to a chemically 
aware object, but this is undesirable because it introduces a point of weakness, 
as the integrity of a link has to be maintained. A signifi cant feature of ELNs 
is that they make it possible to base the next experiment on previous work. 
That work need not belong to you. The availability of the data electronically 
means that queries can be posed that will retrieve work similar or identical to 
that planned for the next experiment. Rather than laboriously copying the 
work into the notebook, a process that is both time consuming and error prone, 
the scientist can copy or clone the previous experiment, modify the details, 
and start executing the experiment. In such circumstances it is useful to retain 
the link back to the original work so that the system can develop metrics on 
most cloned work. Such experimental procedures can then acquire a quality 
standard. Apart from the improved likelihood that the experiment will be 
successful, much time is saved and that reduces costs signifi cantly. 

 Open - notebook science does, however, demonstrate that collaboration 
is practical and, truly interactive ELNs being possible, a company could 
exploit the approach within its fi rewall or installed in a cloud computing 
environment.  

   19.10    SMART TEA 

 The SmartTea project  [15]  was predicated on a simple (very British) idea: how 
to describe the preparation of the perfect cup of tea in a manner that allowed 
a second user to replicate the work. While the task seems simple, capturing all 
the requirements in a concise and unambiguous manner proved a challenge. 
Variability in the write - up and variability in the interpretation of the written 
procedure lead to much irreproducibility in the output. With a variety of chem-
ists and computer scientists the process led to a shared understanding of the 
diffi culty of the task. An ontology was developed that enabled the information 
to be translated in a machine - understandable format  [16] . 
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 Although there appears to be no activity at present, the work is still avail-
able on the Web. The project was funded by the EPSRC at the University of 
Southampton (UK) and led by Jeremy Frey. This project evolved into a broader 
investigation of the possibility of remote control of experiments and is a 
pointer to the electronic laboratory environment (ELE). 

 SmartTea now appears to have evolved into a more general e - science 
project  [17] . Current research is focusing on the challenges of the control, 
monitoring, analysis, and dissemination of laboratory physical chemistry 
experiments using Semantic Web and broker technologies, including environ-
mental factors associated with experiments.  

   19.11    THE OTHER  ELN  

 Currently one size is expected to fi t all. All work is entered into the ELN, 
including experiment design, some of which may be merely conjecture. 
Such work has no place in a legal notebook — those that support patent 
applications — as it can weaken the claims that are made based on the work. 
This type of information should be contained in a personal notebook. If 
scientists still have to carry around paper notebooks to capture this type of 
information, then much of the value of the electronic environment is lost. Of 
course this information is truly personal, and it will not be published to the 
organization but the owner can promote it to become the basis of a full 
notebook entry. 

 A major barrier to the adoption of an ELN will be ease of data entry. 
Most people can still write faster, albeit with limited legibility, than they can 
type. Voice input is attractive in the right circumstances; it is very fast but is 
not practical in meetings. Tablet devices are the appropriate vehicle for con-
taining the information, but data entry will need to be simplifi ed. Tablet 
devices rely on the relatively clumsy, human fi ngers to input data; they do 
not have the precision of a mouse. This is inconvenient in, for example, chemi-
cal structure drawing and the entry of data into cells. Typically, only one hand 
is available for the operation. This suggests that they will be most useful when 
much of the data can be captured electronically, in process development and 
execution, or where voice input is acceptable such as in fi eld trials. 

 Voice input still has its place and is a largely unserved technology; scanners 
will have to become part of the tablet, as will information retrieval based on 
scanned barcodes, and identifi ers such as digital object identifi ers (DOIs) will 
also need to be supported as standard.  

   19.12    STRUCTURED AND UNSTRUCTURED DATA 

 Experimental records consist of both structured and unstructured data. An 
experiment that strives to generate a new chemical or biological entity will 
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contain mostly unstructured data, that is, practices and observation, whereas 
an analytical or clinical experiment will contain mostly structured data, in 
this case analytical results. Laboratory information systems (LIMSs) are 
designed to handle large quantities of structured data, and ELNs have evolved 
to handle a mix of unstructured and structured data with unstructured data 
predominating. 

 Laboratory information systems have been in use for over 30 years and 
predate ELNs. Superfi cially they do the same things as an ELN. They record 
the details of an experiment, record details of the reagents used and their 
source, allocate necessary equipment, and then record the data for the experi-
ment. Finally a report is generated. LIMSs are most commonly found in high -
 throughput analytical laboratories, for example, a QA (quality assurance) 
laboratory, or a laboratory servicing clinical trials. This means that they need 
to operate in environments regulated by the U.S. Food and Drug Administration 
(FDA) under GLPs (good laboratory practices) or GMPs (good manufactur-
ing practices). 

 The major difference between an ELN and a LIMS can be characterized 
on the basis that a LIMS handles structured data, whereas an ELN handles 
mostly unstructured data. Although there has been a move to simplify the 
vocabulary used to describe the experiment through the use of predefi ned 
terms, the record is much more variable than a LIMS record. A LIMS is focused 
on capturing a limited number of data types from a large collection of similar 
samples, whereas an ELN is designed to capture data from a diverse range of 
experiments with a limited number of samples but a diverse range of tests for 
each sample. In the extremes ELNs and LIMSs can be differentiated. A dis-
covery chemistry laboratory running three of four syntheses a week with the 
need to run confi rmatory analyses from a range of techniques is best served 
by an ELN. An analytical chemist receiving 10 samples a day from a 1000 
patients and running one or two tests on each sample is best served by a LIMS. 
But ELNs and LIMSs meet in a gray area where both are equally as appropri-
ate. The automation experience that has been developed by LIMS vendors 
means that they can make inroads into the evolving ELN market where the 
ELN is the hub application, but they lack the domain expertise of vendors that 
have developed ELNs based on their knowledge of the scientifi c research area. 

 LIMS vendors recognize the overlap between ELNs and LIMSs. Most have 
responded by providing ELN functionality in their LIMS offerings. Waters  [18]  
has released a stand - alone LIMS product, Agilent acquired an ELN  [19] , and 
Thermo  [20]  chose to provide ELN capabilities by partnering with Symyx 
Software (now Accelrys)  [21] .  

   19.13    ELECTRONIC LABORATORY ENVIRONMENT 

 The future of ELNs is as the central component of the electronic laboratory 
environment (ELE). This concept envisages all information fl ows being elec-
tronic: to seek fi rst information to assist with its design, then resourcing of 
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equipment and materials, and fi nally a collection of experimental results. The 
concept is simple, and current technology is up to the task, but the variety of 
instruments and data formats that need to be supported is daunting, and the 
workfl ows are highly variable. The task is similar to a standard manufacturing 
operation, but in this case a holistic approach would probably be taken to the 
selection of equipment and information protocols. Research scientists will 
currently not accept this restriction — they always want the freedom to select 
the best — but scientists in development will be more likely to accept design 
restrictions as it has the potential to make their life easier. 

 The focus has moved from the ELN to its place in the overall scientifi c 
workfl ow. The new goal is the ELE (see Fig.  19.4 ). The ELE is a natural exten-
sion of the hub aspects of an ELN. It merges the strengths of an ELN with 
those of a LIMS:   

 Strengths of ELN 

   •      Capture free form data from a range of experiments  
   •      Authenticate and invention  
   •      Present a fl exible and easy - to - use interface to the scientist    

   Strengths of LIMS 

   •      Interface to a wide range of equipment  
   •      Submit requests for analysis  

     Figure 19.4     Electronic laboratory environment (ELE).  
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   •      Retrieve results  
   •      Record results automatically  
   •      Support chain of custody for the invention    

 The scope of this work should not be underestimated. The ELE requires 
that all equipment be online. This will mean that companies will standardize 
on models, and perhaps they will need to replace much of their current inven-
tory, particularly for the more mundane pieces such as balances.  

   19.14    DARK LABORATORY 

 The ELE facilitates the concept of the dark laboratory, where a scientist identi-
fi es structures for testing. The substances are acquired through purchase or 
synthesis and submitted to the biological assay queue. Results are posted back 
to the requestor. This will drive the need for global standards for acquisition 
and storage of data. 

 The work being undertaken at Southampton University is driving toward 
the dark laboratory. The experiments being conducted involve mostly physi-
cochemical measurements with robots controlling the equipment. It is not a 
major extension to use this approach to handle biological screening, but pro-
gressing to new chemical entities is more diffi cult due to the unpredictability 
of chemical reactions. The move to biological entities as drugs is amenable to 
remote control. Much of the work is already done by automated synthesizers 
and could be adapted to be fully dark.  

   19.15    FUTURE OF  ELN  

 At a high - level laboratory workfl ows share many components. First comes the 
concept, then design. Once there is a design, then equipment, laboratory space, 
and materials must be sourced. The experiment is executed and monitored. 
The work product can be a physical entity such as a chemical or biological 
substance, a cell line, a plasmid, a set of numbers, or a graphical object such 
as a spectrum or chromatogram. Finally the experiment has to be dismantled 
and the components cleaned or sent for disposal. 

 The ELN sits at the center of the workfl ow. It captures the concept; this is 
perhaps the simplest step. A design evolves that taps the body of knowledge 
that ELN usage has delivered. External sources of information are queried 
and relevant information is brought back into the design notebook. The 
concept notebook is a legal record; it provides evidence of fi rst to invent. The 
design notebook may not be essential to support a patent, but it does provide 
evidence of due diligence in the reduction to practice. Now the experiment is 
set up, the design is transferred to the experiment record, and from here equip-
ment and materials are sourced; links to internal inventories and external 
suppliers are needed. During execution samples may be taken and analyzed; 
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ideally the sampling and analysis are handled automatically or with minimal 
intervention from the experimenter. The results are compared with records 
held in internal database systems such as OpenLab (Agilent) or Nugenesis 
(Waters), and the results are used to direct the execution of the experiment. 
Finally the work product is obtained and processed and registered into the 
company ’ s knowledge store. A physical entity requires more care, as it needs 
to be housed in a safe and accessible place and associated with property 
information. 

 Although the workfl ows are similar between research disciplines, the details 
differ considerably, and this is where the challenges lie. In addition, there is 
little standardization in input and output formats of the various pieces of 
equipment. There have been repeated attempts to standardize the format of 
analytical information, initially through the Joint Committee on Atomic and 
Molecular Physical Data (JCAMP)  [22]  format and more recently through the 
Analytical Markup Language (AniML) format  [23] . But there has been little 
pressure on vendors to deliver standards as users are more driven by best of 
the breed as the selection criterion and do not adhere to standards. This must 
change as the ELE evolves. This will be less of an issue with scientists in devel-
opment environments, especially those regulated by the FDA. Repetition, 
accuracy, and precision are vital to their work, and automation is the way to 
deliver it. For these reasons the ELE will fi rst become real in development 
laboratories and the transition is already in progress. 

 The ELE presents enormous challenges to niche suppliers of ELN systems. 
These companies do not have the resources needed to develop such a diverse 
environment. As the ELE evolves, companies will look to one system to admin-
ister. This refl ects the current and inevitable trend toward cost containment. 

 The only companies with the resources to deliver such a system are Accelrys 
following its merger with Symyx and perhaps the larger instrument makers, 
Agilent and Waters. In principle an instrument company is in a good position 
to deliver the complete ELE, but history shows that a software mindset cannot 
accommodate instrumentation, and conversely an instrument mindset does 
not accommodate software. Closer collaborations between instrument and 
software companies appear to be the more likely route to deliver a fully inte-
grated ELE.  

   19.16    ACCELRYS ’  EXPERIENCES 

 Users of Accelrys (formerly Symyx) notebooks are active at the company ’ s 
user group meetings and frequently contribute to the company ’ s in - house 
magazine,  Molecular Connections . A number of detailed case studies are also 
available on the company ’ s website  [24] . 

 Return on investment (ROI) is a critical part of the purchase justifi cation 
process, and for the early adopters there had to be a leap of faith in assuming 
that the signifi cant fi nancial and personnel investments required to implement 



318 EVOLUTION OF ELECTRONIC LABORATORY NOTEBOOKS

an ELN system would be matched by an attractive ROI. Today it is easier 
because companies are comfortable with publishing the savings and other 
benefi ts that have followed their ELN deployment. 

 Better access to information smoothes the transition of information between 
development and manufacturing, and AstraZeneca reports  [24]  a 50% saving 
in time using an ELN; Kalexyn reports a 25% saving in report creation and 
patent preparations. Lilly, an early adopter of the Intellichem product, uses 
the system across discovery chemistry and development and projects a $75,000 
cumulative net saving per ELN user over the period since deployment. Cloning 
of experiments is widely reported as a benefi t and cost saving; Millennium 
reports that 50% of new experiments are cloned, and Johnson and Johnson 
reports an astounding 90%. BMS was an early adopter of the Intellichem 
product in chemistry development and estimates 10% time saving in formula-
tion, analytical, and process pharmaceutical development together with a 
20 – 40% saving in method execution times. 

 Evidence of the ELN driving equipment standardization is beginning to 
appear. Pfi zer determined  [25]  that it had more than 100 electronic balances 
across two large sites in two countries. Previously the purchase decision was 
made locally leading to no consistency in the makes and models in use. This 
complicated interfacing to the Accelrys notebook. Rather than spend time 
providing custom interfacing, it decided on a phased replacement of the bal-
ances, focusing on one vendor and selecting models that were compatible with 
the Accelrys notebook. Several other speakers at the 2010 Symyx User Group 
Meeting in Barcelona discussed the need to standardize, and Stephen Taylor 
 [26]  introduced the concept of the highly automated lab (HAL). In a not -
 unsurprising parody, he illustrated a verbal dialog with HAL, where the system 
prevented the scientist from executing a badly designed experiment. 

 ELN systems are complex to set up and manage. This is a major barrier to 
implementation at smaller companies. A solution to this problem is remote 
hosting of the application. Accelrys has put in place a hosting environment 
and has a number of companies using the approach. 

 Hosting presents challenges. Security is an issue, but there are proven tech-
nologies that address this. More challenging is communication between local 
services, such as a balance, spectrometer, or even the corporate registry, and 
the remote application. Once technology can address this communication 
barrier, we can imagine a completely hosted informatics system that links the 
ELN with registration, inventory, decision support, and data repositories all 
remotely hosted. 

 What goes around comes around! Thirty years ago most computer systems 
were based on local, dumb terminals communicating with a remote host (nor-
mally within the company); systems then adopted a client – server architecture 
followed by a three - tier architecture. The future seems to be with an externally 
hosted server system with local terminals that are used in a relatively dumb 
way so that users can connect to their ELNs.  
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   20.1    INTRODUCTION 

 Neglected diseases, also called neglected tropical diseases (NTDs), are a group 
of preventable illnesses largely affecting tropical countries that lead to severe 
disability or even death. More than a billion people, referred to as the  “ bottom 
billion ” , suffer from one or more such diseases  [1] . Particularly in the develop-
ing countries in Africa and Asia, infectious diseases, including lower respira-
tory infections, HIV/AIDS, diarrheal diseases, tuberculosis, and malaria, are 
the major cause of death  [2] . Furthermore, approximately 2.7 billion people 
are at risk of contracting NTDs  [1] . Hence, there is a clear need for research 
into NTD to improve the lives of the affl icted individuals. However, NTDs are 
overlooked in terms of research and funding given diffi cult targets and low 
commercial incentives. Thus, more innovative and cost - effective ways need to 
be developed for their treatment. The information technology (IT) industry 
has been an early adopter of open - source models, for example, the Linux 
operating system, which was created with community participation. Of late, 
life scientists have also been able to harness the power of collaborative problem 
solving, for example, the Human Genome Project and more recently an online 
game to solve protein structures, Foldit  [3] . These efforts indicate a movement 
toward collaborative efforts in solving challenging scientifi c problems. 

 An open innovative approach has been espoused through the Open Source 
Drug Discovery (OSDD) project, a team India initiative led by the Council of 
Scientifi c and Industrial Research, India, with global participation to discover 
affordable drugs for infectious diseases. The OSDD project is focusing on 
tuberculosis as the fi rst target disease. Tuberculosis (TB) is next only to HIV 
as the leading global cause of death from infection. Nine million people around 
the world develop active TB every year. India has the largest incidence of TB 
in the world with over a quarter million deaths in 2008. This disease has stalked 



SEMANTIC WEB-BASED PORTAL TO LINK MIND AND MACHINES  323

humanity far longer than any other disease, as evident from the fossils, indicat-
ing that TB has haunted humans for more than half a million years. Even 
though existing drugs can actually cure most cases of the disease, the lengthy 
treatment regimen is a major obstacle. The current frontline drugs were devel-
oped in the middle of the twentieth century and require six to nine months 
treatment  [4] . 

 One of the major impediments in discovering new drugs for infectious 
diseases is the inadequate understanding of the biology of the bacteria causing 
the disease. The lack of market - based incentives also deters investments into 
such research by major pharmaceutical companies. Many organizations 
working in this fi eld have considerable resource and manpower constraints. 
An open and collaborative approach is an alternative model of innovation for 
discovering affordable drugs at a faster pace. There is a need to integrate 
knowledge and human resources for fi nding solutions to challenges which 
elude conventional models. Connecting experts and their knowledge across 
various domains is a technological challenge that calls for a framework for 
interaction and collective data sharing. 

 As biology is fast turning to information - driven and quantitative science, 
data are generated faster than can be analyzed and understood. Thus, there is 
a pressing need to develop technologies not only to handle this massive 
amount of data but also for performing comprehensive analyses. The realiza-
tion of these technologies depends on developing standard ontologies for 
defi ning data and its properties (see Chapter  5 ). The Semantic Web technolo-
gies offer powerful new ways to integrate data from disparate sources. This 
also provides us with meaningful new ways to query data and is a promising 
approach for integration of biological information. 

 Facilitating collaboration involving interdisciplinary areas encompassing a 
wide spectrum of capabilities and skills requires a robust IT infrastructure. 
Unlike the earlier collaborations that spanned a couple of laboratories, the 
present collaborations span across the world with individual expertise drawn 
from diverse fi elds. In a conventional collaborative model the partners are 
predecided and known. In the open - source model the crowdsourcing of 
unknown varying expertise makes the collaboration seamless and dynamic. 
This implies that the collaborative infrastructure should also scale to keep 
pace. In this chapter we discuss how the OSDD ’ s Semantic Web - based portal 
( http://sysborg2.osdd.net ) enables collaborative networking using the Internet.  

   20.2    SEMANTIC WEB - BASED PORTAL TO 
LINK MIND AND MACHINES 

 This OSDD Web portal (developed pro bono by Infosys Technologies) is the 
interface for presentation and exchange of information over the Internet. It is 
used by the OSDD community of over 4000 participants from more than 120 
countries. A Semantic Web - based portal has been developed for seamless 
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information search, access, extraction, interpretation, processing, and sharing 
between the community members. At the core of this portal is a resource 
description framework (RDF) data store. Every data point on the portal is 
linked to another with a relationship and this subject – predicate – object triple 
forms the unit for RDF store. 

 The need for interoperable data has led to development of a large number 
of biological databases with the World Wide Web Consortium (W3C) RDF 
triples. Gene Ontology (GO)  [5] , CHEBI  [6] , and SNOMED ( http://www.
nlm.nih.gov/research/umls/Snomed/snomed_main.html ) are examples of the 
most widely used ontologies in the biomedical domain (see Chapter  5 ). Efforts 
are being made to defi ne standard ontologies. The W3C Health Care and Life 
Sciences Interest Group ( http://www.w3.org/blog/hcls ) and Open Biomedical 
Ontologies (OBO)  [7]  are actively defi ning common controlled vocabularies 
and making them available as an RDF. The standards adopted by OSDD 
conform to the standards that are being developed worldwide. 

 Web 2.0 tools are changing the way we communicate on the Web. Web 1.0 
was about displaying information. Web 2.0 is about conversations and about 
participation in the fl ow of information. Web 2.0 uses many new approaches 
for dealing with information, including wikis, blogs, syndication, forums, and 
mash - ups. These require and facilitate the active participation of users and have 
been used to create hugely popular social media sites, such as Facebook and 
YouTube. The tools of Web 2.0 are chipping away at the tightly guarded bound-
aries of scientifi c communication. The tools used by social networks enable 
researchers to connect with similar projects and locate persons with similar or 
complementary skills. Researchers are sharing and discussing their work on 
blogs, wikis, and social networks of Web 2.0. The OSDD portal couples these 
Web 2.0 tools for scientifi c collaboration to usher in science 2.0 for TB research.  

   20.3    DESCRIPTION OF THE PORTAL: 
COLLABORATIVE WORKSPACES 

 The main aim of the portal is to provide a virtual framework for discussions 
and data sharing along with other essential functionalities for managing and 
organizing the research projects. Thus, in the OSDD portal all the components 
ranging from social networking to open electronic laboratory notebooks and 
project management utilities are coupled to enable seamless searching through 
projects and their results. The best - of - breed open - source applications have 
been customized and interfaced to achieve the desired functions of a collab-
orative portal. The portal is also amenable for data and tools integration from 
third - party resources in addition to accepting and collating data and tools 
generated by the community. 

 The OSDD portal design has incorporated all the components of the drug 
discovery pipeline. The OSDD process divides the entire drug discovery 
process into 10 work packages under which individual projects are formulated 
and worked upon by researchers. This involves a chain from ideation to devel-
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opment of projects to posting of the results on an open laboratory notebook 
to facilitating comments on these. In addition, a number of researchers offer 
their own informatics tools, with their own servers, for facilitating research. 
The portal framework is designed to link these resources in a federated 
manner. Components of the portal (Fig.  20.1 ) are discussed below.   

   20.3.1    Single Sign On 

 The OSDD portal is an integrated system using applications with their own 
authentication mechanism which has been merged under a single sign - on 
(SSO). The SSO is responsible for authentication of OSDD portal users and 
establishment of SSO across all systems. This federated system ensures more 
collaboration giving more freedom to the developer and also helps to integrate 
newer applications easily.  

   20.3.2    OpenID Server 

 The OSDD portal hosts an openID server and helps the members establish 
an open id account with OSDD and use it to log on to the portal. It is based 
on the Lightweight Directory Access Protocol (LDAP), which is an application 

     Figure 20.1     OSDD portal components. All the components of the portal are open -
 source applications. At the core of the portal is the RDF data store which integrates 
data from all the applications integrated into the portal. The portal has been developed 
in collaboration with Infosys Technologies.  
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protocol for querying and modifying data of directory services implemented 
in Internet Protocol (IP) networks ( http://en.wikipedia.org/wiki/LDAP ) which 
are confi gured for authentication and user management across all systems 
integrated into the OSDD portal.  

   20.3.3    Portal Backbone 

 Liferay, a leading open - source portal, has been used as the backbone of the 
OSDD portal. It has been customized and interfaced with other open - source 
applications to accomplish the desired functions. The primary modules in 
Liferay provides out - of - the - box and customized features like social network-
ing, forum discussions, blogs, portlets post, and so on. It also provides fl exibility 
to change ideas, projects, laboratory notebooks, and so on. Liferay has been 
seamlessly interfaced with a project management system (PMS), lab informa-
tion management system (LIMS), workfl ow system, and learning management 
system (LMS). It also provides portlets to display summary - level information 
from the PMS, LIMS, LMS, and workfl ow system. The portal also provides 
access interfaces for a full - text semantic search mechanism and an interface 
to view credit points due to users  “ contributions ” . The portlets invoke services 
to access data in the portal database and content management system (CMS) 
and invoke RDF application programming interfaces (APIs) to aggregate 
information in the RDF format.  

   20.3.4    Data Store 

 At the core of the OSDD portal is the data store, which is customized to store 
data generated via the portal into the RDF format. It also includes APIs to 
convert different content generated in each system into the RDF and also for 
third - party Web services to be aggregated into the data store. The format of 
the data in RDF makes it amenable for semantic search and hence provides 
a scalable system for integrating data and concepts. As opposed to integrating 
individual databases of the different open - source applications, the current 
system is designed to capture data from all the federated resources conforming 
to specifi c ontologies and APIs. Portlet services are developed for data transfer 
between portlets and portal database/CMS. As each system is represented as 
a portlet in Liferay, it is imperative to display the information from all the 
systems on the homepage of the user. Hence each system ’ s Web services are 
customized to expose information that is required by corresponding portlets 
to display summary - level information. APIs for each system function to aggre-
gate information in an RDF format.  

   20.3.5    Project Management System 

 The function of a PMS is to allow creation and monitoring of projects and 
various project parameters. DotProject, a Web - based project management 
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application, has been selected as it is designed to provide project layout and 
control functions. It also captures basic project information from the group to 
dates to budgets and owners. The projects and tasks can be color coded. Also, 
fi les can be uploaded against specifi c tasks and projects. An interesting module 
in dotProject is the provision to create subprojects as a  “ dynamic ”  task. It 
allows one to create tasks with a hierarchy including dependencies, priorities, 
resource assignments, and dates. Tasks can be created and tagged as a mile-
stone. A Gantt chart illustrates the project schedule and shows all tasks and 
milestones.  

   20.3.6    Search 

 Search engines capture the content from the Web, mostly searching the con-
tents of the Web pages in the form of documents. These do not search across 
databases with different standards. In the OSDD portal, a semantic search 
engine has been incorporated which performs full - text semantic search on the 
RDF data store and other databases associated with each system. A semantic 
search helps improve accuracy of the search by contextual meaning of the 
terms in structured data and generates more relevant results delivering the 
information rather than a list of search results based on keywords.  

   20.3.7    Microattribution 

 Appropriate attribution is at the core of scientifi c communication. A microat-
tribution system is put in place to ensure that each contribution on the OSDD 
portal is attributed to the author. Microattribution is a concept to allocate 
credit points to all users based on their inputs and contributions to the OSDD 
community. This ensures that every contribution is tracked and that credit 
points are attached to each contribution. To keep track of the contributions 
made by each user and assign credit points to them, a microattribution system 
is interfaced with all the other systems to capture contributions. This system 
helps to track discussions on a forum, blog entries, contribution to ideas, proj-
ects, and laboratory notebooks and awards points to the associated users. It 
also facilitates users to redeem points accumulated by them on the portal. The 
users are to be assigned blue/silver/gold/platinum membership and are part of 
corresponding user groups in the portal based on points earned. It is antici-
pated that assignment of credits will enable it to incentivize contributions.  

   20.3.8    Workfl ow System 

 With the advent of high - throughput technologies, there has been an unprec-
edented increase in the amount of data generated. It is critical to analyze these 
data comprehensively in a collaborative and reproducible manner. For enabling 
the OSDD community to perform sharable high - throughput computational 
analysis, the Galaxy workfl ow engine  [8]  has been customized and interfaced 



328 TOOLS TO ACCELERATE NEGLECTED DISEASE RESEARCH

with the data store and laboratory notebook. This allows members to invoke 
services for performing computational analysis of the data present in the data 
store as well as data available from third - party resources. The computational 
workfl ow and the results generated through this system are linked to open 
laboratory notebooks. In order to provide a comprehensive resource, the 
OSDD community has integrated more than 300 modules from various sources 
into Galaxy. There are standard APIs available for integrating any application 
that the user would like to incorporate in the workfl ow. This system also lists 
the tools contributed from the community as well as the usage of each module. 
There is a provision to create and execute nested workfl ows and all the data 
generated through this computational analysis get automatically linked to an 
open laboratory notebook entry and are stored in the RDF data store, which 
may be used for further analyses.  

   20.3.9    Lab Information Management System 

 LIMS is an application to manage project resources, allocate resources, and 
store laboratory experiment results. This system includes a database of its own 
to hold its data. The LIMS interface displays all the resources available. It helps 
users place an order on resources available for any projects. Only the members 
of the project are allowed to place the order. Once the order is placed, the 
workfl ow for resource approval process kicks in. The order is sent to the review 
committee group, fi nancial committee group, and project director for approval. 
During the process, committee members, with whom the order is pending, can 
approve or reject it and provide comments. The comments are visible to the 
OSDD community. The LIMS interface allows users to contribute external 
resources for OSDD which are exported into the portal as XML. For higher 
value projects, the approval is obtained offl ine from a high - power science 
committee and eventually by the chief mentor.  

   20.3.10    Learning Management System (LMS/eLearning System) 

 Learning management is a space for managing, training, and education - related 
activities for the OSDD community members. It mainly concentrates on pro-
viding online learning, online assessment, and training materials which are 
managed and stored in a CMS. This system ’ s interface helps OSDD members 
to author courses and tests, and upload documents, take - up courses, tests, and 
so on, and has been customized from Moodle, an open - source community -
 based e - learning management tool ( http://moodle.org/ ).   

   20.4    SOCIAL NETWORKING FOR RESEARCH 

 The OSDD community works together on a virtual distributed laboratory 
seamlessly interacting and sharing their ideas and results over the Internet 
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through the portal. Hence it was a challenge to interface the state - of - the - art 
social networking open - source applications with the core components of the 
OSDD cycle starting from idea to project, results, and more ideas. It is impor-
tant to create a Facebook or Orkut - like social networking application linking 
it to scientifi c projects and experiments and the discussions related to them. 
Each of the networking modules exists as portlets in the OSDD portal and 
provides support for Internet - based collaboration. The OSDD portal is com-
prised of customized Liferay out - of - the - box portlets such as summary portlet, 
friends and communities portlet, activities portlet, wall portlet, blog portlet, 
chat portlet, message board portlet, alerts and announcements portlet, really 
simple syndication (RSS) feed portlet, and document library portlets to meet 
the requirements of the OSDD community. 

   20.4.1    Summary 

 This portlet shows the image of the user along with the number of forum and 
blog contributions made along with the skills.  

   20.4.2    Create Virtual Teams 

 My communities portlet is customized to display members as groups (i.e., 
within communities) of the virtual team. This portlet is customized to create 
a community of participating members of an idea/project/laboratory notebook 
on the portal. These members are added to the friends list as well. The com-
munities, once created, exist even when the project is closed or when the idea 
or laboratory notebook is no longer in use. Users have the option to join or 
leave the community.  

   20.4.3    Friends Requests and Friends 

 This portlet helps manage friend requests that are placed from the user ’ s page 
(summary portlet). This allows adding friends who are already not part of any 
ideas or projects or laboratory notebooks or communities.  

   20.4.4    Activities 

 The activities portlet in Liferay is used out of the box to show the recent 
activities of the user. It shows the friends requests that have been accepted, 
forum messages, and blogs posted by the user. It is customized to show con-
tributions made by the user. This includes creating idea/project/laboratory 
notebook entry, running workfl ows, and so on.  

   20.4.5    Scrapbook 

 The wall portlet serves as scrapbook that can be viewed by all users. Only 
friends have access to write on the wall.  
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   20.4.6    Blog 

 The blogs portlet in Liferay is used to implement the blog requirement for 
OSDD. The blogs are confi gured to be accessed by authenticated users only 
and are customized to get projects/ideas/laboratory notebook entries so that 
users can link blogs to them. All blogs linked to projects, ideas, and laboratory 
notebook entries are credited with points under microattribution.  

   20.4.7    Chat 

 The chat portlet is used out of the box and is part of all the pages by default. 
This is confi gured to allow community members and other friends to be able 
to chat with each other.  

   20.4.8    Forums 

 Liferay ’ s message board portlet is used to implement the forum requirement 
for OSDD. For every project, idea, and laboratory notebook entry created in 
the corresponding system, a subcategory is created in Forum under the cor-
responding category — ideas/projects/laboratory notebooks. Contributions in 
those forums that are under projects, ideas, and laboratory notebooks catego-
ries are considered for credit under microattribution. The idea/project/labora-
tory notebook entry and its forum created are linked at the database end. The 
skills portlet effectively captures the skills and expertise of each and every 
member of the sysborg2 family. A project manager initiating a project in 
sysborg2 can search for team members with ease by just browsing through the 
required skill sets in this portlet. Tracking people with a particular skill and 
getting the entire skill set of a particular member are some of its salient 
features. 

 The RDF API aggregates forum category, threads in the category, and mes-
sages in threads as individual objects and provides the relationship between 
them.  

   20.4.9    Alerts/Announcements 

 The alerts and announcements portlets are used out of the box and are part 
of a user ’ s homepage. Only administrators are allowed to publish site - wide 
alerts and announcements to all users. Community - wide alerts can be issued 
by managers of that community.  

   20.4.10    Document Library 

 All the documents posted on any idea/project/open laboratory notebook 
become a part of a document library, an out - of - the - box portlet in Liferay. It 
has been customized to interface with other portlets and applications. For 
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every project, idea, and lab notebook entry created in the corresponding 
system, a subfolder is created in the document library under the corresponding 
folder for the three core components of the portal — ideas/projects/laboratory 
notebooks. The idea/project/laboratory notebook entry and its document 
folder created are linked at the database end. The portal API service creates 
a folder in the document library for each component. The documents are 
stored in Liferay in the fi le system. RDF aggregation is done for the title and 
description of each document and is stored in the RDF database. Their rela-
tionship with ideas, projects, and laboratory notebooks are also stored in the 
RDF.  

   20.4.11    Web Content 

 Web content display is Liferay ’ s out - of - the - box portlet which is used to publish 
content on the Web page. This portlet displays news and updates and is a part 
of the organization page. The administrators or users with writer role are 
allowed to create Web content.  

   20.4.12    RSS Feeds 

 The RSS feed portlet is a Liferay out - of - the - box portlet. It is used to store 
feeds and display them in the portlet. It has been customized to dynamically 
add feeds to the portlet.  

   20.4.13    Friends Activities 

 The friends activities portlet is a Liferay out - of - the - box portlet. It is used to 
display the activities that friends perform in the portal, such as adding blogs, 
forum entry, and so on.  

   20.4.14    Calendar 

 The calendar portlet is a Liferay out - of - the - box portlet and is part of the user 
page. This portlet allows the user to create events, appointments, and so on.   

   20.5    MOVING FORWARD: FUTURE OF VIRTUAL 
COLLABORATIVE RESEARCH 

 Virtual collaborations have far - reaching benefi ts in research as they leverage 
the existing intellectual strength, increase productivity, create a self - organized 
working group, and decreases travel time, costs, and so on. A successful virtual 
platform should have ease of access and search and use of the data and other 
information related to collaborative projects. In addition, alerts to important 
updates, team dynamics, facilitated discussions, scheduling, and communication 
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are important for successful collaborations. Tools for document sharing, project 
repositories, tools for process tracking and instant notifi cation, instant messag-
ing, free video and voice calling, and so on, exist in open source or otherwise 
( http://en.wikipedia.org/wiki/List_of_collaborative_software ), but there exists 
no platform that can provide all of these functionalities on a single platform 
for drug discovery. This means that researchers are bound to use these applica-
tions independently. Moreover, there are no existing technologies to track 
intellectual contributions of researchers across different applications. Hence 
it was felt necessary to develop applications and integrate them in a manner 
that allows for seamless online collaborations and track contributions. The 
OSDD portal congregates the best - of - breed open - source applications to 
achieve the functionalities of a virtual collaboration platform for drug discov-
ery. It makes full use of existing open - source tools that promote effective 
collaborations. 

 A major challenge while designing the portal was to implement a SSO 
across applications, which required customizing their authentication system as 
well as interfacing their database with the portal data store. This architecture, 
although challenging to implement, ensures scalability for integrating data and 
tools from any resource. 

 The OSDD portal provides a robust scalable platform for collaborations 
and managing drug discovery projects. In OSDD, large complex problems are 
broken down into simpler tasks that can be implemented with the help of 
community members. An excellent example to highlight this approach is the 
development of TBrowse with OSDD community members. TBrowse is an 
integrative genomics map of  Mycobacterium tuberculosis  and attempts to 
connect nearly a million data points from various databases, including compu-
tational predictions and data from the literature  [9] . Also, it is well known that 
the process of drug discovery is highly complex and challenging. Integrating 
projects, resources, and intellect becomes the key to facilitating collaborations 
for solving challenging problems. Such collaborations need compute infra-
structure for their speedy implementation. 

 SysBorg (Systems Biology of the Organism) is the core component of the 
OSDD portal ( http://sysborg2.osdd.net ). This component is comprised of sub-
components, namely, open ideas, open project space, open laboratory note-
book, resources, and document repository. Any project starts with an idea 
which is translated into a project with well - defi ned deliverables with specifi c 
timelines. The OSDD portal provides space for posting ideas and developing 
projects on these ideas. There is also provision to develop subprojects on exist-
ing projects. The project space has a predefi ned template and the participating 
members of the project automatically become part of the community for that 
subproject. In addition to community members, other members are also 
welcome to comment and provide their inputs on the project, thus improving 
the work design and providing crucial inputs. 

 Sharing negative results is a big challenge in research as most often these 
are not published and remain with individual researchers or groups. In OSDD, 
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the community is welcome to share their negative results, which can save time 
and resource and also provide cues for designing better experiments. For 
computational projects, the Galaxy workfl ow engine is customized to provide 
an easy user interface for creating workfl ows and sharing them with other 
community members. The workfl ow itself and the results generated by running 
the workfl ow are automatically extracted to open laboratory notebooks. A 
version track mechanism exists for storing different versions of the same docu-
ment for ease of understanding the project plan and results at different time 
points. A project management system is linked to each project and holds 
information on the deliverables (tasks) on a scheduler. This system helps in 
closely monitoring the projects. The overdue tasks are differently colored to 
highlight bottlenecks in the system. Such tracking and monitoring systems are 
crucial for online collaborations as all the participating members can access 
and review the project status, discuss the issues, and get help from the com-
munity in resolving bottlenecks. 

 A drug discovery pipeline is full of failures and challenging bottlenecks. The 
OSDD portal may help in bypassing at least some of these issues by providing 
a common platform for communication among experts from different domains. 
A cross - domain interaction may further the pace of scientifi c research. The 
portal also serves as a means for faster communication as the documents or 
data exist on a common sharable platform and hence are advantageous over 
normal e - mail traffi c as the data exist on an online archive which is searchable. 
It also helps in evading management overhead by providing PMS applications 
closely interfaced with the projects and a versioning mechanism to keep track 
of the document versions. In addition, it is also important to share results in 
real time to make decisions on future experiments. The open laboratory note-
books may be used for sharing results and discussing the experiments. 
Moreover, each project is also linked to the resources (chemicals, funds, staff-
ing, etc.), and this information is updated as when the resources are allocated 
and utilized in the project. 

 The OSDD project has created open - access repositories for clones, proteins, 
and small - molecule libraries. These resources are acquired, generated, or con-
tributed by the members of the OSDD community. These resources are also 
listed for the community and can be readily accessed ( http://oar.osdd.net/ ). 

 The key component of the OSDD portal is the semantic search, which is 
based on Semantic Web technologies and uses the RDF data store to fi nd 
relevant information. In this era of data deluge, it becomes a challenge to 
generate knowledge from data. In order to make best use of available informa-
tion, it is imperative to organize and manage data in such a way that it may 
be searched to answer questions than merely fi nding data for specifi c key-
words. This is the challenge of the Semantic Web and demands data in standard 
ontology so that a search may encompass every possible resource and fi nd 
answers to relevant questions. In the OSDD portal, users can create their own 
query and fi nd relevant information on the data that exist on the portal as well 
as data incorporated from third - party resources. 
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 In a nutshell, the OSDD portal enables end - to - end process integration from 
ideation to drug discovery. It uses a Web 2.0 technology framework to inte-
grate people, process, and information to facilitate the drug discovery process. 
It features a suite of open - source tools for project management or workfl ow 
management, laboratory information management, e - learning, and SSO. The 
portal features a semantic search tool on the RDF data store, the heart of the 
system, and also a microattribution system and algorithm to assign credits to 
contributors. The portal is accessible by scientists and researchers from across 
the world and the information generated is also available for all registered 
members of OSDD. 

 The changing mode of drug discovery in the open - source model will hope-
fully allow researchers to develop affordable drugs faster in collaboration 
rather than institutes or companies working in isolation. Thus, open - source 
collaborative platforms such as those described in this chapter provide a new 
way to solve challenging problems by community participation.  
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   21.1    INTRODUCTION 

 Biomedical scientists in academia and industry are rarely collaborative and 
open with their data until publication or patenting, resulting in considerable 
redundancy, wasted expenditures, and unnecessary delays. While collaboration 
may be diffi cult, the pathway can be negotiated  [1]  and some have even 
devised simple rules to make them successful  [2] . While chemists and biologists 
may not always see eye to eye, they bring different perspectives and their col-
laboration is essential if progress is to be made in biomedical research  [3] . It 
takes a tight collaboration between biologists and chemists in order to effec-
tively translate molecules into potential drug candidates. Until recently there 
has been limited discussion of how such collaborations could be initiated  [4] , 
negotiated  [1] , or successfully enabled  [2] . We are also seeing a number of 
initiatives such as precompetitive collaboration  [5 – 8] , competitive collabora-
tion  [9] , crowdsourcing  [10] , and open innovation  [11 – 13] , which strongly sug-
gests collaborative drug discovery will be the future paradigm of biomedical 
research  [14 – 16] . There is also a growing list of publicly accessible databases 
and Internet - based collaborative tools for chemistry  [6, 9, 16 – 19]  that make 
data more accessible and may increase scientifi c research effi ciency and col-
laboration. These databases can be used for computational modeling such as 
quantitative structure – activity relationships  [17]  and relatively rapid lead 
identifi cation  [18] . 

 It is clear to us and others that such collaborations will be facilitated by 
computational tools and databases such that data could be shared and stored 
securely and when desired published. Currently available computational data-
base tools for drug discovery and chemistry in particular are not collaborative 
and are of limited application for drug development  [19] . Recent studies have 
suggested that there are productivity benefi ts of collaboration  [20, 21]  and the 
formation of collaboration networks  [22] . We have previously described novel 
Web - based tools that combine chemistry informatics, biology, and social net-
works for drug discovery  [19] . Building networks of researchers is important 
as the impact of these tools would be expected to increase in an exponential 
manner as a function of the number of interconnected users, for example, like 
telephones and the Internet. Several examples of network - based technologies 
exist for business and social environments such as LinkedIn and Facebook. 
Only recently have these types of technologies begun to impact drug discovery 
as it becomes more fragmented, with large drug companies relying more on 
outsourcing and collaborations. Open - access chemistry databases and Internet -
 based collaborative tools such as LabMeeting, myExperiment, DIYbio, Open 
wetware, Open Notebook Science, Laboratree, and Science Commons are now 
available for the science community, but they have limited or no capability to 
mine the data based on chemical structure and they do not have collaboration 
features or enable data sharing (open - source public data exchange). In addi-
tion, these commercially available tools do not foster community - based models 
for drug discovery and are relatively costly to maintain and support  [9, 10, 19, 
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23] . On the other side, open, public chemistry and biology data repositories 
(PubChem, ZINC, eMolecules, ChemSpider, etc.  [24, 25] ) focus on publicly 
available data and are not designed for comprehensive data archiving. For 
example, recent articles have assessed the expanding public and commercial 
databases containing bioactive compounds  [8, 9, 18, 19, 23, 27] . Such open 
repositories clearly lack the ability to specify private data or limit sharing to 
selected groups so users have been forced to make a choice between sharing 
all or none of their data. What is perhaps needed is a selective, secure, col-
laborative software. For community - based drug discovery to work within the 
larger biopharmaceutical industry, a platform must have:

   1.     Strong privacy, security, and collaborative software features  
  2.     Ability to handle both free text and complex, heterogeneous drug dis-

covery data and molecular structures, capturing not just small molecules 
but larger products seen in the biotechnology industry  

  3.     Data presentation and organization that allow both humans and comput-
ers to easily draw conclusions and prioritize experiments, leading to new 
insights    

 In general, tools that enable the  selective  sharing of diverse data would be 
a valuable asset, especially within the area of neglected disease drug develop-
ment for which the need for collaborative efforts has been well documented 
 [26, 27] . Due to relaxed commercial considerations, neglected disease research-
ers are certainly more open to selective, appropriate sharing and they are 
therefore an ideal, forward - thinking community to evaluate innovative data -
 sharing concepts, with potentially transformational implications for all drug 
discovery efforts  [28] . 

 Exploiting more than six years of experience of using cloud computing and 
Web 2.0  [24] , Collaborative Drug Discovery (CDD) has developed a unique 
Web - based software currently helping scientists optimally identify and advance 
novel drug candidates. The software allows scientists to not only manage and 
analyze their data more effectively but also optionally share their data effort-
lessly and securely to the degree they want, with whomever they wish, at the 
time of their choosing  [19] . It allows them to easily toggle between and simul-
taneously mine across private, shared, and public data sets. The CDD software 
and existing user network are uniquely positioned to improve collaborations 
in the neglected disease space, thereby increasing the effi ciency of drug dis-
covery and development  [4] . 

 As a test case for collaborative drug discovery, we will describe our plans to 
further develop CDD using intelligent informatics. This will facilitate collabo-
ration among researchers that are working on similar projects or diseases and 
bridge across private data networks to retrieve more meaningful pubic data. 
Because of the secure and confi gurable sharing capabilities, researchers from 
pharma, academia, government, and foundations are open to sharing selected 
data and algorithms via CDD. We will also describe how this database:
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   1.     Enables researchers to securely collaborate both within and across their 
research communities  

  2.     Integrates with other public databases  
  3.     Will require an ontology  
  4.     Can be extended to enable CDD to store, mine, and share data on larger 

molecules such as antibodies, RNAi  [29] , proteins, or even eventually 
generic objects like reagents, tissues, cells, and patient subpopulations     

   21.2    BRIEF HISTORY OF THE CLOUD 

 CDD was the fi rst collaborative drug discovery data - hosting platform in the 
cloud [using the application service provider (ASP) or software as a service 
(SaaS) model] to the best of our knowledge. Today this is a model being emu-
lated by every major drug discovery informatics company, because once one 
is comfortable with the security requirements, it is a fundamentally more eco-
nomical model for the customer e.g., (no software support or other related 
outlay). 

 When fi rst envisioned (2003), CDD was a pet project within the Eli Lilly 
e.Lilly think tank and was then called ChemBot. Initially the business model 
for ChemBot was unclear, but it was obvious there was a disruptive potential 
bringing together different researchers, molecules, models, and assays. A very 
early prototype is show in Figure  21.1 , from which CDD has evolved.   

 As it was becoming clear that the Internet was the primary cultural and 
economic revolution of our times, the e.Lilly team began to envision what 
the future pharmaceutical drug discovery model could look like in the Inter-
net era — and how one might have a competitive advantage by moving onto 
the cloud. 

 The basic tenet was that in a diversifi ed world the winning pharma company 
would be the one with the best software  “ glue ”  to hold projects together and 
facilitate them effi ciently. 

 In 2003 and 2004, working with consultants Dr. Will Welch and Cignex using 
the Zope Plone Content Management System as a backend, a working proto-
type was created. Furthermore it was demonstrated that there was a market 
need with multiple customers signing up. Most notable was the laboratory of 
Professor Jim McKerrow at the University of California at San Francisco 
(UCSF), which acted as that all - important partner with a real need at the 
earliest stages of the project. From day one CDD was a collaborative, Web -
 based platform with requirements both to respect intellectual property (IP) 
while empowering real collaborations. 

 In 2004, the Chembot project was offi cially spun out of Eli Lilly as an inde-
pendent company called Collaborative Drug Discovery (CDD). Eli Lilly 
maintained a minor position and coinvested in a syndicate with Omidyar 
Network and Founders Fund a year later. Today CDD is a profi table platform 
with researchers from six continents logging into their CDD Vaults ™  using 
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CDD Collaborate ™  for private collaborations together with data in CDD 
Public ™ .  

   21.3     CDD  DATABASE TECHNICAL DETAILS 

 The development of the CDD database (Burlingame, CA) has been described 
previously with applications for collaborative malaria research  [19] . While the 
following may be of lesser interest to general readers, it provides useful insight 
into how the technology is implemented in comparison to alternative 
approaches. The CDD database brings the power of cloud computing to drug 
discovery, enabling collaborators to share research data securely within and 
across organizations without the need to install and maintain complex soft-
ware. CDD runs on a fault - tolerant infrastructure providing redundant storage, 
compute nodes, power, heating, ventilation, and air conditioning (HVAC), and 
backbone connections. The infrastructure is also redundantly secure, protected 
by multiple layers of host - based, network, and physical security measures. 

 CDD software runs on a MySQL database and was developed using the 
Ruby and Java programming languages, leveraging particularly the power of 
the Ruby on Rails Web application framework. Ruby on Rails is a modern 
framework noted for enabling productive,  “ quick and clean, ”  well - factored 

     Figure 21.1     Chembot and Chembot Bazaar prototypes would later evolve into the 
Collaborative Drug Discovery (CDD) platform in 2007.  
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object - oriented software development, strong Web standards adherence, thor-
ough automated software testing, and horizontal scaling via a shared - nothing 
architecture. CDD ’ s unusually disciplined approach to automated software 
testing and a well - factored code base translate into a nearly bug - free user 
experience for its growing user community which interacts with millions of 
compounds and tens of millions of data points on a daily basis. 

 The CDD database can archive and mine a broad range of diverse objects 
that can later be selectively and securely shared with other researchers (or 
permanently kept private, which is the default behavior). The CDD database 
is a hosted collaborative system with an important advantage over traditional 
PC - based database systems since it can enable secure login into the database 
from any computer using any common browser (e.g., Firefox, Internet Explorer, 
Chrome, or Safari). This unique capability for a database system provides fl ex-
ibility for the users. The CDD Web - based database architecture handles a 
broad array of data types and is arranged as three specifi c modules. First, the 
CDD Vault securely stores and enables mining of private data which are 
hosted and managed by CDD. Second, CDD Collaborate enables confi dential 
exchange of data between vaults as selected by users. Third, CDD Public hosts 
public data sets that can be mined. The CDD platform incorporates Marvin, 
calculated plug - ins for physical chemical calculations, and the JChem Cartridge 
for structure searching from ChemAxon (Budapest, Hungary) within the 
application as the chemistry engine. This allows one to do sophisticated 
structure – activity relationship (SAR) analysis, including chemical pattern rec-
ognition (e.g., similarity and substructure searching), physical chemical prop-
erty calculations, Boolean search and save capabilities for potency, selectivity, 
toxicity, and other experimentally derived properties. The database can handle 
heterogeneous data fi les as well as standardized csv and sdf fi le convertible 
formats that represent the chemical and biological data. In particular, CDD is 
tailored for common data formats used by biologists such as Microsoft Excel 
(.xls) and text (.txt) fi les. The technology can mine against a variety of values, 
including concentration, time, percent, real, integer, textline, cpm, rlu,  Z / Z  ′  
plate statistics, and IC 50  (log IC 50 ,  R  2  values, Hillslope, etc.). The outputs of such 
mining can be saved, exported, shared inside CDD, or plotted with an inte-
grated plug - in. 

 The researcher can control which data to keep 100% private, share with 
groups of individual researchers, or share more generally with the public. A 
further unique capability of CDD is the ability to compare all or subsets of 
public access data with private data simultaneously in a single container as 
well as analyze multiple vaults to which the user has access. The power of 
this collaborative approach to drug discovery can be seen in different types 
of community - based research projects. These range from traditional com-
pletely private collaborations, to temporally private collaborations which may 
become more open following a privacy escrow period, to completely open 
collaborations where researchers can blog about the experiments as they 
occur  [19] . 
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 When users log in to CDD, they have the option to select the vault which 
they want to look at; once selected, they will then see a dashboard (Fig.  21.2 ) 
which summarizes recent protocols and molecules which they have accessed 
as well as a listing of recent activity and messages. Data import into CDD is 
currently a simple four - step process from a .csv or .sdf and mapping a data set 
to a user - defi ned protocol if required (Fig.  21.3 ). Data can be readily mined in 
CDD, and in addition the user can specify which private vaults and public data 
sets to use (Fig.  21.4 ). A full Boolean search is possible specifying protocol, 
run, readout, chemical properties, keywords, and so on (Fig.  21.5 ). If molecules 
are selected, CDD also provides a link to fi nd more information in external 
databases like ChemSpider (Fig.  21.6 ). Data in CDD can also be plotted 
graphically using an interactive visualization which also provides a snapshot 
of the molecule and data upon mousing over  X ,  Y  coordinated (Fig.  21.7 ). This 
may allow a simple SAR analysis, as in the case of the example shown relating 
to the relationship between calculated log  P  and the human ether -  à  - go - go 

     Figure 21.2     Example of CDD dashboard illustrating recent protocols and 
molecules.  

     Figure 21.3     CDD 4 step data import process.  



342 PIONEERING USE OF THE CLOUD FOR DEVELOPMENT OF CDD DATABASE

related gene (hERG) log IC 50  (half maximal inhibitory concentration) 
 [30 – 32] .   

   21.3.1    Advantages of Cloud - Based Applications 

 As the software is hosted on a remote server, it lowers the cost of software 
distribution and updates while providing easier software evolution and is 
preferred for instantaneous collaborations. It should also be noted that all 
stored data are backed up automatically so the user does not need to do this. 
The database is also scalable, which enables researchers globally to use the 
software easily. We use a username/password protected group which ensures 
secure IP protection for private data. 

 Users without a subscription can upload an unlimited amount of data at no 
cost if they do not restrict access to that data. Also anyone, upon registration 
( http://www.collaborativedrug.com/register ), can have free read - only access 
to the public data sets. If access is restricted through user - controlled privacy 

     Figure 21.4     CDD vault and data set selection in preparation for data mining: (a) vault 
selection; (b) Public data set selection.  
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     Figure 21.5     Example of exploring data in CDD.  

     Figure 21.6     Example of CDD molecule overview page showing how it can readily 
link to other databases like ChemSpider.  
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settings, a subscription fee is charged. Therefore CDD provides data sets of 
interest to the scientifi c community for free while providing a comprehensive 
database tool for those who want to use a sophisticated and secure data 
storage and sharing environment. This in itself may represent a unique 
approach to collaborative drug discovery.   

   21.4    IMPACT ON NEGLECTED DISEASES 

 The CDD platform supports the full range of collaborations and the current 
community includes leading researchers working on neglected, developing 
world infectious diseases like malaria  [33 – 35] ,  Mycobacterium tuberculosis  
(Mtb)  [36] , Chagas disease  [37] , leishmaniasis  [38] , African sleeping sickness 
 [39] , and others as well as drug discovery projects on more commercial targets 
of interest to big pharma. Initially we have focused on the neglected disease 
community as an increase in the amount and depth of collaboration would 
speed the progress of research and help prevent premature deaths due to these 
diseases. There is relatively little funding for neglected disease research, so 
researchers must collaborate to achieve the level of effi ciency and cost effec-
tiveness required to rapidly produce new therapies. There are currently numer-
ous pharmaceutical companies that are involved in neglected disease research, 
including Pfi zer, Eli Lilly, Novartis, Glaxo Smith Kline (GSK), J & J, and so on, 
working in collaboration with academics or biotechs, and for any of them to 
use such a tool the technology has needed to undergo rigorous evaluation. 

     Figure 21.7     Example of using the plot function in CDD with a hERG data set (log 
IC 50  vs. log  P  data calculated with ChemAxon tools). Browsing over plot points shows 
molecule image and data.  
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Even for neglected disease drug discovery collaborations, prepublication or 
prepatent data are still often treated sensitively. However, due to relatively 
relaxed commercial considerations, neglected disease researchers are more 
open to selective, appropriate sharing. CDD possesses novel functions that can 
be used to bring together neglected disease and other researchers from usually 
separate areas to collaborate and share compounds and drug discovery data 
with major pharmaceutical companies in the research community, which we 
hope will ultimately result in long - term improvements in the research enter-
prise and health care delivery. 

 Researchers working on different neglected diseases rarely coordinate their 
activities on shared compound libraries or reagents and generally only share 
positive results in publications often without providing their underlying data 
sets that would benefi t others working on other neglected diseases. We envis-
age a paradigm shift from the limited private networks (or data silos) that are 
predominant today toward a future vision of interconnected, more open, and 
more collaborative, scientifi c networks across neglected diseases facilitated by 
intuitive scientifi c networking software and a series of rewards that will incen-
tivize data import and selective sharing. Tangible incentives will include 
advanced data analysis, data visualization, and collaborative intelligence. As 
more researchers adopt the collaborative paradigm, additional researchers will 
take notice of the enhanced productivity enjoyed by the early adopters, creat-
ing a classical self - reinforcing growing network. However, one of the rate -
 limiting steps here is reinforcement from the funding community. Until the 
National Institutes of Health (NIH), National Science Foundation (NSF), and 
not for profi ts really start to actively encourage scientifi c collaboration (and 
direct their monies to scientists that collaborate), the current situation will not 
change. We have seen the European framework grants catalyze academic col-
laboration ( http://cordis.europa.eu/fp7/home_en.html ) and impact research on 
diseases such as tuberculosis ( http://www.nm4tb.org/ ). 

   21.4.1    Malaria and Mtb 

 Drugs that are active against malaria and Mtb are urgently needed  [40] . The 
rapid and pervasive emergence of resistance to antimalarial drugs has led to 
a reemergence of the disease. Of particular concern are chloroquine - resistant 
(CQR)  Plasmodium  strains. Similarly, the reemergence of Mtb and drug -
 resistant strains is of grave concern globally. Recent estimates suggest that 
over 2 billion individuals are infected with Mtb  [41]  with over 1.7 million 
deaths per year (latest fi gures for 2008 from the World Health Organization) 
or approximately one person every 8   s. Malaria infects  ∼ 200 million people and 
causes over 1 million deaths  per year , disproportionately claiming African 
children under the age of fi ve. 

 Discovery of anti - infectious agents is complex and incredibly diffi cult for a 
number of reasons that could be addressed if experts and organizations worked 
closer together, including:
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   1.     Relatively low hit rates from resource - intensive high - throughput and 
secondary screens with disproportionately few lead candidates that 
maintain effi cacy in humans.  

  2.     Insuffi cient awareness among the researchers of the need to obtain very 
domain specifi c biologically relevant chemical diversity  [42] .  

  3.     Academic and other nonprofi t laboratories focused on neglected 
disease research tend to be distributed across the globe and in third 
world/developed nations with limited opportunities or methods for 
collaborations.  

  4.     Independent efforts, while providing signifi cant contributions, often lack 
the project management, data handling, decision gates, and pipeline inte-
gration functions that are critical to effi cient drug development.  

  5.     Pharmaceutical company contributions are signifi cant but rarely shared 
publicly.    

 A new approach is needed to speed up the drug discovery and development 
process for neglected diseases. This could save millions of lives per year. 
Foundations such as the Medicines for Malaria Ventures (MMV), the 
Worldwide Anti - Malarial Resistance Network (WWARN), and TB Alliance 
have recently become aware that a new paradigm of increased collaboration 
is needed if new anti - infectives for neglected diseases are to become a reality. 
These groups are effectively virtual drug discovery units that outsource all 
aspects of preclinical and clinical research and act as a central point of orga-
nization. For example, MMV manages over 50 antimalarial projects in collabo-
ration with over 80 pharmaceutical, academic, and endemic - country partners 
in 44 countries. TB Alliance has a similar role for TB drug discovery with over 
20 on - going programs.  

   21.4.2    CDD TB DB and CDD Malaria DB as Examples of Community 
Data Sharing and Evaluation 

 We have created separate networks of researchers in tuberculosis (well over 
100 including TB Alliance and major laboratories in the United States and 
Europe), in conjunction with the Bill and Melinda Gates Foundation (BMGF) 
funding, and malaria (dozens) and kinetoplastids (dozens) from many of the 
top laboratories. In an attempt to obtain a greater understanding of the chemi-
cal space of molecules tested against Mtb, we have created a Collaborative 
Drug Discovery Tuberculosis Database (CDD TB) for related molecular 
libraries of compounds from the literature  [43] . CDD has collated at least 15 
public data sets on Mtb - specifi c data sets representing well over 300,000 com-
pounds derived from patents, the literature, and high throughput screening 
(HTS) data (Table  21.1 ). In addition, many major individual academic, non-
profi t, and commercial groups have used this Web - based database system  [19]  
to facilitate their own research and store and share their private data. To date 
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  TABLE 21.1.     CDD  Publicly Available Mtb Data Sets 

   Database Name/
Source     Description     Molecules  

  TAACF    Antibacterial activity of a publicly available 
library compound against  Mycobacterium 
tuberculosis  (H37Rv) in Alamar blue 
whole - cell assay  

  812  

  Ballel    Tuberculosis SAR data compiled in a survey 
of agents active against  M. tuberculosis , 
including those with both known and 
unknown modes of action  [75] ; updated 
April 17 with TubercuList/TBDB/other 
target links and improved references  

  49  

  MIC Prathipati 
GVKbio  

  SAR MIC data from a recent publication 
by Prathipati et al. at Novartis  [76] ; 
consists of a data set culled from the 
GVKbio database published as 
supplemental information at the journal 
website  

  2,880  

  MIC Prathipati 
NIAID  

  Literature TB MIC SAR data from a recent 
publication by Prathipati et al. at Novartis 
 [76] ; consists of a data set culled from the 
NIAID website published as 
supplemental information on the journal 
website  

  3,748  

  MLSMR    A diverse collection tested by the Southern 
Research Institute against Mtb H37Rv 
 [77] , most active compounds have dose 
response and cytotoxicity data  

  214,507  

  Effi cacy data 
from literature  

  TB effi cacy data from over 300 published 
literature sources; data include PubMed 
citations, targets, cells and organisms 
testes, MIC, % Inhibition, EC 50 , IC 50 , etc.  

  6,771  

  Toxicity data 
from literature  

  TB toxicity data from published literature 
sources; SAR data from PubMed 
references; data include PubMed citations, 
targets, cells and organisms testes, cell 
viability, LD 50 , CC 50 , MNTD, etc.  

  638  

  Pharmacokinetic 
data  

  TB pharmacokinetic data from published 
literature sources; data include PubMed 
citations, targets, cells and organisms 
tested, bioavailability,  V  m ,  V  d ,  C  max , etc.  

  28  

  Absorption data    TB absorption data from Gupte et al.  [78]     24  
  TAACF -  NIAID -

 CB2  
  Results of screening a commercial 

compound library by the Southern 
Research Institute to inhibit the growth 
of  M. tuberculosis  strain H37Rv  [79]   

  102,634  

(Continued)
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   Database Name/
Source     Description     Molecules  

  EthR inhibitors    Druglike inhibitors of transcriptional 
repressor EthR; molecules and data from 
Willand et al.  [80]   

  5  

  Sacchettini review    First -  and second - line anti - TB agents from 
Tables 1 and 2 in Sacchettini et al.  [81]   

  14  

  Makarov et al., 
NM4TB 
consortia  

  SAR data for 1,3 - benzothiazin - 4 - ones 
(BTZ); data obtained from Makarov et al. 
 [44]  at NM4TB consortia  

  32  

  Small - molecule 
patent data  

  Structures and patent information regarding 
TB research from the U.S. Patent and 
Trademark Offi ce, European Patent 
Offi ce, and World Intellectual Property 
Organization  

  20,775  

  Sacchettini review 
additional 
nonapproved 
anti - TB drugs  

  Nonapproved anti - TB agents from Figure 1 
in Sacchettini et al.  [81]   

  18  

  Novartis TB data    Aerobic MTB activity (MIC 50 ), anaerobic 
MTB ATP activity (IC 50 ), and cytotoxicity 
(CC 50 ) data  

  283  

TABLE 21.1. (Continued)

we have developed a unique community with over 20 pilot groups in the fi eld 
of Mtb, including groups in the European Union (EU) – funded NM4TB initia-
tive  [44]  and groups funded by the BMGF tuberculosis accelerator project. 
Our analysis of the public data sets  [43]  provided insights into molecular 
properties and features that are determinants of activity in whole cells  [43, 45] . 
This database has also been used to build novel computational machine learn-
ing and pharmacophore models that could be used to fi lter other libraries of 
molecules to rapidly identify potential inhibitors  [43, 45, 46] .   

 CDD has also developed and deployed a robust preliminary public antima-
larial database from fi ve sources which hosts data on approximately 16,000 
public compounds (Table  21.2 ). The growth of this database has fostered 
several key antimalarial discovery collaborations between CDD users  [19] . For 
example, a substructure search for the known chemosensitizer substructure 
led to the identifi cation of hundreds of compounds for laboratory evaluation 
by the laboratories of Dr. Peter Smith in Cape Town to overcome the resis-
tance to chloroquine  [19] . Leading candidates were identifi ed and sent from 
collaborators for evaluation of effi cacy in assays using the resistant African 
malarial parasite strains in human red blood cells. This process shaved months 
off a project timeline relative to synthesizing new compounds from scratch. 
Eighteen compounds were identifi ed from a set of U.S. Food and Drug 
Administration (FDA) – approved drugs using substructure searching and half 
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  TABLE 21.2     CDD  Publicly Available Malaria Data Sets 

   Database Name/
Source     Description     Molecules  

  U.S. Army survey    Extensive collection of antimalarial drug 
animal SAR data, including structures and 
bioactivity, published originally by U.S. Army 
in 1946  

  12,318  

  St. Jude Public 
Data  

  Open - access malaria/trypanosome results from 
Kip Guy ’ s laboratory, including HTS of 
bioactives against malaria and  Trypsanoma 
brucei   

  2,426  

  Malaria natural 
products 
(NPPDB)  

  Antimalarial database of fl avone natural 
products, including antimalarial and 
cytotoxicity data (University of Mississippi, 
National Center for Natural Products 
Research)  

  426  

  Malaria 
PlasmoDB  

  PlasmoDB of malaria inhibitors compiled from 
the literature, including chemical structure, 
PlasmoDB gene identifi er, target gene name, 
and references against  Plasmodium  
falciparum ,  P. vivax ,  P. berghei ,  P. yoelii ,  P. 
chabaudi ,  P. vinckei petteri   

  120  

  Drexel public 
data  

  Results from an ongoing open data 
collaboration between Drexel (Ugi - 4CC 
products) and UCSF (antimalarial 
screening); data set represents an example of 
how researchers can choose to publish 
selected results openly (By default, in 
contrast, all groups are private)  

  195  

  Johns Hopkins —
 Sullivan  

  Percent inhibition of approved drugs at 10    μ M    2,693  

  St Jude Childrens 
Research 
Hospital  

  Supplemental data for  Nature article   [82] ; 
structures tested in a primary screen, with 
additional data in eight protocols: Bland -
 Altman analysis, calculated ADMET 
properties, phylochemogenetic screen, 
sensitivity, synergy, and enzyme assays as 
well as a thermal melt analysis  

  1,524  

  Novartis Malaria    Data from  Nature  paper  [83] ;  Plasmodium 
falciparum  strains 3d7 (drug susceptible) and 
W2 (chloroquine, quinine, pyrimethamine, 
cycloguanil, and sulfadoxine resistant), 
obtained from the Malaria Research and 
Reference Reagent Resource Center (MR4), 
were tested in an erythrocyte - based infection 
assay for susceptibility to inhibition of 
proliferation by selected compounds  

  5,695  
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a dozen were purchased and shipped to Africa, and when tested in the assay, 
these known drugs were shown to almost completely reverse (seven - fold 
reversal) the resistance in human blood cells  [19] . We have also worked with 
groups to facilitate computational modeling of malaria data using the public 
data in the CDD malaria database which was then used for further database 
screening in silico. Recently we have added data for compounds active against 
malaria from GSK, Novartis, and other groups  [47] .   

 We anticipate that as we add more data sets we will create a combined 
neglected disease database that will grow into a major resource to help utilize 
limited research and development (R & D) resources more effectively to accel-
erate the discovery of better treatments for these diseases. These databases 
can be searched in CDD alongside private data sets in secure vaults. Because 
CDD already has over 3 million unique molecules for humanitarian and com-
mercial applications, one can be confi dent that the architecture and processes 
will scale well for any drug discovery applications. 

 These proof - of - concept studies illustrate how (1) CDD can create a com-
munity which fosters archiving of data into a database for selective sharing, 
(2) groups will share some of their data with the community at large, (3) these 
data can then be used for creation of computational models, and (4) the com-
putational models can then be used for searching the other open data sets or 
private data sets deposited in CDD to discover new compounds for testing.   

   21.5    PHARMACEUTICAL COMPANIES CHANGING THEIR 
BUSINESS MODEL TO INCREASE COLLABORATION AND 
CROWDSOURCING 

 There is a new urgency within pharmaceutical companies to cut back on inter-
nal drug discovery and to rely more on external collaborations with smaller 
companies and academics to bring them leads. Besides crowdsourcing tools 
like Innocentive, there are also other novel approaches, for example, the Lilly 
Phenotypic Drug Discovery (PD 2 ) initiative, a website where scientists can 
securely submit their molecules for evaluation by Lilly prior to selection and 
legal processing, that precedes in vitro testing for various diseases. We are 
rapidly approaching a future for biomedical research where loose networks of 
researchers from companies, academics, or consultants can create aligned com-
munities around shared interests to gather ideas and advance projects. This 
represents an example of crowdsourcing, where the wisdom of the many and 
their varied perspectives benefi t community - based efforts  [48] . Good exam-
ples include online databases such as PubChem, the Chemical Entities of 
Biological Interest (ChEBI) database, DrugBank, the Human Metabolome 
Database, and ChemSpider  [24, 25, 49] , in addition to commercial databases 
 [50]  and collaborative systems like CDD. 

 We think the PD 2  approach could be extended to neglected diseases. By 
providing an entry point in the CDD database, submitters could send their 
molecules for evaluation. The molecules would pass through various desir-
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ability fi lters and models for bioactivity. Individual research groups or founda-
tions could be alerted if a molecule matching their desired criteria is submitted. 
The platform will then prompt whoever has opted in and has appropriate 
privileges to set up a collaboration between the parties involved and to prepare 
any legal confi dential disclosure agreements (CDAs), for example, prior to 
receipt of the physical molecule, to arrangement for purchase, to synthesis, or 
to screening.  

   21.6    FUTURE DIRECTIONS OF  CDD  DATABASE 

 In the future we propose that Web 2.0 technology  [24]  will enable researchers 
that  “ opt in ”  to be made aware of other potential researchers with similar 
interests or similar compounds or vendors with similar compounds. We will 
also facilitate the linkage between academic and foundation researchers with 
a network of experienced medicinal chemistry, cheminformatics, and absorp-
tion, distribution, metabolism, excretion, and toxicity (ADME/Tox) collabora-
tors or consultants who can assist them with advancing their compounds 
further. In this way CDD could become a central marketplace for collabora-
tion and research in much the same way that  www.assaydepot.com  provides 
a convenient central location for clinical research organizations (CROs). 

   21.6.1    How to Build (Neglected) Disease Communities on the Cloud 

    (i)     Capture and Curate Large Amounts of Disease Assay Data Points    
 Compound structures can be readily harvested from the most relevant 
scientifi c journals, patents, and other available published sources pref-
erably using manual and a combination of natural language processing 
and manual curation. Provide these data as a public - access read - only 
resource to benefi t all researchers (community member/subscribers 
would be able to download any public data set).  

  (ii)     Data Resulting from Different Disease Research Projects Are Archived 
in CDD Database     To enhance and accelerate discovery research col-
laborations throughout the network (with the requisite incentives to 
collaborate while always giving data generators the choice). CDD 
generally starts with several key seed groups of researchers that pledge 
participation — generally prominent disease researchers and drug dis-
covery groups.  

  (iii)     Work with CDD Members to Identify Collaborative Research Oppor-
tunities within Network and Support Integration of New Networked 
Members ’  Research Efforts     CDD scientifi c consultants aid in build-
ing collaborations around the following drug discovery cycle compo-
nents: (1) model building, (2) data mining and virtual screening, (3) 
compound procurement, (4) compound profi ling, and (5) research data 
interpretation.  
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  (iv)     Develop New Custom Capabilities in Database for Users     Generally 
each group may need some custom features developed, which greatly 
facilitates their use of the database. This benefi ts the community as 
a whole and also moves certain development tasks up the prioritiza-
tion list.    

 Several examples of capabilities we think will be essential for such databases 
as CDD in future are listed in the next sections. 

   21.6.1.1    Develop an Ontology to Facilitate Advanced Data Mining Across 
 CDD  Databases     The biomedical research community, and specifi cally those 
involved in neglected disease research, is generating very large data sets facili-
tated through HTS  [42, 44, 45] , and this presents impending informatics chal-
lenges both for selection of hit compounds for follow - up studies as well as 
computational analysis of such data. A highly effective concept for ensuring 
such data have continued utility and accessibility is through a formal ontology; 
for example, the Gene Ontology  [46, 47]  and the OBO Foundry have success-
fully demonstrated the utility of this approach. The benefi ts of ontologies have 
been well articulated by others and used to enable network analysis  [51] , 
facilitate translational bioinformatics  [52] , and link diseases to animal models 
 [53] . Bioassay data are particularly well suited for management within an 
ontology because they encompass a wide diversity of experimental designs but 
usually have a limited range of prescribed objectives. A functional ontological 
framework will allow new assay descriptions to be meaningfully integrated 
into the knowledge base with relative ease. 

 Adoption of an open - assay ontology will be a major milestone in converting 
volumes of assay  data  into machine - interpretable  knowledge  and fi nally human 
 insight.  Given CDD ’ s unique position with an already engaged research com-
munity, the key prerequisites are in place to make the ontology widely adopted 
and therefore maximally useful. 

 Incorporation of an ontology which captures this complexity will allow for 
more precise information extraction and integration of the various structured 
and unstructured data sources. These ontologies will be incorporated into the 
fabric of CDD with strategic  “ push ”  and  “ pull ”  mechanisms to promote adop-
tion. Once a fi rst pass is made at automated assay annotation, a series of simple 
questions (Boolean or short list choices) will complete the entry and ensure 
accuracy of the automated procedures. 

 CDD will assist the community in annotation of its assay defi nitions and 
data within an open - assay ontology. Because of the large backlog of historical 
assay instances and the importance of demonstrating a benefi t quickly to 
promote adoption, CDD will directly assist partners in assay annotation. 
Through this assistance, project partners will greatly accelerate the completion 
of the task and ensure accuracy and fi delity. 

 An ontology will facilitate collaboration between researchers in a public/
private data - hosting environment by enabling automated systems to alert 
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researchers of potential collaboration opportunities. Another powerful 
data - mining strategy that only becomes possible within the context of a 
working ontology used within an environment that hosts both public and 
private data sets is the suggestion of similar data that may be relevant to 
the researcher. 

 A major outstanding problem is the lack of a coordinated strategy for non -
 ontologists (e.g., experimentalists) to be suffi ciently incentivized to mark up 
data for ontological binning upon importing screening data into databases. We 
will take a two - pronged approach consisting of both pull and push mecha-
nisms. On the pull side, CDD Collaborate allows researchers to compare its 
private data with public data and private data with collaborators ’  data and, 
with the new technology envisioned, has the option to  “ opt into ”  alerts for 
notifi cation when others are working on similar/complementary compounds, 
targets, and so on. Adopting the ontology will be a pull incentive by rewarding 
scientists with potentially complementary data and new collaborators. On the 
push side, CDD already has required fi elds in the database such as the type 
of assay (enzyme, cell, animal, etc.) and requirements for selecting a date for 
a run of a screen. Similar requirements will be added to accurately annotate 
new defi nitions within an assay ontology, such as selecting a target from a 
preloaded ontology. The combined pull and push mechanism will rapidly lead 
to a very large set of ontology - compliant data, greatly facilitating both human 
and automated connections between public and private data.  

   21.6.1.2    Collect, Mine, and Share Multiple Types of Data in  CDD      To 
date the CDD database has solely focused on the small - molecule community. 
There is clearly an enormous opportunity to greatly increase the size of the 
researcher community using the collaborative software by expanding to larger 
molecules and biological materials. These larger molecules and biologics are 
equally important to fi nding treatments for neglected diseases as well as of 
broad commercial and academic interest. This will engage a greater percentage 
of the research community, for example, those doing fundamental biology 
research or working on vaccines. Furthermore, importing related chemical and 
biological data sets opens up the possibilities for evaluating combinations of 
small and large molecules. 

 We will create the capacity to archive, mine, and collaborate with generic 
objects within CDD. We allow researchers to customize the database because 
they will be able to change the Molecule fi eld to, say, a Sequence fi eld. Simple 
renaming is not enough, so additional details will be engineered into domain -
 specifi c modules. We are aware of at least one pharmaceutical company that 
has developed a macromolecular structure notation, editing, and registration 
tool (Tianhong Zhang, personal communication, 2009) using the ChemAxon 
components (Marvin Sketcher, Marvin viewer, calculator plugin and Marvin 
API already integrated within CDD). The pharma application is currently 
unavailable to researchers in academia, other foundations, or companies and 
represents a signifi cant investment.  
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   21.6.1.3    Develop Alerts for Toxic/Reactive Functionality in Small and 
Large Molecules     Hits or leads in rare, orphan, and neglected diseases can 
arise from phenotypic or mechanistic screening against commercially available 
libraries. Often these screening efforts arise in an academic setting. However, 
because of the disconnect between academic biology and expert medicinal 
chemistry, it is essential to carry out a time - consuming medicinal chemistry 
annotation of putative hits or leads before expenditure of signifi cant drug 
discovery effort  [18, 51] . Many companies have instituted fi lters (usually 
SMARTS [SMiles ARbitrary Target Specifi cation] queries) to remove undesir-
able molecules, false positives, and frequent hitters from their HTS screening 
libraries or to fi lter vendor compounds. Examples include REOS from Vertex 
 [54] , fi lters from GSK  [55] , BMS  [56] , and Abbott  [57 – 59] . An academic group 
in Australia has developed an extensive series of substructural features for 
removal of pan assay interference compounds (PAINS) from screening librar-
ies  [60] . There is as yet no coordinated or readily accessible automated method 
for fi ltering compounds or alerting users to reactivity issues or for that matter 
bringing the expertise of many medicinal chemists into a piece of software or 
database that would identify undesirable molecules for biologists. There is 
considerable need to infl uence the quality of hits and leads in public databases 
and prevent experimental repetition. An analogous approach could be applied 
to help optimize macromolecular properties; for example, immunogenicity can 
be an important obstacle to successful protein drug therapy as antibodies to 
a large - molecule drug may impact therapeutic function or pharmacokinetics 
or lead to severe undesirable adverse effects in vivo  [59, 60] . Various  in silico  
tools and databases (e.g., Immune Epitope Database (IEDB)  [61]  as well as 
commercial tools  [62] ) to identify potential for immunogenicity are available, 
representing an alternative to  in vitro  or  in vivo  immunogenicity assays  [63] . 

 We could integrate the ChemAxon toolkit SMARTS - based alerts and 
other rule bases to fl ag (potentially) problematic substructures within a mol-
ecule  [52 – 56, 58] . We will use the state - of - the - art fi lters from references in 
the previous section and dynamically be able to add additional alerts 
requested from discussions with experienced medicinal chemists. We could 
then develop an intuitive alerts display (Fig.  21.8 ). Additionally, linking to 
external public databases such as PubChem and patent databases could help 
provide more useful information on a hit compound that could assist in decid-
ing whether to pursue it.      

   21.7    DISCUSSION 

 We have described the development of the CDD database as a case study of 
how such a tool could be used for collaborations. The tool was developed using 
an agile development process which uses an integrated design – build – test 
process. In the space of six years this database has become a viable technology 
that has attracted many research foundations, academics, biotechs, and large -
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 pharma customers. In the process we have used it to provide new insights into 
the vast amounts of screening data being produced  [43]  as well as facilitate 
global collaborations  [19]  and provide a means for collaboration  [9, 10, 23, 49] . 
As we see drug discovery become more reliant on networks of collaborators, 
we think the need for a cloud - based solution will become dominant. 

 It is feasible that other cheminformatics software solutions could be pro-
vided to CDD users in the same way, either separately or integrated into the 
current platform. For example, it may be of utility to integrate ADME/Tox 
models or other quantitative structure – activity relationships (QSARs)  [64] . 
Software developed under the open - source model provides important visibil-
ity into the implementation of descriptors and algorithms, so that computa-
tional chemists can verify the algorithm and suggest or actually contribute 
improvements  [65] . A number of open - source software packages exist that 
calculate descriptors  [66, 67]  or implement modeling algorithms (e.g., R). Some 
groups have used open descriptors and open modeling algorithms to build 
QSAR models  [67 – 69]  for mutagenicity, cytotoxicity, Caco - 2 data, as well as 
some drug targets. The data sets used to date have been relatively small. While 
there are some toolkits for cheminformatics and bioinformatics  [65, 70 – 72]  as 
well as proposed Web services  [73] , no integrated toolkit exists that provides 
functionality for end - to - end QSAR training, validation, and prediction. We 
have recently used such open - source software with over 100,000 molecules 

     Figure 21.8     Example of highlighted alerts on molecules to avoid wasting money on 
compounds likely to fail.  
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with ADME data provided by a large pharmaceutical company to show that 
such models can be equivalent to those generated with commercial tools  [64] . 
This sets the stage for using CDD as a selective ADME model building and 
sharing platform on the cloud. The rationale for this is that the existing com-
putational ADME/Tox programs are limited in using the same very small data 
sets from the literature or combining data sets from different groups, which is 
suboptimal. These data sets also only cover a small region of chemical space, 
focused on druglike molecules that tend to be compliant with the Rule of Five 
 [74] . Thus, there is a need for building models using data from various phar-
maceutical and biotechnology companies and then securely sharing the models 
with collaborators or groups designated by the user. The advantage of using 
such data from pharmaceutical and biotech companies is that they have gener-
ally screened orders - of - magnitude more data (e.g., tens to hundreds of thou-
sands of compounds under standardized conditions) than is in the public 
domain and thus have far better coverage of chemistry space. This could result 
in powerful models that will improve predictions for groups with compounds 
of interest but no idea of their ADME properties, for example, assisting 
neglected disease researchers. 

 New informatics tools that incorporate biology and chemistry with social 
networking technologies should enable a better, faster, and ultimately cheaper 
mechanism to discover and advance drug candidates in a collaborative manner, 
regardless of whether they are for neglected, orphan, or potential  “ block-
buster ”  diseases. We have found that many biotechs use CDD as their corpo-
rate database as it is cost effective, provides compound registration functions, 
and can handle their high - throughput screening data while having many other 
features. Though it is hard to predict the direction this or similar technologies 
could go, we have presented some ideas which we think are realistic. Challenges 
to a tool like CDD, which has a foot in the commercial sector while at the 
same time making data searchable to the community for free, come not only 
from other cheminformatics or database companies [e.g., Heos from Scynexis 
( http://www.scynexis.com/research_capabilities/heos_software.asp ), which cur-
rently does not have both private and public sharing capabilities, and Ensemble 
from Artus Labs ( www.artuslabs.com )] but also from the public – private part-
nership sector [e.g., the Innovative Medicines Initiative ( http://imi.europa.eu/
index_en.html ), which recently had a call for development of Open 
Pharmacological Space]. It will be critical to continue to expand the CDD user 
community and integrate with other open and proprietary tools such as work-
fl ow software while at the same time showing demonstrable success in improv-
ing drug discovery by assisting in collaborations, speeding up the process, and 
fi nding new hits and leads. A pure database alone will only facilitate such 
results and ultimately it may come down to how it is used and how well it is 
exploited by the user. This will require integration of tools that can enhance 
the user experience and build on their own expertise. These requirements 
ultimately take away from the relatively elegant, yet straightforward and 
simple - to - use experience, so it will be important not to lose sight of this. 
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 Collaborative R & D is undoubtedly the future of biomedical research and 
will require computational tools similar to CDD (and perhaps beyond) which 
are provided on the cloud. There is certainly plenty of opportunity and com-
petition in the fi eld that will likely result in some consolidation opportunities. 
One could also envisage that systems biology software tools (many of which 
are already cloud based) and pure bioinformatics software (e.g., NextBio) start 
to move more in the direction of chemistry databases, allowing different modes 
of data sharing, much as CDD has pioneered. It will also be important that 
such software be fully functional on any kind of device, for example, mobile 
phone, tablet, or other newer hardware from different manufacturers.  
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   22.1    INTRODUCTION 

 Accessing information about chemicals distributed across the Internet is, in 
many ways, too easy. Chemists simply type in the name of a chemical of inter-
est into a search engine and then wade through the results hoping to fi nd a 
result matching their query. Such approaches are limited to the whims of text -
 based matching, and it can be very time consuming to wade through pages of 
results attempting to segregate the various types of information retrieved. 
Many of these searches will, in any case, retrieve hits from public compound 
databases having variable quality, from those that manually curate each entry 
to those that are simply repositories of data. The identifi cation of the chemical 
structure associated with a particular chemical can be almost intractable, and 
the quality of data associated with chemical compounds in online databases 
varies from questionable to valueless. Until recently there has been no real 
attempt to unify and integrate the public chemistry resources online and only 
one platform, ChemSpider, is taking on the challenge. 

 ChemSpider is a free online structure database developed with the inten-
tion of aggregating and linking chemical structure – based information and data 
across the Internet. Containing more than 25 million unique chemical entities 
and linked out to over 400 data sources, ChemSpider offers the ability to 
perform  both  text -  and structure - based searches to resource information such 
as chemical vendors, properties, analytical data, patents, publications, and a 
myriad of other information  [1, 2] . While enabling this broad form of searching 
for chemical data across the Internet, ChemSpider has also assumed a key role 
in allowing the community to expand and improve the online data by provid-
ing a platform for community deposition, annotation, and curation. As a result 
the ChemSpider website has become a crowdsourcing environment for chem-
ists to expose their own activities to the community and participate in creating 
the richest single resource for chemistry - related information available online 
and, in keeping with the nature of the Web, for free. In 2009 the Royal Society 
of Chemistry (RSC) acquired ChemSpider to fulfi ll its objective of disseminat-
ing knowledge to the chemical community and advancing the chemical sci-
ences. In partnership, RSC and ChemSpider will provide innovative services 
on a reliable infrastructure to service the chemical community and bring new, 
exciting opportunities for publishing and cheminformatics that will radically 
improve the online research environment.  

   22.2    PUBLIC COMPOUND DATABASES 

 Over the past few years efforts have been made to deliver  “ public compound 
databases ”  to the community to allow access to data relating to chemical 
compounds. These databases can contain from a few hundred to tens of mil-
lions of chemical structures with associated information and may be focused 
on drugs, metabolites, or pesticides or simply aggregate repositories of data 
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with no specifi c focus. Databases built with a specifi c focus are generally quite 
small, a few hundred to thousands of compounds only, highly curated, pains-
takingly assembled, and developed with a particular class of chemists in mind. 
Data aggregators and repositories are commonly much larger, tens of thou-
sands to millions of compounds, and are holders of data which are likely 
heavily contaminated with numerous errors and, while easy to search, can 
commonly deliver misleading results. As a result, the Internet hosts informa-
tion that is hard to fi lter, diffi cult to segregate, and at best challenging to 
interpret in terms of quality. It is worth reviewing some of the databases avail-
able online prior to discussing some of the challenges, advantages, and 
approaches to linking together chemistry on the Web. 

   22.2.1    Pub C hem 

 The PubChem database  [3]  was launched by the National Institutes of Health 
in 2004 as part of a suite of databases to support its roadmap initiative  [4] . 
PubChem archives and organizes information about the biological activities 
of chemical compounds and is intended to empower the scientifi c community 
to use low - molecular - weight chemical compounds in their research. PubChem 
consists of three databases (PubChem Compound, PubChem Substance, and 
PubChem BioAssay). As of August 2010 its content is approaching 72 million 
substances and 29 million unique structures but provides biological property 
information for only a fraction of these compounds, just over 450,000 in total. 
PubChem Substance contains records of substances from depositors into the 
system. These are publishers, chemical vendors, commercial databases, and 
other sources. It provides descriptions of chemicals and links to PubMed  [5] , 
protein three - dimensional (3D) structures, and screening results. PubChem 
BioAssay contains information about bioassays using specifi c terms pertinent 
to the bioassay. PubChem can be searched by alphanumeric text such as 
chemical names, property ranges, or structure, substructure, or structural 
similarity. 

 Such a source of data opens up new possibilities in regards to data mining 
and extraction and the system has an important role as a central repository 
for chemical vendors and content providers, enabling evaluation of commer-
cial compound libraries. This saves biomedical researchers from the work 
associated with gathering and searching commercial databases, and the hit - to -
 lead decision - making process in drug discovery programs can certainly benefi t 
from the ongoing annotation service provided by PubChem. PubChem is an 
example of collaboration between chemists and biologists as PubChem itself 
is only a repository platform for data and the data themselves need to be 
deposited onto the platform. These data come from national screening centers, 
chemical vendors, and other databases and, by depositing the data to a central 
resource pharmaceutical companies, universities and other organizations with 
an interest in mining, aggregating, and linking the data can download and reuse 
it. This is highly benefi cial to the efforts to link together information, but the 
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data must be treated with caution as there are no quality control processes in 
place and numerous scientists have commented regarding the quality of the 
data within PubChem  [6 – 8] . Screening data are less rigorous than those in 
peer - reviewed articles and contain many false positives  [9] . Deposited data are 
not curated, and so mistakes in structures, identifi er units, and other charac-
teristics can and do occur. The author of this chapter has frequently pointed 
to the accuracy of some of the identifi ers associated with the PubChem com-
pounds  [10 – 12] , and an example will be given later in this chapter. The prob-
lems arise from the quality of submissions from the various data sources. There 
are thousands of errors in the structure – identifi er associations due to this 
contamination and this can lead to the retrieval of incorrect chemical struc-
tures. It is also common to have multiple representations of a single structure 
due to incomplete or total lack of stereochemistry for a molecule  [13] .  

   22.2.2    Drug B ank 

 DrugBank  [14]  blends both bioinformatics and cheminformatics data and 
combines detailed drug (i.e., chemical) data with comprehensive drug target 
(i.e., protein) information. The database contains  > 4800 drug entries and  > 2500 
protein or drug target sequences that are linked to these drug entries. Each 
DrugCard entry contains almost 100 data fi elds, with half of the information 
being devoted to drug/chemical data and the other half devoted to drug target 
or protein data. The database is fully searchable, supporting extensive text, 
sequence, chemical structure, and relational query searches. DrugBank has 
been used to facilitate in silico drug target discovery, drug design, drug docking 
or screening, drug metabolism prediction, drug interaction prediction, and 
general pharmaceutical education. 

 The group hosting DrugBank also hosts a series of other curated databases: 
the Human Metabolome Database  [15]  contains detailed information about 
small - molecule metabolites found in the human body and is used by scientists 
working in the areas of metabolomics, clinical chemistry, and biomarker dis-
covery; FoodDB  [16]  is a comprehensive database providing information on 
over 1900 food components, the list being taken from the U.S. Food and 
Drug Administration (FDA) list of everything added to food in the United 
States. The author of this chapter has reviewed the data within DrugBank, 
and while efforts have been made to curate the data, there are numerous 
examples of inaccurate chemical structures associated with particular com-
pounds and a distinct lack of expected stereochemistry for many of the chemi-
cal structures  [13] .  

   22.2.3    Sure C hem 

 SureChem  [17]  provides chemically intelligent searching of a patent database 
containing millions of U.S., European, and World patents. Using extraction 
heuristics to identify chemical and trade names and conversion of the extracted 
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entities to chemical structures using a series of name - to - structure conversion 
tools, SureChem has delivered a database integrated to nearly 10 million indi-
vidual chemical structures. The free - access online portal allows scientists to 
search the system based on structure, substructure, or similarity of structure 
as well as the text - based searching expected for patent inquiries.  

   22.2.4    Wikipedia 

 Wikipedia  [18]  is an unprecedented success story in the domain of community 
intellectual contribution and crowdsourcing. For chemistry it represents an 
important shift in terms of the future access of information associated with 
small molecules. A wiki is a type of computer software allowing users to easily 
create, edit, and link Web pages (see also Chapters  5  and  28 ). A wiki enables 
documents to be written collaboratively, in a simple markup language using a 
Web browser, and is essentially a database for creating, browsing, and search-
ing information. For small molecules on Wikipedia each one generally has a 
drug box or a chemical infobox. The drug box shows a chemical structure, one 
or more chemical names or identifi ers, links out to related resources, chemical 
and pharmacokinetic data, and therapeutic considerations. At present there 
are approximately 10,000 articles with a chembox or drugbox and more are 
added on a regular basis. The detailed information offered on Wikipedia 
regarding a particular chemical or drug can be excellent  [19]  or weak in the 
case of stub articles  [20] . 

 There are many dedicated supporters and contributors to the quality of the 
online resource. This community curation process makes Wikipedia a very 
important online chemistry resource whose impact will only expand with time. 
The author of this chapter is part of a dedicated team that has worked on 
validating and curating Wikipedia chemical compound pages for over two 
years  [21] , though this work is never complete, as will be shown later in this 
chapter. ChemSpider is the only online public compound database that directly 
provides a mash - up of the Wikipedia article into its compound pages, thereby 
making Wikipedia structure and substructure searchable via a ChemSpider 
search.  

   22.2.5    Community Wikis and Blogs 

 As described in detail in Chapter  5 , an increasing number of scientists have 
an urge to communicate either their own science or science in general, com-
monly with the intention of educating others, proliferating data or opinions, 
or connecting with others for the purpose of collaboration or advice. There is 
an increasing interest in using Web - based software tools to speed communica-
tion. Both wikis and blogs are fast becoming chosen platforms for the exchange 
of information between many scientists  [22] . 

 A blog, or weblog, is a website where entries are written in chronological 
order and generally provide commentary or news on a particular subject (see 
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Chapter  5 ). A typical blog combines text, images and links to other blogs, web 
pages, and other media related to its topic. The ability for readers to leave 
comments and interact with the author is an important component of blogs. 
Similar approaches for comment posting are being adopted by publishers now 
 [23, 24]  as well as by the Royal Society of Chemistry in its deployment of 
ChemSpider SyntheticPages platform  [25] , a community resource of synthe-
tic procedures ( vide infra ). The number of chemistry - related blogs continues 
to grow. There are blogs from members of the pharmaceutical industry, the 
cheminformatics world, the open - source chemistry software world, and other 
willing participants in the  “ blogosphere, ”  specifi cally students. Some of these 
blogs are very rich in chemistry, for example, Org Prep Daily  [26]  and 
TotallySynthetic  [27] . In addition, communities such as ResearchGate  [28] , 
Science3.0  [29] , and Friendfeed communities such as LifeScientists  [30]  
are increasingly becoming active communities for collaboration and 
communication. 

 The short list provided above is meant to be representative of the types of 
resources that are becoming increasingly available online as individuals, 
researchers, and organizations contribute to the data available via the Internet. 
These resources, as well as many more available online, are proving to be very 
valuable for collaboration. In terms of discoverability, chemistry in the form 
of chemical compounds, and reactions, searches are limited to text - based 
searches, and it is diffi cult to source information from a single search of the 
Internet linking these sources together. In order to provide a unifi ed approach 
to searching across these multiple diverse resources via a single search engine, 
ChemSpider was developed.  

   22.2.6    Chem S pider 

 ChemSpider  [31]  was initially developed as a hobby project by this author and 
a small team of voluntary programmers simply to contribute to the chemistry 
community. ChemSpider is built primarily on commercial software using a 
Microsoft technology platform of asp.NET and SQL Server as this allowed 
ease of implementation and projected longevity and made best use of available 
skill sets. Following a short development cycle of just a few months ChemSpider 
was released to the public in March 2007 with the lofty goal of  “ building a 
structure centric community for chemists. ”  

 The database content, more than 25 million structures from over 400 data 
sources, has been aggregated as a result of contributions and depositions from 
chemical vendors, commercial database vendors, government databases, pub-
lishers, members of the Open Notebook Science community  [32] , and indi-
vidual scientists  [33, 34] . The database can be queried using structure/
substructure searching and alphanumeric text searching of chemical names 
and both intrinsic as well as predicted molecular properties. Various searches 
have been added to the system to cater to various user personae, including 
mass spectrometrists and medicinal chemists. For example, mass spectrome-
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trists in the fi eld of metabonomics  [35]  would want to search the database 
using monoisotopic masses and specifi c data slices from the queries in order 
to search for metabolites and mass spectrometry instrument vendors have 
integrated to ChemSpider in order to query the database directly from the 
instrument software  [36, 37] . Alternatively, a medicinal chemist investigating 
drug repurposing might want to search for chemicals that demonstrate affi nity 
for binding to a particular target using in silico approaches. By layering on 
predicted LASSO values  [38 – 41]  describing ligand affi nity relative to a set of 
targets, chemists are able to identify potentially active ligands for further 
analysis and investigation. These and other searches make ChemSpider very 
fl exible in its applications. 

   22.2.6.1    Structure Quality Issues     Following the deposition and aggrega-
tion of data from a multitude of data sources, it became obvious that one of 
the side effects of such an activity was that data of various levels of quality 
were being merged. The challenge is in distinguishing the quality of data in a 
particular collection. However, quality is diffi cult to defi ne as in many cases it 
is based on assertions, experimentally determined data points, and ultimately 
the interpretation of data. A recent publication by this author discussed how 
many natural product chemical structures are incorrectly elucidated using 
analytical techniques and are initially reported in peer - reviewed publications 
 [42] . When such an analysis is expanded to the analysis of public compound 
databases containing millions of chemical structures and associated data, the 
issues are exponentially more complex. 

 This author has invested many years in examining the primary assertions 
of structure – identifi er relationships in order to produce disambiguation dic-
tionaries which can be utilized for the purpose of entity extraction engines for 
the purpose of text mining chemistry - related articles and patents. Chemistry 
is a complex subject and the accurate representation of a chemical structure 
in an electronic format can be very diffi cult, especially when these are expected 
to encapsulate the bonding details of complex bonding systems such as organo-
metallics. However, focusing only on small organic molecules of interest to the 
life sciences some of the most common issues identifi ed include:

   1.     Chemical structures that are supposed to contain stereochemistry are 
commonly drawn without stereo bonds.  

  2.     Chemical structures are drawn with inappropriate valences or with charge 
imbalance due to the absence of one or more expected counterions.  

  3.     The relationship between a chemical compound and a particular chemi-
cal identifi er is confused in a number of ways: (a) the name includes a 
counterion but it is absent; (b) the name defi nes specifi c stereochemistry 
but it is absent or partially present or is the opposite of the name; (c) the 
chemical names or registry number(s) are simply incorrectly associated; 
and many other variants.  
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  4.     Chemical structures associated with a particular asserted label can have 
timelines. An originally reported chemical structure for some newly 
extracted material may be assigned a particular label and enter the his-
torical literature archive. Some period of time later the same compound 
may be freshly elucidated with newer experimental data and new struc-
tural details identifi ed. The same asserted chemical name will now be 
associated with a new structure. This process can occur many times with 
the result that a single chemical may have a multitude of associated 
structures. One particular example is hexacyclinol, a natural product that 
generated a signifi cant amount of blog discussion and resulted in two 
structures forever being associated with that chemical name  [43 – 46] .    

 As an example of the challenges of locating the  “ correct ”  chemical structure 
for what should be a well - known and easily locatable chemical compound, we 
will initiate a search for a well - known vitamin, vitamin K 1 , commonly known 
as phylloquinone. A Google search will direct us to a number of resources and 
databases utilized by life scientists, and these include Wikipedia  [18] , PubChem 
 [3] , DrugBank  [14] , Chemical Entities of Biological Interest (ChEBI)  [47] , 
DailyMed  [48] , and ChemSpider  [31] , to name just a few. A review of the data 
concisely demonstrates the confusion that can exist online and the quality of 
available data. Figure  22.1  shows the images of the structures of vitamin K 1  
extracted from a number of these databases. PubChem alone lists 10 different 
structures under the name vitamin K 1 . It should be noted that there are dif-
ferences in the structures shown, specifi cally in the stereochemistry and the 
 E / Z  orientation of the alkene bond in the phytyl side chain.   

 Some observations from Figure  22.1  include (1) the Wikipedia article and 
the Kyoto Encyclopedia of Genes and Genome (KEGG) database record 
contain no explicit stereochemistry, (2) DrugBank has ambiguous orientation 
around the alkene bond, and (3) ChEBI and ChemSpider are consistent with 

     Figure 22.1     Images of chemical structures of vitamin K 1  extracted from series of 
databases labeled with name of associated database. The asserted structures of vitamin 
K 1  are surrounded by a bolded box and are consistent with those from the  Merck Index  
and  Common Chemistry .  
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defi ned  E  orientation and stereochemistry. Examining the PubChem records 
gives the following list of chemical names describing the side chain showing 
the distinct variation and confusion across the set of molecules labeled vitamin 
K 1  in the PubChem database.

    •      2 - Methyl - 3 - [( E ,7 R ,11 R ) - 3,7,11,15 - tetramethyl -   
   •      2 - Methyl - 3 - [( E ,7 S ,11 R ) - 3,7,11,15 - tetramethyl -   
   •      2 - Methyl - 3 - [( E ,7 R ,11 S ) - 3,7,11,15 - tetramethyl -   
   •      2 - Methyl - 3 - [( E ,7 S ,11 S ) - 3,7,11,15 - tetramethyl -   
   •      2 - Methyl - 3 - [( E ,11 S ) - 3,7,11,15 - tetramethyl -   
   •      2 - Methyl - 3 - [( E ) - 3,7,11,15 - tetramethyl -   
   •      2 - Methyl - 3 - (3,7,11,15 - tetramethyl -   
   •      2 - Methyl - 3 - [( E ) - 3,7,11,15 - tetramethyl -     

 Attempting to declare the correct structure for vitamin K 1  from the data 
extracted from this series of public domain databases is clearly challenging. 
Two of the most highly respected and curated collections of structure - based 
data are the Merck Index  [49]  and the CAS Registry  [50]  from the Chemical 
Abstracts Service (CAS). CAS has made a subset of its tens of millions of 
structures available online as the Common Chemistry  [51]  public collection 
and fortunately vitamin K 1  is available in the database  [52]  as well as in the 
Merck Index. Figure  22.1  shows the structures from both sources, and they are 
consistent with an  E  orientation and  R , R  stereochemistry in the side chain. Of 
the public domain databases listed, only ChEBI  [53]  and ChemSpider  [54]  are 
consistent with the Common Chemistry and Merck Index structures. We will 
 assert  from these data that vitamin K 1  is the structure listed in ChEBI, 
ChemSpider, Common Chemistry, and the Merck Index. The errors found in 
Wikipedia, PubChem, KEGG, and DrugBank are representative of the quality 
of data online. This situation has been further exemplifi ed in searches for the 
chemical structures of Taxol  [55] , vancomycin  [56] , and domoic acid  [57] . While 
the structures of each of these compounds have now been ascertained and 
validated on ChemSpider, the structure of digitonin remains an issue and com-
munity involvement has failed to assert the structure as yet  [58] . Public com-
pound databases on the Internet are mixed quality and, in all cases, require 
ongoing validation. The reader should at all times use caution and not take 
the structures at face value from the Web. The validation of assertion - based 
data such as chemical names and identifi ers contained within a chemical data-
base is challenging enough. The validation of experimentally determined 
data for millions of compounds is essentially an impossible task without 
remeasurement. 

 With an intention to provide a trusted resource there was a clear and 
obvious need for data curation and validation of the data imported to 
ChemSpider. Since the ChemSpider team was both small and voluntary, there 
was no easy manner by which to perform data validation without engaging the 
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community directly with a request to provide crowdsourced support of the 
project. A project was therefore undertaken to enable real - time curation of 
the data by providing a simple - to - use interface for adding, removing, and vali-
dating chemical identifi ers associated with the chemical structures (see Fig. 
 22.2 ). In parallel with the community - based curation efforts, rules - based vali-
dation of the data was also undertaken and has resulted in the removal of 
hundreds of thousands of incorrect identifi ers and the creation of a large vali-
dated name - to structure dictionary containing well over a million identifi ers. 
Such a validated dictionary can be important to providing high precision for 
chemical name entity extraction, as reported by Hettne et al.  [59] .   

 Following the addition of community - based curation, facilities were then 
added to enable further annotation and expansion of the data. Features were 
added to allow real - time deposition of single or batches of chemical structures, 
transaction - based predictions of physicochemical data, and the deposition of 
analytical data associated with chemical structures, discussed in further detail 
below.  

   22.2.6.2    Data Sources     Data on ChemSpider can be deposited by individu-
als or by organizations. Data sets can be limited to a single chemical compound 
deposited by a user simply to  “ register ”  it and receive a ChemSpider ID, or it 
can be a single compound with accompanying spectral data, a list of publica-
tions, measured experimental properties, and a set of chemical identifi ers or a 
data collection (tens to millions of compounds) with links to other online 
resources. ChemSpider is a fl exible host for data. All chemical compounds, 
whether singletons or collections, have a series of properties extracted or 
generated automatically at deposition. These include the molecular formula, 

     Figure 22.2     Curation interface for editing chemical identifi ers associated with struc-
ture. Chemical identifi ers can be added, deleted, and validated by any user. Master 
curators have additional curation capabilities.  
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molecular weight, nominal, average, and monoisotopic masses, isomeric simpli-
fi ed molecular input line entry specifi cation (SMILES) string  [60] , InChIString, 
and InChiKey  [61] . The chemicals are also passed through two separate prop-
erty prediction suites, the ACD/Labs  [62]  and EPISuite  [63]  programs, to 
generate physicochemical properties such as log  P , boiling point, and many 
others. While not exhaustive in terms of the general applicability of the algo-
rithms to the entire structure space, for small organic molecules these algo-
rithms generally provide excellent predicted values that can be used as fair 
estimates and good fi lters during searching that may be useful for understand-
ing  “ lead or druglike ”  properties. As a result of the added value provided to 
every chemical record at deposition, every record can be a rich contributor to 
the overall data set that can then be used by scientists as they see fi t. 

 Many of the online databases are focused in particular areas. For example, 
the Human Metabolome Database  [15]  is concerned specifi cally with molecule 
metabolites found in the human body while a number of the depositions are 
those of chemical vendors listed with an intention to provide access to their 
compound collection to the community and generate business opportunities. 
ChemSpider has segregated deposited data into slices using labels including 
chemical vendors, biological data, metabolism data, natural products, and so 
on, as shown in Figure  22.3 . At the time of deposition of the data associated 
with a data source the particular segregation fl ags are defi ned by the data 
provider. There are no limits to the number of data slices with which a particu-
lar depositor can be associated. In the interface viewed by the user the data 
sources are displayed under tabs. The relevant data sources are listed together 
with the associated external identifi er (generally a number) and, where pos-
sible, with a direct Uniform Resource Locator (URL) linking the external ID 
into the data source website. In this way a user can quickly navigate to infor-
mation hosted on external sites, a feature which is particularly important when 

     Figure 22.3     Data sources can be segregated according to particular data slices at 
deposition. Each chemical record displays the types of associated data sources under 
a set of tabs. Where possible the external IDs associated with each data source are 
linked out to the website associated with the data source. The tabs displayed are associ-
ated with the chemical record for alprazolam [ http://www.chemspider.com/2034 ].  
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trying to source chemicals for purchase or garner additional information from 
a particular source.    

   22.2.6.3    Chemical Identifi ers     Chemical identifi ers associated with chemi-
cal entities can include systematic names [generated using the International 
Union of Pure and Applied Chemistry (IUPAC) or other nomenclatures], 
trivial names, trade names, Chemical Abstracts registry numbers, international 
registration numbers, or database identifi ers. Systematic, trivial, and trade 
names can be multilingual. As a result of the various series of identifi ers which 
could possibly exist, there can be tens to hundreds of identifi ers associated 
with just a single chemical entity. Chemical names in public databases are often 
of dubious quality and can often be ambiguous. For example, dichlorobenzene 
can be consistent with a dichloro - substituted benzene moiety, but because the 
positional substitution is not specifi ed, the name is ambiguous. Many online 
databases are only available for text - based searching and chemical name –
 based searches are therefore used regularly. Since a chemical entity can be 
named in various ways, disambiguation dictionaries can lead to more complete 
result sets. A similar approach is used in Wikipedia for searching. For example, 
thalidomide is a well - known drug due to its well - publicized teratogenic side 
effects  [64] . It exists under a number of trade names, including contergan and 
softenon, and searching on these names will produce the same result in 
Wikipedia of displaying the thalidomide Wikipedia page. The production of 
high - quality validated disambiguation dictionaries associated with the millions 
of chemical entities on ChemSpider has been one of the most successful 
aspects of the project and has produced a validated list of well over a million 
validated identifi ers. The primary utility of these validated identifi ers is then 
to use them as queries against one or more application programming inter-
faces (APIs) such as those for PubMed  [65] , Google Scholar  [66] , Google 
Patents  [67] , and the RSC Publishing platform  [68]  in order to retrieve hit lists 
from the queries. In this manner a single chemical record on ChemSpider will 
return hits from each of the platforms based on a query set from a validated 
disambiguation dictionary and, in general, provide a more complete result set 
than would be obtained with any single text query  [69] . 

 The production of a validated dictionary of chemical identifi ers associated 
with the ChemSpider structure set has been produced using a combination of 
both robotic and manual curation. Since chemical names are introduced into 
the database by the deposition of data sets from various sources and with 
varying quality, it is necessary to apply ongoing fi lters to remove obvious 
errors. For example, it is quite common for chemical vendors to include only 
the primary component in their structure set yet leave the counterion in the 
chemical name. The result will be a mismatch between the represented chemi-
cal and the associated identifi er. Many of these are easily recognized and 
removed using a set of simple fi lters. These include checking for  “ chloride ”  in 
the name and for  “ Cl ”  in the molecular formula and if there is no match 
remove the identifi er. Similar approaches can be taken for many counterions 
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and element lookups in the formula. Other approaches include checking for 
stereochemistry in the name but absences of stereochemistry in the structures 
and using name - to - structure conversion tools to convert names to structures 
and look for ambiguity collisions. Despite these automated approaches being 
of value for assisting in the validation of millions of identifi ers, the most rigor-
ous checks, especially in terms of trade names, are from visual inspection by 
users of the ChemSpider database and application of online curation tools. 

 ChemSpider users who wish to assist in curating the data are required to 
register on the system in order to police for potential vandalism of the data. 
Curators use intuitive approaches to approve and remove identifi ers using a 
series of simple check boxes. Each such operation produces an e - mail into a 
centralized master curator inbox for further checking by one or more master 
curators who can further approve or disallow the suggested validations to the 
identifi ers. A full tracking log of all such edits is maintained on the database. 
Such curations are made to the database on a daily basis, and the quality of 
the validated identifi er dictionary improves incrementally as a result. 

 As soon as names are validated, they are used afresh to query against the 
integrated services associated with a chemical record so that new data will be 
retrieved from Pubmed, Google patents, Google scholar, and so on. An exem-
plar of this approach would be that a particular chemical record may have  no  
associated hits from Pubmed initially, but approval of one or more identifi ers 
would then trigger a lookup against the appropriate Web service and imme-
diately retrieve a related hit list. There are risks with these approaches in that 
different chemicals can have the same associated identifi ers and users should 
be cautious and check the associated data. This case is particularly challenging 
for abbreviations though procedures have been instituted to limit such issues 
as best as possible. The integration to search against external resources using 
identifi ers will be discussed in further detail later in this chapter.  

   22.2.6.4    Physicochemical Data     Physicochemical data play a defi ning role 
in the activity of chemical compounds through properties such as log  P , log 
 D , and aqueous solubility, to name only a few. The pharmaceutical industry 
uses such properties in their  in silico  screening approaches via the judicious 
application of the Lipinski Rule of Five  [70]  and other such fi lters. When such 
physicochemical data can be sourced as experimental data from databases, 
they are captured and listed against the chemical records. Where possible links 
are retained to the original sources of the data so that they can be investigated 
should there be any questions regarding the validity of the data. 

 The majority of the ChemSpider database does not have such properties 
measured and prediction algorithms are therefore used to predict them. The 
list of predicted properties includes boiling point, fl ash point, log  P , log  D  (at 
two physiological pHs), number of rotatable bonds, number of proton donors, 
number of proton acceptors, and other related properties. The ability to search 
the entire database using such properties as fi lters has been enabled, and this 
is an excellent way to narrow a particular structure set from a query when, for 
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example, a medicinal chemist may be investigating a particular area of struc-
ture space.  

   22.2.6.5    Analytical Data     The value of analytical data is as reference data 
for comparing against other lab - generated data. Acquisition of a spectrum and 
comparison against a validated reference spectrum speeds up the process of 
sample verifi cation without the arduous process of full data analysis. As a 
result of this general utility, ChemSpider has provided the ability to upload 
spectral data of various forms against a chemical record such that an individual 
chemical can have an aggregated set of analytical data to assist in structure 
verifi cation. When uploaded to the database the depositor can choose whether 
or not to make the data open  [71]  and the majority of data have been depos-
ited in this manner and are therefore available for download and reuse without 
restriction. As a result of contributions from scientists supporting the vision 
of ChemSpider as a valuable centralizing community - based resource for 
chemical data for chemists, over 2000 spectra have been added to ChemSpider 
in the past two years with additional data being added regularly  [72] . These 
data include infrared, Raman, mass spectrometric, and nuclear magnetic reso-
nance (NMR) spectra with the majority being  1 H and  13 C spectra. Spectral 
data can be submitted in JCAMP format  [73]  and displayed in an interactive 
applet  [74]  allowing zooming and expansion. Spectra can also be uploaded in 
various image formats so that two - dimensional (2D) NMR spectra can also 
be deposited to the database. These spectra are the foundation data for the 
development of a spectral game to assist in the teaching of NMR spectral 
interpretation  [75] .  

   22.2.6.6    Multimedia: Images, Videos, and Sound Files     The vast majority 
of Web traffi c today is consumed by the fl ow of data associated with image 
and video fi les as the Web continues to become a large multimedia distribution 
network. Chemistry ideally lends itself to multimedia content as it is rich in 
color, characters, and experimental details which can best be communicated 
through imagery and sound. ChemSpider has multimedia support via standard 
embedded content such as YouTube videos  [76]  and the hosting of sound fi les 
and images. Examples in the database include the impact of shining a laser on 
a colorless solution  [77]  (see Fig.  22.4 ) as well as entertaining interviews and 
videos regarding titanium  [78] .    

   22.2.6.7    Linking Scientifi c Literature and Online Resources     The linking 
of scientifi c articles regarding a particular compound (or in some cases related 
compound) is clearly of value to a scientist searching for related information 
about that chemical. Through its curation and annotation layer, ChemSpider 
provides the ability for a user to associate one or more articles by linking 
directly to a particular URL, entering a PubMed identifi er (PMID), and using 
the Pubmed programming interface  [79]  to automatically form the link or a 
digital object identifi er (DOI)  [80]  and the Crossref resolver  [81]  to link 
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directly to a publication. For those articles that cannot be linked using a 
Pubmed ID or DOI, a user can simply add the full reference details (see Fig. 
 22.5 ) and the data will be viewable directly in the record.   

 When ChemSpider joined RSC  [82] , a path was initiated to integrate RSC 
content into the database. RSC had previously developed an award - winning 
semantic markup project known as Project Prospect  [83] .  “ Prospected ”  articles 
incorporate standard metadata within the full text of their articles and combine 
this with an intuitive on - screen manifestation of the advantages of including 
these metadata. For chemists this translates to a number of features, including 
the display of compound pages showing the chemical structure, various identi-
fi ers, and links to other online resources when hovering over a chemical name. 
Chemical structures which are prospected in the articles are now deposited 
directly into ChemSpider on an ongoing basis together with a direct link back 
to the associated article. This makes RSC articles more discoverable and pro-
vides direct benefi ts to the reader of the article as the compounds are linked 
into the ChemSpider database, thereby opening up access to an expansive set 
of data and links across the Internet. 

 Literature linking has been established in a more automated fashion taking 
advantage of freely available APIs and the ongoing curation work underway 
on the database to produce a validated dictionary of chemical names associ-
ated with the chemical records. Validated chemical names are used as the basis 
of a search against the Pubmed database searching  only  against the title and 
the abstract. In this way a search on cholesterol, for example, would only 

     Figure 22.4     ChemSpider is a multimedia container supporting photographic images, 
MP3 fi les, and YouTube videos. An embedded video showing fast photochromism is 
displayed. The video is associated with the ChemSpider record  http://www.chemspider.
com/21230378#description .  
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retrieve those articles with cholesterol in the title and abstract rather than the 
many tens of thousands of articles likely mentioning cholesterol in the body 
of the article. A similar approach has been taken to integrate to Google 
Scholar. This approach has been shown to be an effective manner to perform 
such an integration but is not without problems, especially when chemical 
compounds have trade names that have been validated but, unfortunately, are 
common English language words. Examples are  “ Advantage ”  for the chemical 
imidacloprid  [84]  that will return a number of false articles. Such issues are 
few and far between, however, and the approach does provide value and 
encourages participation of the community to continue to assist in the valida-
tion of chemical identifi ers. 

 The approach of integrating to APIs on various websites to search  validated  
chemical identifi ers (systematic names, trivial names, registry numbers, etc.) 
using a text query provides access to fast and effi cient searches providing 
direct links to the relevant data contained in the various databases. A chemist 
can now draw a structure on ChemSpider and retrieve books, articles, and 
patents served up by the world ’ s most well known search engine in just a 
couple of seconds by performing searches against Google Scholar, Google 
Patents, and Google Books. Most importantly the access to all of these data 
is free.  

     Figure 22.5     Publications can be associated with a chemical record on ChemSpider via 
a DOI or PubMed ID. Alternatively, the data can be input directly into the input screen 
shown.  
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   22.2.6.8    Patents     The linking of chemical records to patents offers scientists 
direct access to information that may be of value to them in the scope of their 
investigations of a chemical. As well as the ability to provide a direct link to 
a patent via a URL, ChemSpider has been linked to the SureChem database 
 [17]  using their public programming interface against the database. An 
InChIKey  [61]  for the purpose of lookup retrieves a list of the fi rst three 
associated patents and indicates the number of total records in their patent 
database (covering U.S., European, Japanese, and World patents) that can be 
accessed at their portal. The more indirect but nevertheless valuable approach 
of searching the Google patent database using validated chemical identifi er 
lookup has also been implemented. This approach presently only provides 
access to U.S. based patents.  

   22.2.6.9    Chem S pider Synthetic P ages     What ChemSpider is to the delivery 
of information and data for chemical compounds, ChemSpider Synthetic 
Pages (CS|SP)  [25]  intends to provide to chemists in regards to reaction syn-
theses. There is one caveat however — the community is fully responsible for 
populating each record in the database as CS|SP is primarily a publishing 
platform for chemists. While there are many commercial reaction databases 
 [85 – 87] , there is no free database of synthetic routes that the community can 
comment on, populate, and expand. CS|SP is a derivative work of the original 
SyntheticPages project  [88] . In a joint collaboration RSC – ChemSpider and the 
SyntheticPages team have delivered a new architecture for the hosting of 
synthesis procedures and enhanced the original data model such that the 
platform can now host multimedia content and spectral data and allow seman-
tic markup and linking to the ChemSpider database and most importantly 
enhanced capabilities for the deposition of synthesis procedures and data by 
members of the community. 

 CS|SP is envisaged to be a manner by which chemists, and students specifi -
cally, can grow a professional online reputation for themselves as synthetic 
chemists. Each SyntheticPage has a single author, the chemist who performed 
the synthesis. The laboratory head or supervisor is credited via the association 
of the synthesis with a particular research group. Following submission a 
SyntheticPage proceeds through a review process by one or more members of 
the editorial board made up of fi ve academic synthetic chemists  [89] . Feedback 
is provided to the author if necessary and edits can be made online. When the 
SyntheticPage is published, the community can then provide direct feedback in 
terms of additional questions, comments regarding their own experiences of 
repeating the synthesis alternatives to the reported synthesis, and so on. In this 
way this community research becomes an engaging dialog between synthetic 
chemists as well as is representative of their skills and activities. Each 
SyntheticPage receives a DOI  [80]  and makes a valuable addition to a resume. 
As of August 2010 the database presently hosts almost 400 synthetic proce-
dures with new submissions being made on a regular basis. The intention is to 
engage the community to participate in the further development of this rich 
resource for chemistry. At present this database is an additional resource for 
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review for those accessing commercial databases but, with only 400 syntheses 
at present, it is far smaller than the commercial systems containing tens of 
thousands of reactions and is not a threat to the commercial systems as of yet.    

   22.3    FUTURE OF ONLINE CHEMISTRY RESOURCES 

 The expansion in scope, capability, and importance of the Internet as a source 
of scientifi c information, data, and contributions continues unabated. More 
scientists (accustomed to the Internet open - source model) are demanding free 
and open access to literature, patents, data, and algorithms. The open - source 
 [90]  model for software now underpinning a growing digital culture continues 
to fl ourish, and existing companies will need to reinvent themselves as partici-
pants within this changing industry or be relegated to lost leaders. Similarly, 
existing businesses generating revenues from chemistry databases likely per-
ceive a risk from the increasing availability of free and open data online for 
scientists and chem/bioinformaticians to mash up into their in - house solutions. 
However, the primary advantage of commercial databases is that they have 
been in most cases manually curated, addressing the tedious task of quality 
data checking. The aggregation of data from multiple sources, both historical 
and modern, from multiple countries and languages and from sources not 
available electronically, offers greater coverage than what is available  via  an 
Internet search. However, how long will this remain an issue and when will 
the data available electronically, for free, offer a suffi cient return on invest-
ment to start to negatively impact the commercial chemical database suppli-
ers? Internet queries are increasingly favored by scientists and the chemistry 
community is likely to reap increasing benefi ts from the growing number of 
free - access services and content databases. Academics in particular are likely 
to have an increased focus on the use of free access databases. This will be 
further exaggerated in third world countries where free - access systems are the 
primary resources for information since commercial offerings have signifi cant 
price barriers. 

 Librarians are believed to be retiring their print collections in favor of 
electronic repositories of chemical journals. Internet search engines are 
increasingly likely to be the fi rst port of call for the majority of scientists for 
three simple reasons — they are fast, they are free, and they are available any-
where as the user is not tied to a physical location for the library. In terms of 
data quality issues, the Internet generation has already demonstrated a willing-
ness to curate and enhance the quality of content as modeled by both Wikipedia 
and ChemSpider. With the improvements promised by the Semantic Web, if 
there are data of interest to be found, the search engines will facilitate it. 

 As discussed in more detail in Chapter  28 , soon smart phones will become 
 “ genius phones ”  or tablets  [91]  and there will be an increasing number of 
mobile computing applications which will only further increase accessibility 
to information (See Chapter  28 ). Access to appropriate scientifi c databases via 
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a hand - held device is already available and will increase in coverage  [92, 93] . 
The promise of the Semantic Web will soon be delivered and an increasing 
number of public databases will become available. Integrated access to these 
data will be delivered soon after as resources such as ChemSpider mesh them 
into their services. 

 ChemSpider will likely continue to grow in importance as one of the primary 
free chemistry portals on the Internet. The number of compounds will con-
tinue to grow daily as additional publishers choose to participate in contribut-
ing to free structure - based discoverability by exposing their data. ChemSpider 
will expand from handling explicit chemical compounds to the support of 
compounds that cannot be represented by a specifi c connection table. As a 
result support will improve for organometallics, polymers, minerals, and other 
ambiguous compounds and generally expanding the coverage for this Internet 
portal for chemistry.  

   22.4    CONCLUSION 

 ChemSpider is probably one of the most successful examples of a project initi-
ated by a small group of experts to address perceived issues with the integra-
tion and assimilation of masses of public data. As a result of out - of - the - box 
thinking and utilizing minimal resources other than intellect, willpower, and 
commitment to solve the problem, a small team innovated a solution to build 
a structure - centric database. Such a model could be readily applied elsewhere 
as an example of community collaboration for the benefi t of all. 

 During the development of ChemSpider we were disparaged in the blogo-
sphere  [94]  and had to respond accordingly  [95] . Despite numerous grant 
applications to source funding to support ChemSpider development, we were 
unsuccessful. Nevertheless, ChemSpider fl ourished and received the active 
support of a community of users, depositors, and curators such that the system 
was soon responding to over 100,000 transactions per day for a system hosted 
out of a basement on a skeleton platform of three servers, two of them hand 
built, and via standard cable Internet. Now owned and hosted by the Royal 
Society of Chemistry, ChemSpider continues on its mission to provide one of 
the central Internet portals for chemistry, providing access to millions of chemi-
cal structures integrated to hundreds of online data sources. The true collabora-
tive benefi ts of platforms such as ChemSpider will be felt as the multitude of 
online resources are integrated into federated searches and Semantic Web 
linking in a manner that single queries can be distributed across the myriad of 
resources to provide answers through a single interface. As these systems are 
established, the quality of results returned will become more important to 
reduce the sense of overwhelm and a few trusted resources will naturally 
become recognized for the quality of data provided. The active engagement of 
the community to provide crowdsourced fi ltering and validation of the data will 
likely establish such resources as the primary trusted platforms as is already in 
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place for Wikipedia. With the recent shift in the life sciences to contribute data 
to the public domain  [96 – 98]  (see Chapters  5  and  21 ), we are likely to see in the 
very near future that they will provide additional precompetitive data  [99]  to 
systems that can underpin the development of federated systems. These in turn 
will allow pharmaceutical companies to link data across the abundance of life 
science databases that are already and will increasingly become available. As 
these data are made available to the community, we will see increasing usage 
of such information - rich resources to be used for quantitative structure – activity 
relationship (QSAR) modeling purposes, as has already been exemplifi ed pre-
viously by Ekins et al., who have used ChemSpider as a source of validated 
chemical structures and matched against experimental properties  [100 – 103]  

 In April 2010 ChemSpider was awarded a Best Practices Award by Bio - IT 
for its community service  [104]  and in June 2010 was awarded an  I - Expo  
innovation award  [105] . The ChemSpider team remains focused on delivering 
on the vision of developing a community portal for chemists to source data 
and information. The collaboration of the community, data source providers, 
and life science industry members in particular will be essential to ensuring 
the ongoing expansion of the data and expansion of the reach of ChemSpider. 
ChemSpider is likely to become one of the foundations of the Semantic Web 
for chemistry and, with an ongoing focus for enabling collaboration and inte-
gration for life sciences, will be an essential resource for future generations.  
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   23.1    INTRODUCTION 

 Until recently, most computing was done with local resources. Users ran appli-
cations on their desktop computer and stored fi les on this computer or on a 
server in a machine room nearby. There has been a shift to a paradigm in which 
users, instead of doing computing locally, use their desktop computer as a 
client to access resources outside their offi ce or even institution. Often users 
have no idea where the computer running their application or their data is 
physically located, so it can be thought of being up in the clouds somewhere. 
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The phrase  “ cloud computing ”  is often applied to both remote network storage 
and computer virtualization. Cloud computing can help to overcome some of 
the barriers that have inhibited the collaborative sharing of tools and methods 
in bioinformatics. Although many bioinformatics projects are open - source, the 
diffi culties in replicating analysis platforms often prevent the use of these open 
source resources. 

 Many academic bioinformatics projects suffer from a common problem: 
Support for many academic bioinformatic projects is often sporadic. A project 
may be undertaken under the fi xed term funding of a grant or as part of 
the training program of a graduate student or postdoctoral fellow. During the 
grant or training period, there are resources to develop and maintain the 
resource. This often culminates in the release of the resource to the research 
community. Over time, the research community discovers the utility of the 
resource and comes to incorporate it into their research workfl ow and thus 
becomes dependent on it. Meanwhile, one or more of the following may occur: 
the grant funding ends, the graduate student completes his or her degree or 
the postdoc obtains a job, and the project ends while the resources that it 
generated become orphaned. Often projects are left to coast until software 
incompatibility creeps up or hardware issues or budget/space constraints lead 
to the server hosting the resource to be taken offl ine. At that point there is 
often a lack of will and/or resources to repair or re - create the tool and the 
research community is left without access to what has become an important 
part of their workfl ow. 

 This has been one of the strong arguments for the release of these types of 
tools as open - source projects. In theory this means that the end users could 
download the source and replicate the resource on their own. Functionally this 
is not always easy. Many of these tools are not a simple executable fi le but 
rather a core of code enmeshed in a web of Web servers, databases, and other 
system resources. Although these dependencies usually are also open source 
as well, the integration of them is often diffi cult and not well described or 
documented. It is sometimes the case that tools require specifi c versions of 
these components and will not work when the components are upgraded. If 
the project is still active and with the detailed knowledge of the person who 
developed the system still present, these problems can be overcome. In con-
trast, rebuilding this  “ house of cards ”  from the ground up can be nearly impos-
sible even for individuals with signifi cant IT backgrounds. A possible solution 
to maintaining analysis infrastructure is to use cloud computing systems such 
as Amazon ’ s Web Services (AWS) that allow users to save snapshots of virtual 
computers as Amazon machine images (AMIs). These AMIs can be made 
publicly available and can be used by anyone with an Amazon AWS account. 
The end user can call the preconfi gured computer into existence for the 
amount of time required and shut it off when done. Like a fl y caught in amber, 
the AMI is a snapshot of the working system and remains in a static state and 
is never tied to a particular piece of hardware. Since the effort required to 
generate an AMI is not prohibitive and the storage costs for these images are 
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low, it is feasible to generate images representing each version of the system. 
This can be critical for a long - running project that collects samples and data 
over the course of months or years. It is important that all of the data from 
the project be analyzed in precisely the same manner. By only using a single 
AMI version to carry out the analysis, the user can be sure that all of the results 
are comparable. 

 Another advantage of using a publicly available stored AMI is that it allows 
multiple groups to have access to precisely the same analysis platform, allow-
ing it to be a standard for comparison of results between the groups. Other 
groups can save a copy of the AMI to their own Amazon (Simple Storage 
System) S3 storage area or even download it to local storage, thereby remov-
ing all dependence on other groups. They can then make changes to their copy 
of the AMI and either keep these changes private or return them for public 
use, while the public version remains unchanged. Running a tool as an Amazon 
virtual computer also has desirable security features. Some groups may be 
reluctant to upload their data to a third - party website for analysis. This could 
be because the data are of a proprietary nature or may be human patient 
related. In essence, the virtual computer created from the AMI is the property 
of the group that instantiated it, not the group that developed it. If the AMI 
was properly created, then the group that developed it does not have any 
access to the data analyzed by the AMI. Since it is possible to encrypt all data 
uploaded and downloaded to the AMI and the private S3 storage area of the 
user, the data being analyzed should be as secure as if the analysis was taking 
place in the user ’ s home data center. 

 There are other advantages to cloud - based analysis compared to analysis 
carried out in local data centers. If a group required a number of different 
analysis tools as part of its research data workfl ow, then it might have to set 
up and maintain a separate server for each tool. This can require a signifi cant 
investment of time and resources for tools that may only be used sporadically. 
Similarly, the requirement for each tool may only occur sporadically, but when 
needed there may be a large quantity of data to analyze. This could require 
either a signifi cant time lag in obtaining the results or the use of multiple 
computers to carry out the work. With local machines, these extra servers have 
to be prepared and maintained in advance. With virtual computers, the number 
of nodes required to carry out the work can be easily instantiated. Since billing 
is done by node hours used, it costs the same to carry out an analysis for 100 
hours on 1 node as for 1 hour on 100 nodes. This gives even small groups access 
to large - scale computing resources on demand. 

 Data loss is also less likely with cloud - based storage. Locally stored data 
are subject to disk failure. Usually this can be addressed using tape backup, 
but for this to be effective the tape backups have to be tested and stored off -
 site. Cloud - stored data are multiply replicated and stored in different geo-
graphic locations and even across multiple continents. This ensures not only 
that it is protected against loss but also that timely access to the data will not 
be interrupted by a single point of failure. Since users can set access policies 
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for the data stored in S3, it is possible to limit access to the data from a par-
ticular computer, range of Internet Protocol (IP) addresses (providing access 
for multiple users from the same institution), or publicly. This last option can 
be used to address the growing requirement for public access to data imposed 
by publication and funding agencies. Publication in some journals is contingent 
on public access to the underlying data. Many journals are not prepared to 
host the data on their own systems, and for some fi elds such as proteomics, 
public repositories capable of handling the data have not yet become available. 
Several large bioinformatics data sets have been made available on the AWS 
system such as the Annotated Human Genome Data provided from ENSEMBL 
 [1]  and UniGene provided by the National Center for Biotechnology Infor-
mation  [2] . 

 Another advantage of hosting data and tools in the cloud as publicly avail-
able data or AMIs is that the cloud helps maintain institutional data security. 
By moving these resources off - site, it prevents them from becoming points of 
attack. Since the AMI functions outside the institutional fi rewall, there is no 
opportunity for access to it to be a security hole, regardless of what ports they 
require.  

   23.2    CLOUD COMPUTING RESOURCES 

 The basic philosophy of cloud computing is to divorce the service (storage or 
computation) from a physical resource and have it available on demand like 
electricity from a wall socket. Remote network storage is storage that is kept 
on remote servers and accessed using Web browsers, File Transfer Protocol 
(FTP), or other clients. One of the main features that distinguishes it from 
local network storage is that the physical location of the storage is often 
unknown to the end user and the data are often redundantly distributed across 
physical locations and sometimes even across continents. This redundant dis-
tribution of data across widely scattered resources offers protection from a 
single point of failure. An individual drive failure does not cause data loss and 
does not necessarily even take the data offl ine. Data security has been a 
concern with many businesses using cloud computing. Unlike credit card or 
social security numbers, in the case of bioinformatics applications this is not 
as important as the individual pieces of data are not in themselves very subject 
to abuse. In order to make the data useful, the full data set is usually required 
as well as an understanding of the experiment that generated it. Data storage 
structures can vary with the need of the investigator. Data can be stored in 
the format of individual pieces of data such as e - mails on Hotmail, photos on 
Flickr, or documents on Google Docs or as individual fi les with utilities such 
as iDisk and DropBox. Amazon offers enterprise class data storage in its S3 
system. Files are stored in  “ buckets ”  that are owned by individual users. The 
fi les can be made public allowing collaborators to view them or kept private. 
The key idea for cloud computing is that the user does not know where or 
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how the resources they want to use exist or what physical form they take, only 
that they want to use a particular resource. 

 Network storage of data allows for computer virtualization. A machine 
image or, in the case of Amazon, an AMI is stored in S3. A user can invoke 
the image that causes it to be run as a virtual computer. Since the image can 
be prebuilt with different uses in mind, it is possible to have different images 
for different specialized purposes. 

   23.2.1    Amazon Web Services (AWS) 

 One of the most popular providers of cloud computing resources to the bio-
informatics community is Amazon. This is because its AWS is both easy to 
use and inexpensive. AWS is composed of a number of different parts with 
different functionality. Data are stored in S3 as objects that can range in size 
from 1 byte to 5   Gb. Data objects are stored in the equivalent of folders called 
buckets. Retrieval of each object requires a developer to assign a key and 
data are secured from unauthorized access. A bucket can be located in one 
of four geographical regions and the data objects in the bucket are replicated 
across multiple servers within the region. This protects the data from loss due 
to disk failure or local disaster in up to two data centers concurrently. For 
increased data security, versioning is available which will store previous ver-
sions of fi les rather than overwriting, which allows users to roll back changes 
and correct errors. For data that are also being stored locally, Amazon also 
offers a lower cost alternative, reduced redundancy storage (RRS), that has 
an expected data loss of 0.01% per year as compared to the 10  − 9 % expected 
loss with S3. Currently data storage for the fi rst 50   Tb of data is US $0.15/
Gb for S3, and US $0.10/Gb for RRS, and transfer into S3 is currently free. 
For projects that require very large volumes of data to be uploaded, Amazon 
offers a service, AWS Import/Export, which allows a user to physically ship 
a disk to Amazon and it will download the data directly. In order to distribute 
data Amazon offers Amazon Cloud Front, which allows users to have a Web 
interface to give public access to objects in the user ’ s S3 buckets. This could 
be used to give collaborators access to data or it could be used to make 
published data sets publically available. The publisher of the data only pays 
for the amount of data downloaded so there are very low upfront costs to 
hosting the data. 

 Cloud computing resources are available from Amazon through its Elastic 
Compute Cloud (EC2) system. EC2 makes virtual computers of different sizes 
available on demand on an hourly basis. Virtual computers are available from 
small compute instances with a single 32 - bit compute unit with 1.7   Gb of 
memory and 160   Gb of local storage to extra large high - CPU instances with 
twenty 64 - bit compute units with 7   Gb of memory and 1.6   Tb of local storage. 
Additionally, compute clusters with 33.5 compute units and 23   Gb of memory 
are also available. The user pays hourly for the amount of time that the 
instance is alive. There are a number of other additional services that can be 
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added to EC2. Elastic Block Storage is a persistent data store that can be 
attached to an instance and read from and written to much like an external 
hard drive on a physical computer making data transfer easier than to S3. Like 
S3, EC2 instances can be located in different geographical locations to decrease 
network latency. When running, instances can be accessed by using a network 
address provided when the instance is launched. Additionally, an IP address 
can be assigned to an instance and an instance can include a Web server to 
allow for Web access to programs running on the instance. For additional 
security, a virtual private cloud using virtual private network (VPN) technol-
ogy can be created. This allows institutions to connect to the AWS cloud as 
though it was part of the institution ’ s network. In order to monitor and control 
running instances, Amazon has the Cloudwatch monitoring service, elastic 
load balancing, and autoscaling. 

 An important computational resource for bioinformatics is the Amazon 
Elastic MapReduce service. MapReduce is built on the Hadoop framework. 
Hadoop is a system that creates a compute cluster from a collection of virtual 
instances. It supports data - intensive distributed applications by creating a 
distributed fi le system that allows individual nodes to share data and job 
tracker and task tracker functions that oversee the analysis of the data by the 
individual instances. The MapReduce service takes problems that can be 
broken down to smaller elements and automates their analysis. These so - called 
embarrassingly parallel problems are characterized by having data elements 
that can be analyzed independently from the entire data set. A good example 
from proteomics is the peptide identifi cation from mass spectra. A mass spec-
troscopy run can be broken down into individual spectra. Each of the spectra 
can be compared to the peptide sequence database to fi nd the best match in 
the database, and the results from the individual searches can be combined to 
produce the fi nal search results. MapReduce automates the splitting of the 
data, the  “ map ”  function, the establishment and oversight of the worker 
Hadoop cluster instances, and the combination of the results produced by the 
individual workers, the  “ reduce ”  function. 

 There are other AWS services available that can be used in concert with 
EC2 and S3. These include message management services such as Amazon 
Simple Queue Service (Amazon SQS), which allows instances to exchange 
messages and coordinate the parallel analysis of data, and Amazon Simple 
Notifi cation Service (Amazon SNS), which allows running instances to send 
messages to other instances, servers, or end users that subscribe to the mes-
sages from the instances. This allows workfl ows composed of AWS instances 
to respond to events. Additionally AWS offers two database services. Amazon 
SimpleDB is a simple nonrelational database that provides easy access to data 
with a high degree of availability and scalability. For more demanding needs, 
AWS also offers a relational database service, Amazon Relational Database 
Service (Amazon RDS), which provides a cloud - based relational database 
equivalent to MySQL and is compatible with applications that use MySQL. 
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 EC2 images are stored as AMI in S3 and can be private or public. Essentially 
the AMI is a snapshot of the boot disk of the virtual computer. The user 
launches an instance of an AMI, then selects the size of the instance to launch. 
Before launching the instance, the user generates a key pair fi le to use in 
accessing the fi le. With this fi le, the user can use SSH to log onto the instance.  

   23.2.2    Other Cloud Computing Resources 

 Although Amazon has taken a very prominent position in the cloud comput-
ing industry, there are other providers that also provide similar services. 
Microsoft Azure is similar to Amazon ’ s AWS but is organized into Web and 
worker roles rather than instance types. One of the complications of cloud 
computing is that applications developed for one system cannot be easily 
transferred to a competing system. This has caused a fear that users would be 
locked into a single vendor. Recently an open - source cloud system has been 
developed. Open Stack  [3]  is software developed for cloud computing that is 
distributed on the Apache license model. Open Stack is not a provider of 
services, but the software can be used by an institution to establish its own 
private cloud.   

   23.3    EXAMPLES OF BIOINFORMATICS CLOUD COMPUTING 
RESOURCES 

   23.2.1    Proteomics 

 Proteomics is a good test case for the use of cloud computing in bioinformatics. 
Most high - throughput proteomics experiments are carried out using what is 
referred to as bottom - up shotgun proteomics  [4] . What this means is that, 
instead of measuring the abundance of proteins directly, the proteins in the 
samples are fi rst converted to peptides by digestion with proteases, usually 
trypsin, and then the peptide composition of the sample is analyzed and the 
protein composition is inferred from the peptides present in the sample. This 
is done because the peptides are smaller and less complex biochemical entities 
that behave better in chromatography and mass spectrometry systems than 
whole proteins. Peptides are ionized and charged peptide ions are transported 
through the instrument in proportion to the ratio of the peptides ’  mass and 
charge ( m / z ). Smaller or higher charged ions move faster than larger or less 
charged ions. At an intermediate stage in the instrument, the ions can be frag-
mented by interaction with inert gas or other means. The pattern of fragments 
roughly corresponds to the amino acids that compose the peptide. Peptides 
are identifi ed by comparing these MS/MS fragmentation spectra to theoretical 
spectra in which the assumption is made that fragmentation occurs at each 
peptide bond in the peptide. There are a number of available algorithms that 
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accomplish this. Some of these are commercial, such as Sequest  [5]  and Mascot 
 [6] , and some are open source or public domain, such as X!Tandem  [7]  or 
OMSSA  [8] . 

 Peptide identifi cation from mass spectrometry data is amenable to cloud 
computing in that the data set consists of tens of thousands of individual frag-
mentation spectra and the peptide identifi cation process is more or less inde-
pendent from spectra to spectra. This allows the use of a MapReduce - like 
strategy in which worker nodes can be assigned packets of spectra to search, 
and they can return their results to a common area for integration when all 
the searches are completed. This works well because the majority of the com-
putation effort is expended in the individual searches rather than in splitting 
the data or combining the results. 

 To allow for high - throughput analysis of proteomics data, we have devel-
oped the Virtual Proteomics Data Analysis Cluster (ViPDAC) system. ViPDAC 
is based on the AWS EC2 and S3 systems and relies on the use of open - source 
algorithms and programs for peptide identifi cation and open - source software 
developed for ViPDAC to distribute spectra, manage worker nodes, and sum-
marize the results. ViPDAC is available as a public AMI that can be launched 
by anyone having an AWS account. The ViPDAC AMI includes an integrated 
Web server so that interactions with the end user and the ViPDAC head node 
occur through the use of a familiar Web interface. Through this interface, the 
end user can choose data sets and analysis parameters and add or terminate 
worker nodes. Raw data are fi rst uploaded to the end user ’ s S3 storage area 
and results are returned to the user ’ s S3 or through a download link on the 
website. 

 Since ViPDAC was developed before the MapReduce function of AWS 
was available, it uses its own facilities to distribute spectra to the worker 
nodes, manage the nodes, and collect the results. When the end user launches 
the initial ViPDAC instance, this instance confi gures itself to be the head 
node and controls the distribution and retrieval of data. When subsequent 
instances are launched by the same user, they recognize that the head node 
exists and confi gure themselves as worker nodes. Worker nodes then make 
requests to the head node for packets of spectra to search. The head node 
then responds with a message to the worker node, informing it of the location 
of the compressed fi le containing multiple spectra, parameters, and database 
to use for the search. When the searches are complete, the worker informs 
the head node that the packet has been completed and the data are collected. 
If the head node does not receive a message that the searches are complete 
within the specifi ed time, the head node then considers that the worker node 
has failed and returns the packet of spectra back to the queue for analysis 
by a different node. An issue with this system is that the amount of time a 
search uses can vary greatly due to the complexity of the spectra, the size of 
the database, and the parameters chosen. For this reason, it is important for 
the end user not to choose a timeout value too short to complete a given set 
of spectra. This parameter can also be adjusted by changing the size of the 
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spectra packet. For particularly diffi cult searches, such as those with no 
peptide specifi city (unconstrained searches), it is advisable to use a spectra 
packet size of one spectra.  

   23.3.2    Other Bioinformatics Tools 

 The J. Craig Venter Institute (JCVI) has produced an AMI preconfi gured with 
many of the standard bioinformatics tools that they have titled JCVI Cloud 
Bio - Linux. The instance is based on 64 - bit Ubuntu Linux and contains the 
Celera Assembler  [9] , the European Molecular Biology Open Software Suite 
 [10] , BLAST  [11] , ClustalW  [12] , Glimmer  [13] , GeneSpring  [14] , HMMER 
 [15] , PHYLIP  [16] , and RasMol  [17] . The goal of the project is to produce a 
platform with which groups could use to set up and distribute bioinformatics 
analysis systems and data. The hope is to overcome the diffi culties in installing 
and setting up bioinformatics tools.  

   23.3.3    Next - Generation  DNA  Sequencing 

 One of the most signifi cant challenges of bioinformatics is the analysis of the 
huge volume of data generated by next - generation DNA sequencing efforts 
 [18] . This process produces millions of short sequence reads which must be 
aligned and merged to produce the fi nal sequence. As the rate of sequencing 
has accelerated, the data storage requirements have moved from megabytes 
to gigabytes to terabytes and soon to petabytes. The computational time to 
process these data has similarly increased. To address this, systems using cloud 
computing have been developed. One of the uses of next - generation sequenc-
ing is the mapping of genomes and identifi cation of single - nucleotide poly-
morphism (SNPs). The CloudBurst application (described below) uses AWS 
MapReduce and Hadoop to generate a cluster of computers to process the 
alignment of reads from next - generation sequencing instruments  [18] . The 
algorithm is based on aligning reads to a reference genome and then extending 
the alignment by adding additional reads. This is expedited by the hosting of 
Ensembl and GenBank genomic data in S3. This makes the required reference 
genome data available with low latency and no cost for transfer and storage. 

 The Crossbow system for DNA sequence alignment and SNP discovery 
developed at Johns Hopkins University uses cloud computing to align high -
 throughput DNA sequencing reads and fi nd individual polymorphisms  [19] . It 
combines Bowtie  [20]  to align short reads and SoapSNP  [21]  to call genotypes. 
It is based on MapReduce and uses Hadoop to parallelize the computational 
load across multiple AWS instances. According to the developers, it can analyze 
over 35 times coverage of a human genome in 3 hours for about $85 using a 
40 - node, 320 - core cluster rented from Amazon Web Services. 

 A similar program, also developed at Johns Hopkins University, is Myrna 
 [22] . Myrna also uses Bowtie and Hadoop, but rather than assemble entire 
genomes, it measures gene expression by analyzing RNA - seq data sets. Like 
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Crossbow, it provides a graphical user interface to make constructing and 
running the virtual cluster easier. 

 Many of the available sequence aligners are based on having a reference 
genome to compare the individual short reads. In cases where the reference 
genome is not available, de novo assembly must be carried out. Contrail is an 
example of a de novo DNA assembly program that uses cloud computing to 
merge similar small reads into larger assemblies  [23] . Contrail uses Hadoop 
to divide the work among multiple worker nodes and an innovative algorithm 
to represent the graph structures on disk rather than in memory, allowing the 
method to be scaled to larger genomes. 

 CloudBurst is another program for short - read DNA mapping using cloud 
computing  [24] . Based on the RMAP short - read program, CloudBurst also 
uses MapReduce and Hadoop to create and manage parallel instances to 
speed the analysis of next - generation high - throughput sequencing. 

 Written by the University of Maryland, Quake uses Hadoop to make error 
corrections to high - throughput sequencing results by examining  k  - mer fre-
quencies present in the short reads  [25] . By examining these frequencies, it 
determines the most likely sequencing errors and how to correct them and 
achieve greater accuracy. 
 Other next - generation sequencing programs have used a similar approach 
using the Microsoft Azure cloud system to analyze next - generation sequencing 
data. The Azure system takes a different approach to cloud computing. Rather 
than focusing on running instances, Azure runs applications in either Web 
mode or worker modes. The Web mode applications are exposed to the outside 
through normal Hypertext Transfer Protocol (HTTP) methods such as REST 
or Simple Object Access Protocol (SOAP) and the worker nodes communi-
cate directly with the Web application. The Azure system monitors and creates 
more worker nodes as necessary to carry out the task without intervention 
from the user. The virtual machine (VM) instances communicate with each 
other through queues and other technologies that are part of the Windows 
Azure fabric.   

   23.4    SUMMARY 

 Although many bioinformatics tools are distributed as free and open - source 
software, they are often diffi cult to install and have signifi cant dependencies 
such as Web servers and database systems. Often this setup and confi guration 
are not well documented and can require signifi cant expertise and experimen-
tation to craft a fully functional system. By setting analysis platforms in the 
cloud, they can be saved as machine images that can then be publicly shared. 
This allows the creator of bioinformatics applications to distribute their work 
in a form that can be used without investments in setup and architecture. 
Groups can now collaborate and use the same analysis programs with far less 
cost and higher levels of security than previously.  
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   24.1    INTRODUCTION 

 Cheminformatics is the science of chemical data and computation. The origin 
of the data is generally from the wet laboratory, thereby making collaboration 
an intrinsic part of cheminformatics: Data aggregation, preprocessing, and 
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review involve many other scientists. Moreover, as most cheminformatics 
approaches fi nd patterns and relationships at various levels of detail, using 
methodologies which are typically mathematical and are aimed at identifying 
correlations rather than physical and chemical cause – effect relations, the 
domain fi nds itself once again collaborating with the experimental scientist to 
validate the derived models and predictions against new experimental data. 

 However, as the fi eld has matured, it has become more specialized, and with 
more specialization, the nature of those collaborations have changed. A study 
could have started as a laboratory scientist doing cheminformatics as a side 
project, while the domain later evolved to people specializing in cheminfor-
matics while collaborating with other scientists in the same group and then 
later collaborating with other research groups. Nowadays, it is even common 
to collaborate with scientists around the world as even the same university 
may no longer share the same specialty. The evolution of Internet technologies 
resulted in an era of online science. 

 Fortunately, cheminformatics is at an advantage compared to other sciences. 
Data exchange, processing, and analysis are all done electronically, making it 
suitable to be scaled up to online science. This chapter will defi ne and detail 
the various tools cheminformaticians have at hand to simplify this online 
collaboration. 

 Cheminformatics deals with the aggregation, handling, processing, and 
analysis of chemical data. The nature of the chemical data is in principle not 
important. However, the history of the fi eld and its separation from quantum 
chemistry fi elds bias the domain toward small organic molecules. The patterns 
in collaborative applications are, however, independent of the exact nature 
of the data. Therefore, we will focus in this chapter on another dimension 
to discuss the aspects of collaborative cheminformatics applications: code 
development, knowledge handling and data exchange, and collaborative 
computation. 

 The fi rst section will focus on methods involved in the collaborative devel-
opment of cheminformatics software and will discuss the tools modern scien-
tists have to perform this task. The next section will describe recent changes 
in which we handle chemical data and knowledge, in particular how the 
Internet is changing the way communities create new knowledge bases. The 
third section will focus on the aspects of collaborative computing in chemin-
formatics. Finally, the fourth section will describe social aspects of collabora-
tive projects, in particular how collaboration is managed in projects with only 
loosely defi ned roles for the various partners.  

   24.2    COLLABORATIVE CODE DEVELOPMENT 

 Collaborative code development is a common approach for large software 
vendors. For scientifi c software, however, it is less common: New software is 
typically started as a Ph.D. or M.Sc. project with a single developer. There are, 
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however, two areas where collaborative code development in cheminformatics 
fl ourishes: One situation is where a piece of software has become large and 
successful and multiple people have interest in contributing to the project; the 
second situation is where the project is fairly small and no single developer can 
or wants to lead the project, as the topic is not core to their research. An 
example of the latter situation is the JChemPaint project  [1] . There are existing 
similar projects, making continued development out of the scope of cheminfor-
matics research. However, in 1998 Steinbeck et al. showed that a collaborative 
project can lead to an ecosystem where such software can still be developed. 

 Central to collaborative code development is the sharing of source code. 
Particularly, it is the pipelining of how patches are shared and applied. While 
some cheminformatics projects still share source code as source distributions, 
the adoption of source code repositories has emerged as the golden standard. 
There are various open - source repository technologies available, including the 
Concurrent Versions System (CVS)  [2] , Subversion (SVN)  [3] , Mercurial  [4] , 
Bazaar  [5] , and Git  [6] . CVS is the oldest and mostly replaced by the newer 
technologies. Subversion is still abundant but increasingly replaced by the last 
three technologies. The reason for this is that the latter three systems are 
distributed technologies, allowing for server redundancy. Moreover, because 
of the distributed nature of Mercurial, Bazaar, and Git, branching and merges 
of branches are often easier. However, the increased functionality also intro-
duces further complexity, which is particularly the case for Git, and leads to a 
steeper learning curve. 

 As these tools are open source, anyone is able to set up a local, possibly 
private server, but open - source projects can take advantage of service provid-
ers that host free and public code repositories. Table  24.1  provides an overview 
of various larger service providers, but there are many alternatives.   

   24.2.1    Licensing 

 A second aspect that simplifi es collaboration is to use an open - source license. 
Such a license ensures that potential contributors know that whatever work 
they invest in the source code is not lost: It will always be available to that 
contributor under those license terms. There are various open - source licenses 
available, each with different characteristics. A discussion of the differences 

  TABLE 24.1    Overview of Code - Sharing 
Technologies and Service Providers That Provide 
Free Online Hosting 

   Technology     Provider(s)  

  Subversion    SourceForge  [7] , Google Code  [8]   
  Mercurial    Google Code  
  Bazaar    LaunchPad  [9]   
  Git    GitHub  [10] , Gitorious  [11] , SourceForge  
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and details is well beyond the scope of this chapter. The reader is encouraged 
to read the book  Open Source Licensing  by Lawrence Rosen  [12]  to gain 
additional information in this area. Popular open - source licenses include the 
GPL licenses  [13, 14]  and the Massachusetts Institute of Technology (MIT) 
 [15]  and Berkeley Software Distribution (BSD) licenses  [16] . A full overview 
of open - source licenses is maintained by the Open Source Initiative  [17] .  

   24.2.2    Peer Review 

 While sharing the source code is the primary channel of collaborative code 
development, communication is a close second. Designs need to be discussed 
and solutions proposed. Peer review is part of this and plays an important part 
in collaborative code development. A full discussion of communication will be 
discussed later in this chapter as part of project management, while here we 
will focus on peer review only. 

 While the role of peer review in scientifi c publishing is well recognized as 
an important path for communication, it is rarely applied to scientifi c program-
ming. Nevertheless, the advantages and disadvantages are clearly recognized 
for source code development as well, as detailed in the famous article titled 
 “ The Cathedral and the Bazaar ”   [18] :  “ It ’ s one thing to observe in the large 
that the bazaar style greatly accelerates debugging and code evolution. It ’ s 
another to understand exactly how and why it does so at the micro - level of 
day - to - day developer and tester behavior. ”  

 The article continues to detail why the bazaar model with many people 
looking at the code actually works. Interestingly, this is where it may not 
directly apply to cheminformatics as the number of potential people looking at 
the code is actually relatively low. Moreover, developers from competing proj-
ects may have additional reasons not to review the work from other projects, 
further reducing the number of reviewers. It should be noted that this problem 
is general to science and that peer review of publications too typically requires 
a more formal approach. Peer - reviewed code development has the advantage 
that static source code checkers are available that can detect common prob-
lems, such as PMD  [19] . These tools check, for example, for unused variables, 
dead code, and so on, often highlighting sources of problems. 

 Manual peer code review is increasingly simplifi ed by new tools. For 
example, GitHub provides the functionality to comment on changes  [20] , 
increasing the communication between developers and the social pressure to 
write better source code. Figure  24.1  shows an example comment made via 
the GitHub website.     

   24.3    COLLABORATIVE KNOWLEDGE BASES 

 Cheminformatics is, of course, very much about information. This information 
is embedded in knowledge bases, such as relational databases. The knowledge 
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in these information resources is derived from experimental data. For example, 
force fi elds, which are used to calculate energies for molecular conformations, 
are based on common patterns, such as average bond lengths, the angles 
between two bonds that have one atom in common, and so on. 

 The collaborative building of knowledge bases is now well established, with 
popular examples in chemistry, including compound databases like PubChem 
 [21]  and ChemSpider  [22] , where people can deposit chemical structures. 
Social sites to share open data include the NMRShiftDB  [23]  (licensed under 
a GNU FDL license), ChemPedia  [24]  (available under a CC0 license), and 
the Blue Obelisk Data Repository, which is a collaborative project initiated 
by a number of cheminformatics tools  [25] , including Kalzium  [26]  (see Fig. 
 24.2 ), the Chemistry Development Kit (CDK), and others. However, it should 
be noted that these collaborative, open - data resources are small in size and 
the collaborating community is not, as yet, of critical mass.   

 In contrast, Wikipedia has an active development community and collabo-
ration within the WikiProject Chemistry  [27] . This project has many contribu-
tors and keeps track of the chemistry - related pages in Wikipedia and has 
frequent discussions on how to improve the chemistry on these pages. 
Collaboration is organized via a project wiki page that can be edited by all 
contributors (see Fig.  24.3 ).   

 The toxicology community has bootstrapped a community effort to share 
knowledge around the OpenTox Open Standard  [28] . OpenTox provides an 
interoperable standard for the support of predictive toxicology, including data 
management, and the specifi cation of algorithms, modeling, validation, and 
reporting. OpenTox takes advantage of other open standards for data repre-
sentation, interfaces, vocabularies, and ontologies: Functionality is provided as 
RESTful services  [29] , and replies are provided in various formats, including 
the resource description framework  [30] , the underlying technology of the 
Semantic Web  [31] . 

     Figure 24.1     Screenshot of GitHub Webpage providing code review functionality. The 
comments show a reviewer question regarding a parameter description missing in the 
JavaDoc (see  http://github.com/bioclipse/bioclipse.cheminformatics/commit/3ce78ba ).  
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     Figure 24.3     Home page of WikiProject Chemistry, organizing editing of chemical 
articles on Wikipedia.  

     Figure 24.2     Screenshot of Kalzium, part of KDE Software Compilation, showing 
information on isotopes of cobalt using Blue Obelisk Data Repository.  
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   24.3.1    Data Standardization and Interoperability 

 Sharing of information and data requires well - developed standards and 
exchange formats as discussed in Chapter  13 . An example in cheminformatics 
is the extensible Chemical Markup Language (CML)  [32] , which is an approach 
to manage primarily molecular data, which has been extended to also com-
prise other entities, including reactions and spectra. Another example is the 
Human Proteome Organization – Proteomics Standards Initiative (HUPO -
 PSI) molecular interaction format for the representation of molecular 
interaction data  [33] . The advantage of standardized fi le formats is that appli-
cations can share information without loss of data, and it is becoming increas-
ingly common that data must be deposited in public repositories in open 
exchange formats prior to publication in scientifi c journals. 

 The cheminformatics community is slowly moving toward a more classical 
standardization of knowledge: the use of ontologies (see also Chapter  12 ). 
Ontologies are formal representations that are used to defi ne concepts and 
their relationships in a specifi c domain. By explicitly defi ning what a term 
means, it defi nes how it should be used. Likewise, knowledge expressed with 
terms defi ned in ontologies is more precise as others can then look up what 
the exact meaning is. 

 There are various levels of detail in an ontology and, in its most simple 
form, the ontology is a controlled vocabulary. An example is the International 
Union of Pure and Applied Chemistry (IUPAC) Gold Book  [34] , which speci-
fi es chemical terminology. More detailed ontologies, such as those used by 
the knowledge management community, defi ne terms in much more detail, 
identifying classes, the hierarchy of classes (e.g., used by the Gene Ontology 
 [35, 36] ), and relationships between classes. For example, a chemical ontology 
can specify what a molecule is, that it is a subclass of chemical entities, that a 
molecule can have a boiling point, and that a boiling point is a physical prop-
erty of a chemical entity. These are representative of the type of facts that are 
expressed in domain ontologies. Ontologies have been used in chemistry since 
at least the 1980s  [37]  but have received renewed interest lately  [38 – 40] , pos-
sibly triggered by the open Extensible Markup Language (XML)  [41]  and the 
Web Ontology Language (OWL) standards  [42] . 

 Ongoing community efforts to defi ne ontologies related to cheminformatics 
include the OpenTox API mentioned earlier, the Blue Obelisk Descriptor 
Ontology, and the Chemical Information Ontology, a cheminformatics - oriented 
ontology  [43] . Another ontology recently introduced to simplify building 
knowledge bases is the open exchange format QSAR - ML  [44] , which aims at 
representing data sets for quantitative structure – activity relationships 
(QSARs) in an open and completely reproducible way. In QSARs, chemical 
structures are described by numerical vectors (known as descriptors), and 
QSAR - ML makes use of the Blue Obelisk Descriptor Ontology for uniquely 
defi ning these descriptors. Also included is support for multiple, alternative 
implementations of these descriptors, which could be available on the local 
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computer or via remote Web services. QSAR - ML also comes with a reference 
implementation for the Bioclipse workbench  [45, 46] , which provides a graphi-
cal interface for setting up QSAR data sets, as shown in Figure  24.4 . Prominent 
features include adding and normalizing chemical structures in various formats, 
cherry - picking local and remote descriptor implementations, adding responses 
and metadata, and fi nally performing all calculations and exporting the com-
plete data set in QSAR - ML. Standardized QSAR opens up new ways to store, 
query, and exchange analysis and makes it easy to join, extend, combine, and 
work collectively with data.    

   24.3.2    Linking Knowledge Bases 

 One of the keys to collaboration is also the sharing of knowledge. A prominent 
role here is in the linking of various databases, thereby allowing their integra-
tion and, where appropriate, their federation. Traditionally, linking databases 
is done by using shared identifi ers. Well - known identifi ers for chemical struc-
tures include database - specifi c identifi ers such as the CAS registry number 
 [47] , the PubChem compound identifi er  [48] , and the ChemSpider identifi er 
 [22] . When these are shared, they can be used to connect databases. Alternatively, 
one could use an identifi er which can be calculated from the object itself. For 
a wide set of small, organic molecules the InChI  [49]  fulfi lls this role  [50] . 

 An interesting proposal was made with the resource description framework 
(RDF),  [30]  which suggests that a universal resource identifi er (URI)  [51]  is 

     Figure 24.4     Screenshot showing creation of QSAR data set in Bioclipse, where a set 
of molecules is aggregated and molecular descriptors are selected, creating a numerical 
representation suitable for statistical modeling.  
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used to identify information in a database. Common URIs include Web 
addresses, such as  http://www.chemspider.com/ . The URI specifi cation is an 
open standard that formalizes the structure of identifi ers: an identifi er consists 
of a scheme (http), followed by a : and then an authority prefi xed with // ( //
www.pharmbio.org ) and fi nally a path (/). An example of a URI that does not 
contain an authority is the URI used in Web pages to link to an e - mail address, 
such as  mailto:cdk-users@lists.sf.net , where the scheme is mailto, and the path 
is the e - mail address. Other URIs include the life science identifi er (LSID) 
 [52] . For example, The LSID for the 1AFT protein in the PDB database is 
urn:lsid:pdb.org:pdb:1aft. The urn scheme in the LSID refers to the uniform 
resource name (URN) specifi cation, which is based on the URI but aimed at 
being location independent  [53] . 

 Using these URIs, it is possible to create a linked open - data network, linking 
together different databases on the Semantic Web. A subsection of this linked 
data network is created by the website  http://rdf.openmolecules.net/ , which 
takes advantage of the International Chemical Indentifi er (InChI) to create a 
network for small molecules. Figure  24.5  shows how this is used to create links 
to the Chemical Entities of Biological Interest (ChEBI)  [54] , ChemSpider, 
NMRShiftDB  [55] , and other resources  [56] . By taking advantage of such 
identifi ers, the various participants can easily collaborate but work quite inde-
pendently at the same time. Other large initiatives in this area include the 
Semantic Web for Health Care and Life Sciences Interest Group of the World 
Wide Web Consortium  [57] , Bio2RDF  [58] , and Chem2Bio2RDF  [59] .   

 Userscripts also present an approach to linking resources with a very low 
barrier to entry. The idea of a userscript was fi rst made available by the 

     Figure 24.5     The rdf.openmolecules.net website operates as a hub in the Semantic Web 
for small molecules by using the InChI to create unique molecular URIs to provide a 
referenceable RDF resource for any compound.  
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Greasemonkey Mozilla extension  [60]  and later by the Ubiquity Mozilla 
extension  [61] . A userscript is simply a small JavaScript program that runs on 
the client browser and can modify a given Web page before it is displayed to 
the viewer. In other words, given permission to do so, a userscript can com-
pletely rewrite a Web page in any way deemed appropriate and necessary to 
the task at hand. This opens up exciting possibilities in annotating Web content 
and linking Web content to arbitrary data sources. A variety of userscripts for 
cheminformatics have been described by Willighagen et al.  [62] . For example, 
when viewing a Web page describing chemistry, a userscript can be written to 
take the text and run it through a chemical entity recognition tool (such as 
OSCAR3  [63] ) and then highlight terms that were recognized. Such a script 
can be further enhanced by not only highlighting recognized terms but also 
inserting hyperlinks to chemical databases such as PubChem or ChemSpider. 
Another userscript application described is to display the three - dimensional 
(3D) structures of molecules when browsing PubChem Web pages. Previously, 
PubChem had not provided 3D structure information, while Indiana University 
had separately generated a single low - energy conformer for 99% of PubChem 
and stored them in an independent database. A userscript was implemented 
that when run on a PubChem compound page would identify the compound 
ID and retrieve the corresponding 3D structure (if available) from the Indiana 
University database and then display it in a Jmol window. Key to the func-
tionality of many cheminformatics userscripts is the use of freely accessible 
cheminformatics Web services (Section  24.3.1 ) and databases.   

   24.4    COLLABORATIVE COMPUTING 

 The development of the necessary infrastructure and tools to link knowledge 
bases is a fundamental requirement for effi cient collaborations. The previous 
sections have highlighted a variety of efforts in these areas. While it is true 
that collaborative efforts (in any fi eld) are primarily a function of social 
interactions, it is important to remember that collaborations need not be 
directly between individuals. Rather, they can also be mediated by software. 
From this point of view, there have been a number of developments in the 
last few years that allow individuals unrelated to each other in terms of formal 
collaborative agreements to interact with each others ’  resources. But such 
interactions do not necessarily have to involve remote resources. Instead, a 
collaboration could also be in the form of shared specifi cations. That is, indi-
viduals could collaborate on the specifi cation of a process or program, which 
would then be run locally using each collaborator ’ s own resources. Finally, to 
achieve these types of collaborative efforts, technologies to support these are 
necessary. Many of these are well established, including mailing lists and chat 
systems, whereas a number are more recent and include service registries. 
The following sections discuss these facets of collaborative computing in more 
detail. 
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   24.4.1    Shared Computing Services 

 Distributed computing has gone through many phases starting with remote 
procedure calls (RPCs)  [64]  in the 1970s – 1980s to the Common Object Request 
Broker Architecture (CORBA)  [65]  in the 1990s. More recently, distributed 
computing in the form of so - called Web services have emerged. Because these 
services expose methods, like RPC and CORBA, but also data, we consider 
Web services to be a generalization, allowing one to provide access to both 
data (contained in databases) as well as algorithms. 

 There are many protocols on which Web services can be based. These 
include Simple Object Access Protocol (SOAP)  [66] , Representational State 
Transfer (REST)  [29] , and Extensible Messaging and Presence Protocol 
(XMPP)  [67] . Most Web service protocols are designed to work with multiple 
types of transport layers [Hypertext Transfer Protocol (HTTP), User Datagram 
Protocol (UDP), etc.], but the majority of Web service protocols currently in 
use work over HTTP. This approach results in signifi cantly easier deployment 
and access of services since HTTP is ubiquitous across the Internet. For a more 
detailed review of Web service technologies the reader is referred to Curcin 
et al.  [68]  and Fielding et al.  [69] . 

 In this section we provide a brief overview of cheminformatics Web services 
and some use cases highlighting the collaborative potential of such Web ser-
vices. Indiana University has developed a number of cheminformatics Web 
services  [70]  that provide access to core cheminformatics methods (fi nger-
prints, 2D depiction, and various molecular descriptors), statistical techniques 
(using R  [71]  as the backend), and chemical database access methods. Most of 
these services are implemented in Java using the Chemistry Development Kit 
 [72]  and SOAP as the underlying protocol. The services have been used in a 
variety of scenarios. For example, the fi ngerprint and statistical model services 
were employed by Indiana University to develop models to predict the activity 
of user - supplied compounds against the NCI60 cancer cell lines  [70] . 
Interestingly, the fi nal predictive model was itself converted to a Web service 
and thus accessible by any SOAP client, remote or local. Note that, while the 
model service was also located at Indiana University, it could easily make use 
of fi ngerprint services located at other sites, anywhere across the world. 

 Recently, these Web services have been forked and reimplemented as 
REST - based services. While SOAP services can be  “ hidden ”  behind a REST 
interface, the reimplementation avoids the extra complexity imposed by SOAP 
by directly exposing the functionality via the REST interface. These services 
can be found at  http://rguha.net/rest . Currently, the services are hosted at mul-
tiple locations and include Drexel University in the United States and Uppsala 
University in Sweden and are utilized by a number of independent applica-
tions. An example is the use of these services to enhance an Open Notebook 
Science (ONS) project  [73] , as reviewed elsewhere (see Chapter  25 ). The ONS 
Solubility Challenge is an ongoing project in which a number of research 
groups have experimentally determined the solubility of a variety of solutes in 
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a variety of solvents. All of the data generated as part of this project is publicly 
hosted on a GoogleDocs spreadsheet and outsiders are encouraged to explore 
and mine the data, with the hope that their results also will be open. At the 
time of writing the project has seen contributions from a number of people, 
including chemists, mathematicians, and programmers. As the project has 
grown, the number of measurements now numbers in the hundreds. The 
spreadsheet contains alphanumeric identifi ers for solutes and solvents along 
with Simplifi ed molecular input line entry specifi cation (SMILES) representa-
tions and solubility data. In a number of cases, external references are also 
included. While the use of Google spreadsheets is a very simple way to share 
data, the nature of the data makes it unwieldy to explore. In general, while 
numeric solubility data are useful, it is more appropriate to explore it from a 
chemical point of view — that is, in terms of structures and substructures. 

 As a result, a simple Web page interface was developed  [74]  that extracts 
data from the Google spreadsheet via the Google - provided data application 
programming interface (API) and presents views of the data or fi ltered subsets 
of the data (based on solute or solvent identifi ers, substructures, or solubility 
ranges). The key feature of this application is the incorporation of chemical 
intelligence by making use of cheminformatics Web services hosted at Uppsala 
University. By making use of these services, the SMILES strings  [75]  stored in 
the spreadsheet could be fi ltered by the presence or absence of substructures 
(specifi ed via SMILES Arbitrary Target Specifi cation [SMARTS]  [76] ). In 
addition, the services were also employed to provide 2D structure depictions 
of the results matching satisfying the query. From a collaborative point of view, 
this application is interesting as the developer had no role in the gathering of 
the solubility data and did not create the online spreadsheet. Instead, the 
application made use of public data APIs provided by Google and public Web 
services hosted at another, remote location to extract and present data that 
satisfi ed the requirements of another, external group (i.e., the experimentalists 
making the measurements). 

 A related application was developed by another researcher to explore the 
chemical space via descriptor calculations followed by principal - component 
analysis  [77] . This application also made use of the cheminformatics services 
hosted at Drexel University as well as visualization services provided by 
Google, allowing users to generate principal - component plots of the solubility 
data and thereby understanding the extent of the chemical space occupied by 
the current set of chemicals. 

 These applications highlight the fact that distributed software resources 
were key in allowing multiple, unrelated parties to collaborate on a publicly 
available data set. While this type of collaboration could certainly be achieved 
using traditional software resources (i.e., locally installed libraries and pro-
grams), the presence of freely accessible Web services (for both cheminformat-
ics as well as data and visualization) allows arbitrary individuals or groups to 
develop novel applications that were not considered by the original research-
ers. Furthermore, the free and distributed nature of the resources allows such 
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developers to free themselves of software installation and management and 
onerous licensing conditions.  

   24.4.2    Sharing Computation Specifi cations 

 A simple example of a  “ computation specifi cation ”  is the source code of a 
program or even an input fi le for a program. In both cases, the document fully 
specifi es what is required to run a program to achieve a desired result. Clearly 
there have been many mechanisms to share such specifi cations. However, with 
a few exceptions these sharing mechanisms tend to simply collect source code, 
for example, in a central repository and let users access it from there. Usually, 
there is no metadata attached or associated with the source code, and thus 
exploring related cases is diffi cult. 

 Recently, there has been a signifi cant amount of effort devoted to the 
development of  “ workfl ow ”  or  “ pipelining ”  tools for chem -  and bioinformatics. 
These tools encapsulate core cheminformatics tasks such as reading in SMILES, 
evaluating descriptors, and so on, in simple graphical elements (usually boxes 
and connectors). A user can then arrange sequences of such elements to 
perform a task. The graphical user interface (GUI) approach, coupled with the 
fact that in most cases such workfl ow tools require no programming knowl-
edge, makes such tools very attractive to experimentalists and other users with 
limited programming experience. A number of such tools are available, includ-
ing Pipeline Pilot  [78] , KNIME  [79] , and Taverna  [80] . 

 Another development around workfl ow tools is the sharing of workfl ow 
specifi cations (or  “ programs ” ), exemplifi ed by the MyExperiment website 
 [81] , which allows sharing of scientifi c workfl ow of various formats, including 
Taverna  [80, 82]  (see Fig.  24.6 ) and Bioclipse  [45, 46] . MyExperiment is a social 
website where scientists can share workfl ow specifi cations, tag them, catego-
rize them, or modify and upload new, improved versions. This makes it easy 
to reproduce analyses and potentially improve scientifi c progress.    

   24.4.3    Online Cheminformatics Computation 

 It should be noted that these online workfl ow sharing services do require 
download of the workfl ows to a local desktop, where they can then be run. 
Both Taverna and Bioclipse provide the means to download a workfl ow shared 
on MyExperiment.org from within the desktop software, but it is not possible 
to run the computation at a remote server unless the workfl ow specifi es that. 
However, the ongoing evolution of collaborative cheminformatics is making 
this possible and various companies are appearing that develop software that 
make it possible to design and run workfl ows via websites. 

 One example of this approach is Wingu Elements  [83] , by the Boston start -
 up Wingu. This product provides a cloud - based platform for research teams 
to defi ne workfl ows, make them available within the collaboration, and then 
share the results as shown in Figure  24.7 .   
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     Figure 24.6     Screenshot of MyExperiment.org Web page for CDK – Taverna workfl ow 
( http://www.myexperiment.org/workfl ows/389.html ).  

     Figure 24.7     Screenshot of Wingu Elements, an online scientifi c computing platform 
with cheminformatics functionality.  

 A second online collaborative cheminformatics platform is the Inkspot 
Platform by Inkspot Science  [84] . On this platform workfl ows can be designed, 
run, and shared (see Fig.  24.8 ). An extra dimension is given here by the 
company to provide hosting, thereby allowing the creation of small communi-
ties or research projects, much like open - source projects take advantage of 
hosting, services like the aforementioned SourceForge and GitHub.     
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   24.5    MANAGING COLLABORATIVE PROJECTS 

 We have provided a brief overview of various technologies that enable and 
enhance collaborative projects in the fi eld of cheminformatics. Yet, one aspect 
still remains open to discussion. While tools are available to share source code 
and experimental data, how should such collaborative projects be managed? 
When the collaboration is between two individuals, project management is not 
a signifi cant problem, but it becomes much more problematic when the number 
of collaborators grows larger. 

 The fi rst aspect is communication between members within the collabora-
tion. A number of mechanisms are available, including mailing lists and online 
messaging systems. Both of these methods have a long history and mailing lists 
are a useful way to broadcast messages to all members of a group  [85] : By 
sending an e - mail to the mailing list address it is automatically distributed 
across all of the participants. This has an associated downside as members may 
not desire such broadcasted messages which may not be relevant to them. 
Furthermore, e - mail is relatively ineffi cient at handling multiple conversations, 
though threading does alleviate this. Modern e - mail systems such as Google 
Mail have provided a number of enhancements to improve the handling of 
multiple conversations in a mailing list, such as automatic fi ltering of messages 
to mailing lists directly into a folder, instead of the main inbox. 

 One important aspect of mailing lists is that they are not real time or inter-
active. On the other hand, messaging systems such as Internet Relay Chat 
(IRC)  [86]  or instant messengers (Yahoo Chat, AOL, etc.) offer real - time 

     Figure 24.8     Screenshot of Inkspot platform for collaborative cheminformatics 
analyses.  
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interactivity between participants. These systems allow for direct interactions 
between multiple members and are extremely useful for immediate problem 
solving and discussions. Of course, since these technologies are text based, it 
can be slower to communicate problems than it would be using phone or video 
conferencing. On the other hand, these systems are very light on resources and 
quite effi cient on slow Internet connections. The use of IRC is particularly 
prominent among open - source projects. For example, Bioclipse, OpenBabel 
 [87] , and CDK developers use, respectively, the #bioclipse, #openbabel, and 
#cdk channels on the FreeNode.net network  [88] . While it is common to use 
dedicated IRC clients (see Wikipedia  [89] ), these channels can also be accessed 
via a Web interface at  http://webchat.freenode.net/ . 

 More recently, weblogs, or blogs, have become a useful mode of communi-
cation. This approach allows a degree of interactivity between the producer of 
the blog and readers but is primarily a vehicle for an individual or group to 
provide updates. Of course, by allowing multiple people to post on the blog, 
it can be a useful way for a collaborative group to provide updates and infor-
mation on the project. Blogs are also useful from the consumer ’ s point of view 
since they are a pull technology. That is, the consumer (i.e., reader) will usually 
read the blog via an RSS reader and thus, rather than receive updates from 
the blog, will read new posts when desired. 

 One interesting aspect is that increasingly this communication is becoming 
more open and no longer limited to one project as is often the case for mailing 
lists. Many open source developers have started using blogs, where they discuss 
algorithms, theories, and so on, Among those blogs are those of two of the 
authors of this chapter  [90, 91] , but other blogs include the excellent one of 
Gilleain Torrance  [92] , Noel O ’ Boyle  [93] , and Tim VanderMeersch  [94] . 

 Blog planets and aggregators play an important role here. Various chemin-
formatics projects have blog planets, where the blogs from developers and 
users from the community around that project are aggregated. For example, 
the Chemistry Development Kit and Bioclipse have planets at, respectively, 
 http://pele.farmbio.uu.se/planetcdk/  and planet.bioclipse.net. Aggregators also 
aggregate blogs, but not necessarily around a specifi c developer or user com-
munity. One such website that aggregates cheminformatics blogs is Chemical 
Blogspace (see Fig.  24.9 ).   

 A similar role is played by question - and - answer websites, a new type of 
communication channel popularized by StackOverfl ow  [95] . This communica-
tion concept is used, for example, by the Blue Obelisk eXchange at  http://
blueobelisk.shapado.com/  (see Fig.  24.10 ), where people can ask questions on 
how to use a particular cheminformatics library or how to solve a particular 
problem. These sites essentially extend the concept of frequently asked ques-
tion (FAQ) sites, except that they are grown and maintained by a community 
rather than by a single person. In addition, novel mechanisms such as merit 
points and badges and the ability to up vote (or down vote) for answers 
provide a  “ social incentive ”  to the users of such sites to engage in the com-
munity (as opposed to simply taking information, also called leeching).   
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 The technologies discussed so far have focused on communication between 
members of a collaboration and other interested parties. But another vital 
aspect of collaborative projects is the development of documentation — ranging 
from API documentation to tutorials and policy documents. While one could 
exchange documents via e - mail, one very quickly runs into the problem of 
keeping everybody ’ s editions synchronized. Collaborative document editing 
systems have recently been developed that directly address this problem. One 
example is Google Docs, which is an online resource that allows one to create 
documents, spreadsheets, and presentations and then share them between 
other users. Each authorized user can edit the document and, more impor-
tantly, multiple users can simultaneously work on these documents. The service 
automatically tracks the edits by each user and provides an intuitive view of 
the document history, allowing one to view the edits made by each user. The 
documents can be exported to a variety of common formats, allowing one to 
introduce such documents into the traditional workfl ow. 

     Figure 24.9     Cheminformatics section of chemical blogspace aggregates blog posts 
from cheminformaticians, providing a platform for discussion of algorithms and theory 
within a larger community than that of a single project.  



416 COLLABORATIVE CHEMINFORMATICS APPLICATIONS

 Google Docs is a useful solution to the problem of collaborative editing of 
traditional documents. Wikis provide another approach that is more free - form. 
The fundamental idea of a wiki is that it is a collection of pages linked via 
hyperlinks and authorized users can edit, add, to or delete these pages arbi-
trarily. Most wikis will also keep a history of the edits made to each page, 
allowing one to track who did what and when. 

 Additionally, it is possible to add supplementary fi les to a wiki, which allows 
one to record and track the entire state of a project over time (cf. the ONS 
Solubility Challenge on Wikispaces  [96] ). While wikis are useful, they are not 
necessarily the best solution for all cases. For example, in software develop-
ment projects, keeping an associated wiki up to date with the state of the 
project can be tedious, especially if the development is very rapid. While the 
wiki might be useful, for material such as tutorials and so on, it is rarely a good 
solution for API documentation. Many would argue that even usage informa-
tion should be a part of the API documentation and should be written in line 
with the code. Such inline documentation can easily be extracted and format-
ted using tools such as Doxygen  [97]  or Sphinx  [98]  and linked to from the 
wiki. This last point highlights one advantage of a wiki type of system — it is a 
very easy way to aggregate resources via linking rather than include them 
directly in the wiki itself. This leads to signifi cantly lower efforts in maintaining 
the wiki. 

     Figure 24.10     Blue Obelisk eXchange question - and - answer website is an open plat-
form where people can ask questions regarding the use of cheminformatics software 
or ask for solutions to a problem they post.  



REFERENCES 417

 In addition to these systems, tools that have traditionally been focused on 
software development can be usefully applied to other scenarios. A good 
example is the use of a bug tracking systems to keep track of feature requests 
or new ideas. These systems allow one to keep a list of these issues and pos-
sibly assign them to one or more people for followup. 

 It should be noted that the software systems to support the ideas described 
here can be obtained in a variety of forms. Each component described here 
can be obtained individually, require the collaboration to set them up whereas 
more comprehensive solutions also exist that couple wikis, and feature track-
ing systems and collaborative editing systems in a single package. In addition, 
one has a choice of open - source or commercial solutions from which to choose. 

 We have discussed a variety of technologies that facilitate collaborative 
project management. But a vital component of this is the management of 
people within such projects. There are many approaches to this, ranging from 
committees to dictatorships (benevolent or otherwise). In this chapter we do 
not discuss the merits or demerits of any given approach, save to say that 
effi cient personnel management is vital to the successful completion of a col-
laborative project.  

   24.6    CONCLUSION 

 In this chapter we have discussed the various aspects of collaborative chemin-
formatics. We have outlined tools available for software development, building 
knowledge bases, and tools for collaborative computing. We have also outlined 
the roles that open source, open data, and open standards have in building 
successful collaborations, including the roles of licensing as a social contract 
between collaborators and communication channels to discuss ideas. Similarly, 
we have shown how open standards make it easier to build collaborative 
knowledge bases as they provide a unifi ed and clear - to - all interface to the data. 
We have further described how collaborative computing, both locally and 
remotely, can be established and how scientists can share high - level workfl ow 
specifi cations. 

 As technologies continue to improve over the next few years, these kind of 
collaborative cheminformatics uses will become easier and easier. The chemin-
formatics applications outlined here merely present a view on what will be 
possible.  
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   25.1    INTRODUCTION 

 Technology has a profound effect on how scientists can communicate with 
each other. This affects how quickly science can progress and what kinds of 
collaboration are possible. Although the printing press and the subsequent 
establishment of scientifi c journals dramatically increased the ability of 
researchers to disseminate their results and ideas, close collaborations between 
geographically separated individuals had to await the availability of telecom-
munication technologies, particularly the development of the Internet. 

 Today, the ubiquity of sophisticated and easy - to - use tools to exchange infor-
mation is enabling the creation of a  “ shared presence ”  between people, regard-
less of their geographical location. Researchers can share not only their data 
but also details regarding how they processed their data, their interpretation 
of their results, and their future plans. However, the  ability  to share only trans-
lates into actual sharing if there is a motivation to do so. In this chapter we 
will provide examples of what is possible when researchers choose to share 
their experimental work in progress. The chapter presents a chronological 
timeline of some key events in the history of these examples.  
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   25.2    OPEN NOTEBOOK SCIENCE 

 The term  open notebook science  (ONS) was introduced in 2006 to enable an 
unambiguous discussion of open collaboration in science  [1, 2] . The term  open 
science  is too broad and nebulous while  open - source science  has been used 
inconsistently, sometimes referring to open - source software in science. ONS 
specifi cally refers to the public sharing of the entirety of one ’ s laboratory 
notebook, including all associated raw data fi les. The default assumption is that 
all experiments from a project are shared in near real time. This allows others 
to contribute quickly since it can be assumed that, if an experiment is not 
reported, it has not yet been done  [3] . Forms of partial ONS, where there is 
either a signifi cant delay or selective sharing, can be made explicit by the use 
of logos  [4] . 

 There are some interesting consequences to ONS with respect to collabora-
tion. Since the entire content is shared, not only do others know what has been 
done in a lab, they can also infer what has not yet been attempted. Potential 
collaborators can then confi dently carry out needed experiments without wor-
rying that they are unnecessarily duplicating work. If they choose to replicate 
an experiment, then they can do so with the prior knowledge of what hap-
pened in all previous attempts.  

   25.3     U  SEFUL  C  HEM  PROJECT 

   25.3.1    Platforms 

 The UsefulChem project was initiated in the Bradley laboratory at Drexel 
University in the summer of 2005. The concept was to discover and work on 
urgent problems in chemistry and report on the progress of the project in a 
transparent way. The project started with the UsefulChem blog on the free 
and hosted Blogger service provided by Google  [5] . A wiki  [6]  was later estab-
lished to organize collective information by linking to relevant blog posts or 
other resources. Wikispaces was chosen as the platform for this purpose 
because it provided a free hosted service for public wikis and afforded an 
intuitive visual editor, simplifi ed wikitext, and convenient back - up and alerting 
capabilities  [7] . 

 This model of providing specialized services for free as long as data remain 
open has been widely exploited for diverse applications on the Web. For 
example, on Wikispaces, only private accounts require payment. This is a mutu-
ally benefi cial situation for the client who enjoys free services and for the 
service provider, where the public accounts provide free examples and testi-
monials which can serve as a form of advertising for the pay services. Many 
of these services also monetize the free versions by displaying ads. The fi rst 
laboratory experiments were recorded on a new blog — UsefulChem 
Experiments  [8, 9]  — and information about relevant molecules was collected 
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in posts on the UsefulChem - Molecules blog  [10, 11] . The fi rst comment on the 
Experiments blog from a researcher outside the existing group came from a 
researcher at the University of Sydney  [12] , Mat Todd, and provided valuable 
insight. This contribution was reciprocated later by promoting the Todd group ’ s 
open project on the chemical praziquantel  [13] . Other scientists would con-
tinue to periodically comment on later blog posts  [14] . 

 By June 2006 it became clear that a blog was not providing the necessary 
functions for a laboratory notebook, mainly because version control was not 
available  [15, 16] . The plan at this time was to record the laboratory notebook 
information on the wiki, then copy it over to the Experiments blog when the 
experiment was fi nalized. However, in practice, the concept of a  “ fi nalized 
experiment ”  proved diffi cult to judge and the wiki was simply used as the 
actual laboratory notebook. This way errors discovered at any time could be 
corrected on the wiki with proper version tracking to determine who contrib-
uted what and when. The use of a wiki for a laboratory notebook also made 
it very convenient for mentors to communicate with students by commenting 
directly on specifi c sections of a page. The availability of e - mail alerts for any 
changes on the wiki facilitated very rapid communication. 

 With the accumulation of data, more effort was invested into providing 
tools for searching. It was deemed important that both the blogs and wikis be 
quickly indexed on major search engines. Google Co - op Search allowed for a 
very simple way of performing a federated search of all of the UsefulChem 
platforms  [17]  and was also used later for other multiple ONS resources  [18] . 
Google applications would prove to be key for other sophisticated search and 
retrieval tools that would evolve over time. 

 In March 2007 UsefulChem compounds were hosted as part of the eMol-
ecules collection, thereby permitting additional sophisticated services such as 
substructure searching  [19] . The use of Google spreadsheets in UsefulChem 
for data storage and manipulation proved to be another powerful example of 
leveraging free hosted resources. Free Google and Sitemeter services also 
facilitated the discovery of UsefulChem content via license fi ltering and visitor 
tracking, respectively  [20] . In August 2007 Collaborative Drug Discovery 
(CDD) provided UsefulChem with a free account to store and share assay 
results  [21] . Neylon ’ s laboratory used another free hosted database applica-
tion, Dabble, to list people involved in ONS  [22] . 

 At the end of March 2007, ChemSpider was fi rst used to manage UsefulChem 
molecules  [23] . A full transition to ChemSpider was completed in June 2007 
with the demonstration of substructure searching and the use of the 
UsefulChem - Molecules blog was discontinued  [24] . This free and hosted 
online chemical database would prove to be integral to many projects. The 
ability to provide experimental and predicted properties was one of the fi rst 
essential functionalities exploited. UsefulChem acquired a subdomain on 
ChemSpider in April 2008 and students were encouraged to upload nuclear 
magnetic resonance (NMR) spectra of reagents and purifi ed products as open 
data  [25] . 
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 In July 2007 a mailing list was created to work through details of challenges 
related to the UsefulChem project  [26] . This was done to capture discussions 
taking place by e - mail. Collaborators outside of the core UsefulChem team 
seemed to prefer e - mail over the wiki or blog to communicate and this was 
done to keep the discussions public. 

 In April 2008 FriendFeed was fi rst investigated as a collaboration platform 
for UsefulChem  [27] . Its basic function is to aggregate all relevant feeds from 
various social networking sites for a user to a single account. For example, 
feeds for all blogs, SlideShare, LinkedIn, Google Reader, YouTube, SciVee, 
and so on, can be aggregated to one uniform resource locator (URL)  [28] . 
Whenever the user generates a new entry in any of the source accounts, a 
FriendFeed post is automatically made and reported to all subscribers. 
Discussions can then take place on FriendFeed itself instead of on the original 
blog or other type of post. This is particularly convenient since extended 
discussions on FriendFeed around a post can be referenced with a short URL. 
Since the open - science community is well represented on FriendFeed, much 
of the discussion and activity related to UsefulChem now takes place on this 
platform. This was later detailed in an article in  Chemical and Engineering 
News   [29] .  

   25.3.2    Medicinal Chemistry: Collaborations Between Synthetic Chemists, 
Computational Chemists, and Biochemists 

 The UsefulChem project started with searches on Google Scholar and Scirus 
in the chemistry category for phrases like  “ there is a pressing need for, ”  
 “ what is needed now, ”  and  “ needs to be synthesized. ”  A need for new antima-
larial compounds proved to be a recurrent theme  [30, 31] . An example of early 
collaboration spontaneously arose, with renowned blogger David Bradley 
suggesting to vary the spelling of  “ synthesize ”  to the British version of  “ syn-
thesise ”   [30] . 

 A deeper collaboration followed the identifi cation of Find - A - Drug as a 
source of virtual libraries for HIV protease inhibitors  [32]  and malarial enoyl 
reductase inhibitors  [33] . Find - A - Drug provided a virtual library of diketopi-
perazines and three - dimensional (3D) docking information of a sample 
member onto malarial enoyl reductase  [34] . 

 The Drexel group started to perform docking calculations using the THINK 
software  [35] . With the intention of adhering to the concept of ONS, the 
docking runs were recorded using a similar format to wet laboratory experi-
ments so that other researchers would be able to reproduce the computational 
results and conclusions based on the information provided in the notebook. 

 A response to an open request for docking collaborators changed the 
course of the UsefulChem project  [36] . A member of the bioinformatics group 
at Nanyang Polytechnic in Singapore attempted to dock the Ugi product pre-
cursors to the diketopiperazine targets and determined that some of them 
docked onto enoyl reductase. As a result, the problematic cyclization step (see 
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synthesis section below) was abandoned and all subsequent libraries focused 
on the Ugi products themselves. This is advantageous from a synthetic stand-
point since these can be prepared in only one step from readily available 
starting materials. 

 In April 2007 Zaharevitz from the National Cancer Institute (NCI) discov-
ered the UsefulChem project through the network of open scientists and 
offered free testing of compounds for antitumor activity  [37] . The fi rst Ugi 
product was submitted shortly thereafter  [38] , and in May 2007 the compound 
was submitted to a tumor inhibition prediction service. Although predicted to 
be inactive (as was later confi rmed  [39] ), it demonstrated for the fi rst time the 
 “ closing of the open - science loop ”  for drug discovery — where hypothesis for-
mation, docking, synthesis, and assay results were performed openly in real 
time  [40] . This strategy was extended by prioritizing synthetic targets from a 
virtual library of Ugi products based on the predicted ability to inhibit tumor 
cell lines. Naphthyl fragments showed up disproportionately in the products 
with high predicted activity  [41] . Zaharevitz further assisted by inviting one of 
us (JCB) to a National Institutes of Health (NIH) workshop on drug develop-
ment in January 2008  [42] . Synthetic focus was directed to Ugi product librar-
ies and Guha initiated a malarial enoyl reductase docking study on a 
500,000 - compound virtual library based on starting materials that could be 
obtained cheaply and quickly  [43] . The most highly ranked compounds from 
this study were prioritized for synthesis via the Ugi reaction. 

 Assay results were hosted on CDD and catalyzed the initiation of a new 
collaboration with the Rosenthal group at the University of California — San 
Francisco (UCSF), which agreed to run malaria assays for UsefulChem com-
pounds at no charge. The Rosenthal group had previously discovered the 
malarial enzyme falcipain - 2, and it was convenient for them to run an inhibi-
tory assay against that protein, in addition to red blood cell assays to measure 
the inhibition of infection by the malarial parasite  [44] . The focus of the work 
thus shifted from enoyl reductase to falcipain - 2. With a crystal structure and 
known binding site, docking calculations were performed and two Ugi prod-
ucts in the top 1000 from Guha ’ s docking results were synthesized and shipped 
to the Rosenthal lab in December 2007  [45] . Activity at the micromolar range 
against both the enzyme and the infection of red blood cells by the parasite 
was reported in January 2008  [46] . By August 2008, 4 of the 17   Ugi products 
tested showed similar results for inhibition of the enzyme and infection  [47] , 
clearly a very impressive proof of principle.  

   25.3.3    Chemical Synthesis Strategy: Collaborations Between Synthetic 
Chemists, Both Locally and Remotely 

 A general synthesis was proposed to generate the putative malaria inhibitors 
suggested by Find - A - Drug, which were based on a 2,5 - diketopiperazine scaf-
fold  [48] . Further literature searching revealed some examples of the diketo-
piperazine synthesis on solid support  [49, 50] . Finally, in December 2005, a 
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more convenient solution was found based on a Ugi reaction followed by a 
cyclization  [51] . 

 One of the required starting materials for an Ugi - related synthesis strategy 
to many of the members of the diketopiperazine library was the compound 
known as DOPAL (3,4 - dihydroxyphenylacetaldehyde). This compound could 
not be purchased and the synthesis of DOPAL therefore became a primary 
synthetic focus. A question arose as to whether the presence of a phenolic 
group would interfere in the Ugi reaction  [52] . This concern was greatly dimin-
ished by a contribution from ChemRefer, where an article reported that an 
electron - withdrawing group on the aromatic ring is necessary for the phenol 
to participate in the Ugi reaction  [53] . Feedback from an expert in the fi eld 
supported this assessment  [54] . 

 Synthetic methods to prepare DOPAL were discussed on the blog  [55]  and 
the synthesis was fi nally solved in October 2006  [56] . Progress was slowed by 
errors in the literature. However, a report  [57]  detailing these errors and 
linking to the  “ failed experiments ”  that uncovered their discovery demon-
strated that ONS could be useful for providing more transparency in science 
and saving time in the future for anyone attempting to repeat the synthesis. 

 Unfortunately, DOPAL and similar aldehydes proved to be too susceptible 
to side reactions, and other more stable compounds were used to try to under-
stand the behavior and kinetics of the Ugi reaction fi rst  [58, 59] . Research work 
often has to deviate from initial plans due to unexpected problems. However, 
the nature of those problems is not usually communicated in suffi cient detail 
(or at all) via traditional channels. In a sense, making the details of these 
problems easily indexed on major search engines is a type of collaboration 
with future researchers who may run into similar problems and benefi t from 
the details provided.  

   25.3.4    Cheminformatics: Collaborations Between 
Chemists and Programmers 

 The representation, manipulation, and communication of chemical informa-
tion in an open - science environment is not a trivial challenge. One of the earli-
est cheminformatics tasks consisted of converting the format of the fi rst 
malaria virtual library to one that was easier to share publicly. One of the 
Find - A - Drug volunteers contributed by providing the library as a simplifi ed 
molecular input line entry specifi cation (SMILES) list  [60] , a text - based format 
consisting of a string of characters that can be easily manipulated in spread-
sheets  [61] . The discovery of open - source software such as Open Babel  [62]  
would also prove to be critical for the cheminformatics needs of the project. 
An ecosystem of open science related to cheminformatics evolved over time. 
Projects with overlapping objectives naturally interlinked at a convenient 
level. For example, the UsefulChem project had a presence on The Synaptic 
Leap for the purpose of fi nding collaborators  [63] , including a suggestion for 
a free docking program  [64] . Several key individuals with overlapping interests 
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started blogging about their cheminformatics work. Willighagen started CML 
Explained  [65] , Apodaca blogged on Depth First  [66] , Murray - Rust started the 
CML blog  [67]  and PeterMR ’ s blog  [68] , and Williams maintained the 
ChemSpider blog  [69] . Simply following each other ’ s blogs turned out to be a 
fairly effi cient way for the community to collaborate on shared interests. An 
excellent example of this took place in September 2006 when Willighagen 
suggested that the Open Source JSpecView applet could be used to view NMR 
spectra in JCAMP - DX format  [70] , and this became immensely important to 
sharing and manipulating raw data from UsefulChem  [71] , including the moni-
toring of reactions  [72] . The ability to use JSpecView to overlay NMR spectra 
was particularly useful for monitoring reactions  [73]  and measuring kinetics 
when integrated with Excel VBA  [74, 75] . 

 Chemical Markup Language (CML) represented a promising way of openly 
sharing chemical information. As we attempted to create CML really simple 
syndication (RSS) feeds from our molecules blog, Willighagen and Murray -
 Rust shared their expertise  [76] . It may be better to characterize this type of 
interaction as a metacollaboration since it did not involve project - specifi c 
objectives so much as general ways of representing and manipulating chemical 
information publicly. Lessons learned in this space would prove to be valua-
ble for quickly starting other chemistry open notebook projects, including 
the conversion of laboratory notebook pages describing a Ugi synthesis into 
CML  [77] . 

 Willighagen proposed a method of introducing tags into blog posts to make 
the molecules discussed machine readable  [78] . This was experimented with 
for the UsefulChem blog and provided a new means for potential collabora-
tors to fi nd information via the Chemical Blogspace, an aggregation service 
for chemistry blogs. Further collaborations ensued. In June 2007 Guha created 
a public Web service to generate a combinatorial list of all Ugi products result-
ing from lists of starting materials represented as SMILES  [79] . Shattuck 
created a Web service to deconvolute NMR spectra using JCAMP - DX fi les as 
input  [80] , and in August 2007 an account was created on MyExperiment to 
attempt to process and organize Web services related to the UsefulChem 
project  [81] . However, productive use of this system would have to await the 
involvement of new collaborators after the creation of the ChemTaverna 
project in 2010  [82] . 

 In November 2007 enough data were being generated in the laboratory 
notebook that it made sense to start abstracting Ugi reaction information into 
a Google Spreadsheet to compile a CombiUgi Master Table  [83] . Since each 
record points to the corresponding laboratory notebook page, information is 
not lost, but the abstraction allows for semantic querying of the data set. 
Attempts were also made to convert the workfl ows into organized machine -
 readable formats, involving a discussion between others (Williams, Willighagen, 
and Murray - Rust) interested in overlapping objectives  [84, 85] . In April 2008, 
Guha created the fi rst version of a model to predict precipitation from metha-
nol based on molecular descriptors of the products  [86] . 
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 In March 2010 the reactions recorded in the UsefulChem notebook were 
abstracted into a machine - readable format as part of the Reaction Attempts 
(RA) database  [87] . In April 2010 the fi rst edition of the RA book was pub-
lished in conjunction with the fi rst archive of the UsefulChem laboratory 
notebook and associated raw data fi les  [88] . The RA database also started to 
abstract reactions from other open notebooks, like the one shared by the Todd 
group on the Synaptic Leap  [89] . The usefulness of sharing the abstracted 
information from open notebooks became clear in June 2010 when attempted 
reactions revealed an overlap between the Bradley and Todd groups, allowing 
for a very effi cient collaboration and sharing of details about challenges ben-
efi cial to both groups and anyone else with an interest  [90] . A Web - based 
Reaction Attempts explorer was also created to allow searching by reactant 
or product drop - down menus or substructure  [91] .  

   25.3.5    Second Life 

 Long - lasting collaborations can spring from some unusual places. While 
exploring the virtual world Second Life as another channel to communicate 
open notebook information, a contact was made between two of the authors, 
Bradley (JCB) and Lang (AL)  [92] . The fi rst collaborative project involved 
improving the 3D Second Life molecule rezzer developed by AL so that it 
could be used easily by simply supplying a SMILES in the chat box to generate 
the molecules with a realistic 3D conformation  [93] . This permitted a display 
of Ugi products, enoyl reductase, and slides from a recent presentation, all 
hyperlinked to either blog posts or laboratory notebook pages for further 
details  [94] . An effort was then made to index molecules in Second Life on a 
wiki  [95] . 

 In June 2007 a collaboration between an extended team resulted in a 3D 
animation demo of the docking of a Ugi product into the binding pocket of 
enoyl reductase via four hydrogen bond sites  [96] . An interactive 3D anima-
tion of the formation of imine — the fi rst step in the mechanism of the Ugi 
reaction — was displayed in Second Life in August 2007  [97] . These are power-
ful demonstrations of how sophisticated representations of research within an 
open notebook can be leveraged from the contribution of expertise from 
several individuals brought together for rapidly implemented applications.  

   25.3.6    Requesting Collaboration 

 In March 2006, JCB requested help with disabled instrumentation on the 
UsefulChem blog  [98] . It is interesting to note that most specifi c open requests 
of this type were not directly answered. Most of the collaborations to arise 
from the project did so based on a shared overlap of interests, and this often 
caused a shift in project direction. Flexibility is of paramount importance when 
embarking upon these types of collaboration — all parties need to benefi t. This 
experience suggests that open - science platforms primarily based on very 
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specifi c tasks and questions may fi nd it diffi cult to thrive. For example, the 
discussion forum ChemUnPub did answer one of our questions but did not 
result in a long - term collaboration  [99] . A question on the OrgList mailing list 
was also helpful for a specifi c laboratory cleaning procedure  [100] .  

   25.3.7    Sharing Drafts of Papers and Proposals 

 In April 2007 drafts for a paper  [101] , a thesis  [101] , and a proposal  [102]  
related to UsefulChem were started on the wiki. Being quickly indexed on 
major search engines, these documents represent a new way to share research 
work as it is being organized and planned. This is especially the case for pro-
posals, which are rarely made public at any point. Nature Precedings, which 
provides a platform with an easily citable format including an author list and 
DOI  [103] , was used to publish another proposal for the project in January 
2008  [104] . In June 2008, Nature Precedings no longer accepted proposals and 
so a proposal to the Gates Foundation was made public on Harel ’ s S.C.I.E.n.C.E 
wiki, set up for this purpose  [105] , and Scridb  [106] . 

 As for drafts of papers, not all instances of started drafts end up as submis-
sions to journals in a rapid and straightforward way. If the drafts are always 
public and indexed in search engines, there is a chance for someone to make 
use of even partial information from the very start. For existing or potential 
collaborators, this information can facilitate a deeper understanding and more 
effi cient exchange of ideas, especially when the proposals or drafts of papers 
reference experiments in open notebooks. Writing a paper on a wiki essentially 
is a form of preprint, and journal guidelines should be consulted for subse-
quent submission for peer - reviewed publication  [107] . Reports about other 
students writing up at least a part of their thesis openly started to appear  [108] .  

   25.3.8    Media Coverage: Collaborations with Journalists and Authors 

 By defi nition, a collaboration involves any situation where two or more parties 
work together to the benefi t of all involved. In the case of ONS, journalists 
and authors of review articles in both the popular media and the peer - reviewed 
literature turned out to be important collaborators. The journalists obtained 
material for their pieces on the changing dynamics of scientifi c collaboration 
and the open - science movement and projects like UsefulChem received a 
signifi cant amount of coverage that often led to new collaborations with other 
scientists as a result. News coverage also proved to be critical to lending legiti-
macy to the effort allowing the Wikipedia entry on ONS to be accepted in 
October 2008  [109, 110] .  

   25.3.9    Other Open Notebook Science Projects 

 The foundation work established in Bradley ’ s work has catalyzed a number 
of other ONS projects, including a platform to share research proposal ideas 
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in natural product synthesis which became the wiki TotallyRetrosynthetic 
 [111] , a laboratory notebook for Faith  [112] , and a blog and wiki for the 
Rosania team based on the UsefulChem template to track his work on subcel-
lular drug transport  [113, 114] . The Rosania group also extended the reach of 
sharing their experimental results on Second Life  [115] .  

   25.3.10    Other Types of Collaboration 

 The UsefulChem project experimented with another form of collaboration: 
guest blogging. David Bradley reported on open access in chemistry  [116, 117]  
and arsenic remediation projects  [118] . On occasion a student would submit 
a post, but over time the UsefulChem blog evolved to a single - author modality. 
An unexpected collaboration arose involving the interaction of students in the 
humanities with the UsefulChem project  [119] . The UsefulChem Writing 
Partners program required students from the Ritter – Guth group at Lehigh 
Carbon Community College to write less technically about UsefulChem 
themes, especially malaria  [120] . This was benefi cial for both the humanities 
students to understand how science is done and for the chemistry students to 
try to explain their research to a wider community. 

 In July 2006 an anonymous commenter brought up the issue regarding 
whether patents can help or hinder humanitarian applications  [121] . This is an 
example of a type of collaboration originating from working openly, where 
larger issues and concerns can be addressed early on. We also found that 
 “ accidental collaboration ”  was occasionally very useful. For example, by moni-
toring search terms on Sitemeter, we discovered that water was a viable and 
potentially better solvent for Ugi reactions  [122] . 

 In November 2006 an offer was made to provide compounds on a  “ copy -
 left ”  basis, the concept being that samples of products made in the lab that 
could be spared would be provided freely — as long as the research done with 
those compounds was made open immediately  [123] . Thus far no requests for 
this type of collaboration have been made. 

 In May 2008 another opportunity to collaborate with a company arose. 
Mettler - Toledo lent Drexel a liquid - handling robot to carry out Ugi reactions 
using more automation  [124, 125] . An optimization study was done and the 
problems encountered with the use of such a parallel strategy were reported 
 [126] . In addition, the  Journal of Visualized Experiments  (JoVE) contributed 
by sending a cameraman to record a video to document the execution of the 
reaction  [127] . The JoVE article, composed of a conventional text portion and 
a video, was published in November 2008  [107] . 

 A fi rst attempt was made to allow collaboration via a specifi c page for 
anyone to request experiments to perform  [128] . No requests were made from 
this attempt, although this strategy was successful for requests of solubility 
measurements. For example, a request for the solubility of pyrene in acetoni-
trile was made from a group in Israel to assess soil contamination, and the 
Drexel group provided an answer within days. A Google spreadsheet was set 
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up to collect all such solubility requests from either people or autonomous 
agents  [129] . Early on, related projects were discovered. These include the 
e - malaria project at Southampton University  [130]  and the Synaptic Leap 
 [131] . A connection with Southampton University and the Synaptic Leap 
would eventually intersect with UsefulChem in important ways. A collabora-
tion between JCB and Mesa Analytics and Computing via a Small Business 
Innovation Research (SBIR) award demonstrated that it is possible for aca-
demia and industry to work openly on a drug discovery software project  [132] . 
X - ray crystallographer Matthias Zeller from Youngstown State University 
contributed to the UsefulChem project by providing a crystal structure for one 
of the Ugi products  [133] . In June 2008 Richard Stephenson from Southampton 
University further contributed by setting up an eCrystals repository for Drexel 
where UsefulChem crystal structures could be shared openly  [134] . A collabo-
ration with Brent Friesen at Dominican University was initiated involving the 
synthesis of new Ugi products in his sophomore organic chemistry teaching 
laboratory  [135, 136] . He incorporated the ONS Solubility Challenge as the fi rst 
week of his laboratory  [137] . The Spectral Game was made available on Second 
Life  [138]  and then on the Web  [139] . It was reported a few months later in a 
paper in the  Journal of Cheminformatics   [140] . This was only possible because 
of the contributions of NMR spectra by chemists as open data when uploading 
to ChemSpider. This includes spectra that are routinely obtained as part of the 
UsefulChem project and demonstrates that, by making data open, collabora-
tive projects not initially imagined at the time of submission can quickly arise. 

 The usefulness of reporting raw laboratory notebook data was demon-
strated in the summer of 2009 when an article with surprising results appeared 
in the  Journal of the American Chemical Society   [141] , specifi cally the observa-
tion of an oxidation by a reducing agent. Social networks such as FriendFeed 
spread the information very quickly and to enough chemists that two groups 
(UsefulChem and Totally Synthetic) attempted to reproduce some of the 
experiments and another found a precedent from the literature explaining the 
phenomenon. In this case it was critical for the two groups to produce the raw 
NMR data which could be unambiguously interpreted by the chemistry com-
munity. Simply reporting without proof that the experiment had not worked 
would not have been unequivocal.   

   25.4    OPEN NOTEBOOK SCIENCE SOLUBILITY 
CHALLENGE COLLABORATIONS 

   25.4.1    Crowdsourcing Solubility Measurements 

 In September 2008 the ONS Challenge was announced to attempt to crowd-
source the measurement of nonaqueous solubility using open notebooks based 
on the same Wikispaces and Google spreadsheet platforms as the UsefulChem 
project  [142] . There are currently about 200 specifi c solubility queries per day 
utilizing the results of the Challenge, originating mainly from Google and 
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Wikipedia  [143] . The query results ultimately lead to the relevant lab notebook 
pages and raw data for anyone who wants to track the ultimate provenance 
of the data  [144] .  

   25.4.2    Sponsorship 

 Sigma - Aldrich sponsored the Challenge by contributing chemicals on an as -
 needed basis  [145] . The fi rst shipment was sent in February 2009  [146] . In 
October 2008 Submeta sponsored the ONS Challenge with ten $500 prizes to 
be awarded approximately once a month to students in the United States and 
the United Kingdom  [147] . In November 2008 Nature committed one year 
subscriptions to the  Nature  journal for the fi rst three winners of the ONS 
Challenge  [148] . The fi rst winner was announced at the end of November 2008 
 [149] . The Royal Society of Chemistry sponsored another fi ve prizes in March 
2010  [150] .  

   25.4.3    Gaining Experience by Laboratory Rotations 

 In June 2009 the collaboration evolved to include face - to - face interaction 
when a student, David Bulger (February 2009 Submeta Award winner), spent 
a few weeks at Drexel with JCB, then with Cameron Neylon (CN) at 
Southampton University, to learn laboratory techniques before returning to 
Oral Roberts University with AL  [151] . The stay at Drexel helped resolve 
some issues about the reliability of using NMR to measure solubility  [152] .  

   25.4.4    Solubility Modeling and Visualization 

 Several programmers collaborated with chemists to provide interfaces to the 
solubility data set as well as build models. This included a way to intuitively 
navigate the data over a Web browser  [153, 154]  or Second Life  [155]  and allow 
substructure searching  [156] . The data set was also converted to resource 
description framework (RDF) to extend its use to a broader group  [157] . A 
solubility model based on Abraham descriptors was made freely available 
 [158] . Ultimately, both the UsefulChem Reaction Attempts and the ONS 
Solubility Challenge databases were combined to generate a Solvent Selection 
service that could be used in principle for any reaction where high solubility 
of reactants and low solubility of the product are desired  [159] .  

   25.4.5     C  hem  T  averna  and  M  y  E  xperiment  

 Recently, it was demonstrated that the solubility and reaction Web services 
created for the UsefulChem and ONS Solubility Challenge can be integrated 
into ChemTaverna and shared on MyExperiment  [82] . By putting these tools 
into the hands of a vibrant community already using this platform for bioin-
formatics, it is hoped that future collaborations in the area of cheminformatics 
will be greatly facilitated.   
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   25.5    OPEN NOTEBOOK SCIENCE IN UNDERGRADUATE 
PHYSICS LABORATORY HOSTED ON  O  PEN  W  ET  W  ARE  

   25.5.1    Overview 

 For the four fall semesters of 2007 – 2010, ONS has been carried out by physics 
students enrolled in a junior laboratory course at the University of New 
Mexico (2007  [160] , 2008  [161] , 2009  [162] , 2010  [163] ). The experiences have 
been summarized in blog posts  [164, 165] . The fully public electronic note-
books are hosted by OpenWetWare (OWW), a service initiated in 2005 by 
students in the Endy and Knight laboratories at the Massachusetts Institute 
of Technology (MIT)  [166] . OWW currently has over 8000 members and its 
primary funding is through a grant from the National Science Foundation 
 [167] . All student work is recorded and presented on the public wiki, and 
almost all instructor feedback is presented on the same wiki pages  [168] . The 
only nonpublic information is the letter grade for the work. From 2007 to 2010, 
approximately 60 students have participated in the ONS course, with most of 
them majoring in physics, astronomy, math, or a combination of those. No 
effort was made to formally track the students, but the instructor knows that 
at least six students from the 2007 and 2008 semesters have since enrolled in 
Ph.D. programs. Two students from those semesters have begun teaching high 
school physics. Many of the students continued to use OWW after completing 
the junior laboratory course for a variety of purposes, including other lab 
courses  [169]  and undergraduate research  [170] .  

   25.5.2    Description of How Students and Instructor Carry Out  ONS  

 There are three types of work that junior lab students record in their public 
pages on OWW: a primary laboratory notebook  [168] , informal laboratory 
summaries  [171] , and one formal research report  [172] . For the purposes of 
this report, we will focus on the primary laboratory notebook in the context 
of one laboratory  “ cycle. ”  The students complete six individual laboratories 
throughout the semester, and they are free to work alone or in groups of two. 
We will describe typical workfl ow for one of these cycles. 

   25.5.2.1    Preparation and Safety     After choosing a laboratory to work on 
for the subsequent two three - hour lab sessions (three hours in week 1, three 
hours in week 2), students are required to do background reading so that they 
have a good understanding of what their goals will be, what kind of equipment 
they will need, and especially what the safety hazards will be. When they feel 
they are fully prepared, they will ask the instructor or the teaching assistant 
to carry out their  “ safety quiz. ”  The instructor or TA asks the students to 
explain the work and to identify the main personal safety hazards and then 
potential hazards to the equipment. This exam is carried out orally. Many 
students will record safety issues in their primary laboratory notebook, with 
by far the most common safety hazard being electrical shock  [173] .  



OPEN NOTEBOOK SCIENCE IN UNDERGRADUATE PHYSICS 439

   25.5.2.2    Primary Work (Equipment Setup, Data Acquisition, Data 
Analysis)     Each student has a designated area on the wiki for recording 
electronic notes detailing his or her work while setting up an experiment, 
taking data, and analyzing data. Students have leeway as to how they organize 
their work, but the default method is a chronological system based on OWW ’ s 
lab notebook with one - click setup  [174] . Primary notebooks of students from 
prior weeks or semesters have become the de facto laboratory manual for the 
course. When performing background research for the laboratory work, the 
instructor has observed that most students refer to other students ’  lab note-
books in combination with a lab manual from the prior instructor  [175] . This 
behavior is encouraged, as is citing and linking to those resources. 

 The instructor has observed that students ’  primary notebooks have con-
verged on a structure that is a mix of chronological and topical recording of 
notes. A general structure that has emerged is for the primary notebook to 
have the following sections: title, purpose/overview, equipment and setup, data, 
data analysis and code, results/link to results summary, discussion of errors, 
and acknowledgments. This is not a rule and students are free to record their 
information in a variety of formats provided suffi cient information is recorded. 
A guiding principle that the instructor dictates is that the main purpose of the 
electronic laboratory notebook is  “ reproducibility. ”  For the purpose of the 
junior laboratory,  “ reproducibility ”  is defi ned as the ability for the same 
student to replicate the experiment one year later using only his or her own 
laboratory notebook as a guide. Students should imagine whether they would 
be able to obtain measurements with similar amounts of random and system-
atic errors after their memory has faded over the course of a year. Anecdotally, 
this appears to be an understandable goal for the students.  

   25.5.2.3    Equipment Setup     Students are required to record the make and 
model number for all the equipment used during their experiments. They are 
also required to record how the equipment are set up and detailed procedures 
for obtaining data. From 2007 to 2010, there has been a marked increase in 
the percentage of students who have smart phones in the laboratory. This has 
correlated with an increase in the usage of digital photographs to describe the 
setup of the experiment. This behavior is strongly encouraged by the 
instructor.  

   25.5.2.4    Data Acquisition     Students are required to record their data elec-
tronically and to display the data and detailed notes about how the data were 
acquired in their public notebooks. A common problem with any electronic 
notebook is diffi culty in capturing information and data without disrupting the 
experimenters ’  ability to work. In particular, for the junior laboratory, it takes 
some effort to record data in the wiki, especially tabular data. Uploading 
images also requires many manual steps. Finally, light from computer screens 
is sometimes too bright for use next to an experiment with a dim signal (such 
as during optical spectroscopy by eye). OWW is run on a MediaWiki engine, 
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the same engine used for Wikipedia  [176] . This allows for many extensions and 
widgets. Flanagan, lead developer for OWW, has implemented many of these 
widgets, many of which attempt to make it easier to capture information into 
a laboratory notebook. One of these allows easy embedding of a Google Docs 
spreadsheet  [177] . Junior laboratory students are encouraged to innovate and 
try out different ways of using their laboratory notebook. In 2007 students 
struggled with wiki or Hypertext Markup Language (HTML) tables for 
recording data. By 2009, the majority of students used Google Docs spread-
sheets for recording data. A major advantage of this is easy recording of 
information that is autosaved and easy to share with the world. A drawback 
is that the information in the spreadsheets is currently not archived by OWW, 
so an electronic laboratory notebook is not a self - contained entity. 

 Many students record data directly into Google Docs, into the wiki, or into 
another electronic resource, such as Evernote  [178] . However, it should be 
noted that even in 2010, with the ubiquity of smart phones and Web - based 
resources, a number of students resort to recording notes on paper and then 
transferring them to electronic form later. One simple reason for this is that 
some laboratories require dark - adjusted eyes which are not achievable when 
using even a smartphone. Another reason is that some students continue to 
fi nd pencil and paper the fastest, easiest, and/or most comfortable means of 
recording information. These are the anecdotal observations of the instructor, 
and in his opinion it remains a problem with ONS or electronic lab notebooks 
more generally. The instructor does not require students to discontinue use of 
paper, provided they subsequently copy their notes to the primary electronic 
notebook.  

   25.5.2.5    Data Analysis     Students are required to record their data analysis 
procedures and results in their primary laboratory notebook. It is stressed that 
this information is an important component for reproducibility, including the 
type of software used, spreadsheets, and code. For example, students will 
embed or link to their spreadsheets (typically Microsoft Excel or Google Doc) 
or they will upload their original Matlab code  [179] . Important functions used 
for processing the data (such as LINEST) are highlighted.  

   25.5.2.6    Informal Lab Summary     For most laboratories, in lieu of a formal 
laboratory report in the style that would be submitted to a typical peer -
 reviewed journal, students instead produce short, informal laboratory sum-
maries that are separate from their primary laboratory notebook  [171] . As 
described below, the students produce one formal report that includes a rough 
draft with extensive instructor feedback. The informal summaries are on sepa-
rate wiki pages from the primary laboratory notebook. In the summaries, the 
students give a brief overview of the laboratory, report their fi nal results, and 
discuss any discrepancies with accepted values, sources of systematic and 
random error, and ideas for improving future measurements. They link to their 
primary laboratory notebooks as the underlying resource for any readers 
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wanting to reproduce the work or understand it better. On either the informal 
laboratory summary page or the primary laboratory notebook, students are 
required to acknowledge and link to helpful resources they relied on to carry 
out the work, such as other students, the laboratory manual, Wikipedia, and 
so on, to helpful resources, either on a summary page or primary laboratory 
notebook.  

   25.5.2.7    Instructor Feedback     When students have completed their labora-
tory summary, they  “ hand in ”  their work by sending the instructor an e - mail 
with a link to the summary. The instructor puts comments, compliments, and 
criticism  “ in the margins ”  of the work by directly editing the wiki. For the one 
formal report, instructor feedback on the rough draft is extensive, attempting 
to explicitly point out all defi ciencies that need to be worked on. Thus, almost 
all of the student work and instructor feedback is publicly visible to the world, 
with only the letter grade and perhaps other e - mail communication kept 
private. As the semester progresses, the volume of instructor feedback dimin-
ishes greatly, and usually feedback for the fi nal informal summaries is not 
given. The instructor ’ s impression is that feedback earlier in the semester is 
more valuable. Furthermore, student work seems to improve greatly after 
feedback is given for the fi rst summary.  

   25.5.2.8    Formal Report     For one of the laboratories of their choosing, the 
students are required to prepare a formal report in the style of a typical 
peer - reviewed publication. A rough draft of this report is due in approxi-
mately week 12 of the 16 - week semester. This report is  “ handed in ”  to the 
instructor by e - mailing a link to the wiki page. All feedback by the instructor 
is put in  “ the margins ”  as with the other feedback. This feedback tends to be 
more extensive than with informal summaries  [172] . A letter grade for the 
rough draft is e - mailed to the students privately. This letter grade is typically 
a D or C to indicate the amount of improvements needed, but students 
receive full credit as long as they hand in the rough draft on time and with 
suffi cient effort having been made. During the fi nal week of the semester, 
the students work in the lab to repeat the experiment for which they ’ re 
writing their formal report. The goal is to implement some of their ideas for 
improving their measurements after having thought deeply about the work 
while writing the formal report. The fi nal draft of the formal report is due at 
the end of the semester  [180] .   

   25.5.3    Outcomes (Anecdotal) 

 An effort has not been made to scientifi cally track the impact of ONS in this 
laboratory course. In order to do so, measurable goals would need to be 
defi ned and students would need to be tested before and after the course. 
Instead, the instructor has so far relied on anecdotal observations. He has 
observed many positives from the use of ONS. Students routinely read each 
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others ’  laboratory notebooks and give credit for the assistance. Building upon 
prior work and citing it properly are fundamental aspects of science, and it 
appears that ONS strongly promotes learning this skill. It appears that the 
quality of measurements and sophistication of data analysis methods have 
improved every year. One experiment to follow through the years is the 
Millikan Oil Drop experiment, where students attempt to measure the value 
of the electron ’ s charge,  e . An example from 2007 is found from Le ’ s primary 
notebook entries  [181, 182] ; another from 2008 is provided by Osinski  [183, 
184]  and one from 2009 is provided by Callow  [185 – 188] . Interestingly, 
Callow ’ s work drew some interest from other scientists on a FriendFeed 
thread  [189] . 

 This would be an expected outcome of students building upon prior stu-
dents ’  work. Another positive aspect of ONS in this course is that students can 
implement ONS in their future research careers. Some students have already 
done so  [190] . It is hypothesized that a positive ONS experience in this under-
graduate laboratory course will increase the likelihood of carrying out ONS 
in the future, especially after having become a principal investigator who can 
dictate laboratory notebook policies. Finally, another positive result has been 
the transfer of ONS techniques from the teaching laboratory to the instructor ’ s 
research laboratory, for example, use of embedded Google Docs and other 
techniques to increase the ease of capturing information in the lab. The posi-
tives appear to have far outweighed the negatives, which are diffi cult to fi nd. 
One negative could be that ONS has reduced the effort students need to exert 
to get an experiment to work. So, it is plausible that they are developing less 
hands - on skills than students who start  “ from scratch. ”  Another possible nega-
tive is that students can balk at presenting their work publicly, and their cre-
ativity and performance could suffer signifi cantly. While plausible, the 
instructor has not yet detected this outcome. Overall, feedback from students 
has been overwhelmingly positive — this comes from direct communication as 
well as from anonymous end - of - semester course evaluations.  

   25.5.4    Future Work and How to Replicate 

 What is needed for other instructors to carry out ONS in their own courses? 
As long as an electronic platform for ONS is available in the laboratories, 
extensive planning is not required. In the case study described here, the instruc-
tor simply decided that students should do ONS, provided them with accounts 
on OpenWetWare, and set them loose. While somewhat chaotic at fi rst, the 
outcome was delightful. If there are resources for planning the course, there 
are some things that could be carried out better, especially in terms of assess-
ment. As mentioned above, pre -  and posttesting of students are essential to 
know with certainty that ONS is impacting desired outcomes. Similarly, mecha-
nisms should be developed to keep track of alumni of these courses in order 
to assess whether ONS in the undergraduate teaching lab affected their future 
research behaviors or opinions toward ONS or other open - science ideas.   
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   25.6    LABORATORY BLOGGING: FRAMEWORK FOR 
SMALL - SCALE COLLABORATION 

 The laboratory notebook system developed at the University of Southampton 
in Frey ’ s group  [191]  has formed the basis for the primary laboratory record 
for one of us (CN) for nearly fi ve years  [192] . Over time this has been used in 
a range of different ways and with different organization schemes  [193] , but 
here we will focus on its role in supporting collaborations, particularly geo-
graphically distributed ones. The system is similar to most blog engines in 
being organized into posts, usually presented in reverse chronological order, 
an ability to comment, including people other than the post author, and the 
generation of RSS feeds of posts. These main features, which are relevant to 
the discussion of collaboration per se, are common to almost all blog engines. 
Most of the other technical capacities of the system are not relevant to this 
discussion, but one difference is important. Posts within the Lab Blog system 
cannot be deleted by the user, consistent with best practice in retaining a 
permanent record of the research process. Where changes are made to a post, 
a full version history is maintained, effectively enabling a fi nal version of the 
record to be presented by default but providing the complete detail of changes 
or mistakes to be available if required. 

   25.6.1    One - to - One Collaborations 

 The most successful collaborative projects that have been supported by the 
blog system have been largely one - to - one interactions. In the fi rst, the supervi-
sion of a student based at Southampton by CN was effectively supported by 
the system after he had moved to a new site  [194, 195] . The system enabled a 
close interaction on a daily basis with the details of the experimental work. 
The details of experimental protocols and results could be discussed in close 
to real time despite the geographical distance. From a technical perspective 
this was achieved through the monitoring of the RSS feed for the student ’ s 
blog in Google Reader. This functioned mainly as a notifi cation system as 
Google Reader did not display many elements of the rendered post correctly, 
due to the loss of formatting information in the XML of the RSS feed. 
Commenting and communication would occur back on the blog system rather 
than through any third - party service. This pattern has been more or less 
repeated in subsequent collaborations, both those taking a completely open 
approach and exposing the record freely on the web and cases where the 
interaction has been through a closed, password - protected blog.  

   25.6.2    Failures 

 There have also been a number of attempts to utilize the system to support 
collaborations that have failed. On the surface these have many characteristics 
of the successful examples: geographical dispersion, an acceptance of the value 
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of Web - based record keeping, and a desire to maintain a high - quality record. 
In some cases these efforts have even involved groups on the same site. 
However, a common feature of all the failures is that the use of the blog was 
for only a portion of the work being undertaken. In some cases this was due 
to multiple projects being run, only one of which was being recorded in this 
manner. In other cases problems arose due to the confi dentiality of portions 
of a project that could be entrusted to the level of security available within 
the system. 

 The clear end result is that where the record becomes split the nontradi-
tional record, usually the one that for either technical or social reasons requires 
more effort to keep up to date, suffers and falls behind. Once the record 
keeping falls behind or is temporarily recorded in some other form, it rarely 
catches up again. This is not by any means a specifi c characteristic of the blog -
 based notebook and is likely to be true of the use of any new system. However, 
the lack of geographical colocation and consequent lack of  “ nagging ”  available 
to encourage use as well as the limitations of the user interface for the blog 
system exacerbated these issues. The lack of peer pressure that resulted from 
primarily one - to - one as opposed to wider group collaborations was also a 
contributing factor.  

   25.6.3    Scaling the Collaboration 

 It appears that a blog - based system, where posts and comments are clearly 
attributed to one author, provides a somewhat more personal space that is 
more suited to one - to - one collaborations. The splitting of each person ’ s record 
into individual blogs also seems to encourage this, making it less likely that 
community members will directly contribute to or edit each other ’ s material. 
In comparison, the Wiki - based systems used in the UsefulChem and ONS 
Challenge projects provide a single unifi ed space, where direct editing of 
content is supported and encouraged, but commenting less so. In the wiki 
systems an approach of commenting in line has been adopted, due largely to 
the need for comments to be closely associated with the relevant text. The 
more modular nature of the way the blog system has been used means that 
separate comments do not drift away from the relevant text as much as is the 
case with the talk page on the wiki system. These different approaches to com-
menting, in separate comments in the blog and directly in the text of the wiki, 
may mean that the wiki provides less of a sense of personal ownership of the 
text. By comparison the blog system supports a back - and - forth conversation 
in the comments that may be felt to be more personal. There is a balance to 
be struck here between the need to give people space to feel comfortable to 
write and the need to support effective communication. The system as it cur-
rently exists requires some form of account to comment or contribute. This 
has limited direct contact with external users. 

 Supporting larger - scale collaboration in the context of the blog system will 
require careful attention to the integration of notifi cation schemes, of both 
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posts and comments. The personal nature of posts may assist in making people 
more comfortable with describing their work in a public space by avoiding the 
additional fear of having their text edited. However, at the same time it does 
not encourage the more direct interaction that appears to be supported by 
wiki - based systems. A key aspect for both systems is effective notifi cation of 
the community when new content has been created. There is a signifi cant 
technical infrastructure available that supports this for blogs, including RSS 
feed manipulation tools like Yahoo Pipes and collaborative RSS reading envi-
ronments such as Google Reader where content can be shared, tagged, and 
commented on. The confi guration of this for specifi c projects will require care. 
Both blogs and wikis suffer from a problem in notifi cation where important 
changes are made to a post or page. In the case of most blogs modifi cations 
are not posted to the feed, whereas for wikis in general the feed contains all 
committed changes. Neither of these extremes is helpful, and in addition the 
useful display of changes to a preexisting document remains a challenge. The 
effective notifi cation of signifi cant or important changes is an important tech-
nical challenge for the effective use of collaborative online tools for recording 
research.   

   25.7    CONCLUSION 

 Collaboration on many levels can be facilitated by ONS and other open -
 science projects. However, getting things done generally requires a specifi c 
person to champion a specifi c subset of tasks  [196] . Fortunately, there have 
been enough collaborators during the past few years in the open - science com-
munity with enough shared goals between projects to enable useful tools and 
resources to emerge. 

 Concerning collaborative platforms, for UsefulChem, an evolution took 
place over the course of the project. Initially blogging and commenting on 
blogs was a signifi cant means of public communication. A blog was tried ini-
tially to host the actual laboratory notebook, but limitations quickly led to 
migration to a free hosted wiki on Wikispaces and raw numerical data stored 
in public Google spreadsheets. A mailing list was in use for a brief time to 
facilitate public communication with collaborators. However, in the latter half 
of the ONS projects at Drexel and much of the open - science community, 
FriendFeed became a very important mode of public communication. 

 In the case of using OpenWetWare for teaching laboratory applications, 
the fl exibility of ONS allows implementation without excessive planning. The 
ability for students to view each other ’ s work and the ease with which the 
instructor can provide specifi c feedback are strong assets to this approach. 

 The Laboratory Blog system has demonstrated that a blog - style framework 
is a useful way of generating an online research record. It seems particularly 
effective at supporting the small scale, particularly one - to - one collaborations 
and monitoring of student work. The use of one blog per person and a lack of 
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integrated notifi cation frameworks make it more diffi cult to scale these col-
laborations using this system. Successful implementation of these systems 
requires an all - or - nothing approach. Mixed record keeping always favors the 
incumbent system. 

 As long as there is an intent to share and be open, the platforms of com-
munication can continue to change — as they have in the past — without the 
risk that conversations will stop. The trend has been toward tools that make 
it easier to collaborate and discuss — and the use and combination of multiple 
platforms to leverage what each does best. This redundancy is benefi cial in a 
world where it is not possible to predict which technologies and services will 
be dominant or even available a few years down the road.  
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   26.1    INTRODUCTION 

 There is no shortage of experimental data, derived information, and knowl-
edge in the life sciences. However, it is siloed in databases, the scientifi c litera-
ture, and the minds of scientists. Any locally performed reasoning process, 
either computationally by computers or conceptually by humans, on one silo 
of information will miss potentially relevant data, making serendipitous fi nd-
ings less likely. Numerous projects have tried to address this problem by data 
integration but have only marginally succeeded. With the advent of Semantic 
Web technologies and standards, we are now able to realistically develop a 
fundamentally different approach to enhanced knowledge management and 
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collaborative intelligence. Semantic Web technologies can now generate an 
interoperable, interdisciplinary catalog of unique scientifi c assertions assem-
bled from previously documented data. This chapter will cover the require-
ments and the future of collaborative intelligence systems as we move toward 
realizing the potential of the Semantic Web. Specifi cally we will address the 
generation of computationally inferred assumptions and the role of human 
computation in reviewing and annotating assertions as a method to mine 
knowledge directly from the minds of the scientifi c community at large.  

   26.2    SPRINGBOARD FOR COLLABORATIVE 
SEMANTIC WEB TECHNOLOGIES 

 Several pioneering projects based on community annotation, such as 
WikiProteins  [1] , WikiPathways  [2] , Wikigenes  [3] , and ChemSpider  [4] , have 
provided a clear view of the impact of community annotation as well as some 
of the pitfalls. It is important to emphasize that most of the pioneering applica-
tions mentioned here still exist and gradually continue to pick up speed. In 
fact, Huss et al. concluded:  “ With the explosion in biological wikis, it is clear 
that the community intelligence model resonates with the biology and scien-
tifi c community ”  [ 5 , p. D637]. However, the authors suggest that the problem 
of the unavoidable expansion of community annotation, namely, too many 
wikis, is on the horizon. An overabundance of editable sites will dilute the 
impact of the collaborative intelligence movement. Scientists want to have one 
or a very limited number of places run by a  “ trusted party, ”  where they can 
go for community annotation. The trusted party obligation was clearly verbal-
ized at the Scientifi c Interest Group on Bio - ontologies at Intelligent Systems 
for Molecular Biology (ISMB) 2009 (Stockholm); some early wiki installations 
were run by companies, which appears to invoke suspicion in certain scientists. 
However, probably, the most often heard objection to contributing to collab-
orative systems is the lack of recognition and reward for the submitted work. 
Why would competitive and busy scientists share their views in public places 
run by private companies or entirely nonscientifi c communities like the 
WikiMedia Foundation and not receive any formal credit for it? 

 Technically, the classic problems deal with heterogeneous data and making 
entire collections interoperable while ensuring that any annotation, which 
includes the recognition - and - reward system of scientifi c publishing, needs to 
fi t into a seamless process beginning to end. The challenge is to create a system 
that manages heterogeneity and to provide interoperability using open and 
extensible standards and methodologies. The ultimate goal is to create a sus-
tainable future for a large - scale, community - editable store of disambiguated 
scientifi c assertions, exemplifying a new paradigm in life sciences data accu-
mulation. This will only be done by drawing from the mental resources of an 
extended scientifi c community in an innovative and complex, yet  “ daily prac-
tice, ”  manner that promises a profound impact on our ability to use existing 
data to generate new knowledge with the maximum conceivable serendipity. 
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 However, technical aspects are only one part of the challenge. Additionally, 
it is necessary to build a community of people with a common purpose who 
are extraordinarily enthusiastic about the collaborative offer. This community 
will invest the necessary energy in pursuit of creating something unique. They 
submit original ideas and content as well as remix each others ’  material to 
produce solutions that will earn them respect, status, acceptance, reputation, 
as well as rewards in the form of microcitations. In other words, they are com-
peting to get the credit for the best result. At another level, there is the larger 
crowd that is participating on a much lower level of activity and involvement. 
They tag, recommend, rate, vote, send e - mail links to colleagues, and some-
times make an occasional annotation. This interaction is therefore quite 
shallow compared to the passionate annotators. There is however a great 
wisdom to be gathered from all of this grassroots activity; their carefully elic-
ited input helps organize the solutions and understand their worth. Thus, they 
introduce value to the community knowledge as they confi rm the relevance 
and importance of the best material produced. 

 An awareness of the challenges does not mean that the previously outlined 
pitfalls are automatically mitigated. Using Semantic Web technologies brings 
us one step forward from the early developments of the  “ million minds ”  
approach  [1] . A few of the major bottlenecks can now conceivably be solved: 
the interoperability issue (related to  “ too many wikis ” ) with the adaptation of 
Semantic Web and its standards and the  “ busy scientist syndrome ”  with 
microcitation credit and ease of use of mobile technologies.  

   26.3    SEMANTIC WEB APPROACH 

 The Semantic Web can benefi t all producers and consumers of information by 
providing improved mechanisms for organizing information on a global scale. 
Based on the rapidly expanding role of Web - based resources, the Semantic 
Web technologies offer critical support to the life sciences by (1) unique identi-
fi ers that are supported by the Semantic Web uniform resource identifi ers 
(URIs); (2) coordination and management of terminologies and ontologies; 
(3) model database conversions of life sciences data; (4) account and channel 
access for scientists to store and share annotations based on the Semantic Web; 
(5) tools and viewers conversant in the resource description framework (RDF); 
and (6) inference and reasoning to produce theories, hypotheses, and models. 

 The key to harmonizing the diverse life scientifi c information via the 
Semantic Web is based on a data structure called concept triples or assertions, 
which when coupled to their provenance data are called nanopublications  [6, 
7] . Each concept triple represents the scientifi c assertion of a fact, an observa-
tion, or an inference. For example,  < lovastatin >   < inhibits >   < 3 - hydroxy - 3 -
 methylglutaryl - coenzyme A reductase ( Homo sapiens ) >  is a triple that can be 
encoded using RDF. The RDF represents data as a set of directed graphs; 
URIs are assembled into triples composed of a subject URI, a predicate URI, 
and an object URI. The predicates of RDF triples are similar to hyperlinks; 
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however, the advantage of RDF triples over Hypertext Markup Language 
(HTML) hyperlinks is that the links are explicitly labeled. The semantics of 
the relationship between the two entities is computationally accessible through 
URI resolution. Finally, key to the effi cient use of triples is based entirely on 
syntactic matching of the URI strings; each concept in the triple is uniquely 
identifi ed, which leads to each triple itself being uniquely identifi ed as a car-
dinal assertion (Fig.  26.1 ). In this way it is possible to remove redundancy and 
ambiguity, and generate the cardinal assertions, from the huge amount of 
harvested assertions principally via linking to standardized concepts.   

 Although the task of capturing and disambiguating billions of potential 
triples appears overwhelming at fi rst, the effi cient acquisition of triples can be 
achieved through a judicious combination of automated technologies. Ideally, 
the Semantic Web provides the platform technologies to generate assertions, 
extract assertions from existing literature, and fi nally share them in a way that 
will allow computational agents to discover, aggregate, and interpret these 
assertions. For example, a named graph  [8]  is a simple extension to RDF that 
provides the capability for assigning a URI to a given RDF graph. Named 
graphs were specifi cally designed to support the tracking of provenance data 
during aggregation and the description of the context for a particular graph. 
Using the named graph technology, all annotations belonging to a nanopubli-
cation can be collected and should facilitate the collection of fi ne - grained 
scientifi c information across the Web. Next, a key role for aggregator technolo-
gies will be to fi nd, fi lter, and combine all the evidence for an assertion from 
a variety of nanopublications to determine the certainty of an assertion. 

     Figure 26.1     Evolution from concepts to triples to nanopublications to cardinal 
assertions.  
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 Even though the Semantic Web ’ s key enhancement to the current Web is 
its improved computational accessibility, the success of semantically enabled 
browsers in connecting human users with information integrated through 
RDF will likely prove pivotal in exactly the same way that browsers are vital 
to the adoption and rapid growth of the original Web. To effectively make use 
of the triples, effi cient searching and creative reasoning with massive quantities 
of concept triples must be supported. This requires a reasoning algorithm, a 
reasoning engine, a way to express queries, and a way to browse results. The 
mechanisms for navigating through RDF graphs are starting to be realized in 
a variety of emerging Semantic Web browsers  [9 – 17] . 

 Clearly, using the identical identifi ers across the board for concepts and 
assertions makes data collection and aggregation simpler, but the key limita-
tion is that there is no requirement to do so. Indeed, any Semantic Web 
resource can be used, although nanopublication publishers should follow ini-
tiatives like Linked Open Data  [18]  and the  “ shared names initiative ”  of the 
Semantic Web Health Care and Life Sciences (HCLS) Interest Group  [19] .  

   26.4    CONCEPT WEB ALLIANCE AND CONCEPTWIKI 

 A major impetus to achieving the potential of the shared identifi ers for the 
semantic technologies is the collaborative mindset represented by the Concept 
Web Alliance (CWA). The CWA is a recently chartered nonprofi t organization 
whose mission is  “ to enable an open collaborative environment to jointly 
address the challenges associated with high volume scholarly and professional 
data production, storage, interoperability and analyses for knowledge discov-
ery ”  (from the CWA declaration, available at  http://www.nbic.nl/about - nbic/
affi liated - organisations/cwa/declaration ). Together, the CWA partners will 
enhance existing information exchange by developing open - platform proto-
cols, data formats, workfl ow tools, and semantic integration to overcome exist-
ing legacies and information bottlenecks. In this capacity, the CWA has 
demonstrated a leadership role in obtaining service -  and application - level 
agreements for public data and established consensus expertise in the area of 
semantic frameworks. Both aspects represent key factors necessary for estab-
lishing standards that will sustain processes required for mediating large - scale 
data interoperability. Drawing on its diverse membership in academia and 
private enterprise, the CWA is uniquely positioned as a trusted agent to 
mediate this unprecedented confederation of existing public and private infor-
mation. As an initial venture, the CWA will provide ConceptWiki as a reposi-
tory of uniquely identifi able and unambiguous uniform resource locators 
(URLs) for concepts. 

 ConceptWiki ( http://www.conceptwiki.org ) is an open - access system that 
accepts essentially unlimited numbers of synonyms, in multiple languages, and 
then maps all the terms correctly back to one unique concept identifi er, alleviat-
ing problems of vocabulary and identifi er differences. ConceptWiki is built on 
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the earlier established Wiki predecessors, Omegawiki  [20]  and WikiProfessional 
 [1] . It is a Web - based system containing the biomedical terminology of the 
Unifi ed Medical Language System (UMLS, levels 0 and 1) mapped where 
appropriate to the protein terminology from SwissProt. In the near future, the 
ConceptWiki repository will be expanded to incorporate the chemical terminol-
ogy from ChemSpider  [4]  for biologically relevant chemical molecules. Each 
concept in ConceptWiki is annotated with one or more semantic types and basic 
information like a defi nition. Users can view and edit information through a 
uniform interface. The information in the system is stored and edited in a highly 
structured way, as triples (e.g.,  < concept A >   < has synonym >   < term B > ). The 
WikiData backend has been designed to support the storage of concepts in a 
very generic form, thereby trying to avoid as much as possible the exclusion of 
potential valuable information sources. This compatibility with our other infor-
mation storage systems enables higher level applications to easily query, sum-
marize, and mine the knowledge. In line with recommendations from the CWA, 
identifi ers in WikiData are completely opaque; they have no inherent structure 
and no information can be derived from them. An opaque identifi er is a robust 
identifi er as there will never be a need to change the identifi er when under-
lying informa tion changes. WikiData uses universally unique identifi ers 
(UUIDs)  [21] . Additionally, WikiData keeps a complete history containing 
every change made to the concepts. Changes can be analyzed via the history 
page of each concept or the global chronological transaction log. Transactions 
can be rolled back partially or completely. Using the ConceptWiki interface 
scientists with no background in programming can directly map, merge, or inte-
grate individual concepts. ConceptWiki supports the distinction between 
 “ authority ”  and  “ community ”  data  [1]  and permits general editing only on the 
community branch of the data. This distinction is the highly innovative aspect 
that convinces authorities that it is prudent to donate and integrate their data 
into the system. Additionally, the comparison between the authority branches 
and the community branches allows personal value judgments of displayed data. 

 ConceptWiki has an API for a thesauri extractor, an application for freely 
downloading terminology systems for specifi c purposes or domains. The down-
loaded thesauri can be used to identify concept - denoting tokens in text and 
databases so that individual indexers can be linked to the concepts to create 
a linked open - data system  [22] . ConceptWiki is in the public domain, indicated 
by the Creative Commons so - called CC Zero Waiver  +  SC Norms, indicating 
that copyrights are waived but that adherence to scientifi c community norms 
regarding attribution and citation is expected. In this way, the community can 
be regarded to  “ own ”  ConceptWiki and the UUID concept reference identi-
fi ers in it.  

   26.5    AUTHORSHIP OF SCIENTIFIC ASSERTIONS 

 Citability and credit to authors are of prime importance to the way the scien-
tifi c publishing system works. In a scientifi c context, publications are only 
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publications if they are citable and appropriate credit is given to the authors. 
There is no intrinsic reason why such publications need necessarily be full -
 length papers. Published contributions could be as short as single statements 
that interpret data and yet be equally valuable to scientifi c progress and under-
standing. If scientifi c assertions (unique concept triples) could be properly 
attributed and credited, the incentive to publish them would increase, and 
quite conceivably the speed of dissemination of useful research results. 
Scientifi c assertions that are both citable and creditable to the authors are the 
nanopublications that can be easily created in ConceptWiki. This opens up 
many possibilities for new publication avenues. For instance, those authors 
who are not in the position to have their papers published in prestigious jour-
nals, because they live and work in countries that do not have the research 
infrastructure to facilitate top - level science, can still build up a public record 
of their contributions to science. Especially for scientists in the developing 
world, this may be a welcome addition to the possibilities they have for sharing 
their knowledge and insights in a structural way. Additionally, the acknowledg-
ment of individual contributions made during the review process of new sci-
entifi c assertions will make initial publishing efforts more accessible to groups 
that are currently underrepresented groups in the life sciences. 

 Authors publishing in PubMed have been imported into ConceptWiki. 
When possible, each author has been disambiguated through a series of steps 
based on their publications (shared title words, journal name, co - authors, 
medical subject headings, language, and affi liation) as well as distinctive fea-
tures of their names  [23] . The unambiguously assigned publications are 
recorded on each ConceptWiki author page. Using these specifi c publications, 
we have constructed a list of prominently fi guring concepts for each author 
(i.e., concepts of interest). The list of concepts of interest is displayed on the 
ConceptWiki author page and can be edited as appropriate. The concepts 
shown in the concept of interest lists can be matched to concepts found in 
scientifi c triples. From these matches, it is possible to actively solicit comments 
and review from the ConceptWiki registered users on assertions that appear 
important to them. Using this method, we explicitly target users within 
established scientifi c domains to contribute data, relying on social account-
ability and self - interest in maintaining a positive refl ection within the specifi c 
domain. Rather than gathering information common to all Web - enabled 
humans, we directly target information that is known and verifi able only by 
a defi ned group, which improves the quality of the annotations. The assertions 
can be sent by e - mail or via mobile device or posted on the ConceptWiki 
author page.  

   26.6    CULTIVATING COMMUNITIES OF PRACTICE 

 Given that the establishment of the life science Semantic Web will depend 
primarily on the will and participation of its consumers  [24] , gentle processes 
must be developed to bring regular life scientists into this domain. Recent 
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rapid advances in both information and communication technologies are cre-
ating a new revolution in scientifi c discovery and learning applications. The 
focus of these new approaches is effective handling of data, specifi cally the 
ability to manage orders - of - magnitude more data than ever before, the ability 
to provide these data directly and immediately to a global community, the 
ability to use algorithmic approaches to extract meaning from massive 
volumes of data, and the ability to seamlessly collect community contributions 
and put these to use. For example, Wikipedia has created an entirely new 
model by capturing enormous volumes of data and making them freely avail-
able in useful ways, transforming how people fi nd and make use of informa-
tion on a daily basis. Similar but more semantically supported technologies 
can help us in an era of e - science where data can be made available to 
everyone, not only to professional scientists but also to students, patients, and 
teachers. Beyond new scientifi c discoveries, we are at the dawn of a revolu-
tion in collective learning due to these Web - based information and commu-
nication technologies. New applications will give users a way to explore and 
understand a vast and rapidly changing world of interoperable scientifi c data. 
Increasing by small increments in complexity will make users feel comfortable 
so that they can effortlessly see the benefi t of these applications; thus, they 
will gain the necessary insight into the processes required to make future 
data interoperable. In particular, the interactive and Web - based annotation 
tools will be valuable learning aids. These systems will promote familiarity 
with the underlying formalisms and technologies necessary for enabling the 
Semantic Web. Life science scientists will become capable of spotting subtle 
differences in the semantics of seemingly similar concepts in their fi elds. 
Although ConceptWiki and associated applications specifi cally target the bio-
logical and chemical domain, the software and methods are intended to be 
reusable for any science moving from heterogeneous data to a shared, global, 
collaboratory system. 

 To visualize and identify concepts and assertions found in data repositories, 
we have developed a recognition system that provides a graphical interface 
for displaying the result from running the text through an indexing system. 
The knowledge enhancer is an in - text semantic support application that 
exploits the data contained in ConceptWiki to recognize concepts on the fl y 
in any website text. Recognized concepts are highlighted with colors specifi c 
to the different semantic types. A variety of different functionalities can be 
invoked when a highlighted concept - denoting term in the text is clicked. For 
example, each unambiguous term detected by the knowledge enhancer is 
directly linked to the concept it denotes in ConceptWiki, and therefore all 
information accessible in ConceptWiki can be displayed in a popup or in the 
left - hand panel frame of the browser. Another function available in the knowl-
edge enhancer popup constructs a query with a concept and all its synonyms, 
which are then submitted to multiple search engines. The results are more 
comprehensive than only using one possible synonym of the concept. The 
knowledge enhancer application may also be developed as a browser plugin 
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application to allow scholars logged in through university systems to semanti-
cally browse text that is only available behind their fi rewalls. 

 Scientists will be encouraged to identify familiar concepts in text that are 
not automatically recognized by the knowledge enhancer. When an unrecog-
nized concept is discovered, the scientist should go through the process of 
determining whether it is a synonym of a concept already present in 
ConceptWiki or whether it is entirely new. If it is a new term representing an 
existing concept, then the term is added as a synonym. If it is a new concept, 
then the concept plus its defi nition and semantic type should be added to 
ConceptWiki. For addition of new concepts, the knowledge enhancer will act 
as an editor application that can be used to highlight any new word group 
representing a concept or new term (n - gram) found. Highlighting a new 
n - gram will automatically copy the n - gram to an editor window and allow the 
addition of defi nition and semantic - type data. This facilitates the very easy 
incorporation of newly coined concepts from recently published scientifi c 
articles. New rules will be added to the knowledge enhancer to help determine 
whether the term identifi ed for addition to ConceptWiki is ambiguous. It is 
important to acknowledge the editors/annotators of concept - denoting terms 
as well as those users who add precision to ambiguous terms; therefore, names 
of registered community editors will be connected to each edit. The contribu-
tor names will be displayed to add creditability to the edit and provide 
acknowledgment for the contribution. Contribution metrics will establish the 
productivity of every participant, so that appropriate credit for all annotations 
can be shown, as this has been found to be a motivating technique for increas-
ing annotations. 

 The intentions of mobile users are typically more immediate and goal 
directed than the interests of users of fi xed or desktop devices. Mobile users 
often aim at fi nding out specifi c, context - relevant information  [25] , resembling 
microblogs, when accessing the Internet. Lengthy documents or browsing are 
typically of less interest due to mobile devices ’  ergonomics. Therefore, an 
application available to registered users that actively pushes scientifi c asser-
tions featuring concepts that appear to be of interest to them is a way to 
stimulate participation. The mobile assertion verifi er or mobile nanopublica-
tion reviewer is an application that alerts users to new triples and gives them 
the opportunity to attach an annotation. Users will be able to judge the validity 
of new triples using a very accessible dedicated user interface. The primary 
annotation will be a simple  “ endorse or deny ”  choice. The immediate notifi ca-
tion of potential new scientifi c assertions has a twofold effect of positive 
reinforcement for the scientist; they are the fi rst to know the new assertions 
entering the scientifi c record concerning their concepts of interest and they 
are able to amass nanopublications (all annotations are credited) during 
periods when other scientifi c processes are not feasible (e.g., during delays in 
public transport). It also results in a positive effect for the store of scientifi c 
assertions as it builds the scientifi c validity of the assertions through the 
endorsements or denials by registered experts.  
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   26.7    ADOPTION OF TECHNOLOGIES IN OPEN 
PHARMACOLOGICAL SPACE 

 Drug discovery is data intensive, requiring all major pharmaceutical compa-
nies to maintain extensive in - house instances of public biomedical and chemi-
cal data alongside internal data. Analysis and hypothesis generation for drug 
discovery projects require careful assembly, overlay, and comparison of data 
from many sources, requiring shared identifi ers and common semantics. For 
example, expression profi les need to be overlaid with gene and pathway identi-
fi ers and reports on compounds in vitro and in vivo pharmacology. The utility 
of data - driven research goes from virtual screening, high - throughput screening 
analysis, via target fi shing and secondary pharmacology to biomarker identi-
fi cation. The alignment and integration of internal and public data and infor-
mation sources are signifi cant efforts and the process is repeated across 
companies, institutes, and academic laboratories. This represents both signifi -
cant waste and an important opportunity at the same time. 

 To address these challenges, the Open PHACTS consortium, comprised of 
14 European core academic and small and medium enterprises, will partner 
with leading pharmaceutical companies to develop an open - source, open -
 standards, and open - access innovation platform, the Open Pharmacological 
Space (OPS), via a Semantic Web approach. OPS will bring together the data, 
vocabularies, and infrastructure needed to accelerate drug - oriented research. 
This semantic integration hub will address key bottlenecks in small - molecule 
drug discovery — disparate information sources, lack of standards, and shared 
concept identifi ers — and be guided by well - defi ned research questions assem-
bled from the participating drug discovery teams (Fig.  26.2 ). Vocabularies, or 
simple terminology systems, contain multiple symbols referring to each concept 
contained in the vocabulary. These symbols are essentially synonyms of each 
concept. Each symbol used by the OPS will be recognized and mapped to the 
correct concept UUID, as done in ConceptWiki. This is not always trivial, due 
to vast ambiguity in symbols used. Many symbols have multiple meanings in 
the sense that they can refer to multiple concepts. For instance, BSE is an 
ambiguous symbol as it can refer to many concepts, including bovine spongi-
form encephalopathy and breast self - examination. To map ambiguous symbols, 
disambiguation algorithms are used, usually based on context. Several partners 
in Open PHACTS are among the leading research groups developing and 
exploiting high - performance disambiguation algorithms in the life sciences 
and chemistry.   

 For the OPS, the growing and curated vocabularies containing eventually 
all symbols for all relevant concepts will be based on the principle that each 
concept has a UUID, and all symbols known to refer to that concept will be 
listed in an identity resolution system, presently represented by ConceptWiki. 
Active resolution of symbols to UUIDs will enable specialized concept taggers 
to map symbols in text and databases to the correct concepts. Highly ambigu-
ous symbols can be actively discouraged by immediate exposure of the pos-
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sible homonyms, but of course the use of these will never disappear completely 
due to legacy literature. Thus, human disambiguation for notoriously problem-
atic symbols will be an integral part of the OPS, aided by in - text semantic 
support systems, such as the knowledge enhancer. 

 As described earlier, concept triples or assertions typically have the format 
of three concepts, namely, an object, a predicate, and a subject. In classical 
RDF triples, the predicate is not necessarily seen as a concept. However, in 
the OPS, the predicate will be defi ned as a concept and have a UUID. Based 
on this approach, each unique assertion can be defi ned as a unique three -
 UUID combination of subject, predicate, and object. The OPS interoperabi-
lity layer is in fact a very rich triple store or nanopublication store, ideally 
containing all relevant assertions in the pharmacological space, richly anno-
tated with provenance metadata. Obviously, many nanopublications may 
make the same basic assertion and only differ in metadata. This is due to the 
fact that many assertions in the biomedical and chemical space are frequently 
repeated over and over in articles or database records subsequent to their 
original publication. Mapping of all identical subject – predicate – object combi-
nations in the OPS to create unique assertions is a crucial step to enable 
applications that are suitable for retrieval, browsing, and reasoning. It is impor-
tant to keep track of the frequency of the repetition of the assertions, as it will 
be refl ected in an evidence score catalogued in the OPS nanopublication store. 

     Figure 26.2     The OPS process moving from disparate data sources to an interoperable, 
searchable resource.  
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Assertions that are confi rmed by the community via frequent citation or by 
recognized biomedical and chemical resources should be given the highest 
evidence score. At the other end of the evidence spectrum are inferred asser-
tions, such as computer predictions based on reasoning algorithms. New nano-
publications internally generated by inferencing algorithms over the updated 
triple stores or through other forms of server side reasoning will have a lower 
evidence score and will need human verifi cation. For massive distributed triple 
inference, the Large Knowledge Collider (LarKC) consortium uses the Massive 
RDF Versatile Inference Network (MaRVIN)  [26] , which emphasizes scal-
ability through parallelization of the execution of an open set of software 
components. The system works as a scalable workfl ow engine for reasoning 
tasks. In each workfl ow, there are several components (plug - ins), which are 
responsible for diverse processing tasks, for example, identifying relevant data, 
transforming data, selecting data, and reasoning over data. The execution of 
the workfl ow is overseen by a decider plug - in  [27] . New complex semantic 
relationships can be queried and discovered through traversing a sequence of 
links among the entities of interest. For the OPS goals, it will be necessary to 
include the integration of weightings within the inference rules, to refl ect the 
reliability of the source data. In this way, both false - positive and false - negative 
relationships can be mitigated by considering only higher confi dence or mul-
tiple layers of evidence. A mechanism will translate the internal reasoning into 
some unifying representation language. The calculated reliabilities are kept in 
a separate store; scientists will be free to use the automatically calculated 
evidence scores or to calculate their own evidence scores with measures more 
suitable for their purposes. As well as the necessity for trustworthiness, the 
system must be able to react quickly as triples may be undergoing constant 
change through daily or even hourly updates. When new evidence arrives for 
any assertions, all linked assertions must be refamiliarized with the existing 
knowledge to interpret the latest fi ndings. The ability to continuously compare 
and revisit hypotheses is crucial. The fi nal result will allow exploratory query-
ing supporting investigations where one does not initially know precisely what 
one is looking for but rather uses approaches that permit discovery. 

 Early estimates by the Open PHACTS consortium members, based on the 
experience of LarKC and the current size of the Linked Life Data store  [18] , 
are that the current number of nanopublications in candidate OPS resources 
is of the order of 10 14  while the removal of redundancy may reduce this amount 
to roughly 1 – 200 billion unique assertions. With these numbers, the benefi t of 
a massive reasoning system is clear; due to the fact that our conceptualizations 
of biology have grown in size and complexity, even experts cannot have a wide 
enough overview of known relationships to be able to make inferences over 
potentially different disciplines without an automated system. Since the OPS 
will include an extraction service and in - text semantic support to generate new 
content in nanopublication format, while guarding the provenance data to 
enable proper citation and linking back to the original source, the added value 
of nanopublications generated from traditional texts and database records in 
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computer - readable and interoperable format is easily demonstrated. This 
added value alone should encourage publishers to offer their full text for 
nanopublication extraction. 

 For the OPS project to succeed and more importantly become sustainable 
into the future, it will be critical to engage the widest possible community of 
researchers, data, and infrastructure providers worldwide. Engagement of this 
kind will ensure that the benefi ts are maximized for the general community; 
obviously, adoption of the OPS by a wide, global community is directly cor-
related with its long - term sustainability.  

   26.8    CONCLUSION 

 The Semantic Web approach can deliver an in - text semantic support system, 
a database of scientifi c assertions capable of supporting massive reasoning, 
and innovative community annotation tools. The information from a host of 
experiments such as genomics, proteomics, metabolomics, pharmacokinetics, 
and pharmacodynamics as well as peer - reviewed literature spanning diverse 
disciplines can be made available in small packets resembling a microblogging 
service, thereby transforming how people fi nd and make use of data on a daily 
basis. With appropriate recognition and traceability of the assertions via the 
nanopublication scheme, this will enable an entirely different way of scholarly 
communication, much more adapted to the current rate of data production. 
The OPS is one of the fi rst realizations of this potential.  
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   27.1    MOTIVATION: THE LARGER CHALLENGE 

 The annual amount of information the world produces has been at a continu-
ously increasing pace over the past decade. Varian and Lyman found that in 
the early part of the 2000s the world produced between one and two exabytes 
(one billion gigabytes, or 10 18  bytes) of unique information per year  [1] . A 
white paper by the International Data Corporation (IDC), sponsored by EMC, 
found that this number had jumped to 161 exabytes by 2006  [2] . This paper 
projected that by the year 2010 this number could jump to 988 exabytes per 
year. This information overload has left many researchers scrambling to fi nd 
ways to analyze this kind of massive amount of data. While well - defi ned tasks 
can be delegated to computer processing, oftentimes, researchers may desire 
to approach data analysis from a more exploratory perspective. In this way, 
researchers may attempt to fi nd characteristics and/or patterns of interest in 
the available information. Similar to the overall data explosion across the 
fi elds of science and engineering, medicine and biomedical engineering have 
seen their own data avalanche through the introduction of new imaging, sam-
pling, and modeling techniques. As a result, domain experts are pressed to 
create new methodologies, techniques, and tools to manage and most of all 
harness this wealth of information. 

 The fi eld of visual analytics attempts to approach these problems through 
human - centric visualization. Thomas defi nes visual analytics as the  “ science 
of analytical reasoning facilitated by interactive visual interfaces ”  [ 3 , p. 4]. 
The goal of visual analytics is to present data in such a way that the human 
mind is able to effi ciently process information, combining the benefi ts of 
machine and human analysis. Thomas proposes that visual analytics has the 
ability to  “ detect the expected and discover the unexpected ”   [3] . The goal of 
this paradigm is to allow researchers to visually explore data sets without 
explicitly knowing what they are looking for initially. For general - purpose 
pattern recognition, the human brain can outperform machine - based algo-
rithms  [4] . It only takes the human brain a little over a tenth of a second to 
identify and classify an object in a complicated environment  [5] . Furthermore, 
the human brain can fi nd patterns and differences even when the differences 
seen in objects are not easily quantifi able, that is, the symbol grounding 
problem  [6] . 

 The challenge for visual analytics is that data must be organized and pre-
sented in a meaningful way to be effective for analysts. For example, the visual 
analytics paradigms useful for large image collection will most likely be dif-
ferent from those for detecting intruders on a network. Visual analytics tech-
niques need to be customized for the data being analyzed as well the users of 
the system. This is to say, there is no  “ one size fi ts all ”  solution. As such, this 
chapter focuses on a high - level overview with focus on large - scale multidimen-
sional data analysis in environments suitable for team - based visual analytics. 
Commonly encountered data in biomedical research consist of multidimen-
sional, layered two - dimensional data and three - dimensional volumetric data 
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sets combined with multivariate records in alphanumeric form. While these 
types of data represent just a subset of the overall data avalanche, the fi elds 
for which the associated data analysis techniques are applicable are rather 
broad. 

 In order to reap the full benefi t of the human computation component, 
it is necessary to break away from the traditional single - user mouse - and - 
keyboard paradigms. These standard setups present users with a few megapix-
els to view and manipulate. For large - scale data sets, this interface allows a 
narrow window through which users can analyze data. A new generation of 
ultra - high - resolution tiled display systems creates new opportunities to present 
information, which can greatly increase the  “ bandwidth ”  to the human visual 
system  [7 – 10] . The human retina can process approximately 10 one - million -
 point images per second  [4] . As tiled - display systems are able to render hun-
dreds of megapixels simultaneously, these systems are capable of fully 
saturating the human visual system. These systems have been shown to be 
much more effective for data analysis compared to the standard pan - and -
 zoom environments. The advantage of these systems comes not only from the 
immense amount of pixel real estate available but also from the user ’ s ability 
to physically interact with the space. Furthermore, the large display size allows 
multiple users to interact in the workspace collaboratively. 

 While collaborative workspaces have been shown to have great utility, 
developing these environments effectively is a challenging endeavor  [11] . In 
order to keep users engaged, working environments must present users with 
the ability to see and interact with content. As group sizes grow to more than 
a few users, this requirement presents challenges for standard interface modal-
ities. Unfortunately, traditional means to interface with these types of systems 
generally do not work well in multiuser paradigms as interactions are often 
controlled from standard single - user mouse - and - keyboard interfaces. In par-
ticular, multiuser interface modalities developed for ultra - high - resolution 
display spaces have generally provided specialized solutions requiring users 
to learn new paradigms before interfacing with the system. 

 Multitouch devices present new opportunities for interfacing with data sets. 
While standard interface devices limit speed of interaction, creating a bottle-
neck in data analysis  [12] , multitouch systems leverage the user ’ s real - world 
experiences as part of the computer interface. Recent advancements in con-
sumer electronics have generated an explosion of multitouch capable devices. 
Multitouch devices have been shown to be a natural interface as they leverage 
users ’  previous experiences. Most of all, users carry many of these devices on 
their person (e.g., cell phones, tablets), providing a familiar and readily usable 
hardware interface for use in collaborative digital workspaces. Huang showed 
that gestures are physical expressions of mental concepts  [13] . Multitouch 
interfaces enable simple gestures which can convey complicated interactions 
 [12] . Furthermore, natural interfaces allow for greater accessibility for multiple 
users to work on a single data set, thereby allowing for more eyes and brains 
to examine the data.  
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   27.2    PREVIOUS WORK RELATED TO 
COLLABORATIVE TECHNOLOGIES 

 A brief review of the literature with respect to digital collaborative work-
spaces, tiled display environments, multitouch systems, and multiuser interac-
tion techniques is presented next to better outline the capabilities, techniques, 
and tools that may be harnessed for the creation of new collaborative tech-
nologies and environments for biomedical research. 

   27.2.1    Collaborative Digital Workspaces 

 Digital colocated collaborative workspaces have shown great potential for 
enabling a multiuser approach for scientifi c analysis  [14] . Heer and Agrawala 
outline the strengths and challenges for multiuser environments in their paper, 
 “ Design Considerations for Collaborative Visual Analytics ”   [11] .  “ The offi ce 
of the future ”  project demonstrated a collaborative virtual working environ-
ment for the workplace. Churchill et al. examined the history of these types 
of spaces, the technical issues and challenges these systems present, and the 
types of applications enabled through this technology  [14] . Taesombut et al. 
explored real - time collaborative efforts to analyze earth science data on tiled -
 display systems  [10] . Scott et al. examined how to develop colocated collabora-
tive workspaces for tabletop environments  [15] . Shen et al. continued in the 
same direction and developed a software architecture for multiuser table 
interactions  [16] . Peltonen et al. studied how multiple users interacted on a 
multitouch - enabled display wall  [17] , analyzing how users negotiated their 
interaction space and how confl icts between users were resolved.  

   27.2.2    Large - Scale Multitile Display Environments 

 Large - scale, ultra - high - resolution display environments have emerged as 
viable solution for coping with some aspect of the data avalanche, allowing 
sizable data collections to be colocated to literally help with presenting the 
 “ big picture ”  in conjunction with being able to explore varying levels of details 
intuitively and interactively by traversing through the data with power - of - 10 
capabilities. Rendering content on tiled - display systems is not a straightfor-
ward task though. Various paradigms have been derived in order to present a 
uniform visual environment across the entire display space. Each of these 
paradigms presents unique advantages and challenges for domain experts 
(users) and developers alike. The advantages and disadvantages of the various 
approaches is briefl y outlined below since they defi ne possible use scenarios 
in the context of collaborative biomedical research. 

   27.2.2.1    Geometry Forwarding     One way of controlling tiled - display walls 
is to create a virtual unifi ed display as shown by Chromium  [18]  and OpenSG 
 [19] . This method forwards each call made to the graphics card on the head 
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node to the entire display environment and is advantageous as it works with 
most applications and may not require code to be recompiled. Unfortunately, 
this approach generally does not work with textures and shaders and has poor 
synchronization mechanisms, limiting its use when real - time data processing 
and fi ltering are desirable, which should be considered core capabilities of 
collaborative visual analytics spaces.  

   27.2.2.2    Pixel Streaming     Another approach to drive tiled - display environ-
ments is to send pixel content to display nodes as outlined in the Scalable 
Adaptive Graphics Environment (SAGE)  [20 – 22] . In this approach, one 
system renders content into a buffer that is mapped to the tiled - display envi-
ronment. This buffer is segmented to match the confi guration of the wall and 
is streamed out via the network. The advantage of this approach is that data 
have to be processed only once on the streaming node, being the only node 
required to have access to data fi les and applications. Consequently, the ren-
dering nodes only need to have minimal computational power as they are only 
tasked with receiving and rendering this content. The drawback of this concept 
is that it requires a very low latency, high - bandwidth network. Larger buffer 
sizes or frame rates require increased network costs, removing the possibility 
for native resolution rendering on large tiled - display systems. Even for content, 
which fi ts inside of the network bandwidth requirements, the read - back and 
splitting operations also have performance costs associated with them, thereby 
increasing latency. Finally, as the burden of rendering content is left to a single 
machine for a uniform environment, the performance of this system sets the 
upper bound for the capabilities of the tiled - display environment.  

   27.2.2.3    Macroblock Forwarding     Chen, interested in distributing the 
computational workload for playing large - scale media, derived a method for 
segmenting and forwarding compressed video information. As most compres-
sion schemes contain global motion vectors and progressive frame decoding, 
they do not work for region - of - interest decoding. In the MPEG2 standard, 
motion vectors are confi ned to macroblocks, allowing for the possibility of 
partial frame decoding  [23, 24] . Unfortunately the MPEG2 standard only 
allows for video sizes up to 1920    ×    1152  [25] , meaning that encoding videos of 
greater resolution cannot be accomplished using common encoders. 
Furthermore, this approach requires a second level of nodes in between the 
head node and render nodes in order to negotiate macroblock forwarding. 
These routing nodes must receive and resend information, including header 
data, which incurs an additional 20% bandwidth cost. While this method is 
useful for ultra - large - resolution video data, it requires additional hardware, is 
limited in its playback ability, and still requires substantial network resources 
in order to operate.  

   27.2.2.4    Distributed Application     The distributed application approach as 
shown in VRJuggler  [26]  and Cross - Platform Cluster Graphic Library (CGLX) 



472 VISUAL ANALYTICS ENVIRONMENT FOR IMAGING GENETICS

 [27]  allows for a tiled - display environment to also act as a distributed com-
puter. In this approach, the same application is started on the tiled - display 
environment as well as the head node. The viewpoint is changed on each ren-
dering node to match the overall tiled - display view with that of the head node. 
All user events such as key presses and mouse movements as well as graphical 
events such as buffer swaps are synchronized. The advantage of this approach 
is that it requires very little network bandwidth in order to operate and has 
the ability to scale well beyond the other approaches mentioned. Furthermore, 
this approach allows for computation to be distributed throughout the display 
environment and for graphic card shaders to run natively. The disadvantage 
of this approach is that code must be compiled for the tiled - display environ-
ment. Furthermore, each node needs to have access to the data to be rendered, 
either by distributing it to the render nodes beforehand or through a network 
fi le system or data stream.   

   27.2.3    Multitouch - Enabled Environments 

 While multitouch technology has only recently been adopted for consumer 
applications, the history of multitouch research has spanned multiple decades. 
In 1984, Lee wrote his master ’ s thesis  [28]  on the use of multitouch and a year 
later continued his work with Buxton and Smith  [29] . Unfortunately, while the 
interface technology was being developed, the computation power needed for 
its practical implementation was still lacking. In 2001, Westerman et al. pub-
lished a paper on human – computer interaction discussing how multitouch 
could be used as an intuitive computer interface  [30] . Later that year, 
DiamondTouch, a multiuser touch system was produced  [31] . In 2004, Han  [32]  
and Wilson  [33]  created signifi cant interest in this technology, following their 
presentation of more accessible approaches to multitouch technology. 
Subsequently, Smith et al.  [34]  proposed creating low - cost pressure - sensitive 
surfaces in 2007. Today, multitouch devices are pervasively available and 
used and represent a unique interface for collaborative visual analytics 
environments.  

   27.2.4    Multiuser Interaction Techniques for Large - Display Environments 

 Several approaches have been developed for multiuser interactions in large -
 display environments and stress different types of modalities and metaphors. 
 “ Fluid Interaction with High - Resolution Wall - size Displays, ”  by Frangois et al., 
showed how a pen interface could be useful for interfacing with display walls 
 [35]  and enabled user identifi cation through handwriting analysis.  “ LumiPoint: 
Multi - User Laser - Based Interaction on Large Tiled Displays, ”  by James Davis 
and Xing Chen, examined techniques for enabling multiuser interaction 
through laser pointers  [36] . Laser pointer position and velocity were tracked 
through a central server and multiuser support enabled by adding laser point-
ers of differing colors. This approach was found to be scalable by adding 
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additional cameras. Malik et al. explored the use of touch pads to interact 
with a display wall in  “ Interacting with Large Displays from a Distance 
with Vision - Tracked Multi - Finger Gestural Input ”   [37] . This system allowed 
two users to simultaneously use the same working environment. Cameras 
were used to determine hand placement and allowed the incorporation of 
hand - specifi c gestures, which could bridge the limited touchpad size to the 
wall size. 

 Cao and Balakrishnan  [38]  explored the use of a passive wand for interac-
tion with tiled - display environments, allowing users to perform gestures to 
select, move, and rotate content. While this system worked well for a single 
user, it showed performance degradation with additional users. Ringel et al. 
explored a multiuser virtual whiteboard in  “ Barehands: Implement - Free 
Interaction with a Wall - Mounted Display ”  using diffuse illumination in order 
to track upward of 120 touches simultaneously  [39] . Another whiteboard 
approach presented by Rekimoto proposed a system for allowing many users 
to interface with a whiteboard through personal digital assistants (PDAs)  [40] . 
Rekimoto proposed content be transferred directly from each user ’ s PDA to 
a virtual whiteboard environment.   

   27.3    A CYBER - COLLABORATORY FOR IMAGING GENETICS 

 In biomedical research and especially in the area of imaging - genetics research, 
it is commonplace that scientists from different disciplines work collabora-
tively on a variety of data sets. In schizophrenia research, for instance, brain 
imaging experts, geneticists, neuropsychiatrists, and clinical physicians in col-
laboration with statisticians will study a subject set focusing on different bio-
logical levels. Gathering the different data points and applied analysis 
techniques in a unifi ed collaborative workspace and providing a platform that 
allows users to communicate in a compatible visual language can then provide 
a mechanism to jointly analyze complex relationships and propose and harden 
new hypotheses. 

 In order to create a visual analytics framework for the processing of large -
 scale hybrid biomedical data in a collaborative setting, the available display 
real estate has proven to be one critical factor, allowing the visual analytics 
pipeline to expose the data concurrently and at a scale suitable for use by large 
research teams. This progress led to the development of our room - sized 
HIPerWall and HIPerSpace visualization environment. These operate at 204 
megapixels and 286 megapixels resolution, respectively, making them the 
highest resolution displays of their time and the fi rst to break the 100 -  and 
200 - megapixel - resolution barriers. Both systems take advantage of the cluster 
graphics middleware, called CGLX  [27] , to seamlessly interconnect and control 
fl exibly scalable, networked, multitile environments. 

 A case will be presented for which the developed visual analytics tech-
niques are applied to explore and discover correlations between brain function, 
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anatomy, and genetics. As part of this, scientists from various domains collab-
oratively worked on data analysis and synthesis while drawing from an enor-
mous amount of multidisciplinary data available at various scales and levels 
of resolution. Case study results are derived from user experiences reported 
by neuroscientists, clinical physicians, statisticians, and computer scientists. The 
evaluation of these reports confi rms that the proposed visualization and ana-
lytics framework is an effi cient mechanism to detect and validate expected 
information but most importantly an instrument aiding with the discovery of 
unexpected information contained within the multiscale multimodality data. 
Within this context, it had to be possible to process and fuse multimodality 
and multiscale biomedical data at interactive rates at the genomic, proteomic, 
cellular synaptic, psychometric, and behavioral levels, requiring the develop-
ment of a range of processing, visualization, and interaction techniques. Of 
particular importance were techniques for the representation of conventional 
structural and functional two -  and three - dimensional (2D, 3D) imaging data 
as well as brain activation patterns, derived information such as brain tractog-
raphy, genetics information in the form of results from SNP array runs con-
ducted for each patient, and digitally published reference material including 
archival publications via PubMed and elsewhere. Once this was possible, 
domain experts were in the position to concurrently and collaboratively work 
toward extracting new insights while also signifi cantly shortening data process-
ing times when compared against traditional methods, which in one particular 
case led to a discovery of genetic markers for schizophrenia, previously con-
sidered years of work away. 

   27.3.1    Visualization Practices in Imaging Genetics 

 Scientifi c visualization is pervasive in many biomedical research areas. 
Visualization tools usually utilize 3D or 2D algorithms to render a single data 
modality such as computerized tomography (CT), magnetic resonance imaging 
(MRI), or microscopic data. Examples are volume rendering and isosurface 
rendering on a set of radiology data. Users are commonly domain experts that 
understand the particular data and thus can change the rendering parameters 
to visually interpret the region of interest and highlight important aspects to 
others. Further reasoning can be based on the visual data or from the actual 
raw data. One such example is the Visualization Toolkit (VTK)  [41] . VTK 
provides a set of implementations of common visualization algorithms and 
programming interfaces are defi ned for customizing applications. Some other 
tools go one step further by integrating image processing algorithms. One such 
example is the Insight Segmentation and Registration Toolkit (ITK)  [42] . This 
toolkit was designed to support the Visible Human Project and has become a 
platform for fundamental segmentation and registration algorithms. Another 
example is 3D Slicer  [43] , which is based on VTK and ITK to support visual-
ization and image analysis capabilities for biomedical data. In bioinformatics, 
the enormous amount of data make it feasible to combine visualization and 
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data - mining algorithms into one system. At the Erasmus University Medical 
Center in Holland  [44] , researchers have employed a combination of visualiza-
tion and artifi cial intelligence techniques as an important tool for converting 
millions of tissue and gene records into straightforward visual information. In 
their research, visualization can provide a quick overview of a large amount 
of data and help the user narrow down the initial region of interest while the 
AI - aided quantitative analysis algorithm further analyzes the data with more 
accuracy. Zhou and Liu  [45]  developed a Java program for visually analyzing 
microarray data for gene expression by supporting microarray data visualiza-
tion, quantative assessment, and data mining. Jean Pylouster et al.  [46]  described 
a Web - based tool for gene analysis. This Web tool performs statistical analysis 
on gene expression data and identifi es the gene tags that are differentially 
expressed and presents plots for the fi nal results. Boyle and his colleagues  [47]  
developed a software package for exploring embryonic development using 
time - lapse confocal imaging and a tree structure to describe the location and 
relationship of each nucleus. Their system implements visualization and other 
algorithms to extract biological signifi cance out of the data. The combination 
of visualization and analytical tools are widely used beyond the above -
 mentioned areas. In addition to existing algorithms, techniques, and tools, 
current data repositories exist that provide access to abundant community 
knowledge. For example, genecards.org provides access to an index database 
for gene symbols, and Human Genome Browser Gateway at the University of 
California — Santa Cruz  [48]  provides access to an image - enhanced database 
for human genomics.  

   27.3.2    Technical Approach 

 The presented visual analytics framework draws from two highly interactive 
parallelized display walls termed HIPerWall and HIPerSpace, fi rst commis-
sioned in 2005 and 2007, respectively, capitalizing on custom - developed mid-
dleware called CGLX. The visual analytics tools in turn use both of these to 
provide an intuitive and collaborative digital workspace. 

   27.3.2.1    Hardware Confi guration     HIPerWall utilizes fi fty 30 - in. displays 
with a resolution of 2560    ×    1600 pixels each, confi gured in a 10    ×    5 (width - by -
 length) layout, resulting in a combined resolution of 25,600    ×    8000 pixels 
(204,800,000 pixels total). HIPerSpace in turn uses 70 display tiles in a 14    ×    5 
layout, resulting in 35,840    ×    8000 pixels resolution (286,720,000 pixels total). 
The computing and rendering cluster of HIPerWall is based on 25 Power Mac 
G5 running OS - X, with a 2.7 - GHz IBM PowerPC processor, 2   GB of RAM, 
with dual, dual - core processors, and NVIDIA Quadro FX 4500 graphics. 
Each one of these HIPerWall nodes drives two displays and is interconnected 
in a dedicated gigabit subnet. Data access is provided via a dedicated, nfs 
mounted storage node (HIPerStore), while a stand - alone control node serves 
as the front end. Similarly, HIPerSpace utilizes 18 machines running Linux, 
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with 2.4 - GHz quad core Intel processors, 4   GB of RAM, and NVIDIA Quadro 
FX 5600 graphics, interconnected with dedicated gigabit Ethernet and addi-
tional 10 - Gbps uplinks into its network - centric data storage back end, while 
multiple auxiliary nodes may serve as its control front end. Notably, both 
systems can be seamlessly tied together into one, termed HIPerVerse, using 
the existing middleware. Figures  27.1  and  27.2  show HIPerWall and HIPerSpace 
respectively, while being used for the analysis of biomedical data.    

   27.3.2.2    Cluster Middleware     The CGLX middleware is a fl exible, trans-
parent OpenGL - based graphics framework (Fig.  27.3 ) for distributed high -
 performance visualization systems in a master – worker setup. The framework 
was developed to enable OpenGL programs to be executed on heterogeneous 
visualization clusters and to maximize the achievable performance and resolu-
tion for OpenGL - based applications on such systems. To overcome perfor-
mance -  and confi guration - related challenges in networked display environments, 

     Figure 27.1     HIPerWall used to analyze microscopy data.  

     Figure 27.2     HIPerSpace used as a digital lightboard.  
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CGLX launches and manages instances of an application on all rendering 
nodes through a lightweight thread - based network communication layer. A 
GLUT - like (Open GL Utility Toolkit) interface is presented to the user which 
allows this framework to intercept and interpret OpenGL calls and to provide 
a distributed large - scale OpenGL context on a tiled display. CGLX provides 
distributed parallelized rendering of OpenGL applications with all OpenGL 
extensions that are supported through the graphics hardware.      

   27.4    VISUAL ANALYTICS APPROACH 

 By design, HIPerWall/HIPerSpace provides a large - scale workspace for 
massive visual data correlation at great detail. More precisely, it supports the 
integration of multiple imaging modalities from different biological scales 
and information domains. Data size and overall system confi guration mandate 
a distributed approach, which allows individual nodes to access and visualize 
data while being properly synchronized via a control (head) node. The control 
node also manages most user interactions as the front end into the collabora-
tive workspace. This approach takes full advantage of the computational and 
graphical power of each single node while reducing network traffi c through 
an out - of - core, adaptive, and progressive data access paradigm. Since the 
framework was developed such that it scales fl exibly from a single node with 
just one display tile to arbitrary cluster confi gurations, users may opt for using 
their personal laptop side by side with the large - scale visual real estate of 
the multitile system. Figure  27.4  shows a visual analytics session combining 
multiple image modalities consisting of structural, functional, and brain 
response data side by side with brain tractography, genetic, and archival pub-
lication data.   

     Figure 27.3     Architecture of CGLX, cross - platform, cluster - graphics middleware.  



478 VISUAL ANALYTICS ENVIRONMENT FOR IMAGING GENETICS

 Leveraging the existing system architecture, the visual analytics framework 
was compressed down to three major components managing data visualiza-
tion, processing and synthesis, and user interaction. The visualization stage is 
responsible for selecting the appropriate rendering technique for the available 
image sources, geometric models, multidimensional data constructs, and alpha-
numeric data records. The processing - and - synthesis stage then provides access 
to content and context - specifi c interaction, allowing data records to be loaded, 
fi ltered, clustered, segmented, fused, and correlated against auxiliary informa-
tion, with an immediate - mode data analysis paradigm in mind. Finally, the user 
interface for the workspace is accessible via two complimentary routes in the 
form of a graphical user interface on the workspace ’ s head node(s) providing 
access to all available data assets and analysis tools and the workspace itself 

     Figure 27.4     Data mash - ups during imaging genetics sessions.  

(a)

(b)
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within which each visual can be directly interacted with and controlled via a 
hand - held interface device such as a gyroscopic mouse. 

   27.4.1    Imaging Genetics Case Study 

 The target audience in this case is an interdisciplinary group of neurologists, 
neuroanatomists, psychiatrists, imaging experts and geneticists, statisticians, 
and computer scientists collaboratively and concurrently working toward for-
mulating new hypotheses in the domain of schizophrenia research. Traditionally, 
most of these researchers had worked on data sets using conventional data 
analysis techniques, methodologies, and settings commonly working alone 
within their specifi c domain of specialization coupled with occasional synchro-
nization points with other team members. This traditional approach has two 
major limitations in that the massive amount of data generally cannot be 
visualized in a comprehensive format using standard techniques and devices, 
frequently falling back to studying individual images or genetics data at a time, 
captured in the form of slides, overheads, and printouts to organize the avail-
able material. The second limitation is that of restrictied interaction and lack 
of team - based, immediate - mode access to the data, making it diffi cult to 
develop and explore new hypotheses requiring transdisciplinary collaboration. 
Transdisciplinary data analysis relies heavily on effi cient interactions and espe-
cially on how quickly domain knowledge can be exchanged and applied on 
common subjects. 

 A typical imaging genetics study in this digital collaborative workspace 
context is based on concurrent visualization and analytics tasks, targeting (1) 
chromosome, gene, and single - nucleotide polymorphism (SNP) visualization 
associated with selected brain regions; (2) gene selection, that is, screening by 
predefi ned patterns; (3) brain imaging; (4) brain tractography; (5) cross -
 disciplinary data analysis and linkage analysis; (6) online database search and 
cross - referencing; and (7) real - time data exchange and interaction. 

 The baseline data in this case consist of brain imaging, genetics, and clinical 
test results as well as multimedia data including related databases and publica-
tions. The latter are synthesized via a Web interface that creates active texture 
maps of the specifi ed online resource, fl exibly embedding active Web content 
into the collaborative workspace. This comes with the added benefi t that any 
Web content can be fused with the collaborative workspace, allowing Web -
 editable documents, notebooks, and tele - presence sessions to be embedded. 
This data mash - up effectively allows the colocation and parallelization of tasks 
that traditionally require separate and sequential sessions. Figure  27.5  illus-
trates the ability to navigate between different functional modules seamlessly 
and independently between head node(s) and the collaborative workspace 
providing the shared view of all active data assets. Selected visualization strate-
gies that are being utilized are described next.   

   27.4.1.1    Chromosome Visualization     Analysis of the patient ’ s chromo-
somes carrying a massive amount of genetic information and correlation 
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against results obtained with a variety of imaging techniques provides a vital 
step in studying brain - related diseases. Given 23 pairs of chromosomes with 
over 1 million SNPs on these chromosomes, the conducted research targeting 
the alleles (DNA sequences) is based on statistical tests with  p  - values on dif-
ferent genotypes (specifi c genomes, which include both the genes and the 
noncoding sequences of the DNA). Given the data size, an effi cient data rep-
resentation scheme is needed to highlight signifi cant values and correlations. 
The developed visualization strategy utilizes a 2D and a 3D view, respectively, 
to visually combine SNP base - pair position with the associated  p  - value. The 
2D view visually connects each SNP position to the respective base - pair loca-
tion with the chromosome represented on the  x  - axis and the corresponding 
 p  - value mapped to the  y  - axis (Fig.  27.6 ). Users can then interactively query 
for  p  - values and the associated gene at arbitrary base - pair locations by either 
moving a search window across the graph or by specifying the boundary condi-
tion for the search space.   

 To further bracket values of interest, hardware accelerated fi lters can be 
applied to recolor the graph in accordance with a user - defi nable color look - up 
table. In order to correlate genetic information with the brain, data obtained 
for multiple brain regions is exposed concurrently. To provide further insight 
into a subrange of base coordinates, a user - defi nable search window can be 
placed on the 2D representation, serving as a magnifying glass into a 3D rep-
resentation. This 3D window can be set to cover an arbitrary number of SNP 
base - pair positions or number of genes in accordance with user preferences. 
Information associated with a particular SNP position as well as statistics on 
a particular gene is displayed as the user browses across the chromosome (Fig. 

     Figure 27.5     Scalable imaging genetics workspace allowing data to be processed 
through user - centric view and shared visual analytics space, the wall.  
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 27.7 ). In practice, the ability to visually explore and align data in 3D by rotat-
ing the graphics turned out to be a powerful analysis modality.   

 To aid with fast detection of gene patterns, users can also specify search 
criteria such as maximum  p  - value and percentage over a threshold, which can 
be changed via textural input or provided GUI controls. The search result, 
which is the gene segment that satisfi es the conditions, is then shown on both 

     Figure 27.6     Two - dimensional visualization of SNP data obtained for multiple brain 
regions in the context of chromosome 2.  

     Figure 27.7     Three - dimensional visualization of SNPs as function of selected subre-
gion within a targeted chromosome.  



482 VISUAL ANALYTICS ENVIRONMENT FOR IMAGING GENETICS

2D and 3D visuals. This is referred to as the active search mode and proved 
invaluable for swift data analysis and helped with the identifi cation of two new 
genetic markers for schizophrenia. Another search mode is the already men-
tioned passive mode, for which users can scan through the whole chromosome 
in all brain areas by manually dragging a search window. The search window 
size is variable and can be fi t to a specifi ed number of genes or SNP locations. 
Gene information associated with the browsing window, such as the gene 
symbol and  p  - value, is displayed as the user pans through the chromosome 
and is further augmented with real - time statistics, such as mean value and 
standard deviation. Furthermore, data query is also linked to an integrated 
Web interface, allowing searches to be applied against other published materi-
als in standard data banks such as GeneCards or publications such as PubMed. 
Thereby, the Web interface provides access to a rich collection of knowledge 
as an integrative part of the visual analytics space.  

   27.4.1.2    Analysis of 2 D  and 3 D  Image Data     Imaging results from CT, 
MRI, position emission tomography (PET), and traditional X rays can either 
be viewed in a slice - by - slice 2D mode or be rendered as volumetric 3D images 
with proper registration and visualization algorithms. In the context of the 
collaborative visual analytics space, all 2D data are directly shown as texture 
maps and 3D data as volumes with optional 2D cross sections freely movable 
in sagittal, coronal, and axial directions. Both vertex and fragment shader 
programs are applied to change display properties at run time. For example, 
different color look - up tables can be applied to fl exibly highlight different core 
features, while the user - defi nable threshold can be applied to remove unre-
lated brain areas. Study on group subjects can be performed by arranging 
images based on the associated data values. For example, while studying a 
group of schizophrenia subjects, the underlying statistical tests associated with 
specifi c genes can be used to sort their functional images. This facilitates a 
quick detection of the pattern that correlates genes and brain activation areas. 
Statistical beta maps can be used to perform quantitative comparisons. Figures 
 27.8  and  27.9  show the digital equivalent of a light - board with the added 
advantage that all data can be interactively and intuitively manipulated.    

   27.4.1.3    Web Interface     Internet resources, such as genecards.org and 
PubMed, contain a vast number of categorized research results. Another 
example is the UCSC gene browser  [48] , a Web - based, interactive database 
for genomics. These types of public domain resources can greatly enhance the 
expressiveness and effectiveness of visualization tools, and a Web portal engine 
was implemented as an extension to the WebVR platform  [49] . WebVR pro-
vides a Web browser interface which seamlessly translates queried information 
into texture space for streamlined use in visualization environments. More 
specifi cally, Web queries are sent to WebVR, which retrieves the correspond-
ing page, converts it into a tagged image, and subsequently returns a texture 
map to be used within the visualization environment. This active texture, also 
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referred to as texture skin, inherits all traits of a regular Web page, allowing 
it to be used for further navigation and inquiries. That is, links remain active 
once the active texture skin is mapped to the workspace. Figure  27.10  shows 
the 2D chromosome viewer and the result of an automatically created query 
into gencards.org colocated with it that continuously updates as the user pans 
across base - pair coordinates.   

 Intriguingly, the same mechanism allows the user to associate any Web -
 based content with the collaborative workspace, allowing images, static or 
editable documents, and streamed media to be colocated. Figure  27.11  

     Figure 27.8     Collaborative correlation and clustering of PET data.  

     Figure 27.9     Collaborative analysis of MRI and CT data.  
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illustrates this fl exibility in the context of a Web - enabled data annotation and 
note - taking application.     

   27.4.2    Imaging Genetics Workspace 

 Drawing from the presented components, a unifi ed workspace can be created, 
allowing domain specialists to work concurrently and collaboratively. For the 

     Figure 27.10     Interactive chromosome viewer colocated with associated Web query.  

     Figure 27.11     Web - centric Live - Notes imported as active texture skin.  
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imaging genetics case study, the discovery process starts at the brain imaging 
level and is infused with patient -  and cohort - specifi c genetics information 
throughout the visual analytics session. Results from structural and functional 
brain imaging techniques such as CT, MRI, functional MRI (fMRI), and PET 
provide the starting point for initial qualitative evaluation. In this fi rst step 
patient data can be visually segmented and clustered within the collaborative 
visualization environment with its wall - sized display canvas while serving as 
an input to further statistical processing. More specifi cally, as the user navi-
gates and conceptually sorts through the data collection obtained via imaging, 
auxiliary patient data such as age, gender, and medical record can be linked 
and processed in the background to create a hypothesis about imaging genetics 
data relationships. For example, the collaborative analysis session may fi rst 
conceptually identify candidate brain areas showing distinctive patterns by 
visually grouping the associated images. Concurrently, the genetic (SNP) data 
for the studied brain regions can be visually colocated such that users may 
apply search, threshold, or screening parameters. This approach, in particular, 
enabled the swift identifi cation of important linkage relations between brain 
areas and particular genes. The genomic and brain pathway information is in 
place here to provide additional hints on the SNP. At the same time, the genetic 
information and brain areas can be assessed in a 3D brain atlas or 2D anatomic 
brain imaging, along with the metabolic pathway image. The brain atlas can 
then be interactively adjusted to highlight functional areas. Diffusion tensor 
imaging (DTI), subsequent computation of brain tractography, and interactive 
visualization of the resulting 3D model serve as additional aids (Fig.  27.12 ) to 
identify disease - related deterioration of pathways.   

 Finally, researchers verify any discoveries against pharmaceutical data and 
clinical trial results and discuss fi ndings using the live notes tools. Throughout 
this analysis cycle, online libraries are accessible through the Web portal. 
Figure  27.13  provides an annotated overview of the more commonly used 
analytics tools that contributed to the collaborative workspace.   

     Figure 27.12     Visualization of brain tractography using annotated fi ber bundles.  
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 Another interactive discovery case involved a dichotomy of data and aimed 
at the detection of brain functional signifi cance. In this case the analysis 
process starts with a collection of fMRI images with associated underlying 
characteristics such as clinical test results. Image data are then clustered based 
on the activation on anterior lobe versus posterior lobe, that is, the motor 
associated part against the sensor perceptive part. The result is then further 
clustered by the dorsal versus ventral half of the brain and refi nement can 
continue until something signifi cant is identifi ed or termination criteria met. 
For the presented system, this simple dichotomy clustering is implemented as 
a drag - and - drop operation, which has shown to compress the process of mul-
tiple selection rounds to hours, a fraction of the time originally needed to sift 
through thousands of printouts. The latter is a process that can take days or 
weeks to complete, and researchers may be pressed to recall what they saw in 
a particular print - out viewed the day before, rendering the traditional discov-
ery process ineffi cient. These types of analysis methodologies are exemplary 
for the targeted imaging genetics research.   

   27.5    CONCLUSIONS 

 A driving force that brought researchers initially together was the curiosity 
for an entirely different collaborative visual analytics space, which quickly was 
adopted as a productivity tool as part of weekly meetings. With the size of data 
sets growing, researchers found that they were able to sort and categorize their 
data faster and more accurately and in turn identify trends and subjects with 
distinctive characteristics. At the same time, the team - centric analysis pass 
allowed them to identify areas where data should be analyzed more thor-
oughly or additional data points would be desirable. The team identifi ed fi ve 

     Figure 27.13     Overview and data analysis modalities synthesized within the 
workspace.  
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genes out of whole - length chromosomes, whose signifi cance was previously 
overlooked and warrants further investigation.  
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   28.1    INTRODUCTION 

 Drug discovery and development is largely considered a linear process pro-
gressing through many steps such as from target discovery through registration 
and post approval, at which point the drug is on the market (Fig.  28.1 ). It is 
obviously not as straightforward as such simple graphical representations 
suggest. Through each of the steps there may be feedback subloops, blurring 
of the boundaries, and much fi ner levels of detail could be added. Needless to 
say it is a long and very expensive process and is clearly unsustainable for 
many, other than the very big pharmaceutical companies. It is widely recog-
nized that the way drug discovery and development are carried out has to 
change. We have seen in recent years pharmaceutical companies signifi cantly 
reduce their research and development (R & D) footprint to the point where 
most chemistry is performed relatively cheaply in Asia while clinical develop-
ment is increasingly outsourced to contract research organizations (CROs). 
The big companies are splintering, and those scientists no longer employed by 
these multinational companies will reform new companies (micropharma) or 
loosely linked collaborative groups whether as consultants or virtual CROs. 
The now smaller  “ big ”  pharma can achieve their goals through leverage of a 
growing number of external relationships whether collaborative, precompe-
tivive, partnerships, and so on.   

 This book has brought together the collective observations of a number of 
specialists who are engaged in supporting the paradigm change that is occur-
ring as biomedical research rapidly moves toward a collaborative network of 
chemists and biologists. In the process, it will make both data and knowledge 
available to the masses, thereby enabling rapid sharing of information  [1 – 4] . 
This new paradigm will present many opportunities for collaborative software 
and data - sharing tools to be further developed and is likely to result in new 
technologies to overhaul the drug discovery R & D process (Fig.  28.1 ). But 
there are many questions still to answer, such as how people need to be trained 
to collaborate and whether collaborations will truly replace the  “ great man 
theory ”  of science in which major discoveries are often attributed to one or 
more fi gurehead men or women rather than teams of scientists. Also many 
companies have iron fi rewalls which prevent linkage to common collaborative 
tools like GoogleDocs and therefore directly impede potential for collabora-
tion. Such issues will need discussion but may be outside the scope of this 
chapter and book. 

   28.1.1    Gap Analysis for Drug Discovery and Development 

 One way to look for the opportunities for collaborative approaches is to 
understand the process and perform a gap analysis. The well - known drug 
discovery and development process is a good example onto which we have 
mapped those areas in the process that may be addressed with collaborative 
software and mobile computing efforts (Fig.  28.1  and Section  28.7 ). Mobile 
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computing is certainly the  “ wave of the future ”  but in reality is arriving so fast 
that by the time this volume is printed it is likely to be established and in place 
in many organizations that will be embracing the newfound capabilities and 
advantages of tablets, slates, and Hypertext Markup Language (HTML 5). 

 A major limitation of drug discovery for those outside major pharmaceuti-
cal companies is the availability of biological information related to chemical 
structures. This is already starting to change via precompetitive collaborations 
between biomedical organizations (both industrial and academic) which may 
cover areas such as cheminformatics, toxicology, preclinical toxicology, and 
beyond. We have previously argued that absorption, distribution, metabolism, 
excretion, and toxicity (ADME/Tox) data are also precompetitive data and 
should be made freely available on the Web for all scientists  [5] . Others such 
as the nonprofi t and associated community SAGE Bionetworks ( http://
www.sagebase.org/ ) aim to make the whole of the biology of drug discovery 
a precompetitive space and they have initially focused on the systems biology 
of cancer. As public hosts of data continue to expand their content, for 
example, PubChem, ChEMBL, and ChemSpider, and as data - mining tools 

     Figure 28.1     Applying collaborative approaches and mobile computing to drug dis-
covery and development. The schematic shows the linear process of drug discovery and 
development alongside areas where we think collaboration could be useful. We have 
also indicated where mobile computing tools could be implemented.  
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expand in their capabilities and performance, the integration of chemistry 
and biology databases is likely to offer even greater opportunities to benefi t 
the process of drug discovery. Efforts to expand the existing structure - centric 
communities for biomedical researchers with key information relevant to 
drug discovery which is precompetitive will bring benefi t in terms of access 
and discoverability of data. It will be very important to distinguish which 
precompetitive data can be of most value so that users are not swamped with 
data overload. We also need discovery tools to fi lter the data as an obvious 
consequence of making more data available is that it creates a potential fi l-
tering problem. New discovery mechanisms and tools will be needed to both 
identify the right data and critique its quality and relevance to a specifi c 
problem. While a natural response is to attempt to reduce or fi lter the data 
that get published, the long - term future must lie in applying the lessons from 
the wider Web in building effective search and discovery tools. The transition, 
however, is likely to be diffi cult and manual, and semi - automated data cura-
tion will play a big role in easing that transition. A major limitation of 
approaches to capturing the public information is that most data will be in 
publications and, until the publishers make these data semantically accessible, 
it will not be easily mined other than by manual extraction. While there have 
been, and continue to be, many efforts to improve the underlying mechanisms 
of scientifi c publishing to make data extraction easier, this is likely to be a 
slow process and large quantities of information will remain in the legacy 
literature. There is however already a considerable amount of data for drugs 
on the market that could be extracted from various online databases and that 
could be valuable for developing computational models, for example. Text -
 mining tools have already been developed that can be partially successful in 
aggregating these data, but it would be preferable if instead of harvesting 
these data out of publications and patents drug companies, researchers, and 
health authorities could supply the data in a homogeneous standardized 
format and in a coordinated fashion. International funding agencies are pres-
ently tendering for the development of systems that could facilitate these 
kinds of data - sharing opportunities as pharmaceutical companies acknowl-
edge that the cost burden that they need to assume to aggregate these data 
is too high and, since it is precompetitive in nature, collaborative efforts across 
the life sciences should facilitate data access. 

 While much of the biological data used in drug discovery can be used to 
generate computational models in each company, this is also true for other 
data generated at different stages of drug discovery and development. 
Computational models reported in publications and in the public domain are 
hardly accessible in terms of testing the models against internal data sets. 
Similarly, models are rarely shared between companies or even between 
researchers, and there has been little research or efforts invested to facilitate 
this  [6] . The following sections represent those areas we think are challenges 
that would likely also benefi t from collaborative computational approaches.   
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   28.2    COLLABORATIONS IN HEALTH ECONOMICS MODELING 

 The observations described above are also true for the health economics com-
munity where models built to analyze comparative effectiveness or cost -
 effectiveness are maintained in the developers ’  silos, rather than being made 
available to all potential stakeholders — policy makers, investigators, develop-
ers, industry sponsors, academicians, health authorities, and others charged 
with making decisions based on these models. Can we overcome the propri-
etary and technological challenges that might reduce the feasibility and desir-
ability to use the  “ cloud ”  and other advances to enhance our future 
opportunities for collaboration? 

 Health economics and comparative - effectiveness questions are being 
increasingly answered using computational models in the hands of the stake-
holders who have to make decisions using them  [7] . With limited health care 
dollars, exploding health care costs, and confusion about which strategies 
result in the best patient outcomes, computerized models can help to objectify 
the complexities of comparative effectiveness and cost - effectiveness of differ-
ent therapeutic options to aid in decision making by pharmaceutical/device 
manufacturers, health authorities, and health care practitioners regarding 
therapeutic guidelines, reimbursement/coverage, and overall patient health. 
Indeed, computational models are used to answer many questions such as 
determining therapy/market advancement/characterization  [8, 9]  through 
postmarketing surveillance  [10, 11]  and budget impact and policy decisions. 
Countless examples in other areas of health care demonstrate the enormous 
importance of modeling studies. However, there is an inherent complexity in 
modeling health care decisions and the relative isolation under which the work 
of modeling is often carried out; this likely needs to be overcome  [12 – 15] . 
Many of these published models are developed using readily accessible com-
mercial software; however, there is no way to easily share such computer - based 
models across organizations and make them available for reuse in the public 
domain to interested parties. Various researchers  [16 – 18]  and organizations 
have called for transparency and availability of models,  “ reused ”  with different 
data, and continually revised as new information becomes available. It has 
been proposed that what is needed is the creation of a collaborative Web -
 based tool [tentatively called Economic Collaborative for Health Outcomes 
(ECHO)] that would serve as a means to store and share health care models, 
allowing for the proprietary nature of some of these  [19] . This could enable 
disparate modelers to create higher quality products by being more collabora-
tive and sharing models and techniques. It would also provide a dynamic 
resource for interacting online with some of the thousands of published models 
so they would remain in use for a longer period  [19]  and shifting incrementally 
as more data are made available. 

 As stated above, potential challenges may include those of price, confi den-
tiality, quality assurance, and overcoming the silo mentality of modelers. Price 
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will have to be tailored to each stakeholder group and incentives offered to 
upload models. Also, simplifi ed versions of models can be made available at a 
greatly reduced price and free for students/professors. To address issues of 
confi dentiality, models can be made available via username and password, 
incorporating secure sockets layer (SSL) encryption mechanisms for users/
modelers with this concern. To assure quality, models can be vetted by an 
expert advisory panel or expert users.  

   28.3    COLLABORATIVE ADVERSE - EVENT DETECTION AND 
DRUG SAFETY DATABASES 

 The institutes of the National Institutes of Health (NIH) have sponsored or 
executed innumerable clinical trial programs over the years and continue to 
do so. Nevertheless, one of the most important aspects of trial management is 
the detection, reporting, and analysis of adverse events (AEs), which have, 
unfortunately, not been adequately standardized with regard to defi nitions, 
reporting forms, processes, and treatment of the data. AE reporting is some-
what more standardized in these regards for the postmarketing environment. 
The U.S. Food and Drug Administration (FDA) has formal regulations and 
systems for dealing with serious medical reports in a somewhat more consis-
tent fashion (e.g., manufacturers send AE reports to the FDA either on stan-
dardized paper forms or, more recently and increasingly, through electronic 
reporting under defi ned specifi cations; patients or health care professionals 
can submit reports through the MedWatch program)  [20] . 

 The postmarketing environment in the United States also includes the FDA 
Adverse Events Reporting System (AERS) database as a repository for all 
such reports. Still, the problem of timeliness of identifi cation, risk assessment, 
reporting, and dissemination of information about AEs persists within post-
marketing surveillance as well. Indeed, Sentinel Network is intended to be an 
integrated, electronic nationwide medical product safety network which is 
supposed to combine the efforts of both the public -  and private - sector post-
marketing safety surveillance tools and methodologies into one cohesive 
system. However, the FDA ’ s progress with development of Sentinel Network 
has been slower than anticipated. 

 The lack of adequate standardization within the NIH was highlighted on 
the NIH ’ s Clinical Research Policy Analysis  &  Coordination website  [21] : 
 “ Tremendous diversity exists among AE reporting requirements promulgated 
by various federal agencies, as well as among the NIH Institutes. This hetero-
geneity is a challenge for investigators, institutional review boards, and 
sponsors, who may face multiple requirements regarding the content, format, 
and timing of reports that must be made to different agencies and oversight 
bodies. ”  The lack of a systematic and consistent standard with regard to 
AEs within the NIH could have important implications: less than optimum 
protection of trial subjects, inability to merge and understand data across 
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institutes and even across trials within the same institute, poor effi ciency and 
increased costs due to disparate and outmoded methodologies, and, as a result, 
lack of the necessary speed with which certain medical situations should be 
addressed. A practical example of potential problems can be seen from several 
oncology studies in which inconsistencies were found between AE reporting/
publication and the raw data from the clinical trial databases themselves 
 [22, 23] . 

 There appear to be many independent initiatives and already established 
systems throughout the federal government addressing aspects of AE report-
ing during clinical trials. Among them are new clinical trial guidelines on 
reviewing and reporting unanticipated problems and AEs that occur in clinical 
trials conducted or supported by the federal government  [24] . Indeed, the 
Federal Adverse Event Task Force (FAET), an interagency body composed 
of representatives of the NIH, FDA, Offi ce of Human Research Protections 
(OHRP), Centers for Disease Control and Prevention, Department of Veterans 
Affairs, Department of Defense, and Agency for Healthcare Research and 
Quality, has been established. 

 Moreover, to address the diversity of requirements solely within the NIH, 
a Trans - NIH Adverse Event Task Force has been established and charged with 
 “ proposing ways to harmonize the reporting policies of the agency ’ s many 
Institutes and Centers ”  ( http://oba.od.nih.gov/policy/policy_issues.html ). In 
addition to the Department of Health and Human Services ’  (DHHS) 45 CFR 
part 46 and the OHRP ’ s draft guidance  [25, 26] , the National Cancer Institute 
(NCI) Cancer Therapy Evaluation Program has established the Common 
Toxicity Criteria version 2.0 (CTC) and the Common Terminology Criteria for 
Adverse Events version 3.0 (CTCAE) in attempting to delineate adverse -
 event (AE) criteria. NCI CTC version 2.0 was the worldwide standard diction-
ary for reporting acute AEs in cancer clinical trials until August 9, 2006, when 
the CTCAE version 3.0 was published. The CTCAE version 3.0, a Web - based 
listing of AEs, includes AEs applicable to all oncology clinical trials regardless 
of chronicity or modality. Building on the oncology CTC, the Outcomes 
Measurement in Rheumatology (OMERACT) Drug Safety Working Group 
has focused on standardization of assessment and reporting of AEs in clinical 
trials and longitudinal and observational studies in rheumatology — the 
Rheumatology Common Toxicity Criteria (RCTC)  [16, 27, 28] . 

 Despite all of these initiatives there is still no uniform, practical working 
model that suits the needs of all parties. For example, the National Institute 
on Drug Abuse (NIDA) has a Web - based system for serious adverse events 
(SAEs), the Serious Adverse Event Tracking and Reporting System (SAETRS), 
which is currently being used by about 30% of principal investigators (PIs). 
The PIs are concerned about the security of the current SAETRS and the fact 
that it appears easier to send an SAE report manually (by fax) rather than 
logging into the system infrequently to report an SAE. The website AE system 
is  “ diffi cult to trust to collect confi dential information/data ( ‘ afraid of losing 
data ’ ). ”  It is possible that if such a system were to be used for the more 
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frequent occurrence of all AEs, rather than just for the rarer SAEs, PIs and 
other personnel may become more familiar with it and use it more frequently. 
In addition, if the system were to be more evidence based, using previous 
information to guide researchers in not just reporting AEs but also deploying 
clinical studies with inclusion and exclusion criteria that would be inherently 
more protective of vulnerable subjects, the system may be even more useful 
 [20] . Thus, even within centers within the NIH, the silo mentality exists. 

 An additional area beyond formal reporting that has barely been explored 
is the potential of patient advocacy websites and communities to be valuable 
sources of information on AEs. Patients are likely to represent the most 
willing and richest source of information on adverse drug reactions, drug 
interactions, and environmental effects. Increasingly these communities are 
driving, funding, and even directing the drug discovery process and the devel-
opment of treatment regimens. While there are obvious potential issues with 
reporting consistency and precision, this represents a vast untapped reserve 
of information on drug performance. In our modern connected age, failing 
to connect with the end user and to take on board their feedback has badly 
damaged many organizations. There is no reason to expect drug discovery 
and validation processes and organizations to be any different. 

 It is our opinion that AE systems could be developed that are more col-
laborative in nature such that they are in line with the other collaborative 
tools described above. It is also possible that such efforts could also be com-
bined with the creation of drug safety databases and used as a crowdsourcing 
initiative, whereby anyone can contribute observations and data for a par-
ticular approved drug. Obviously there would need to be fi lters implemented 
for spurious data. Such systems should be harmonized throughout the drug 
approval process such that the structure – activity relationship (SAR) of the 
compound indicates the likelihood of an agent exhibiting a particular AE, 
the preapproval clinical trials track it, and the postmarketing surveillance 
quantifi es it. This may be particularly important to capture information on 
molecules associated with idiosyncratic toxicity that may not be observed 
in relatively small clinical trials  [29 – 31] . For example, the liver is a frequent 
site of toxicity of pharmaceuticals in humans,  [32, 33]  likely because of the 
physiological location and drug clearance function of the liver leading to 
higher exposure to drug than that being measured systemically  [34] . Drug 
metabolism in the liver can also convert some drugs into highly reactive 
intermediates which, in turn, can adversely affect the structure and functions 
of the liver  [35 – 38] . Drug - induced liver injury (DILI) is a major reason why 
drugs are not approved and why some of them were withdrawn from the 
market after approval  [39] . Postmarketing data may help fi nd additional mol-
ecules with this issue and help in alerting authorities to new drugs displaying 
such toxicities. The real issue here is providing a mechanism for patients and 
health practitioners to alert the FDA and other health authorities in a timely 
manner.  
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   28.4    ONTOLOGIES AND COLLABORATIONS 

 The biomedical research community and specifi cally those involved in 
neglected disease research are generating very large data sets facilitated 
through high - throughput screening (HTS)  [40 – 42] . Although large HTS data 
sets and low - throughput screening results have become available in the public 
domain (PubChem  [40, 41] , ChEMBL  [42] , Psychoactive Drug Screening 
Program (PDSP)  [43, 44] , ChemBank  [45, 46] , Collaborative Drug Discovery 
(CDD)  [3, 47] , and others), these data sets are not well standardized, experi-
mental metadata are poorly annotated, and much of the relevant information 
is often only available as free text (particularly in PubChem). This presents 
impending informatics challenges for selection of hit compounds and follow -
 up studies as well as computational analysis of such data or the development 
of predictive models. The lack of established and formal standards to annotate 
the publicly available screening data also limits their integration with other 
structured data sources such as biological pathways, human disease, or adverse 
drug effects. A related challenge is knowledge and data representation. 

 One way that such data have continued utility and accessibility is through 
an ontology  [43, 44]  (see also Chapters  12  and  21 ). An ontology is a formal 
explicit description of a subject domain (a conceptualization) as classes, indi-
viduals, and their relationship and properties to represent static knowledge 
 [48] . Ontologies are one of the cornerstones of Semantic Web technologies, 
which have been proposed as solutions to data integration problems because 
formally defi ned semantics and semantic knowledge representation make it 
possible to track data provenance across different data sources that typically 
use different descriptions and naming conventions  [49] . The lack of a standard-
ized terminology with clear defi nitions can even be a severe issue within an 
individual data source, for example, in the case of PubChem, where data from 
numerous organizations and various experiments are deposited and which 
typically vary by the details that are reported for any data set (screening 
experiment), the way the information is reported (how the data and the 
experimental details are organized), and the type of results that are reported. 
This is despite existing recommendations regarding the types of information 
that should be reported for HTS assays  [50] . For example, there are thousands 
of unique endpoint names deposited in PubChem (as of December 2009 there 
were over 12,000), many of which are redundant. Although there are two 
endpoints which are required in all deposited assays (except summary assays), 
activity outcome and activity score, there is no agreed - upon defi nition of 
 “ active ”  or  “ inactive ”  or how the score is to be calculated. Instead, for each 
assay submission the depositor can defi ne a  “ local ”  meaning of activity outcome 
and activity score. The lack of established standards and a semantic framework 
to describe the assay experiment and the reported endpoints poses severe 
limitations to computational analyses across multiple data sets and their inte-
gration with other data sources. However, as far as PubChem is concerned, 
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this is a consequence of the openness and  “ fl exibility ”  allowing data to be 
deposited from essentially any source and in a wide variety of formats. In that 
sense PubChem has more of the characteristics of an open data repository and 
less that of a data warehouse with defi ned terminology metadata. This was a 
conscious choice when PubChem was set up, because the fast pace of innova-
tion in assay designs to interrogate complex biological processes using novel 
detection technologies limits the effectiveness of  “ static ”  relational database 
systems to capture and manage the diversity of screening experiments and 
their outcomes. To effectively address these limitations, a semantic framework 
with a bioassay ontology at its core is required. 

 During the last several years many biomedical  “ ontologies ”  have been 
developed with the goal of describing and integrating complex biological 
knowledge with existing databases  [51]  and advancing translational research 
 [52] . Many biomedical ontologies are available in the Open Biological and 
Biomedical Ontologies (OBO) Foundry  [53]  with the most prevalent being 
Gene Ontology (GO)  [54, 55] . However, only a few of the other OBO onto-
logies are widely used, and there has been criticism about the lack of 
international standards in many bio - ontologies from the Semantic Web com-
munity  [56] . 

 More recently the semantic integration and annotation of small - molecule 
data with existing biological databases have been reported  [57, 58] . However —
 until now — there is no comprehensive effort to develop an ontology to describe 
the increasing body of HTS experiments and the data these experiments 
produce. In particular, we are not aware of a standardized assay ontology that 
is accessible to the neglected disease community. Collaborative software for 
chemistry and biology data could have a direct impact on promoting the adop-
tion of such an ontology for neglected disease bioassay data. Adoption of an 
open - assay ontology will be a major milestone in converting volumes of assay 
 data  into machine - interpretable  knowledge  and fi nally human  insight.  

 With PubChem and several other accessible screening data repositories 
there is now a sizable publicly accessible corpus of screening experiments and 
their results. This makes it possible for the fi rst time to develop a knowledge 
representation of HTS assays and screening results in an open effort. Because 
this corpus and its diversity are growing exponentially, the development of a 
clearly structured and standardized formal description of the concepts that are 
relevant to interpret HTS results is also very timely. To be successful in the 
long term, such an assay ontology needs to be maintained and kept up to date 
(much like GO), and there is also a need for ongoing bio - curation to system-
atically annotate the data sets. 

   28.4.1    BioAssay Ontology 

 BioAssay Ontology (BAO)  [59]  is an NIH - funded project to facilitate analysis 
of screening results from large numbers of diverse biological screens spanning 
various technologies (and originating from different sources). The BAO 
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project develops standard terminologies and a formal, extensible, knowledge -
 based description of biological assays. Bio - curation is also an integral compo-
nent of the BAO project to systematically annotate PubChem bioassays with 
standardized terminology describing assay concepts. The BAO project also 
develops software tools to query and explore a data set in the context of the 
ontology. 

 BAO follows an established ontology development methodology using a 
combination of a top - down domain expert - driven and bottom - up data - driven 
approach  [60] . The scope of the ontology, knowledge acquisition, software 
requirements, and specifi cations were driven by use - case scenarios presented 
to domain experts (workshop given at the Society for Biomolecular Sciences, 
Phoenix 2010  [60] ) and by derived competency questions. The ontology will 
unify knowledge - related HTS and other types of screening, including the 
concepts described below. One initial goal of the BAO ontology and software 
is to enable researchers to query the bioassay repositories and to retrieve 
relevant data. For example, in the case of PubChem, even seemingly trivial 
queries such as biochemical versus cell - based assays or luciferase reporter 
gene assays are currently not possible, because the assays do not have explicit 
annotations that capture this type of information. Other relevant queries can 
include the identifi cation of nontoxic kinase inhibitors, promiscuous luciferase 
reporter gene compounds, or compounds that may interfere with fl uorescence 
intensity assays. To enable researchers to retrieve quantitative information 
that is meaningful across multiple assays of interest also requires the standard-
ization of the endpoints that are reported as the primary (most important) 
outcomes of screening experiments, for example, percent inhibition, IC 50 ,  K  i , 
and so on. BAO defi nes the meaning of common endpoints and can relate 
different types of endpoints to other concepts in the ontology. A later goal of 
BAO is to semantically integrate screening data with other publicly available 
biological databases, such as biological pathways, human diseases, known tox-
icities, adverse drug reactions, and possibly also predictive models. 

 BAO will make use of existing ontologies where appropriate, for example, 
cell lines  [61]  or Gene Ontology  [54, 55] . It will facilitate integration with other 
databases such as biological pathways via BioPAX  [62, 63]  and it will support 
inference. The software development component of the BAO project makes 
use of Semantic Web technologies, such as Jena  [64]  and Vivo  [65] . The ontol-
ogy is also being implemented using the ontology management application 
framework Prot é g é  4.1  [66]  to support the design of the structure of the assay 
ontology. It is being developed using Web Ontology Language (OWL) 2.0  [48, 
67] , which is currently the most expressive description logic (DL) language. 
This is in contrast to most of the OBO ontologies. 

 BAO includes several high - level concepts related to biological screening, 
including perturbagen, metatarget, format, technology, analysis, and endpoint. 
Perturbagens deposited in PubChem and the other screening data sources 
mentioned above are mostly small molecules, but perturbagens can include 
various other perturbing agents that are screened in an assay. The metatarget 
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component describes the protein target, pathway, biological process or event, 
and so on, targeted by the assay. Format includes biochemical, cell based, 
organism based, and variations thereof. Technology describes the assay meth-
odology, assay design, and implementation (including detection method) of 
how the perturbation of the biological system is translated into a detectable 
signal. Analysis describes how the raw signals are transformed into reported 
endpoints. Endpoints are the fi nal HTS results as they are usually published 
(such as IC 50 , percent inhibition, etc.). BAO also captures other assay proper-
ties and relationships, such as assay purpose or how assays are related in 
campaigns. BAO is designed to handle multiplexed assays. All main BAO 
components include multiple levels of subclasses and specifi cation classes, 
which are linked via object property relationships forming a knowledge 
representation. 

 All these aspects of the BAO project described above will facilitate collabo-
rations among scientists of various disciplines, including screening biologists, 
chemical biologists, medicinal chemists, cheminformaticians, and modelers. 
The bioassay ontology will enable scientists to readily compare screening 
results and to evaluate screening outcomes in the context of the existing large 
public data sets — for example to distinguish artifactual hits from desired ones. 
It will make it much easier to retrieve quantitative outcomes and activity 
profi les relevant for medicinal chemists. BAO will also enable modelers to 
generate consistent quantitative data sets that are related to a distinct biologi-
cal process or mechanism of action, for example, a protein target, a pathway, 
an assay technology, and so on. Because ontologies defi ne semantics using text 
expression, BAO can also make domain - specifi c information accessible to 
nonexperts, for example, chemical structural information to cell biologists or 
assay technologies to cheminformaticians. With an ontology of suffi cient detail 
and appropriate software tools, one could imagine being able to express 
complex queries covering several concepts by simple text, for example,  “ pro-
miscuous inhibitors of luciferase reporter gene assays. ”  

 This BAO will also facilitate collaboration between researchers in a public/
private data - hosting environment by enabling automated systems to alert 
researchers of potential collaboration opportunities (see Chapters  12  and  21 ). 
For example, the owner of a private assay instance might opt to have an intro-
duction made to researchers that meet certain criteria based on assay data (as 
opposed to structure or other alerts). This can be done in an automated 
fashion, without either party viewing confi dential information directly. An 
assay ontology makes this possible because it allows considerable fl exibility in 
defi ning the terms of the alert and can make it very easy to defi ne such an 
alert (i.e., by textual expressions). The private assay instance owner might then 
opt to suggest collaboration only with other researchers who meet certain 
affi liation requirements and have agreed up - front to a standard confi dentiality 
agreement (e.g., available from Science Commons or elsewhere). Once both 
parties acknowledge the collaboration, the data set (and means of direct com-
munication) could be shared within whatever database software is used. This 
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will enable a mechanism of suggestive collaboration that does not currently 
exist for biomedical researchers and requires assay defi nitions provided by the 
ontology.   

   28.5    WILL WIKIS AND ONLINE COLLABORATION 
CHANGE THE WORLD? 

 The word  “ wiki ”  has become a general - purpose term sometimes used to cover 
a very wide range of online collaborative authoring environments from 
Wikipedia, to blogs, and to community forums and news sites (see Chapter  5 ). 
Many of these differ widely in their interfaces, communities, and approaches 
to editing and publishing information. Wikipedia is clearly changing the world, 
especially when it comes to engaging the masses to collaborate, contribute, 
and develop a new form of encyclopedia. The Media Wiki platform ( http://
en.wikipedia.org/wiki/Media_wiki ) is free and open - source software and has 
been downloaded and deployed many times to set up corporate wikis, for 
example, Pfi zerpedia ( http://pubs.acs.org/email/cen/html/090207084512.html ). 
Wikis are showing up everywhere. WikiGenes ( http://www.wikigenes.org/ ), 
WikiProteins ( http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2441475/ ), Wiki-
Pathways ( http://www.wikipathways.org/index.php/WikiPathways ), and the 
WikiProfessional Concept Web ( http://www.wikiprofessional.org/about.php ), 
to name a few, are already contributing to knowledge sharing, management, 
and development of the Semantic Web for the life sciences. 

 Many blogs cover areas of the drug development process from biology 
through chemistry and compound analysis and validation. While these rarely 
deal with the day - to - day details of an ongoing drug discovery and develop-
ment process, they do play an important role in education, spreading best 
practice and identifying poor and unethical practices. Blogs and their associ-
ated commenting communities are becoming a strong component of the self -
 regulation and analysis of the drug discovery and development community. At 
the same time blogs and similar websites and community forums are also 
providing a platform for those critical of the processes, organizations, and 
individuals involved in the advance of modern medicine. In some areas these 
communities and their websites overlap. This form of criticism and analysis, 
whether constructive or not, is likely to continue and the corporate, academic, 
and individual response to it will be an increasingly important area for com-
munity engagement. The necessity for this engagement is another way in which 
the social Web is changing the world of drug development. 

 Between the word processor document on a shared disk and the fully open 
and editable wiki, or a blog accepting comments, there is a wide range of col-
laborative authoring tools and publication mechanisms. GoogleDocs, EtherPad, 
Wave, and Microsoft Offi ce Live Workspace as well as wikis and other Web -
 based content management systems offer shared spaces where documents can 
be prepared and edited with one other person, defi ned communities and 
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groups, or the whole world. In most of these environments switching between 
completely private and public is a matter of pressing a button, making it pos-
sible to author in private but easily publish to the Web. Authoring and securing 
criticism prior to  “ publication ”  are both much easier and potentially much 
more effective. However the potential of these tools remains unexploited 
while most authors prefer to e - mail around Word documents. 

 In the future wikis and other social software are likely to continue their 
growth and prominence as knowledge - sharing environments with the software 
platforms continuing to expand in functionality based on the needs of the 
user organizations. Google SideWiki ( http://www.google.com/sidewiki/intl/en/
index.html ) already allows anyone to leave comments about pages as they surf 
the Web, thereby further enabling the community to participate in wiki ’ ing the 
Web. The challenges for wikis will be whether they can be seen as nearly 
equivalent to traditional peer - reviewed publishing to gain further acceptance 
from the scientifi c community. Until their credibility increases, individuals will 
be less motivated to participate compared with other modes of communica-
tion. Will wikis change the world? They already are and could be exploited 
further to impact biomedical research.  

   28.6    COLLABORATIVE SYSTEMS BIOLOGY 

 In a similar way to wikis (described above), we presently take for granted a 
systems - level understanding of the linked networks of multiple interacting 
genes, gene products, and metabolic processes that determine phenotype. 
Systems biology is considered an interdisciplinary methodology incorporating 
collaborations between experimental biology, physiology, physics, engineering, 
mathematics, and computer science. Systems biology emphasizes combining 
high - quality, quantitative data from multiple levels with computational model-
ing to develop mechanism - based models of how networks of individual genes 
and proteins interact. For many years the functional organization of a biologi-
cal system was described in terms of pathways which were relatively small 
linear chains of biochemical reactions or signaling interactions. In recent years, 
as biology has used high - throughput methods for determining protein – protein 
interactions, it has also required the development of pathway databases and 
natural language processing algorithms for automatic extraction of pathway 
information. Now we realize that biology is enormously complex and molecu-
lar processes can be linked to very large, highly interconnected networks  [68] . 
We have seen the availability of software for visualizing complex gene net-
works become very commonplace, and this, in many ways, has been the under-
pinning of research on systems biology  [41 – 49] . For example, combining 
comprehensive databases, powerful analytical and network building tools have 
resulted in the development of commercially available integrated high -
 throughput data - mining suites like Pathway Assist ™  (Ingenuity), PathArt ™  
(Jubilant Biosys), Pathways Studio ™  (Ariadne), MetaCore ™ , MetaDrug ™  
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(GeneGo), and others  [69] . Noncommercial tools, including PATIKAweb 
( http://www.cs.bilkent.edu.tr/ ∼ patikaweb/ ), are also available  [70] . These tools 
can enable visualization of global cellular mechanisms and use curated content 
on human physical protein – protein interactions, allowing different levels of 
cellular functionality captured as maps of current biological knowledge or 
custom - built interaction networks. There are even signifi cant open approaches 
to building pathway databases ( http://www.wikipathways.org/index.php/
WikiPathways )  [71, 72]  and systems biology platforms  [73]  which perhaps have 
persuaded the commercial companies to make some of their pathways freely 
available ( http://www.genego.com/mapbrowse.php ). 

   28.6.1    Facilitating Collaborations in Systems Biology Community 

 There need to be active methods to facilitate collaborations between scientists 
and systems biologists if science is to advance. Currently these types of interac-
tions predominantly occur in established institutes. We posit the question 
about what could happen if they could be more open. For example, Web - based 
social networking technologies that could enable any scientist to fi nd and col-
laborate with another scientist that could apply systems biology to the project 
in question, or simply for a biologist to share data with systems biologists (so 
that computational models could then be sent back and tested by the 
researcher), would potentially advance the science in more than an additive 
fashion. 

 There have been some efforts to develop software that can be used to build 
biomedical Web communities using a semantically aware content management 
system. One example is the science collaboration framework that has been 
used to create open - access online communities such as StemBook ( http://
www.stembook.org/ ) and PD online ( http://www.pdonlineresearch.org/ ), which 
deal with stem cell research and Parkinson ’ s disease, respectively  [74] . These 
communities provide clear attribution for content as well as editorial review. 
It would not be too much of a step if these were extended to connect scientists 
and their data in addition to their publications. What if scientists with a systems 
biology background were a part of these communities or such communities 
were interconnected?   

   28.7    MOBILE COMPUTING AND ITS IMPACT ON 
COLLABORATIONS 

 In the last decade we have seen not only the fusion of mobile telephones 
with music players and Web browsing but also the introduction of less expen-
sive, smaller devices like netbooks, tablet computers, and smart phones that 
are likely to become increasingly prevalent and more powerful as micropro-
cessors and memory modules become even cheaper. There has been parallel 
development of programming languages and standards leading to software 
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applications for mobile devices which in the past would only have been pos-
sible on large computers. This has resulted in a growing number of medical 
applications of smart phones that assist physicians in accessing test results to 
evaluate, for example, blood pressure records, electrocardiograms, blood 
glucose, and pulmonary function or to monitor a fetal heart rate. Obstetricians 
can even remotely monitor the heart rate of the fetus as well as that of the 
mother. Such real - time monitoring enables tracking and intervention in cases 
of chronic health conditions, improving patient outcomes. The simple use of 
camera phones for imaging could also have a transforming effect of bringing 
medical care to remote areas  [75] . 

 In biomedical research, chemists in particular may move from accessing 
data in their electronic notebooks at the desktop computer to their tablet PCs 
or their smart phones/devices. These mobile devices offer a window into how 
scientists will operate in the future — such devices will further enhance the 
provision of collaborative software to biomedical scientists, an existing limita-
tion being how much information one can show on current screen real estate. 

 Already there are numerous applications that run on smart phones and 
tablet computers like the iPad. There has been a focus on chemistry tools (both 
applications and mobile, browser - based access), many of which can be down-
loaded at no charge or purchased very cheaply. Applications bring kudos and 
marketing value with dedicated platform functionality and allow offl ine usage. 
Examples include laboratory assistants (stoichiometry calculators, equation 
balancing, elemental formulas to mass), educational tools (periodic tables, fl ip 
cards, questions and answers, study aids), structure drawing and viewing tools 
for both small molecules and biomolecules, and look - up tools (e.g., chemical 
reactions, Wikipedia, chemistry database searching)  [76] . Scientifi c publishers 
also have made the move to mobile computing as another outlet for their 
content, as the American Chemical Society already provides mobile feeds 
from magazines and journals and nature.com presents highlights from the 
journal. Structure drawing also serves as a starting point for calculations 
(formula, mass, physicochemical properties) and database look - up (Internet 
for latest content, on device — currently space is not a problem). Symyx 
ChemMobi and Mobile ChemSpider are both examples of providing access to 
large online databases, while the latter presents a very simple interface and 
limits the amount of data returned compared with the full Internet version, 
thus maximizing the visibility of structures and data on the small screen (Figs. 
 28.2  and  28.3 ).   

 In the short term it is likely that a handful of key science applications will 
dominate, although it is unclear at present what these will be. From the col-
laboration side so far there have been no real technologies developed of which 
we are aware. The cloud - based management of publications (e.g., Papers and 
Mendeley) is probably the most obvious benefi t of mobile computing today, 
but there is a key gap here in the provision of tools for sharing data or fi nding 
collaborators via mobile computing. In the midterm the popularity of tablet 
computers will likely increase as a result of the in - vogue nature of the iPad, 
and the upcoming availability of multiple other tablet devices, and this will 
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cause applications to become optimized to these platforms in the future. One 
obvious route of value will probably be to provide online computational 
chemistry or biology algorithms that one would previously access on a PC, for 
example, by using APIs for prediction. Online chemistry and biology databases 
will also be popularized and increasingly accessed through services via mobile 
computing hardware  [76] . 

     Figure 28.2     Example of how a website can be adjusted for mobile applications on 
smart phones using the Royal Society of Chemistry ’ s ChemSpider as an example. The 
left side of the fi gure shows screenshots of the full Internet version while the right 
represents screenshots of the mobile version.  

     Figure 28.3     Screenshots of various mobile chemistry applications.  
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 What are the challenges ahead for mobile devices? Considering further the 
changing interfaces for an increasing abundance of devices, should we imagine 
a time without them? This may be hard to consider for molecules, but in reality 
molecules can already be Tweet ’ ed as SMILES  [77]  or InChIs  [78] . But what 
about biology? What other uses can we put such devices to that might be col-
laborative in nature? Time will tell, but ultimately, as mobile devices increase 
in computing power, they may become our primary computers and means to 
access scientifi c research resources, analytical machines, and data in real time. 

 The science of biomedical R & D may change in the years ahead and will 
more likely involve more crowdsourcing, precompetitive collaborations, and 
aggregation of data from diverse sources. Working on technologies for mobile 
chemistry and biology applications may be a fruitful outlet for developers, 
especially if there is a collaborative component that can leverage network 
effects. There certainly needs to be more consideration of how these small 
powerful computers can be used, and that in itself is a challenge and may come 
about as much by accident as by design.  

   28.8    CROWDSOURCING TAIL FOR 
COLLABORATIVE DATABASES 

 Large - scale Internet systems (such as Twitter, Digg, Wikipedia, Amazon, 
Netfl ix) show a long tail in which a few people participate a lot and a lot of 
people participate a little  [79] . Chapter  6  describes how major company efforts 
at crowdsourcing ideas [similar to Innocentive ( www.innocentive.com )] like-
wise follow a power law  [80]  which is most often the signature of a system with 
positive feedback  [81] . We have investigated whether different types of crowd-
sourcing environments requiring data contributions behave in a similar manner. 
For example, we have examined the data regarding the number of uploads of 
data in CDD ( www.collaborativedrug.com ) for each user and the number of 
depositions and curations for ChemSpider ( www.chemspider.com ) users. The 
CDD data suggest a power law with a considerable downward tail (Fig.  28.4 ), 
which is a signature of  “ saturation ”  of the audience; that is, in a fi xed universe 
of users of these software, a majority of possible people are becoming active 
contributors (e.g., uploading data or adding content). In addition, the slope of 
the apparent power law (solid line) is quite different from the narrow range 
typical of much larger scale corporate intranet challenges (dashed line and 
Chapter  6 ) which are usually from 2.7 to 3. The ChemSpider data also show 
power law relationships with even more different slopes (Fig.  28.5 ).   

 The slope of a power law is a measure of contribution by whom. ChemSpider 
content is very strongly driven by a small but very active minority (one to fi ve 
persons) of the total audience, while in contrast, corporate intranet challenges 
depend most on a large number of occasional contributors, with CDD in 
between. Because these statistical signatures are robust and affect our strategy 
to engage present and future contributors, this is an important area for inves-
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     Figure 28.4     Rank – frequency plot of data contributions to CDD. Solid line: power law 
with  α     =    2.2; dashed line,  α     =    2.7.  

     Figure 28.5     Rank – frequency plot of data contributions to ChemSpider. Diamonds: 
curations, line is power law with  α     =    1.4. Circles: depositions, line with  α     =    1.5.  

tigation. There is evidence that in some cases the exponent of the power law 
refl ects the diffi culty of the task, for example, Twitter (easy) versus writing an 
original article for Wikipedia (hard)  [82] , but it does not appear to us that 
chemistry curation should be more or less complex than contributing to a 
business challenge. Instead we are drawn to the hypothesis that we are seeing 
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signatures of task consistency, scale, duration, and human motivation: Nowak 
 [83]  presents multiple rules showing that sustained cooperation in a large 
community requires the contributors to perceive more benefi t than in a small 
community. Only in a small community, such as ChemSpider today, are the 
intangible benefi ts (reputation, friendship, reciprocity) strong enough to 
sustain cooperation over time, and it is only over time and with a consistently 
applicable skill set (organic chemistry) that a small number of committed 
individuals can come to dominate the statistics. In contrast, the large chal-
lenges of Chapter  6  are diverse (and so will tend not to reengage the same 
expertise) and time limited (typically two to three weeks). 

 There is more to explore, such as to what extent crowdsourcing signatures 
refl ect task diffi culty, constrained access (anonymous versus password -
 restricted subscription), scientifi c discipline, or monetary reward (where analy-
sis of Innocentive ’ s statistics would be useful). In any case, we certainly agree 
with Chris Anderson  [79]  that wise players exploit both the head (the contribu-
tors you already know and access in traditional teams and workshops)  and  the 
tail (the huge number you do not know and now can access electronically).  

   28.9    ROLE OF  “ OPENNESS ”  — HOW FAR CAN 
COLLABORATION GO? 

 Collaboration in drug discovery and development has traditionally been a 
regulated exchange between known players, often based on formal contractual 
arrangements. At some level this is at odds with effectively exploiting the 
ability of densely connected networks, such as the Web, to provide opportuni-
ties for unexpected innovation and contributions. Success on the Web can be 
measured to a large degree by the extent to which your content is linked to, 
commented on, copied, and reused. Innovation on the Web is driven by con-
nections made between people, between ideas, and often between the unex-
pected juxtaposition of, in many cases illegally copied, content. Where the free 
fl ow of information and content is supported, both technically through effec-
tive online tools for sharing and legally through open licensing, the Web 
effectively supports innovation around that content and information. 

 The potential of the Web lies in connecting people and insights through the 
discovery of shared common interests. In drug discovery the identity of those 
common interests is often proprietary or patentable secrets. While the col-
laborative frameworks described in this volume offer opportunities to bring 
costs down, bringing a drug to market will remain expensive. It is tempting to 
simply declare that the necessity to protect future return on investment in new 
treatments is simply incompatible with the free movement of information on 
the Web. It is challenging to enter into a nondisclosure agreement with people 
you cannot identify without disclosing the key information. 

 The distance, however, may not be as great as it seems. The traditional 
process of publication through peer - reviewed journals and patents is one of 
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disclosure. The trade - off is between disclosure and the obtained protected 
interest, either a  “ moral right ”  in recognition and citation from a peer - reviewed 
article or in the right to exploit granted by a patent. The key decisions made 
here are when to disclose based on the legal framework, potential losses 
through not disclosing (e.g., by being  “ scooped ”  by a competitor gaining fi rst 
publication), and the potential for identifying important additional informa-
tion or collaborators through publication. 

 These are precisely the same issues associated with publication to the wider 
Internet. The key differences are that much greater granularity of  “ publica-
tion ”  is possible, with choices ranging from publication to a group, an organiza-
tion, a community, or the world, and that the potential benefi ts in publication, 
unexpected insights, or connections to arise are much greater. This is, as it has 
always been, a risk assessment. What are the likely benefi ts and likely risks of 
different forms of publication. And, increasingly, what are the likely risks of 
 not  publishing in some form? 

 A risk management approach and the added range of options provided by 
the Internet mean that different solutions are likely to be most effective in 
different spaces. An explicit aim of SAGE Bionetworks (described earlier) is 
to make disease biology a precompetitive space by aggregating large quanti-
ties of valuable data in the public domain. The capital costs, and therefore the 
fi nancial risks, of obtaining large volumes of high - quality disease or biology 
data are now so high that they pose a threat even to large pharmaceutical 
companies. The potential benefi ts in pooling these data to identify new poten-
tial treatment targets are huge. There is therefore likely to be a signifi cant 
move toward more open publishing of disease biology data — and the growth 
of a range of business and academic opportunities around the curation and 
critical analysis of that data. At the other extreme, at the core of most drug 
patents, are specifi c compounds and their formulation. It is unlikely that such 
specifi c information on fi nal stage development products will be published 
transparently prior to patent disclosure in the immediate future. Toxicology 
data on failed compounds fall perhaps somewhere in the middle. 

 What is clear is that to fully exploit the potential of the Web to support 
unexpected innovation and adventitious discovery requires a greater degree 
of open publication than is traditional in drug discovery. The potential for 
more effective and effi cient fl ow of information is enormous. In an area where 
there is signifi cant money to be made, this implies there is a signifi cant market 
opportunity for the development of tools and approaches that take advantage 
of that potential. These tools will provide the technical and legal infrastructure 
that provides confi dence about the level of sharing that is going on and con-
fi dence about the rights of parties to use or reuse information. High granular 
sharing (and easy publication) settings on collaborative author environments 
and widely used and legally respected patent licenses and material transfer 
agreements that provide clear rights and where appropriate limitations to 
those rights are likely to play a role here ( http://sciencecommons.org/projects/
patent - licenses/ ). 
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 Fully exploiting the potential of the Web for collaboration, and particularly 
the effective creation and exploitation of unexpected opportunities, requires 
new approaches, new tools, and new thinking to be applied. This is particularly 
the case in traditionally secretive and highly controlled areas such as drug 
discovery. In the long term, however, these are just business risks and oppor-
tunities like any other. What is required is a much more sophisticated under-
standing of what those risks and opportunities represent and how they differ 
across different parts of an organization and for the different players in the 
drug discovery process. The change in the information and innovation land-
scape is such that the major players will need to reconfi gure to stay competi-
tive and there will be many opportunities for new and smaller players, including 
nonprofi t organizations, to take advantage of the inevitable inertia of big 
pharma. Making choices about where and how to be more open and support 
wide - ranging collaboration opportunities will play a large part in the future 
health and survival of all of these interested parties.  

   28.10    CONCLUSIONS 

 There are a number of areas that we believe are important to monitor in terms 
of collaborative approaches in the biomedical sciences. For example, credit 
sharing and rewards for cooperation when various groups or individuals 
provide data as well as reliable methods for assigning attribution of data to 
such laboratories will be important as will measures of trust and quality assur-
ance in collaborations. 

 While ideas are free, very often data are not, and one way to liberate these 
data is more connectivity between scientists across disciplines. The automation 
of scientifi c measurement so that the data are stored and accessible to those 
with permission may, in some ways, enable ready collaboration. A future 
research area could be empowering computers with the ability to identify col-
laborators (whether human or machine - based collaborators) and automati-
cally push data to them. While a competitive advantage for a large or small 
company will be in the analysis and mining of data and not the data them-
selves, there needs to be a good understanding of data quality and automated 
recognition of these and any associated issues with the data will be required. 
Depending on the laboratory there may be very different accepted measure-
ment standards and approaches and it will be important to understand the 
interlaboratory differences in data  [63, 64] . 

 Another issue is that if some of the precompetitive data in the pharmaceuti-
cal industry are to be freed up to the public domain, then they have to be 
accessible to those charged with the task of collating and providing the data 
for access. Big pharma and its associated legacy infrastructure has been notori-
ously bad at knowledge management. In recent years there has been recogni-
tion regarding the challenges of leveraging the decades of research - related 
information  [65, 66] . Later bottlenecks will include researchers not being able 



REFERENCES 513

to leverage public data because they either cannot locate or cannot access the 
data or the data may not be of suffi ciently high quality. To date there are rela-
tively few examples of using public domain data for research while literature 
data are more commonly used for the development and testing of computa-
tional ligand - based models  [60, 61] . We believe that there need to be even 
greater efforts to demonstrate what can be achieved in regards to using litera-
ture data for model development. 

 There remain many questions to answer. Even when there is suffi cient 
confi dence in public domain data, how will researchers mesh public domain 
and precompetitive data into internal systems? Also, what are the legal chal-
lenges of protecting data such that they minimize hurdles for data that could 
be released to the public? 

 Getting people to collaborate and share data is a signifi cant challenge. It is 
hard enough to coordinate such efforts inside an organization, so what is the 
payoff or cultural shift that needs to occur in order to have people participate 
in open collaborations across organizations? Is it human nature that most will 
focus on one ’ s own research interests? We should be actively training the next 
generation of scientists to be more collaborative and use the various software 
systems that are available to facilitate this. The ultimate goal of collaborative 
software and tools is to speed up decision - making processes and enhance con-
nectivity between scientists. Such tools may be useful for those involved in 
alliance management or needed for managing collaborator or researcher 
networks. 

 Many other issues could have been covered in this volume, but we are 
restricted by lack of space as well as the pace in this area of collaboration and 
affi liated technologies as it is very much a moving target. In the future there 
will be new and improved ways of getting biomedical researchers to collabo-
rate, as yet not identifi ed. Our present efforts are sure to represent only col-
laborative software for biomedical research version 1.0. There are, of course, 
many opportunities to address for version 2.0. These are exciting times.  
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