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Preface

In August 2004, the Ecole de Physique des Houches hosted a Summer School
dedicated to biological, physical and computational aspects of nucleic acids.
Central to vital processes, these biological molecules have been experimentally
studied by molecular biologists for five decades since the discovery of the struc-
ture of DNA by J. Watson and F. Crick in 1953. Recent progresses, such as
the development of DNA arrays, manipulations at the single molecule level, the
availability of huge genomic databases, have foster the need for theoretical mod-
eling. In particular, a global understanding of the structure and function of DNA
and RNA require the concerted development and application of proper experi-
mental and theoretical approaches, involving methods and tools from different
disciplines, including physics. The aim of this Summer School was precisely
to provide a comprehensive overview of these issues at the interface between
physics, biology and information science.

The Summer School encompassed three main sections:

1) Biochemistry and Biology of DNA/RNA;

2) Biophysics: from Experiments to modeling and theory;

3) Bioinformatics.

The present book follows the same organization, and is mainly intended to ad-
vanced graduate students or young researchers willing to acquire a broad inter-
disciplinary understanding of the multiple aspects of DNA and RNA.

The first section comprises an introduction to biochemistry and biology of nucleic
acids. The structure and function of DNA are reviewed in R. Lavery’s chapter.
The next contribution, by V. Fritsch and E. Westhof, concentrates on the folding
properties of RNA molecules. The cellular processes involving these molecules
are reviewed by J. Kadonaga, with special emphasis on the regulation of tran-
scription of DNA. These chapters do not require any preliminary knowledge in
the field, except that of elementary biology and chemistry.

The second section covers the biophysics of DNA and RNA, starting with ba-
sics in polymer physics with the contribution by R. Khokhlov. Advances in the
understanding of electrophoresis, a technique of crucial importance in everyday
molecular biology, are then exposed in T. Duke’s contribution. Finally a large
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space is devoted to the presentation of recent experimental and theoretical pro-
gresses in the field of single molecule studies. T. Strick’s contribution presents
a detailed description of the various micro-manipulation techniques, and reviews
recent experiments on the interactions between DNA and proteins (helicases,
topoisomerases, etc.). The theoretical modeling of single molecules is presented
by J. Marko, with a special attention paid to the elastic and topological properties
of DNA.

The third section presents provides an overview of the main computational ap-
proaches to integrate, analyze and simulate molecular and genetic networks. First
J. van Helden introduces a series of statistical and computational methods al-
lowing the identification of short nucleic fragments putatively involved in the
regulation of gene expression from sets of promoter sequences controlling co-
expressed genes. Next the chapter by Samsonovaet al. connects the issue of
transcriptional regulation with that of the control of cell differentiation and pat-
tern formation during embryonic development. This contribution ties the issues
of data integration, image processing and dynamical modeling, focusing on a
simple model organism (the fly). Finally, H. de Jong and D. Thieffry review a
series of mathematical approaches to model the dynamical behaviour of complex
genetic regulatory networks. This contribution includes brief descriptions and
references to successful applications of these approaches, including the work of
B. Novak, one of the teachers of the school, on the dynamical modeling of cell
cycle in different model organisms, from yeast to mammals.

To complete the different chapters of this volume, the material corresponding to
additional seminars and lectures, as well as to the public lecture in Les Houches
by D. Chatenay can be download from the Summer School web page, at the url:
http://w3houches.ujf-grenoble.fr/sessions_ete/ete-82/session-82.html

The organization of the summer school and the publication of this volume could
not be achieved without the invaluable contributions of the speakers and authors,
all deserving warm thanks. We also express our gratitude to I. Lelièvre and B.
Rousset for their diligent help in the organization of the School. Furthermore,
we gratefully acknowledge the generous financial support from the CNRS, the
NATO, and the European Union. Finally, we thank the attendees for the friendly
and warm atmosphere that they were able to create during this 82th Session of
the Les Houches Summer School.

D. Chatenay, S. Cocco, R. Monasson, D. Thieffry and J. Dalibard
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1. Introduction to the DNA double helix

We live in the age of genomes and the DNA double helix which carries the ge-
netic code has become a universally recognized icon. Today, the genomes of
several hundred organisms have already been sequenced. Their size in base pairs
(bp), the fundamental building block of the genetic code, is very variable, only
600,000 bp formycoplasma genitalium, but roughly 3,300,000,000 bp for the hu-
man genome. The scale of these numbers means that “Mb”, or mega-base pairs,
has become the most common unit. Since the distance between two successive
base pairs within DNA is roughly 0.34 nm (or 3.4 Å, where an Å is 10−10 m),
the human genome is roughly 1 m long. Despite this length, the whole genome
is packed into the nucleus of every one of our cells, a structure having a diameter
on the order of 1µm. DNA has a persistence length of roughly 500 Å (150 bp),
which means that 1m of isolated DNA would form a random coil with a diameter
of roughly 200µm. This implies that something else must contribute to packing
DNA into our cells, and this, as we will see later, is one of the roles of a wide va-
riety of proteins which interact with the double helix (the protein-DNA complex
found in the nucleus is termed chromatin).

Despite the very real complexity of cellular functioning, the sequencing of
entire genomes means that it is becoming feasible, at least for the simplest organ-
isms, to build lists of all the proteins encoded in the DNA message, to understand
how the production of these proteins is controlled (initially through the subtle in-
terplay of the proteins, known as transcription factors, controlling DNA→RNA
transcription) and how these proteins interact with one another or act upon other
molecules present within the cell, leading to energy storage, molecular synthesis,
and so on. A number of projects are now targeting the construction of “min-
imal organisms” either in the laboratory (http://www.biomedcentral.com/news/
20021122/05/) or within the computer (http://www.e-cell.org/). These efforts,
which would have been impossible without genome sequencing, should bring us
to a much deeper understanding of the true nature of life – a striking contrast
to the definition I learnt in school, which was an acronym based simply on the
observable characteristics of living organisms: “MERRING” (movement, excre-
tion, reproduction, respiration, irritability, nutrition and growth).

Let’s start the story of the DNA double helix by looking briefly at the his-
tory of its discovery. Although the Austrian monk, Gregor Mendel’s work turned

5
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out to be the true foundation of genetics, it was Freidrich Meischer who actu-
ally first isolated the carrier of the genetic message, DNA. He termed the mole-
cule, or rather the molecular complex (somewhat degraded chromatin), he iso-
lated “nuclein”. Meischer, who had some difficulty publishing his work despite
the fact that his boss Ernst Hoppe-Seyler was the founder of the first journal
of biochemistry, showed great insight in imagining that a biological polymer
(or biopolymer) might carry a message, coded in the linear organization of its
monomeric building blocks. Nevertheless, it would take almost 60 years un-
til this role was demonstrated for DNA. Part of the delay was due to the great
organic chemist Phoebus Levene, did much of the pioneering work necessary
to identify the molecular components of DNA (deoxyribonucleic acid) and how
they were distinguished from RNA (ribonucleic acid). Unfortunately, he con-
cluded that the four bases which occur along the DNA polymer, adenine (A),
cytosine (C), guanine (G) and thymine (T) were probably organized in a tedious
regular repeat: ACGTACGT. . . . This so-called tetranucleotide hypothesis im-
plied that DNA could not be an information carrier, and led to proteins, which
were known to have irregular sequences formed from 20 different amino acids,
appearing to be much more attractive candidates as information storage mole-
cules. With DNA research now seen as a side-track, it took many years before
the pioneering work of Oswald Avery (ironically working at the Rockefeller In-
stitute where Levine had formulated his tetranucleotide hypothesis) showed that
injections of DNA led to genetic transformations in bacteria and put DNA back
in the limelight.

Converting the chemical structure of DNA into a molecular conformation
turned out to be a difficult task. A key step involved obtaining X-ray diffrac-
tion patterns for fibres, which could be easily pulled by inserting a glass rod into
a solution of DNA. The earliest diffraction patters were obtained by William Ast-
bury, but this work was perfected by Rosalind Franklin, working alongside John
Kendrew in University College, London. While Rosalind Franklin attempted
to solve the structure of DNA by laborious crystallographic techniques, Francis
Crick and James Watson in Cambridge set about model building, using data from
Francis Crick’s earlier work on the theory of diffraction, which enabled them to
identify the signature of a helical structure within the DNA fibre patterns. The
first model of Watson and Crick was a disaster which meant that they had to
continue their work in secret in order to avoid the wrath of William Bragg, the
director of the Cavendish laboratory. They were not alone in making early mis-
takes, since Linus Pauling, one of the greatest structural chemists, also published
a model of DNA (a triple helix with the bases on the outside) which was clearly
incorrect. His mistake was to assume that the phosphate groups of DNA would
be neutral and could hydrogen bond together. In fact, the phosphates are ionised
in aqueous solution and therefore repel one another.
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Table 1

DNA landmarks

1865 Gregor Mendel publishes his work on plant breeding with the notion of “genes” carrying
transmissible characteristics

1869 “Nuclein” is isolated by JohannFriedrich Miescher in Tübingen in the laboratory of Ernst
Hoppe-Seyler

1892 Meischerwrites to his uncle “large biological molecules composed of small repeated
chemical pieces could express a rich language in the same way as the letters of our
alphabet”

1920 Recognition of the chemical difference between DNA and RNAPhoebus Leveneproposes
the “tetranucleotide hypothesis”

1938 William Astbury obtains the first diffraction patters of DNA fibres

1944 Oswald Avery (Rockefeller Institute) proves that DNA carries the genetic message by
transforming bacteria

1950 Erwin Chargaff discovers [A]/[G]= [T]/[C]

1953 James WatsonandFrancis Crick propose the double helix as the structure of DNA based
on the work ofErwin Chargaff, Jerry Donohue, Rosalind Franklin andJohn Kendrew

1980 Richard Dickerson’s laboratory at UCLA publishes the first crystal structure of a DNA
oligomer

The key to solving the problem came from the observation by Erwin Char-
gaff, that somehow the bases went together in pairs, A with T and G with C.
When the organic chemist Jerry Donahue explained to Jim Watson that most
textbooks of the day were wrong in showing the DNA bases as the so-called enol
tautomers, rather than the keto form (which contains proton accepting carbonyl
groups, rather than proton donating hydroxyl groups), the penny dropped and
Watson was able to plug the base pairs together in the right way and discover that
AT and GC pairs had exactly the same shape.

This implied that they could be build into the centre of a double helix which
could then have a regular structure whatever the sequence of the bases.

This insight became one of the defining moments in 20th century science.
The beauty of the double helix convinced everyone who saw it that it must be
the right answer – not least because it clearly answered the question of how the
genetic message could be copied. Due to base pairing, the two strands of the helix
contained complementary messages: AATCAGTTGA. . . on one strand, lined up
with TTAGTCAACT. . . on the other, separating the two strands and rebuilding
the complementary message led to a new generation with two identical copies
of the original molecule. This mechanism is described in the famous paragraph
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Fig. 1. Base pairs.

of Watson and Crick’s 1953 paper in Nature beginning “It has not escaped our
notice. . .”.

Despite the success of the double helix, it should be remarked there is actually
not much information in a fibre diffraction pattern. The model of Watson and
Crick was therefore very much a model. One problem it appeared to present was
related to replicating the genetic message. In order to copy the strands of the
double helix it is necessary to separate them. This is not trivial since the double
helical structure implies that the two strands are interwound and cross over one
another roughly every 10 base pairs. Separating the stands therefore requires un-
winding them and not just pulling them apart. Given the duplication time seen
in bacteria, simple calculations suggested that unwinding speeds would be so
high that the corresponding centrifugal forces would lead to breaking chemical
bonds. This independently led groups in New Zealand and in India to propose a
so-called side-by-side model, where crossovers were avoided by making a dou-
ble helix composed of alternate left- and right-handed segments. This model,
which solved the centrifugal force problem, fitted the fibre diffraction data and
was also compatible with early electron micrographs. The final solution came
from Richard Dickerson’s first single crystal structure of a DNA fragment (with
the sequence CGCGAATTCGCG). It provided the first high-resolution view of
DNA and it confirmed all the aspects of Watson and Crick’s model. However, it
also showed that a specific base sequence could locally deform the double helix.
This slightly mars its beauty, but, as we shall see later, is an important factor in
recognizing specific target sites within genomic DNA.

In order to understand DNA structure in more detail, we should now step
back to its building blocks. Figure 2 shows the chemical constitution of DNA.
The bases which we have already seen are divided in two families: adenine and
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Fig. 2. DNA backbone.

guanine belong to the purine family (abbreviated as Pur or R) and have two con-
jugated rings; cytosine and thymine, which only have single rings, belong to the
pyrimidine family (abbreviated as Pyr or Y). If, like a mathematician friend of
mine, you can’t remember which is which, just imagine yourself cleaning a DNA
model with a “Rag” (puRine = Adenine andGuanine). The bases are linked to
a 5-membered sugar ring through the so-called glycosidic bond. This bond links
the N9 atom of purine bases or the N1 atom of pyrimidine bases to the C1′ atom
of the sugar. The sugar is called a deoxyribose. Together the sugar and the base
constitute a nucleoside. (Before you get bored with chemical jargon, remember
that when a base becomes a nucleoside it changes its name: adenosine, cytidine,
guanidine and thymidine.) When we add a phosphate group (via a “phospho-
diester bond”) to the sugar ring a nucleoside becomes a nucleotide. Nucleotides
can be linked together to form a polymer chain, since each sugar has two possible
phosphate binding sites, the C3′ atom and the C5′ atom. Note that this implies
that a polynucleotide chain has a direction. Conventionally, chains are written in
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the 5′-3′ direction, which can be identified by drawing a vector from the C5′ atom
to the C3′ atom of any sugar moiety within the chain. (This direction is down-
wards in figure 2.) This conventional directionality also applies to sequences and
thus CGCGAATTCGAG implies 5′-CGCGAATTCGCG-3′. When two polynu-
cleotide chains are put together to form a double helix, the complementarity al-
ready discussed for the base sequences also extends to the chain directions: one
chain goes up and the other goes down, making DNA an antiparallel double he-
lix. Therefore each end of the double helix is composed of a 5′ and a 3′ strand
terminus.

Before continuing our visit of DNA, it is worth remarking that the chemical
differences between DNA and RNA are limited to the addition of a hydroxyl
group at the C2′ atom of the sugar ring (turning a deoxyribose into a ribose) and
the removal of a methyl group at the C5 atom of thymine (making it into another
pyrimidine, named uracil). Although the chemical differences between DNA and
RNA do not seem to be very important, the structural and biological differences
are significant, as you will learn from other courses in this series.

Looking at figure 1, we see that the glycosidic bonds which link the bases to
the backbone sugar groups (symbolized by the solid black circles) both lie on the
same side of the base pairs. This means that the sugar-phosphate backbones are
closer together on this side and that, when the two strands of DNA are wound up
into a double helix, this side will form a narrower groove than the opposing side.
The narrow groove is conventionally termed the minor groove and the opposing
groove is known as the major groove. These differences are quite important
when we think about other molecules, and notably proteins, binding to the double
helix, since there is more space to reach in and contact the bases on the major
groove side. The difference between the grooves becomes clear in the view of
the conventional B form of DNA shown in Fig. 3. The minor groove can be
seen in the centre of this figure. (In passing, the A and B notations for DNA
date from the fibre diffraction studies of Rosalind Franklin. A transition from the
“A” to the “B” form was seen as the relative humidity of the fibres increased.)
B-DNA has a diameter of roughly 20 Å. The base pairs are perpendicular to
the helical axis and separated by roughly 3.4 Å. There is a twist of roughly 34◦
between successive base pairs, implying that there are roughly 10.5 bp per full
turn of the helix. Note that B-DNA is a right-handed double helix and, as already
mentioned, the strands run in opposite directions. To orient yourself, it is useful
to remember that, if we look into the minor groove of B-DNA, the 5′-3′ direction
of the strand on the left will point upwards, while that of the strand on the right
will point downwards. If we look into the major groove, these directions will be
reversed.

If we study the DNA backbones in more detail, we will see that there are
six single bond rotations for each nucleotide along the sugar-phosphate pathway.
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Fig. 3. B-DNA.

Table 2

Backbone dihedral angles

α : O3′ – P – O5′ – C5′ g−
β : P – O5′ – C5′ – C4′ t

γ : O5′ – C5′ – C4′ – C3′ g+
δ : C5′ – C4′ – C3′ – O3′ g+
ε : C4′ – C3′ – O3′ – P t

ζ : C3′ – O3′ – P – O5′ g−
χ : O4′ – C1′ – N1 – C2 g− (Pyr)

O4′ – C1′ – N9 – C4 g− (Pur)

These dihedrals are denoted by the Greek lettersα throughζ . A further single
bond, the glycosidic bondχ , positions the base with respect to the sugar ring.
Seven single bonds per nucleotide means that a single DNA chain is potentially
very flexible and indeed studies of single chains show a persistence length equiv-
alent to a single nucleotide unit. Much of this flexibility is lost in forming the
double helix because of the pairing and stacking interactions involving the bases,
but DNA still retains considerable conformational freedom, allowing for tran-
sitions between distinct conformational states (termed allomorphs) and also for
considerable thermal fluctuation. Table 2 gives the definitions of the backbone
dihedrals and shows there most common conformations in B-DNA. (The nota-
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tionsg−, t andg+, whereg stands forgaucheandt for trans, refer to dihedral
angles corresponding to staggered conformations around 60◦, 180◦ and−60◦ re-
spectively.)

We must also discuss briefly the sugar rings themselves. The optimal va-
lence angles of these 5-membered rings lead them to be most stable in non-planar
“puckered” conformations. With respect to the mean plane formed by the ring
atoms, these conformations have either two adjacent atoms out of plane, one on
each side of the mean plane, or one atom out of-plane, leading to a so-called “en-
velope” conformation. There are a total of 10 major pucker states. These puckers
are named after the atom which is most displaced from the ring plane and are
termed “endo” if this atom lies on the same side as the C5′ exocyclic atom (or
the nucleic acid base) and “exo” if the lie on the opposite side. Given the chemi-
cal environment of the sugar rings within DNA, two puckers turn out to be most
stable. C2′-endo is preferred in B-DNA, while C3′-endo is preferred in A-DNA.
(Shakespeare’s famous “2B or not 2B” is a good way to remember which pucker
goes with which form.) In publications concerning DNA structure, you will also
see that sugar pucker described in terms of phase and amplitude. The variables
come from the so-called pseudorotational representation of ring pucker, which
treats the ring deformation as a sort of standing wave. The phase angle then
characterizes the atom most displaced from the mean plane and the amplitude
characterizes the extent of its displacement. The phase angles corresponding to
the C3′-endo and C2′-endo forms are around 20◦ and 160◦ respectively. If you
imagine these angles plotted on a 360◦ compass, you will understand why C3′-
endo is sometimes referred to as a “north” pucker, while C2′-endo is “ “south”
pucker. The last thing its worth knowing about sugars is that the lowest energy
route from south to north puckers goes though east direction, which corresponds
to a O4′-endo pucker. This is due to steric hindrance which occurs between the
C5′ atom and the base bound to C1′ if you try and push the O4′ atom below
the mean plane (corresponding, as I’m sure you have already worked out, to an
O4′-exo pucker).

I have already remarked that DNA can exist in more than one allomorphic
form. Although the B form is the most common, transitions to other forms can
take place as the result of physico-chemical changes (notably, differences in the
solvent/salt environment) or as the result of physical constraints such as super-
coiling and transitions are also be influenced by the base sequence. The A form
of DNA, which was identified early on as occurring at low humidity, can be in-
duced by changing to a water/alcohol mixture and is also favoured by high GC
content. A-DNA is distinguished by a larger diameter than B-DNA (by roughly
4 Å), and a smaller rise (2.56 Å). The base pairs are also inclined with respect to
the helical axis and, whereas in B-DNA the helical axis passes roughly through
the centre of the base pairs, in A-DNA the base pairs are shifted almost 5 Å to-
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Fig. 4. A-, B- and Z-DNA structures.

wards the minor groove side. This means, as you can see on, the left of figure 4,
that the minor groove becomes wide and shallow and the major groove is now
deep and narrow. Despite these differences, the groove names derived from B-
DNA (and based on the location of the glycosidic bonds) are maintained for the
A form. In response to the change in position of the base pairs, there are also
changes in the conformations of the backbones, the most important of which is a
change in the sugar puckers from C2′-endo to C3′-endo. Note that A-DNA is still
a right-handed, antiparallel helix. The B to A transition can occur rapidly and in a
cooperative manner since it only requires minor conformational rearrangements.
Local transitions to the A form of DNA probably occur within the cell and can
certainly be induced by binding specific proteins.

Another important allomorphic form which you should know about is called
Z-DNA. This form was originally detected by changes in the circular dichroism
spectra for poly(dCG) sequences in high ionic concentrations. Z-DNA, shown on
the right of figure 4, is notable in being a left-handed helix. It is less well known
that, compared to B-DNA, the base pairs in Z-DNA have been turned through
180◦ around their long axis. The difficulty of carrying out such a rotation for a
set of stacked base pairs explains why the transition from B to Z is much slower
than from B to A, and that this transition generally starts at one point and works
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it way along the double helix, base pair by base pair. One other unusual feature
of Z-DNA is the relative position of the base and the sugar. When the base
pair is turned over, the rotation for purine nucleotides occurs at the glycosidic
bond, leading the base to be positioned over the sugar ring. This rotation is
chemically termed an anti to syn transition. If we were to try the same rotation
with a pyrimidine base, we would find that we generate steric hindrance between
the base and the sugar. As a result, when Z-DNA is formed, the rotation at
pyrimidines involves not only the base, but also the sugar ring. This coupled
rotation leads to the characteristic zigzag conformation of the backbone which
gave Z-DNA its name. Z-DNA is favoured by GC alternating base sequences (or,
more weakly, by alternating purine-pyrimidine sequences) and can be induced at
usual ionic strengths by applying negative supercoils to DNA. Whether Z-DNA
exists in biological systems is unproved (although antibodies binding Z-DNA
have been isolated), but its ability to relax negative supercoiling is certainly an
attractive property.

Before ending this introduction, it is important to note that the DNA can adopt
a much wider variety of structures than the limited forms of the double helix dis-
cussed above. Firstly, as shown in figure 5, there are other ways to put bases
together than the conventional “Watson–Crick” pairs. These alternate forms
open the way for building more complex structures with three or even four DNA
strands. Both of the latter possibilities, known respectively as triplex and quadru-
plex DNA, have biological and biotechnological interest. DNA triplexes occur
naturally with the cell. They are also an attractive route towards artificial tran-
scription control, since binding an appropriate single polynucleotide to a DNA
duplex can inhibit transcription. This technique is known as the anti-gene strat-
egy. The related technique of targeting a polynucleotide against a single stranded
RNA to form a duplex is known as the anti-sense strategy. Since exogenous
single strands are rapidly degraded within the cell, and also because the forma-
tion of duplex or triplex structures corresponds to a thermodynamic equilibrium,
chemists have gone to considerable lengths to create modified nucleotides that
will survive longer and bind better. If you are interested in this area, look up the
work of Peter Nielsen on PNA (peptide nucleic acid) where the sugar-phosphate
backbone has been replaced with modified peptide linkages, without damaging
the possibility of base pairing with conventional polynucleotides.

A final structure which should be mentioned is the so-called Holliday junction
(figure 6) which can be formed as a response to negative superhelical stress at
inverted sequence repeats. Stress leads to local unpairing and the extrusion of two
single strands which can then reform base pairs leading to a four helix junction.
Although these junctions are conventionally drawn as square planar structures,
they can fold up into a more compact tetrahedral form in the presence of Mg2+
ions.
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Fig. 5. Types of base pairing.
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Fig. 6. Schematic Holliday junction.

2. Biophysical studies of DNA – structure and stability

Probably the most important technique for studying DNA has already been dis-
cussed in the preceding section, namely X-ray diffraction. While the X-ray
diffraction of DNA fibres only gave partial structural information, the advent
of solid phase synthesis techniques made it possible to routinely prepare suf-
ficient quantities of pure DNA oligomers (typically 10 or 12 base pairs long)
to grow single crystals and obtain high-resolution data. (It is now possible to
buy long oligomers with defined sequences. Automated synthesis has progressed
to the point where Craig Venter’s company is considering synthesizing the en-
tire genome of a “minimal” organism containing several hundred thousand base
pairs.)

Crystallisation remains an art dependent on finding exactly the right solvent,
salt and temperature conditions. Robots have however made these searches less
tedious and intense synchrotron radiation has allowed results to be obtained from
smaller and smaller crystals. The quality of X-ray structures is defined by two
factors: the resolution, which is dependent on the diffraction behaviour of the
crystal and the R-factor which tests the quality of the calculated structure by
comparing its predicted diffraction pattern with that observed experimentally.
Good results correspond to a resolution of at least 2.5 Å and an R-factor below
0.25. The very best crystals diffract to roughly 1 Å and yield electron density
maps that enable individual atoms, including hydrogens, to be distinguished.

Although X-ray diffraction is undoubtedly the best technique available for
determining the fine structure of DNA, the very process of forming crystals does
run the risk of deforming the oligomers. Such deformations can notably affect
helix bending and these problems have hindered the use of crystallography as
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a means for understanding sequence-induced structural changes in the double
helix. The crystalline environment can also favour allomorphic transitions for
some sequences (notably B→A) and other changes are also found more locally
in the sugar-phosphate backbone conformations. Thus it is not clear that the
crystalline conformation of an oligomer will necessarily reflect its conformation
in solution, although a good match is found in many cases.

NMR spectroscopy (which studies atomic spin inversions) offers the possibil-
ity of studying DNA structure in solution and thus of avoiding crystal packing
effects, however it does not provide the same quantity of information as X-ray
diffraction. The two principal families of NMR experiments are termed COSY
(COrrelation SpectroscopY) and NOESY (Nuclear Overhauser Effect Spectros-
copY). COSY experiments give access to dihedral angles, while NOESY ex-
periments provide through-space interatomic distances. (It remains difficult to
directly exploit chemical shift data, although progress is being made in the quan-
tum chemical calculations necessary to understand how local electronic struc-
ture influences the shielding of individual atomic spin centres.) Both COSY and
NOESY methods require an initial analysis step where individual spectral peaks
are assigned to specific chemical groups within specific nucleotides – using a
stepwise procedure exploiting the chemical connectivity of the oligomer. Be-
cause peaks often overlap it is generally necessary to use pulse sequences which
enable the spectra to be spread out over 2 or sometimes 3 dimensions. Since
most NMR experiments study the spin inversions of hydrogen atoms, only a sub-
set of the dihedral angles in the DNA backbone are accessible. Likewise, the
distance dependence of NOESY coupling limits the detection of atomic interac-
tions to distances below roughly 5 Å. This information is insufficient to obtain
a 3D structure and means that model building, constrained to fit the available
experimental data, is an indispensable part of NMR studies.

In contrast to X-ray diffraction, it is not possible to define a single resolution
for NMR structures. Since a variety of models generally fit the spectral data (re-
flecting, in large part, the thermal motions of the oligomers in solution), NMR
results are generally presented as an ensemble of 10 or 20 related conforma-
tions. While local elements of these structures (glycosidic angles, sugar puckers,
base hydrogen bonding,. . .) are generally well defined, more subtle, long-range
characteristics, such as axis bending, are more difficult to get at because they
are sensitive to even small imprecisions in the data. A new NMR technique,
termed RDC (residual dipolar coupling), offers a way of accessing longer inter-
atomic distances and should result in considerable improvements for DNA. To
date, only a few RDC studies have been carried out and it is too early to judge
the quantitative improvement they represent.

As a result of both X-ray diffraction and NMR spectroscopy, a large num-
ber of DNA oligomer structures are now available in the PDB (Protein Data
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Base, http://www.rcsb.org/pdb/) and NDB databases (Nucleic acid Data Base,
http://ndbserver.rutgers.edu/). These databases are now grouped together under
the RCSB (Research Collaboratory for Structural Bioinformatics) run by Helen
Berman’s group at Rutgers University. They also contain many DNA-ligand and
DNA-protein complexes. Both databases provide tools for rapidly locating and
for analyzing chosen structures and they represent a very valuable, and freely
available, research resource.

Given the difficulties associated with both X-ray diffraction and NMR spec-
troscopy, lower resolution techniques can still play a significant role in DNA
biophysical studies of DNA. Amongst these are UV (Ultra-Violet) and IR (Infra-
Red) spectroscopy. UV radiation is sufficiently energetic to induce electronic
transitions. Large molecules such as DNA do not give well-defined UV spectra,
but rather large bands which are sensitive to changes in molecular disorder. This
makes UV spectroscopy a useful tool for studying DNA melting, since the ab-
sorbance curve versus temperature (generally measured at a wavelength around
260 nm) gives access to Tm, the temperature at which 50% of the sampled has
denatured from a double helix to disordered single strands. UV experiments on
DNA fragments of known sequences show that higher GC content leads to a
higher Tm. If you refer back to figure 1, you can see that this can be explained
by the fact that GC base pairs are bound together by three hydrogen bonds, while
AT pairs only have two. We will return to a more detailed discussion of double
helix stability shortly.

A second use of UV radiation involves fluorescent resonance energy transfer
(or FRET) between a fluorophore and a quencher group. An appropriate choice
of these two groups enables short-range resonant interactions to inhibit the UV
fluorescence of the fluorophore. If the two groups become spatially separated,
this fluorescence is re-established. Attaching the two groups to appropriate posi-
tions in a DNA molecule enables FRET to be used as a powerful molecular ruler
for distances up to the order of 10 Å.

Less energetic IR radiation is sensitive to bond vibrations and IR spectroscopy
of DNA can therefore be used to define certain overall structural characteristics
such as the dominant anti-syn state of the glycosidic bonds or the percentages
of various sugar ring puckers. Raman FTIR (Fourier Transform Infra-Red spec-
troscopy) is the most common type of IR experiment since it avoids interference
from water vibrations.

Another useful tool for studying DNA is CD (Circular dichroism). This type
of spectroscopy measures how a molecule selectively absorbs left- or right-
handed circularly polarised light. It is sensitive to molecular chirality and, in
the case of DNA, was notably used to predict that the Z form was a left-handed
double helix. It can provide data on the orientation of the base pairs with respect
to the helical axis, but quantitative interpretation of the data is not easy since it
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Table 3

Energetics of DNA

Stabilising factors: Base pairing (electrostatics/LJ)
Base stacking (hydrophobic)
Ion binding (electrostatics)
Solvation entropy

Destabilising factors: Phosphate repulsion (electrostatics)
Solvation enthalpy (electrostatics/LJ)
DNA strand entropy

is still difficult to calculate the theoretical CD spectra corresponding to a given
molecular conformation.

I should lastly mention the technique of neutron scattering (in either the elastic
or inelastic regimes), which is gives access to information on dynamic fluctua-
tions occurring in the picosecond to nanosecond timescale. This is a particularly
interesting range for modellers since it corresponds to the timescale covered by
molecular dynamics simulations. However, this technique has not been widely
used for studying DNA. It should be remarked that one of its drawbacks is that it
requires large quantities of the sample molecule.

I would now like to turn to a more general discussion of the stability of the
DNA double helix. Many factors contribute to the equilibrium between the single
and double stranded forms of DNA as shown in table 3. Amongst the stabilizing
factors, most people immediately think of base pair hydrogen bonding. However,
it should be remembered that in aqueous solution the bases are already interact-
ing with water molecules before they come together to form base pairs. This
balance means that a single base pair hydrogen bond contributes only roughly
1 kcal.mol−1 to stabilizing the double helix, compared to roughly 5 kcal.mol−1

if its formation enthalpy is measured in vacuum. (Note, in passing, that hydrogen
bond stability results mainly from dipolar electrostatic interactions, but it also has
a roughly 30% dispersion component, treated by the Lennard-Jones term in force
fields.)

In fact, the double helix is more significantly stabilized by base stacking than
by base pairing. This can be deduced from the fact that free bases in water stack
on top of one another rather than forming hydrogen bonded pairs. Stacking en-
ables the bases to remove the hydrophobicπ-clouds of their conjugated rings
from solution, without hindering access to the hydrophilic groups (involved in
hydrogen bonding) around their peripheries. It should also be noted that stack-
ing acts not only “vertically” between the successive bases in each strand of the
double helix, but also “diagonally” between the neighbouring bases in opposing
strands. This means that the total stacking between two successive base pairs
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is composed of four contributions, two vertical and two diagonal. Depending
on the nature of the base pairs and the overall conformation of the double helix,
the diagonal contributions can actually dominate the total stacking interaction.
The next stabilizing factor is ion binding. Counter-ions are indispensable for
overcoming the electrostatic repulsion between the anionic phosphates which are
regularly spaced along each of the backbones of DNA. Their importance can be
judged from the fact that the DNA double helix is not stable in pure water. Al-
though water has a high dielectric constant (≈80), this alone is not enough to
overcome the phosphate-phosphate repulsion. The importance of electrostatics
for DNA is also illustrated by the fact that its stability is enormously increased
when one of its strands is replaced by the neutral “peptide nucleic acid” syn-
thesized by Peter Nielsen (which was already mentioned earlier). The resulting
hybrid is stable for hours in boiling water, in striking contrast to normal DNA.
The last stabilizing factor to be considered is solvent entropy. This results from
the fact that bringing together two single strands requires desolvation of their
interacting faces. This releases a large number of previously bound water mole-
cules into solution, with a consequent gain in entropy. Desolvation however also
has a negative side, since removing the water molecules causes an enthalpy loss,
a significantly destabilizing factor. A further disadvantage of forming a double
helix is that loss of flexibility in the single strands (remember that the persistence
length of DNA changes from roughly 4 Å to 500 Å upon forming a double helix)
which represents an entropy penalty.

Each of the terms we have discussed can amount to hundreds of kcal.mol−1

for even a short DNA oligomer. It is a subtle balance between these large con-
tributions which leads finally to a stable helix. A good way to get a feeling for
the balances involved is provided by a thermodynamic study carried out in Ken
Breslauer’s group (see figure 7). The results of this study, which concern a 13 bp
fragment of DNA with the sequence CGCATGAGTACGC, enable us to break
down the helix-coil transition into two steps, the passage from a double-stranded
helix (ds) into two helical single strands (s1 and s2) and then the passage of each
of these strands to a disordered coil. The numbers given in figure 7 show that the
double helix is stabilized by 20 kcal.mol−1, but that this number actually hides
opposing enthalpy and entropy changes which are roughly five times larger. If
we now look at the single strands, their helical forms (h) are still stabilized en-
thalpically with respect to random coils (r) by roughly 30 kcal.mol−1 (almost
exclusively due to base stacking). This term is however almost exactly compen-
sated by the entropic loss associated with helical ordering. As a result, single
strand ordering is easily disrupted by thermal agitation at room temperature.

Even for double helices, the overall balance of the enthalpic and entropic terms
we have just discussed means that DNA (like most biological complexes) is only
moderately stable at room temperature. This is an advantage in most cases, mak-
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Fig. 7. Double helix to coil transitions (values in kcal.mol−1).

ing it easy to locally separate the two strands of a double helix in order to translate
or replicate the genetic message. This ease can be increased further by negatively
supercoiling, a strategy used by most living organisms. However, this moderate
stability can become a liability when things get hot. This explains the fact that
thermophiles need to keep their DNA positively supercoiled to avoid it unravel-
ling.

3. DNA dynamics

Although experimental studies provide overall information on DNA dynamics
(for example, through the atomic fluctuations probed by crystallographic B-fac-
tors), molecular simulations provide the only fully detailed information on dy-
namics and, in particular, offer the only hope at present of obtaining a compre-
hensive view of base sequence effects on dynamics. I would therefore like to
spend a little time describing how simulations are carried out and what data they
have provided so far.

The starting point for such simulations is an energy functional (or force field)
which gives the conformational energy of a molecule as a function of the rela-
tive positions of its constituent atoms. Such force fields are empirical, although
their terms are based on the various physical interactions which play a role in de-
termining molecular structure. Their terms can be divided into those describing



22 R. Lavery

Fig. 8. Force field terms.

the interactions of chemically bonded atoms and those dealing with longer-range
(termed, non-bonded) interactions. Typical functional forms are shown in fig-
ure 8. In the first group we find bond length, valence angle and dihedral terms
which depend respectively on the relative positions of two, three or four linearly
bonded atoms. The first two of these terms are generally quadratic functions,
while the third is based on a cosine function. Each must be parameterized to re-
produce the appropriate experimental (or quantum chemically calculated) value
of the bond length, valence angle or dihedral (or set of symmetrically equiva-
lent dihedrals) and be associated with an appropriate force constant determining
the flexibility of the corresponding value. Such parameters need to be obtained
for each chemically distinct class of bonds, valence angles or dihedrals, classes
which are in turn determined by the “classes” of atom which compose them.
Non-bonded interactions are generally limited to a Coulomb term describing the
electrostatic interactions between fractional charges on each of the atoms and
a Lennard-Jones term describing short-range interatomic repulsion and disper-
sion interactions. The fractional atomic charges within a molecule are gener-
ally determined by a fitting procedure aimed at reproducing the quantum chem-
ically calculated electrostatic potential surrounding the molecule. (In the case
of macromolecules, this procedure is actually applied to overlapping molecular
fragments.) Lennard-Jones terms, including short range repulsion and dispersion,
are obtained for interactions between all necessary atomic “classes”, generally by
fitting to data from the crystalline phases of small organic molecules. The reason
for using the term atomic “classes” is that, given the empirical nature of force
fields, it is not enough to have one set of parameters for a given atom type. It is
necessary, for example, to distinguish aromatic and aliphatic carbon atoms, and
amine and imine nitrogens, etc. Modern force fields typically contain around 50
atomic classes. For more details see the book by Leach cited at the end of this
chapter.
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Fig. 9. MD protocol.

Carrying out a molecular dynamics simulation involves integrating Newton’s
equation of motion in time, using an appropriate force field to obtain the energy
of the system and the forces acting on each atom. The integration has to be made
in finite steps which must be smaller than the faster fluctuations occurring in the
system. Since the vibrations of chemical bonds involving hydrogen have a char-
acteristic time of a few femtoseconds (fs), the dynamics time step is generally
set to 1-2 fs. Since DNA, like other biomacromolecules, is only stable in salty
water, simulations must take into account a layer of water molecules contain-
ing counterions surrounding the solute molecule. This greatly increases the size
of the system to be treated. As an example, a 15 base pair DNA double helix
(containing roughly 1000 atoms) requires a solvent shell of roughly 5000 water
molecules. The simulated system is contained within a box, which is typically a
rectangular prism or a truncated octahedron. Artefacts linked to edge-effects are
avoided by symmetrically reproducing the box in all directions. These so-called
“periodic boundary conditions” mean that a solvent molecule or ion leaving the
simulation box on one side will simultaneously re-enter the box on the opposite
side.

Having set up the initial conformation of the system, and generally carried out
energy minimization to ensure that there are no close atomic contacts, the sys-
tem can be gently heated (by increasing the atomic velocities) until the desired
simulation temperature is reached (figure 9). The so-called production phase
of the simulation can then be carried out in various thermodynamic ensembles,
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Fig. 10. MD time series.

the most common being the isothermal-isobaric ensemble (NPT), where both the
temperature and the pressure of the simulated system are controlled by respec-
tively modulating the atomic velocities and the size of the simulation cell. Given
the computational cost of molecular dynamic simulations for macromolecular
systems, production runs are typically limited to a few tens of nanoseconds.

What do we get out of such simulations? Firstly, it is possible to analyze in
detail the way a DNA fragment fluctuates at room temperature. This can be done
by making a movie of the simulation, superposing snapshots drawn from the
simulation or studying time series of the backbone or helical parameters describ-
ing the fragment (figure 10 shows examples for sugar puckering and fluctuations
in groove width). The results show that DNA undergoes dramatic fluctuations
which considerably exceed those deduced by looking at an ensemble of DNA
crystal structures. These fluctuations apply to both local backbone parameters
(such as sugar puckers, phosphodiester dihedrals) and to helical parameters (such
as rise and twist). They also show how base sequence can influence the structure
and dynamics of the double helix and they have notably helped to understand
how some sequences can induce bending of the helical axis (see below). By
changing the solvent conditions it has also been possible to study spontaneous
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transitions between the A and B forms of DNA and it is also possible to study
slower processes, such as base pair opening, by using constraints which force
the simulation to sample what would otherwise be extremely rare events. I will
return to this later.

An international group of laboratories (ABC, the Ascona B-DNA Consortium)
has recently been formed to carry out enough DNA simulations to be able to
get a comprehensive view of sequence effects. The initial stage of this project
involved 15 ns simulations on a group of 39 oligomers. Each oligomer contained
a tetranucleotide repeating sequence and these sequences were chosen so that
the whole dataset would provide information on the 136 unique tetranucleotide
sequences which can be formed from AT, TA, CG and GC base pairs. The project
is far from finished, but the initial results have already led to some surprises,
notably that the phosphodiester backbones can adopt finite set of conformational
substates and that the barriers separating some of these substates are high enough
to hinder proper sampling within a multi-nanosecond timescale. It has also been
shown that ion distributions around DNA converge very slowly and that different
monovalent ions have different influences on both backbone transitions and on
the overall structure of DNA fragments.

4. Deformations of the double helix

Before discussing the major deformations that DNA undergoes, it is worth saying
a few words about how to analyze its deformed conformations. Since DNA is a
double helix it is useful to speak in terms of helical parameters. The names and
geometrical sense of the various helical parameters is shown in figure 11.

Fig. 11. Helical parameters.
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The three horizontal groups of images in this figure correspond to three dis-
tinct groups of parameters: the first group positions the base pairs with respect
to the helical axis, the second group positions one base with respect to another
within a base pair and the third group positions one base pair with respect to
its neighbouring base pair. For the latter two groups it is possible to generate a
transformation matrix between the appropriate reference systems (bases or base
pairs), from which the 3 translational and 3 rotational parameters can be deduced.
For the first group however it is necessary to start by defining a helical axis. This
is easy for a molecule with rigorous helical symmetry, but not so trivial when
this symmetry is disturbed, which is often the case for DNA. In such cases, the
generalized “axis” may be curved or kinked and indeed these characteristics are
important in themselves in understanding the shape of a DNA fragment. It should
also be remarked that the axis is useful for describing even regular DNA struc-
tures. This is not obvious for B-DNA, since the axis of the double helix passes
almost through the middle of the base pairs. However, for A-DNA, where the
base pairs are strongly displaced towards the minor groove, the transformation
matrix calculated between successive base pairs does not yield the standard rise
and twist for the A conformation, namely 2.56 Å and 32.7◦, but rather values
which look closer to those of B-DNA, 3.44 Å and 30.7◦. In the first case, the
values correspond to a single rotation matrix coupled with a direct translation be-
tween the base pairs references, while in the latter they correspond to the special
case where the rotation and translation involve the same unique screw axis.

We have devised an algorithm to analyse nucleic acid structures and obtain an
optimal axis whether or not helical symmetry is respected. This algorithm, called
CURVES, uses a least-squares procedure to distribute any distortion within the
DNA molecule between curvature or dislocations in the axis and translational or
rotational irregularity in the relative positions of successive bases with respect to
their local axis segments. In addition to generating an axis (see the example in
figure 12), CURVES provides all of the groups of parameters shown in figure 11
and also lists the backbone dihedrals and sugar puckers. If you are interested,
you can obtain a free copy and a user guide from the web site of our laboratory
(http://www.ibpc.fr/UPR9080/index_en.html).

Since we are on the subject of axis deformation it is worth noting that, almost
25 years ago, it was found that certain base sequences could spontaneously cause
DNA to become curved. Particularly strong effects were found in kinetoplast
DNA which contained segments of AT base pairs which repeated in phase with
the helical twist of DNA. In general, 3-6 A’s in one strand, optionally followed by
T’s and then either G’s or C’s to reach a total of 10–11 base pairs, led to strong
curvature that could be observed directly by electron microscopy or indirectly
by the fact that it slowed down the electrophoretic migration of DNA fragments
through polyacrylamide gels or modulated the cyclization of DNA minicircles.
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Fig. 12. Axis of bent DNA.

It was also found that so-called “A-tracts” were associated with reduced reactiv-
ity towards hydroxy radicals and with stabilized AT pairs, as measured by imino
hydrogen exchange experiments. Independently of these studies, Ed Trifonov
and his colleagues had noted that AA and TT dinucleotides had positional bi-
ases within nucleosome sequences, suggesting again that they were in some way
linked to curvature. It is now known that spontaneously curved sequences are
relatively common in genomic DNA and that they can play a role in control-
ling gene expression, notably by facilitating interactions between distant proteins
bound to the double helix.

Understanding how A-tracts led to curvature turned out to be a difficult prob-
lem. Crystal structures of DNA fragments containing A-tracts were of limited use
since the crystalline environment deformed the DNA and led either to the sup-
pression of overall bends or to changes in bending direction that were incompati-
ble with measurements made in solution. Initial models of bending assumed that
AA (or TT) dinucleotides were associated with fixed roll angles (see figure 11)
and acted like little wedges which caused uniform curvature when grouped to-
gether and repeated in phase with the rotation of the helix. That this idea was
too simple was demonstrated in experiments by Paul Hagerman which showed
that (A4T4CG)n was bent, while (T4A4CG)n was straight. If you look at roll in
figure 11 you will see that turning an AA dinucleotide over to form a TT din-
ucleotide (i.e. changing the DNA stands to which the bases belong) does not
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change the sign of the roll. Hagerman’s result shows that bending nevertheless,
leading to the idea that a tilt angle could also be involved. Again looking at fig-
ure 11, you will see that inverting AA to make TT does change the sign of tilt.
The story is however still more complicated since both the hydroxy radical and
the hydrogen exchange experiments showed that A-tracts had a cooperative be-
haviour and that curvature built up rapidly beyond three successive AT pairs. It
is now known that A-tracts adopt a modified form of the double helix, known as
B′-DNA. This conformation is characterized by a narrow minor groove and high
propeller twists. Curvature occurs not because of wedges between successive
base pairs, but rather because of the junctions formed at either end of an A-tract
between B′-DNA and conventional B-DNA. This is closer to the early model of
curvature proposed by Don Crothers.

To come back to helical parameters for a moment, it is worth noting that A-
tract curvature can nevertheless be described as if it was due to wedges between
AA pairs. In fact, this model still serves to predict curvature from sequence, using
the parameters developed by Trifononv, DeSantis and others. How can this be the
case given what we know about B′-DNA? The answer is that looking at curvature
as a succession of wedge angles or as the intrusion of a segment of DNA with a
new conformation is equivalent to describing DNA with a set of local base pair to
base pair transformation matrices or with screw transformations around a defined
helical axis. These two ways of analyzing the problem are at the origin of much
of the confusion which plagued studies of curvature during 20 years.

I would like to make one more remark about naturally curved DNA. If you
have ever tried to coil up a garden hose, you will certainly have noticed that
a long tube with intrinsic curvature is no longer easy to turn around its axis.
The same thing happens with DNA. An intrinsic curvature, induced by specific
local structures, fixes which side of the double helix will face in the direction
of the curvature and which will face away. We have termed the variable which
measures the rotational state of DNA with respect to the direction of curvature
“rotational register” (figure 13). Since DNA has a high twist stiffness, curvature

Fig. 13. Rotational register.
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introduced at one position can have consequences many turns of the double helix
further on and this implies that local curvature can be used to modulate which
faces of DNA will contact one another at considerable distances. Note that only
intrinsic curvature leads to anisotropy in rotational register. Referring back to the
Hagerman sequences mentioned above, if (T4A4CG)n is forced to adopt the same
radius of curvature that (A4T4CG)n adopts naturally, we will be able to detect
which sequence is which by turning the double helix around its axis. (T4A4CG)n
will turn freely while (A4T4CG)n will resist being turned away from its natural
direction of curvature – think about it.

Let’s continue with the subject of induced curvature. Curvature can be induced
in the cellular environment when DNA is subjected to superhelical stress. Given
the twist stiffness of DNA, attempting to wind up or unwind the double helix
does not primarily lead to much change in twist. Since it is easier for the double
helix to bend rather than twist, DNA undergoes buckling transitions leading to an
interwound state formed of so-called plectonemes. You are already familiar with
these structures if you use an old fashioned telephone with a cord connecting
the body of the telephone to the handset. Always putting the handset down in
the same way leads to supercoiling and plectoneme formation. The fundamental
equation governing supercoiling is L= W + T, where L is the linking number, W
is the writhe and T is the twist. If we limit ourselves for the moment to thinking
about a closed circular DNA, then the linking number, which counts the number
of times one DNA strand crosses the other, is a fixed integer, determined at the
moment the DNA circle was closed. Twist is the total number of turns made by
the double helix and writhe is the number of times the double helix crosses over
itself in an out-of-plane supercoiled state. In a relaxed circular DNA, there will
be no writhe and T will equal L. If we force the double helix to locally unwind,
T decreases and positive writhe will be created. The same effect occurs if we
remove several helical turns from the DNA before closure – leading to negative
supercoiling. If we add several turns, leading to positive supercoiling, we create
negative writhe. The first buckling transition of circular DNA leads to a figure of
eight conformation. You can verify for yourself with a length of rubber tubing,
that positive supercoiling leads to a left-handed “8” and negative supercoiling to a
right-handed “8”. If you add further turns, this handedness is naturally preserved,
but more cross-overs are created.

However, if you play with your tubing you will also see that you can easily
convert your cross-over structures into solendoidal forms. It is one of the great
mysteries of life (at least for me) that, for a given type of supercoiling, the solen-
doidal form has the opposite handedness to that of the cross-over form (right-
handed for positive supercoiling and left-handed for negative supercoiling). Bi-
ological texts generally discuss supercoiling in terms of superhelical density,σ .
This is simply the number of extra turns added or removed, divided by the total
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Fig. 14. Negative supercoiling.

number of turns in the relaxed system. In bacteria,σ is of the order of−0.05, that
is one negative superturns per 20 turns of DNA. However, as already mentioned
above, thermophiles generally contain positively supercoiled DNA. As you can
imagine, it is very important for the cell to maintain the correct degree of super-
coiling at all times, this is the job of the topoisomerases which cut either one or
two DNA strands, modify the number of turns and then repair the cuts. These
proteins are, not surprisingly, important drug targets.

While we are on the subject of supercoiling, I should add that although the
examples discussed above refer to circular DNA, the same results apply to linear
DNA segments whose ends are rotationally constrained. This occurs for long
DNA loops within chromatin, and also for some single molecule experiments
on DNA. These experiments, which enabled DNA mechanics to be investigated
in a controlled environment, are now becoming a powerful means for studying
protein-DNA interactions, but they have also led to a better understanding of what
happens to DNA under extreme stress conditions. Single molecule experiments
on DNA generally provide force-extension curves, but not structures. However,
molecular modelling can help provide the missing data. Our laboratory has car-
ried out a number of such studies, leading to proposals for the structures of two
unusual forms of DNA: so-called S-DNA, which results from stretching the dou-
ble helix and P-DNA which results from stretching combined with positive su-
percoiling. The detailed conformation of S-DNA seems to depend on which ends
of the double helix are under traction. Its length is roughly 1.7 times that of nor-
mal DNA and this dramatic extension can be achieved either by unwinding the
double helix and separating the base pairs along its axis, or by inclining the base
pairs and reducing the helix diameter. P-DNA is even more surprising. It results
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Fig. 15. P-DNA.

from very strong overtwisting, to the point where the rotation between successive
base pairs passes from the usual value of 34◦ to almost 160◦. Such extreme twists
stretch of the phosphodiester backbones, break the Watson–Crick pairs and force
the bases to the outside of the structure, while the backbones move towards the
centre. The fact that this structure (shown in figure 15) has much in common
with the incorrect structure Linus Pauling proposed for DNA explains our choice
of the letter “P”.

I now turn to a more localized type of DNA deformation, base pair opening.
Although making P-DNA is one extreme way to open base pairs, they do in fact
open spontaneously from time to time at room temperature. This can be verified
by following the exchange of the imino protons of thymine (within AT pairs) or
guanine (within GC pairs) with protons coming from surrounding solvent mole-
cules. If you refer figure 1, the imino protons in question are the ones in the very
centre of each base pair. Consequently, although these protons are chemically
labile and exchange easily with the solvent, they are not accessible within double
helical DNA. NMR experiments nevertheless show that proton exchange does
take place on a millisecond timescale. As shown in table 4, exchange times de-
pend on the nature of the base pair (GC being, not surprisingly, more stable than
AT), but also on the local sequence. One example of this has already been men-
tioned and is illustrated in the table for specific oligomer sequences (data from
the work of Maurice Guéron and Jean-Louis Leroy) – A-tracts lead to the forma-
tion of B′-DNA which greatly stabilizes the AT pairs involved and slows down
exchange. Modelling can again help in understanding what is going on during
such exchange. Despite the fact that proton exchange is very slow compared to
the duration of typical molecular simulations, introducing restraints which enable
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Table 4

Proton exchange times (ms)

GC 15–25
AT 5–10
A-tract 50–100

C G C A A G A A G C G
* 4 1 1 23 4 5 4 * *

C G C A A A A A A C C G
* 12 3 54 122 91 84 28 11 * *

Fig. 16. Opening free energy.

dynamics to be sampled along a chosen conformational pathway can overcome
the problem. We have achieved this by developing a geometrical restraint which
enabled us to move a chosen base out of its normal position, towards the minor or
major grooves, leaving the rest of the double helix to react freely. Using the tech-
nique of umbrella sampling, it is also possible to obtain an estimate of the free
energy changes along such conformational pathways. The results confirm the ex-
perimental finding that base pairs open individually, producing little perturbation
of the surrounding helix. (I remark that recent results from Irina Russu’s group
show that two adjacent pairs can open together within certain base sequences.)
Opening begins with elastic deformation of the Watson–Crick pairs which move
in a coupled way within a more or less harmonic potential. Once one base ro-
tates enough to start breaking hydrogen bonds (about 30◦) it uncouples from its
partner (which returns to normal stacked position) and the free energy increases
more or less linearly. Although opening is possible into either of the grooves of
the double helix, the larger purine bases understandably show a preference for
opening into the major groove which is less sterically hindered. The results in
figure 16 (obtained by Emmanuel Giudice in our group) show the free energy



DNA structure, dynamics and recognition 33

for breaking an AT pair by moving thymine into the minor groove (on the left of
the figure) or the major groove (on the right). The lower curve corresponds to
an AT pair in an alternating (AT)n sequence, while the upper curve corresponds
to an AT pair within an A-tract. The observed increase in opening free energy
correlates with the experimentally observed slowing down of hydrogen exchange
in this case.

5. DNA recognition

The survival and transmission of DNA’s genetic message depends on interac-
tions with a wide variety of other molecules, some essential and some harmful.
Let’s begin by looking at interactions with small molecules, generally termed lig-
ands. DNA-binding ligands come in four basic families depending on how they
interact with the double helix: covalent, coordinating, intercalating and groove
binding. Figure 17 shows examples of the first class. Covalent ligands, as their
name suggests, interact with DNA by forming one or more covalent bonds. These
bonds can involve the bases, as with the infamous nitrogen mustards (used in 1st
World War mustard gas) which bridge across two adjacent bases, or backbone
sites, as with a variety of methylating agents such as ethylnitrosourea. A wide
variety of both carcinogens and anti-tumour agents also belong to this category.
Benzo[a]pyrene, a polycyclic aromatic hydrocarbon (PAH), one of the dangerous
components of cigarette smoke is a good example. Within the cell, this molecule
undergoes chemical attack on its most exposed ring to form an epoxide which re-
acts with water to form a diol. A second attack then forms another epoxide which
again reacts, but this time with DNA forming a covalent bond with the exposed
amino group of a guanine – which, unless repaired in time, can lead to unpleasant

Fig. 17. Covalently binding ligands: anthamycin and psoralen.
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Fig. 18. Intercalator: ethidum.

consequences. (It is interesting to note in passing that the so-called KL-theory
proposed in the 60’s by Alberte and Bernard Pullman, well before the mode of
action of PAH’s were understood, successfully predicted the carcinogenicity of
benzo[a]pyrene because it detected the reactivity of the primary bonds involved
in the essential metabolic pathway, rather than detecting the reactivity directly
related to interaction with DNA.)

The second family of ligands involve the formation of coordination bonds be-
tween transition metals and DNA, often with the bases. The best known example
is called cis-platinum (cis-Pt: (NH3)2-Pt-(Cl)2) which is still a commonly used
anticancer agent. This compound reacts with DNA at several sites. The biolog-
ically most important adducts involve interactions with the major groove imino
nitrogens (N7) of guanine and can lead to bidentate bonding to two neighbour-
ing guanines within the same strand or bridging between the opposing stands.
This leads to considerable DNA bending which can in turn influence subse-
quent protein binding. You can read more about this from Lippard group at
http://web.mit.edu/chemistry/lippardlab/.

The third ligand family, the intercalators, constitute a large group of molecules
containing conjugated ring systems that geometrically and physico-chemically
mimic the base pairs. The hydrophobic nature of theirπ-electron clouds leads
them to force their way into the double helix, stacking in between adjacent base
pairs. This in turn leads to helical unwinding and stretching. It is a “rule” that in
the presence of a saturating concentration of intercalator, only one inter-base pair
site in two will be occupied. Referring back to our discussion of superhelicity,
note that adding an intercalator to a relaxed circular DNA will create positive
writhe (since the twist decreases, while the linking number remains fixed). Be-
cause intercalation is governed by a thermodynamic equilibrium, intercalators
will regularly enter and leave the double helix. In order to prolong these inter-
actions, it is possible to string two or three conjugated ring systems together,
leading to so-called bis- or tris-intercalators. This is the case for a variety or
natural and synthetic anti-tumour agents.
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Fig. 19. Groove binder: netropsin and its DNA complex.

The last family of DNA-binding ligands is the groove binders. As their name
suggests, they interact with the grooves of the double helix, generally with the
minor groove, but without forming covalent bonds. This family is again formed
of both natural and synthetic ligands and comprises both antibiotics and anti-
tumour agents. Netropsin and dystamycin are two well known examples of
groove binders. They are both built up from a linear string of rings and inter-
vening linkers. In addition they have one or two positively charged end groups.
The overall dimensions of these ligands allow them to easily fit within the minor
groove of the double helix. It was initially thought that their charged end groups
would interact with the negative phosphates.

However, early calculations from our laboratory showed that superposition
effects led to the most negative electrostatic potentials of DNA occurring in the
grooves. This suggested that cationic groove-binding ligands would lie entirely
within the grooves, without direct phosphate interactions, and this was effectively
found to be the case. Calculations also showed that AT-rich sequences led to
more negative electrostatic potentials in the minor groove and thus explained the
observed preference of cationic ligands for these sequences. Many attempts were
made to change this preference, building new ligands from a chemical “tool kit”
of rings, linkers and end groups. Success in this area was limited until it was
shown that it was possible to fit two ligands side-by-side in the minor groove.
This doubled the number of potentially hydrogen bonding groups and made it
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possible to design highly sequence-specific ligands (see Peter Dervan’s work)
which are now being used in gene control experiments.

Let’s now move from small ligands to larger DNA-binding proteins. Before
looking at these proteins in detail, it is possible to make several general remarks,
based on the overall characteristics of the double helix. Firstly, in order to bind
to a specific base sequence, it seems clear that it is necessary to contact the base
pairs and to form direct specific interactions (steric fit, hydrogen bonds, etc.).
Although this is not the whole story of recognition, as we will see below, it is
nevertheless an important factor. Early models of protein-DNA binding assumed
that there would be a code, somewhat like the genetic code, which would enable
recognition to be broken down into fixed binary interactions: a given amino acid
side chain binding to a given nucleic acid base. This assumption turned out to be
false, the problem being that both amino acids and bases have multiple hydrogen
bond donors and acceptors and that there are consequently no unique partners,
in the way that Watson–Crick pairing specifically links the bases together. Pro-
teins have overcome this problem by arranging appropriate amino acids within
relatively rigid motifs, commonlyα-helices orβ-sheets. The specific recogni-
tion of a series of bases (typically 4–7 consecutive base pairs) is then achieved
by an array of amino acid side chains. Naturally, it is still necessary to place this
“recognition array” carefully with respect to the DNA groove and this is gener-
ally achieved by a set of salt bridges between the positively charged amino acids
lysine or arginine and the negatively charged phosphate groups of DNA.

Even if recognition passes through an amino acid array, it is still necessary
for the side chains to contact the bases. If we look at the overall structure of the
double helix, this is clearly easier through the major groove. Anα-helix will fit
easily into the major groove, but not into the minor (this point was made my Paul
Doty in the very article to be published in theJournal of Molecular Biology). In
fact, there is another more subtle reason for preferring the major groove, which is
linked to the hydrogen bonding possibilities of the bases. If you look at figure 20,
the hydrogen bond acceptors and donor have been indicated by arrows and the
letters A and D respectively. If you now look at the minor groove side of the
base pairs (the bottom edges in the figure), you see that the letters are almost
symmetry with respect to the so-called pseudo-dyad axis through the base pairs
(corresponding to the vertical axis of the figure). This means that if we reverse
and AT pair to make a TA pair, the hydrogen bonding profile is almost unchanged.
The same is true if we change GC into CG. This is a problem if we want to use
hydrogen bonding to specifically recognize a single base pair. If you now look at
the major groove, you will see it does not pose the same problem since there is no
symmetry around the pseudo-dyad axis. There are thus both steric and chemical
reasons for DNA-binding proteins to prefer the major groove, and, indeed, most
of them do.
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Fig. 20. Base pair hydrogen bonding.

One final generality concerning DNA-binding proteins concerns the number
of base pairs they actually recognize. We can work this out by thinking about the
number of sequences that can be built from a fixed number of base pairs. This
number is simply 4N for N pairs: 1 pair implies 4 possibilities (AT, TA, CG or
GC), 2 pairs imply 16 possibilities and so on. This number increases rapidly,
10 pairs already allow 1 million sequences and by 15 pairs we have reached a
billion sequences. Given that the latter number is roughly the size of the human
genome, a given 15 base pair sequence would be expected to arise only once
by chance. This means that a protein capable of specifically binding to such
a sequence would effectively have a single site within the genome. Since this
is exactly the degree of uniqueness which is required for gene control, we can
deduce that highly specific proteins will recognize something of the order of 15
base pairs and this turns out to be the case. (Incidentally, this also implies that
bioengineers attempting to control gene expression have to synthesize molecules
having a similar “footprint” on DNA.)

The actual number of base pairs for known DNA-binding proteins is some-
thing between 5 and 25 base pairs. Shorter binding sites obviously corresponding
to lower specificity (for example, many nucleases cut DNA strands after binding
to 6-base pair sites). One should also note that longer binding sites are often
recognized by multimeric (i.e. non-covalently linked) or multidomain (i.e. co-
valently linked) proteins, where each domain actually recognizes of the order of
4–7 base pairs. Building up protein monomers, often under control of small sig-
nalling molecules, is an efficient way to recognize longer sequences and to profit



38 R. Lavery

Fig. 21. TATA box binding protein.

from the combinatorial possibilities of plugging monomers together in different
ways.

In fact, we are not finished with the complexities of protein-DNA interac-
tions. As the number of crystal structures of protein-DNA complexes increased,
it became clear that, in some cases, there were simply not enough specific con-
tacts between amino acids and bases to account for the observed specificity. An
example of this is shown in figure 21. The TATA box binding protein (TBP),
which plays an important role in DNA transcription binds relatively specifically
to a 7-base pair sequence, but only makes specific hydrogen bonds with two of
the central base pairs. It was also noted that many such complexes contained
significantly deformed DNA. Proteins often induce changes in groove width and
this was particularly true for the small class of proteins (including TBP) which
interact with the normally narrow minor groove.

Many also cause axis bending and most lead to some local deformations of he-
lical or backbone parameters around the base pairs which are recognized. (This is
certainly the case for TBP where, as figure 21 shows, DNA has an opened minor
groove and overall bending of roughly 100◦.) Lack of direct interactions, com-
bined with DNA deformation led to the idea that part of the recognition might be
indirect, that is, linked to the ease of deforming DNA. Given what we have seen
about the energetic factors which stabilize DNA, such indirect recognition is not
unreasonable. Base stacking and pairing both play an important role in the con-
stitution of the double helix and both will be modified when we change the base
sequence. The bases also have more subtle sequence specific interactions with
the backbones. All these effects modulate not only the structure of the double
helix, but also its local mechanical and dynamical properties. Although the con-
cept of indirect recognition has been around for some time, it has been difficult
to quantify since it requires more than a simple visual inspection of protein-DNA
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Table 5

Factors in protein-DNA binding

Stabilising: Hydrogen bonding (aa-base, aa-backbone)
Partial intercalation of aromatic aa side chains
Salt bridges (lysine or arginine to phosphate)
Ion release
Solvation entropy

Destabilizing: DNA and protein deformation
DNA and protein entropy
Solvation enthalpy

complexes. For this reason we have carried out theoretical studies in which we
measured both the protein-DNA interaction energy and the DNA deformation en-
ergy for a variety of complexes and for all possible base sequences. The results
of this study suggest that indirect interactions play a significant role in nearly
all protein-DNA complexes. As you might expect, an extreme case like TBP is
almost entirely dominated by indirect recognition, but in many other complexes,
even those showing apparently little DNA deformation, 30–50% of the recogni-
tion can often be attributed to the protein probing the local mechanical properties
of the double helix. If you are interested in learning more about this, have a look
at the recent publications of Guillaume Paillard and Cyril Deremble.

Before leaving the question of energetics, one should note that the formation
protein-DNA complexes, like the formation of the DNA double helix itself, again
involves many different contributions. Table 5 lists the main ones. Some are
common to our discussion of the DNA double helix (see table 3), while others
are specific to protein-DNA interactions. However both processes share with
other biological interactions the fact that the observed free energies are subtle
balances between many, much larger contributions.

We should now say something about the different families of proteins which
bind to DNA. However, since I cannot use colour images in this chapter, and
these structures are often very complex, I will limit myself to providing you
with a table of the main families, containing one example of each drawn from
the protein data bank. High performance graphic programs are now available
free of charge for both Linux and Windows based computers and can be down-
loaded from the web. VMD (http://www.ks.uiuc.edu/Research/vmd/) and Pymol
(http://pymol.sourceforge.net/) are probably amongst the most popular ones. So
having read patiently through this chapter, I now encourage you to play a more
active role. Go and get a program (if you do not already have one). Download
the pdb files and get a real look at how DNA and proteins interact. I hope this
will make you even more excited with the double helix than I have been able to
do with this text.
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Table 6

DNA-binding protein families

Family Name PDB code

Helix-turn-helix Cyclic AMP activator protein 1BER
Zinc finger ZIF268 1AAY
Minor groove binding TATA box binding protein 1CDW
Leucine zipper GCN4-AFT/CREB 2DGC
β-sheet Arc repressor 1PAR
Enzymatic proteins BamH1 endonuclease 2BAM
DNA packaging Nucleosome 1AOI
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Ribonucleic acid (RNA) molecules are highly negatively charged polymers,
the only polymers known to date able to both code genetic information and to
perform chemical catalysis. Because of the negative charge on each nucleotide
phosphate, electrostatics is central for folding, binding, and catalysis of RNA
molecules. Experimental and theoretical studies have revealed the hierarchical
folding of catalytical RNA molecules (ribozymes). The pairings of the secondary
structure join first proximate regions in sequence, followed by parallel packing
or end-to-end stacking of contiguous helices. Those preformed helical domains
associate into bundles of helices to constitute the compact tertiary structure main-
tained via interactions between tertiary architectural motifs. This architectural
hierarchy is coupled with an electrostatic hierarchy whereby RNA folding occurs
first with an electrostatic collapse to compact states with most of the secondary
structure elements induced by non-specific ion binding. Later, there is a coop-
erative transition to native states with all tertiary contacts induced by specific
ion binding, especially magnesium ions. Thus, RNA molecules exhibit complex
structures in which a large fraction of the bases engage in non-Watson–Crick base
pairing, forming motifs that mediate long-range RNA–RNA interactions and cre-
ate binding sites for proteins and small molecule ligands.

1. Definitions

The repeating unit in RNA is called nucleotide. Each nucleotide is composed
of a purine (R) or pyrimidine (Y) base, a ribose sugar ring and a phosphate
group (Figure 1 and Figure 2). The standard bases in RNA are guanine, ade-
nine, cytosine and uracil (Figure 2). In addition to these standard bases, some
other modified bases are found within nucleic acids (Figure 3). Funtionnal RNA,
which are implied in protein synthesis as ribosomal RNA (rRNA) or transfert
RNA (tRNA), often have such modified bases. A nucleotide without a phosphate
group is named nucleoside. In a polynucleotide strand, nucleosides are joined
together in a linear manner through phosphodiester linkages between 3′ and 5′
positions of two successive sugars (Figure 4). By convention, the sequence of a
nucleic acid single strand is always written with the 5′ end at the left and the 3′
end at the right given the 5′ → 3′ direction. A single oligonucleotide strand is
conventionally numbered from 5′ to 3′ end (Figure 4). Purine and pyrimidine
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Fig. 1. A nucleotide has three characteristic components: a purine or pyrimidine base, a ribose sugar
ring and a phosphate group. The numbering convention for each atom is given.

Fig. 2. Purine and pyrimidine bases of nucleic acids (thymine is mainly found in DNA). The arrow
shows the point of attachment to the sugar. This bond is called glycosidic bond.
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Fig. 3. Some modified bases of nucleic acids.

standard bases are planar heterocyclic molecules. They can interact together by
forming hydrogen bonds. An hydrogen bond is a special kind of dipole–dipole
interaction that can occur when a hydrogen atom bonded to an electronegative
atom (as oxygen or nitrogen atoms) is close to another electronegative atom with
nonbonding electrons. The electronegative atom with nonbonding electrons is
called H-bond acceptor site while the electronegative atom which is covalently
linked to the hydrogen atom is called H-bond donor site.

The model of DNA double helix proposed by James Watson and Francis Crick
in 1953 consisted of two strands of nucleic acids with the sugar-phosphate back-
bone on the outside and the bases on the inside. The chains are held together by
base-stacking interactions and hydrogen bonds between bases of both strands. In
double DNA helix, a guanine is base-paired with a cytosine and an adenine with a
thymine (canonical base pairs). In RNA, thymine is replaced by uracil (Figure 5).
The position of both sugars related to the hydrogen bonds allows to precise the
base-pairing mode. In the initial double helix model, all the base-pairing were
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Fig. 4. Nucleotide units are joined together through phosphodiester linkages between 3′ and 5′ posi-
tions of sugars. The 5′ → 3′ direction is indicated.

proposed with acis orientation of glycosidic bonds (both sugars are attached to
the bases on the same side of the base pair). Such base-pairing in which A is base-
paired to U or T and G to C with acis sugars orientation are calledcis Watson–
Crick/Watson–Crick pairs. These base pairs are isosteric: the C1′–C1′ distance
and the relative orientation of the glycosidic bonds are the same for each base
pair. Such canonical Watson–Crick base pairs, however, represent only one of
many possible base–base interactions. In fact, RNA purine and pyrimidine bases
present three edges for hydrogen bonding interactions (Figure 6): the Watson–
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Fig. 5. Hydrogen bonding patterns between complementary bases. Isostericity between each base
pair can be observed (top). C1′ atoms are shown by black squares. The G–U “wobble” pair is
often observed in RNA structure (bottom). This base pair is not isosteric to the complementarycis
Watson–Crick/Watson–Crick base pairs: to be isosteric, the C1′ atom of U (white square) have to be
on the black square position. All the possible H-bond interaction sites around these base pairs are
also indicated.

Crick edge, the Hoogsteen edge (for purine) or the C–H edge (for pyrimidine),
and the Sugar edge (which includes the sugar 2′-hydroxyl group). The analysis
of different RNA structures shows that base pairs withtrans glycosidic bonds
orientation are also observed in nucleic acid structures (Figure 7). RNA is a
flexible molecule. Rotations are possible around a number of sugar-phosphate
backbone bonds within a nucleotide and between nucleotides. A ribose sugar
can adopt different puckering modes. Rotations of the base around glycosidic
bond are also observed. Because of steric constraints between the base and the
sugar-phosphate backbone, mainly two conformations are allowed: theanti and
thesynconformations (Figure 8).

A triangle can be used to represent a nucleotide (Figure 9). For each triangle,
the labels for the edges are as follow. The sides adjacent to the right angle repre-
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Fig. 6. Identification of edges in nucleic acid bases.

Fig. 7. Schematic views ofcisandtransbase pairs.

Fig. 8. Anti andsynconformations are obtained by the base rotation around the glycosidic bond.
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Fig. 9. Chemical structure of a purine nucleotide illustrating the three edges available for base-to-
base interaction (left). Representation of an RNA base as a triangle, with edges labeled as in Figure 6
(right). For more details, see [1,2].

sent the Watson–Crick and Sugar edges of each base while the hypotenuse of the
triangle represents the Hoogsteen edge. A circle or a cross in the corner where the
Hoogsteen and Sugar edges meet indicates the orientation of the sugar-phosphate
backbone relative to the plane of the page: a circle means that the 5′ → 3′ direc-
tion come from back to front while a cross means that it goes from front to back
(when the base is drawn in the plane of the page). Two strands can be parallel or
antiparallel. Although Hoogsteen edge applies only to purines, it is also used to
refer to the C–H edge of pyrimidines as the atoms involved are normally found
in the deep groove of the A-type helix.

A given edge of one base can potentially interact in a plane with any one of the
three edges of a second base, and can do so in either thecis or transorientation
of the glycosidic bonds. The twelve possible, distinct edge-to-edge base-pairing
geometries (or families) are illustrated in Figure 10 using the triangle represen-
tation for the bases. The upper row illustrates the six distinctcispairings and the
lower row the sixtrans pairings, each one positioned below the corresponding
cis pair. Each pairing geometry is designated by stating the interacting edges of
the two bases (Watson–Crick, Hoogsteen, or Sugar edge) and the relative glyco-
sidic bond orientation,cis or trans. A historically based priority rule is invoked
for listing the bases in a pair: Watson–Crick edge> Hoogsteen edge> Sugar
edge. The twelve base pair geometries are listed in Table 1, with the local strand
orientations in the defaultanti configurations of the bases with respect to the
sugars [3].
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Fig. 10. The twelve possible base-pairing geometries.

2. The annotation of non-Watson–Crick base pairs and of RNA motifs

The rapidly growing number of three-dimensional RNA structures at atomic res-
olution requires that databases contain the annotation of such base pairs. The
annotation facilitates the recognition of isosteric relationships among base pairs
belonging to the same geometric family, and thus facilitates the recognition of
recurrent 3D motifs from comparison of homologous sequences. Graphical con-
ventions for accurately and unambiguously representing RNA motifs in sec-
ondary structure diagrams and in electronic databases have been defined. The
annotation facilitates the 2D representation of complex 3D structures since con-
ventions have been suggested for presenting the essential 3D features of RNA
structures in a visually accessible and appealing 2D format. These include: (1) all
canonical and non-Watson–Crick pairs, (2) changes in strand polarity in the fold-
ing of the RNA, (3) the occurrence ofsynbases and (4) essential stacking inter-
actions. The nomenclature and classification were devised in order to facilitate
the organization of the vast amount of new structural data so that, when properly
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Table 1

The twelve geometric families of nucleic acid base pairs with symbols for annotating secondary struc-
ture diagrams [1]. The local strand orientation is given in the last column, assuming that all bases are
in the defaultanti conformation; asynorientation for one base would imply a reversal of orientation;
for the global orientation, the stereochemistry at the phosphate groups has to be considered. In the
very rare case that both bases aresyn, the strand orientations revert to those given in the table [3].

GLYCOSIDIC DEFAULT

NO. BOND INTERACTING EDGES SYMBOL LOCAL STRAND

ORIENTATION ORIENTATION

1 Cis Watson–Crick/Watson–Crick Anti-parallel

2 Trans Watson–Crick/Watson–Crick Parallel

3 Cis Watson–Crick / Hoogsteen Parallel

4 Trans Watson–Crick / Hoogsteen Anti-parallel

5 Cis Watson–Crick / Sugar edge Anti-parallel

6 Trans Watson–Crick / Sugar edge Parallel

7 Cis Hoogsteen / Hoogsteen Anti-parallel

8 Trans Hoogsteen / Hoogsteen Parallel

9 Cis Hoogsteen / Sugar edge Parallel

10 Trans Hoogsteen / Sugar edge Anti-parallel

11 Cis Sugar edge / Sugar edge Anti-parallel

12 Trans Sugar edge / Sugar edge Parallel

stored, comparisons with homologous sequences and retrieval of motifs would
be rapid and accurate.

Annotation of 2D diagrams

Accurate and unambiguous annotation of RNA motifs on standard 2D drawings
allows one to communicate succinctly the essential features of a motif. This, in
turn, facilitates recognition of shared 3D tertiary motifs and foldings. What are
the essential elements of such drawings, which can furthermore be coded easily
and used for computer aided motif identification? Such diagrams should indicate:

1. The classical secondary structure (contiguous canonical pairs forming A-form
double-stranded helices maintained by Watson–Crick and wobble pairs);

2. All non-Watson–Crick pairs and the geometric family to which they belong,
designated using unique symbols;
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3. All points in the covalent chain at which the strand polarity reverses direction;

4. Key base stacking interactions, to the degree possible without overly cluttering
the picture;

5. Sequential numbering of nucleotides (5′ to 3′) to aid in tracing the covalent
chain;

6. Which nucleotides adopt the less usualsynconformation about the glycosidic
bond.

Nucleotides can be indicated by single black, capital letters (A, G, C, or U)
as usual. Bold or red colored fonts are suggested to indicate which bases are in
the less usualsynconfiguration of the glycosidic bond. To designate canonical
Watson–Crick and wobble pairs, one can use the symbols “–” for both AU and
GC pairs and “•” for the wobble GU pair [4], but the convention “–” for AU pairs,
“=” for GC pairs, and “•” for GU wobble pairs is more explicit [5] and allows the
use of “•”as a generic designation for non-Watson–Crick pairs in text. A set of
black-and-white symbols to accurately specify each kind of non-Watson–Crick
edge-to-edge pairing interaction was proposed based on the use of three sym-
bols to designate the interacting edges: circles for Watson–Crick edges, squares
for Hoogsteen edges, and triangles for Sugar edges (Table 1). Filled and open
symbols distinguish thecis andtransbase pairs. When the two interacting bases
use the same edge only one symbol is necessary (e.g.cisWatson–Crick/Watson–
Crick or transHoogsteen/Hoogsteen). When an interaction involves two differ-
ent edges, it is necessary to designate which edge corresponds to which base.
For example, “A•GcisWatson–Crick/Hoogsteen” designates a pair in which the
Watson–Crick edge of the A interacts with the Hoogsteen edge of the G. To dis-
tinguish the X•Y from Y•X pairs in such cases, a composite symbol is generated
by linking the edge symbols by a line as shown in Table 1. Finally a red or dotted
arrow can be used to indicate points in the covalent chain at which reversals in
strand orientation occur.

Examples of 2D representations of RNA motifs

To illustrate these conventions, we present in Figure 11 examples of 2D repre-
sentations of RNA motifs starting with simple hairpin loops and proceeding to
more complex motifs. A hairpin loop is form when an RNA strand folds back on
itself.

Figure 11 shows examples of recurrent hairpin motifs, taken from the structure
of the 23S ribosomal RNA ofHaloarcula marismortui(NDB file rr0033 [6]). The
first two hairpins are essentially the same motif, although the base sequences dif-
fer. The diagram makes the similarity obvious. Both hairpin loops are closed by a
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Fig. 11. Schematic representations of hairpin loops.

Fig. 12. Sarcin/ricin motif and related motifs. From [7].

transHoogsteen/Sugar edge base pair, A808•G805 in one case and C256•U253
in the other. Thetrans Hoogsteen/Sugar edge pairs are designated with open
symbols (indicating thetrans geometry) consisting of squares, placed next to
A808 or C256 (for the Hoogsteen edge), linked to triangles, placed next to G805
or U253 (for the Sugar edge). The strand direction reverses direction immedi-
ately after G805 or U253. Furthermore, the corresponding bases 806–808 in the
first hairpin and 254–256 in the second are stacked as indicated by placing these
bases one on the other. In fact, the two hairpins are superimposable in 3D space.
By contrast, the third hairpin is very different and defines a different motif. The
closing base pair G1773•U1770 istrans Watson–Crick/Sugar edge and G1773
is in thesynconfiguration, indicated by the bold font. The strand reversal occurs
between the third and fourth nucleotides of the hairpin loop (C1772–G1773).
U1771 and C1772 are not stacked on each other.

The next example (Figure 12) is a motif related to the sarcin/ricin motif, a
highly recurrent motif found throughout the ribosome world [8]. Almost univer-
sally, the sarcin-like motifs serve as sites for specific RNA–RNA, RNA-protein,
and in a few cases RNA-drug interactions. The sarcin/ricin motif also occurs in
loop E of eukaryal 5S ribosomal RNA but should not be confused with bacter-
ial loop E. The motif is an asymmetric “internal loop” in which a local change
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in strand orientation occurs. The arrows between U2690 and A2691 and be-
tween A2691 and G2692 indicate the local strand reversal that occurs at A2691.
The positioning of A2691 above U2693 indicates the stacking between these
two residues. The “bulged” base, G2692 is actually hydrogen bonded to U2693
and lies in the same plane as the U2693•A2702 transWatson–Crick/Hoogsteen
pair. This is indicated by placing all three bases on the same horizontal level
on the page. The G2692• U2693 pair iscis Sugar edge/Hoogsteen whereas the
G2701•A2694 and U2690•C2704 pairs aretrans Sugar edge/Hoogsteen. We
have identified a related motif in a highly conserved stem loop in Domain IV
of 23S rRNA. TheH. marismortuiandD. radioduransversions are shown in the
middle panels of Figure 12, which shows the similarities to the sarcin/ricin motif.
The drawings helped us to identify a second independent occurrence of the motif
in Domain III of 23S rRNA ofH. marismortui. This is shown in the right-most
panel of Figure 12. A box is drawn around the conserved parts of the motif.

3. RNA–RNA recognition motifs

The flourishing diversity of base pairing

Because base pairing is so diverse and because almost several combinations of
bases can be observed in various geometries, the preceding definitions are useful
to characterize and organize base pairs. However, some pairs involve non stan-
dard H-bonding rules or intermediate geometries. Thus, so-called bifurcated (it
would be more appropriate to call them “chelated”) H-bonds have been observed.
The involvement of C–H bonds in some sort of H-bonding interaction cannot be
dismissed owing to their frequent observations in high resolution crystal struc-
tures and to their surprising stabilities in long molecular dynamics simulations.
For example, thetransSugar edge/Hoogsteen G•A pair covaries frequently with
a trans Sugar edge/Hoogsteen A•A pair in which the short distance between
N7(A) and H–C2(A) indicates the presence of a C–H. . .N H-bond. In a discon-
certing way, some pairs are mediated via one or more inserted water molecules.
More puzzling, is the example of atransHoogsteen/Watson–Crick A•C base pair
without any direct H-bond but with only water-mediated H-bond between N4(C)
and N7(A) [9].

H-bonding in the shallow groove is common and versatile

The subtle and unforeseen roles of H-bonding in the shallow groove of RNA he-
lices are among the important contributions of the recent RNA structures. The
new pairs all involve the O2′ sugar hydroxyl group and adenine residues are the
most frequent ones found interacting with the Sugar edge sites of another base,
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Fig. 13. Idealized drawings of Watson–Crick/Sugar edge base pairs (top) and Sugar edge/Sugar edge
base pairs (bottom). The strand direction is indicated (with the convention as described in the text).
Note the systematic use of the sugar hydroxyl group O2′H.

except in side-by-side pairs of the “AA-platform” motif [10]. The adenine base
interacts via its Watson–Crick sites (N1 and N6), Hoogsteen sites (N6 and N7),
or Sugar edge sites (N3 and C2-H) with the Sugar edge sites (N3(R), N2(G),
O2(Y) and the O2′H (sugar)) of another base, which is often engaged itself in
a Watson–Crick or Hoogsteen pair (Figure 13). The type of atom interacting
with the O2′ hydroxyl group is different in thecis or transpairs. Thus, in acis
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Watson–Crick/Sugar edge pair, the N1 nitrogen of A binds the O2′ sugar hy-
droxyl group, while it is the N6 amino group in atranspair. Similarly, in atrans
Sugar edge/Sugar edge pair, the N1 binds the O2′ sugar hydroxyl group while,
in a cis pair, it is the N3 nitrogen. The G•A pairs closing the GNRA tetraloops
belong to the family of thetrans Hoogsteen/Sugar edge pairs. The surprising
AA-platform motif [10] in which two consecutive nucleotides stay side-by-side
in the same plane involve acisHoogsteen/Sugar edge contact between the 3′ base
and the 5′ base. As in the othertransHoogsteen/Sugar edge pairs, the 3′-base of
AA-platform is engaged in a Watson–Crick or Hoogsteen pairing. As a matter
of fact, side-by-side platforms are not restricted to 5′AA3′ dinucleotides; 5′GU3′
platforms are observed in the sarcin loop [9] and the L11 complex [11].

Inter-strand or cross-strand stacking

In standard B-DNA types of structures, base stacking occurs mainly between
bases on the same strand with a minor influence of sequence (intra-strand stack-
ing). However, in RNA helices (or A-DNA types of helices), base stacking is
strongly influenced by sequence: generally, in 5′R-Y3′ steps, one observes intra-
strand stacking and, in 5′Y-R3′ steps, there is definite inter-strand stacking. This
tendency is accentuated in non-Watson–Crick pairs. A well described exam-
ple is that of wobble GoU pairs for which there is a pronounced inter-strand
stacking between the guanines in tandem of GoU pairs with the sequence order
5′UG3′ [12]. Stretches of non-Watson–Crick pairs display pronounced purine
stacks; one of the best example is again the loop E of 5S rRNAs [9]. The stabi-
lizing effects of several layers of purine stack is seen also in bent junctions. For
example, in tRNAs, the two bulging residues 59 and 60 stack on each other and
on the two non-Watson–Cricktranspairs U8•A14/R15•Y48, stabilizing the 90◦
interface between the two arms.

RNA self-assembly motifs

While the Watson–Crick pairs between complementary bases are a necessity for
forming the helical framework of a complex RNA, the non-Watson–Crick pairs
are pivotal in RNA–RNA and RNA-protein recognition. The complementary
Watson–Crick base pairs, withcis glycosyl bonds, form the only set of pairs
which are isosteric in antiparallel helices. Thus, they promote the formation
of helices with quasi-regular sugar-phosphate backbones which define the sec-
ondary structure. In single-stranded RNA molecules, stacking and base pairing
drive the folding of the chain on itself through the formation of helical regions
linked by non-helical elements, hairpin loops, internal bulges, and multiple junc-
tions. RNA tertiary structure will therefore comprise those RNA–RNA interac-
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tions involving (i) two helices; (ii) two unpaired regions or (iii) one unpaired
region and a double-stranded helix [13,14].

The interactions between two helices are basically of two types: either two
helices with a contiguous strand stack on each other or two distant helices po-
sition themselves so that H-bonding between sugar-phosphate backbones occur
in the shallow grooves. The second type of contacts, observed as intermolecular
crystal contacts [15, 16], is beautifully present in the P4–P6 structure [17]. An
unpaired region belongs to either a single-stranded stretch (forming an internal
loop or a bulge) or a hairpin loop closing a helix. Intramolecular interactions be-
tween two unpaired regions can be mediated by standard Watson–Crick pairing
leading to the tertiary motif called pseudoknot if a single loop is involved (with
possibility of co-axial stacking between the formed helices) or to loop–loop mo-
tifs (or kissing loops) otherwise [18]. Interactions between an unpaired region
and a double-stranded helix can lead to various types of motifs, always involving
non-Watson–Crick pairs. H-bonding of a single-stranded stretch, to sites either
in the deep or the shallow groove of a double helix, leads to triples; they can
always be looked at as an ensemble of two types of exclusive base pairs. Two
RNA–RNA self-assembly motifs are known in which the unpaired region consti-
tutes a terminal hairpin loop: –GNRA-tetraloops bind to the shallow groove of
a RNA helix [19, 20], while –GAAA-tetraloops bind to a specific 11-nucleotide
receptor (Figure 14) [17,21]. Both motifs had been predicted on the basis of se-
quence analysis, coupled to molecular modelling, chemical probing, andin vitro
selection [19, 21]. The first motif was observed as an intermolecular contact in
crystals of the hammerhead ribozyme [20], while the second motif links the two
main helical domains of the P4–P6 structure [17]. Internal loops, like the loop
E motifs, contribute also to 3D folding motifs, since their bases are engaged in
non-Watson–Crick pairings leading to compact and helix-like regions which of-
ten bind magnesium ions [7, 8, 22]. The P4–P6 structure contains a A-rich loop
which is organized around two magnesium ions and presents adenines for inter-
acting with a helix [17].

Unpaired regions of the secondary structure are structured

In RNA, secondary structure is usually defined in terms of contiguous regions
of cis Watson–Crick pairs (including wobble GoU pairs) forming helices. For-
mally, the RNA folding problem is simpler than the protein folding problem [23].
Indeed, the energy content of the secondary structure is large compared to that
of the tertiary structure so that the energy of the interactions maintaining the
three-dimensional architecture can be considered as a perturbation on the energy
of the overall system. Experimentally, this hierarchical view of RNA folding
is observed in UV melting of folded RNAs where the cooperative melting of
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Fig. 14. a) An adenine rich tetraloop –GAAA-bind to a 11-nucleotides motif, as seen in the crys-
tal structure of P4–P6 domain (b). The AA platform (A225–A226) is sandwiched between atrans
Hoogsteen/Watson–Crick pair (A248•U224) and a wobble pair U247oG227. A248 forms atrans
Watson–Crick/Watson–Crick pair with the apical base A151 of the –GAAA-tetraloop (c). In d) are
illustrated direct interactions between the Sugar edge sites of A152 and the O2′H hydroxyl group of
U224. Bases A151 and A152 are not in the same plane.

the tertiary structure is first observed before the broad and sequential melting of
the secondary structure elements [24–27]. Besides, the melting of the tertiary
structure depends strongly on divalent ion concentrations, especially magnesium
ions, implying that specific ion binding sites are created during tertiary fold-
ing [24, 27–30]. On the other hand, monovalent ions influence the stability of
secondary structure elements [24, 31, 32]. The separability between 2D and 3D
structures is commonly observed during in vitro experiments [33]. The hierarchy
in RNA folding formed the basis of a modelling approach in which preformed
RNA modules were assembled into complex architectures via defined tertiary
contacts [13, 19]. It is now clear that the single-stranded interhelical segments
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are rarely unpaired and form instead structured regions which tend to be helical-
like and in which magnesium ions are bound. This is beautifully illustrated by the
loop E domain of 5S rRNA. Solution data concluded that magnesium ions were
necessary for the structuring of that loop [34,35]. Later, NMR evidence indicated
the presence of several non-Watson–Crick pairs in the loop E of eukaryotic 5S
rRNA [36] which were seen, afterwards, at high resolution by X-ray crystallog-
raphy in the sarcin loop [9]. Thus, most of the unpaired regions in the secondary
structures of ribosomal RNAs or large catalytic RNAs are in fact structured and
organized.

4. Roles of RNA motifs in RNA-protein recognition

The A-form RNA double helix is a poor target for specific interactions

RNA secondary structure is defined by the formation of contiguous canonical
Watson–Crick pairs by hydrogen bonding between the complementary bases
A–U and G=C. The definition of secondary structure in RNA includes the most
common non-Watson–Crick pair: the wobble GoU pair. The stacking of canon-
ical pairs gives rise to double-stranded helices. Regular A-form helices are the
basic building blocks of all RNA architectures known so far. In contrast to B-
form DNA with its wide major and narrow minor groove, A-form RNA has a
narrow deep and a wide shallow groove (Figure 15). The discriminatory major
groove edges of the base pairs are buried in the inaccessible deep groove [37]
whereas the shallow groove permits access to the rather uniform minor groove
side of canonical pairs. Moreover, the polar groups of the Watson–Crick face of
the bases, potential sites for hydrogen bonding, are engaged in base pair interac-
tions. Thus, regular A-form RNA helices exhibit little potential for the specific
recognition by proteins. In the present overview, we would like to emphasize
the central role and importance of non-Watson–Crick pairs. In the DNA field, a
mismatch (i.e. a base pair involving non-complementary bases) is functionally a
potential locus for deficient or carcinogenic biological development. In the RNA
world, however, non-Watson–Crick pairs are key determinants for proper native
folding of the RNA and for RNA recognition by proteins or other ligands like
ions or antibiotics. Therefore, to stress that fact, we will avoid term “mismatch”
when describing non-Watson–Crick in RNAs.

The dual role of non-Watson–Crick pairs: groove distortion and presentation of
unique hydrogen bonding sites

Pairwise combinations of hydrogen-bonded coplanar bases other than the Watson–
Crick arrangement give rise to non-canonical or non-Watson–Crick pairs (re-
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Fig. 15. Dimensions of the major/deep groove in nucleic acids duplexes shown from the side (top)
and looking into the groove (bottom). a) In regular A-form RNA helices, the major groove is deep
and narrow. b) Non-Watson–Crick base pairs, triples and adjacent loops distort the A-form geometry
of RNA helices, leading to a expanded deep groove without reducing its characteristic depth. In
the complex between BIV Tat peptide and TAR RNA [38, 39], the peptide (tube) binds in aβ-turn
conformation to the RNA deep groove widened by an U•A–U triple in which adenine participates
in non-canonical pairing with one of the uracils (grey sticks). Adjacent to the triple, an unpaired
nucleotide (dark grey sticks) facilitates the widening of the deep groove. c) In B-DNA, the major
groove is much wider but less deep than in double-stranded RNA. From [40].

viewed in [2]). The GoU wobble base pair along with various types of G•A pair-
ings are the most common non-Watson–Crick pairs in large RNA molecules such
as ribosomal RNA [12]. Non-Watson–Crick interactions between nucleotides are
also found in triples where a third base forms hydrogen bonds with a canonical
base pair (Figure 16).
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Fig. 16. Examples of triple base pairings as observed in transfert RNA.

Only a small number of non-Watson–Crick base pairs can be incorporated
within stacked RNA stems without disrupting the helical structure but they do
distort the regular A conformation (usually in thecis Watson–Crick/Watson–
Crick family like the GoU wobble, a G•A pair or some Y•Y pairs). Usually,
non-Watson–Crick pairs occur as a group and in a definite order, defining a RNA
motif. Often, the non-Watson–Crick pairs affect especially the lateral dimen-
sion of the deep groove while its characteristic depth is maintained (Figure 15).
Unpaired nucleotides are often adjacent to non-canonical pairs and increase the
flexibility of the RNA backbone, thereby facilitating the widening of the deep
groove. Non-Watson–Crick pairs and triples can distort the RNA deep groove
to an extent allowing the accommodation of protein domains with ordered and
regular secondary structure elements such asβ-turns andα-helices (Figure 17).

Beyond their role of deforming the shape of the deep groove in RNA he-
lices, non-Watson–Crick base pairs serve as specific recognition sites in hydro-
gen bonding interactions with proteins. In non-canonical pairs, due to the altered
hydrogen bonding patterns and arrangements of bases as compared to canonical
pairs, alternative and ordered sets of the polar donor and acceptor groups of the
bases are available for intermolecular contacts.

Protein binding sites by combination of non-Watson–Crick pairs, triples and
loops

The protein and peptide binding sites in three-dimensional structures of RNA
complexes known so far suggest that single non-Watson–Crick base pairs are of-
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Fig. 17. Peptide-binding sites involving stacks of tandem non-canonical base pairs in RNA duplexes.
a) In the complex between an HIV-1 Rev peptide and RRE RNA [41], the peptide binds as anα-helix
into the deep groove widened by a G•G (c) following on acis Watson–Crick/Watson–Crick G•A
pair (d). b) The same peptide binds in the deep groove of an RNA aptamer [38] which contains an
identical G•A pair and a symmetric A•A (e) isosteric with the corresponding G•G mismatch in the
RRE RNA. A U•A–U triple identical to the triple in the BIV TAR RNA participates in the peptide
binding site. d) In both complexes, the side chain of the same asparagine residue forms specific
hydrogen bonds with polar groups located in the deep groove edge of the G•A pair. G47•A73 and
G6•A30 correspond to the RRE RNA and the aptamer, respectively. Unpaired nucleotides in (a)
and (b) are also shown in grey sticks. From [40].
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ten accompanied by additional RNA motifs in order to form recognition surfaces
for the substrates.

Tandem stacks of two non-Watson–Crick base pairs are found in the Rev
peptide-binding sites of the HIV-1 Rev-response element (RRE) RNA [41] and a
Rev-specific aptamer RNA [42] (Figure 17). In the Rev complex of RRE as well
as of the aptamer, the peptide binds inα-helical conformation to the RNA deep
groove which is widened by acis Watson–Crick/Watson–Crick G•A pair (Fig-
ure 17d) followed by either atransWatson–Crick/Watson–Crick G•G (RRE) or
the isosteric A•A pair (aptamer) (Figure 17c and Figure 17e). Adjacent bulged-
out nucleotides facilitate the widening of the deep groove. Consistent in both
complexes, the G•A pair is recognized by the same asparagine residue in the
peptide forming intermolecular hydrogen bonds with the two purines simultane-
ously (Figure 17d). The symmetric G•G and A•A pairs in, respectively, RRE
and the aptamer are not involved in direct contacts to the peptide. The opening of
the peptide binding pocket in the deep groove of RRE, however, strictly requires
a homo purine pair isosteric to G•G. RRE variants obtained byin vitro selection
displayed high affinity for the Rev protein only when a G•G or A•A mismatch
could be formed between the base positions 48 and 71 [43].

In the Rev-specific aptamer RNA, a U•A–U triple contributes to the peptide
binding site [42]. The arrangement of bases in the triple corresponds to a classical
U•A–U trimer in which both Watson–Crick and Hoogsteen base-pairing sites of
adenine are engaged simultaneously. Stereochemically identical U•A–U triples
are opening up the deep groove for substrate binding in BIV TAR RNA [38, 39]
in complex with a Tat peptide (Figure 17b) and a class II Rev-aptamer RNA [44]
bound to a Rev peptide (Figure 18a). In the TAR complex, an isoleucine side
chain of the Tat peptide in the deep groove packs against the hydrophobic C5–C6
edge of the uracil base [39, 42] which binds to the Hoogsteen face of adenine in
the U•A–U triple.

The BIV TAR RNA and the class II aptamer along with the boxB RNA [45]
(Figure 18b) provide examples for peptide-binding sites formed by combinations
of base mismatches with adjacent loops. In the complexes between these RNAs
and, respectively, Tat, Rev and N peptide, the peptide-binding pocket opens up
towards a loop which folds away from the groove in order to allow the entry of
the substrate.TransSugar edge/Hoogsteen G•A pairs terminate the loops and
participate in hydrogen bonding to arginine residues of the peptide in the class
II Rev aptamer and the boxB RNA complexes (Figure 18). The arrangement
of bases in such G•A pairs projects the Hoogsteen edge of the guanine towards
the deep groove readily available for contacts with amino acid side chains (Fig-
ure 18c) and Figure 18d)). Among non-Watson–Crick pairs involved in protein
recognition,trans Sugar edge/Hoogsteen G•A pairs stand out given their wide
distribution in natural RNAs.
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Fig. 18. Peptide-binding sites involvingtrans Sugar edge/Hoogsteen G•A pairs adjacent to a loop.
In the complexes of HIV Rev peptide bound to a class II RNA aptamer [44] (a) and N peptide bound
to boxB RNA [45] (b), an arginine residue forms hydrogen bonds to the Hoogsteen edge of a guanine
in a trans Sugar edge/Hoogsteen G•A pair. The arginine binds via a single amino group (c) in the
aptamer complex and, in addition, via the secondary amino group (d) in the boxB complex. Bulged-
out nucleotides are also shown in grey stick representation.
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GNRA tetraloops as protein recognition sites

The pentaloop in the boxB RNA adopts a GNRA tetraloop-like conformation
(N is any nucleotide; R is a purine) by extrusion of one nucleotide [45] (Fig-
ure 18b) induced by binding of the N peptide. GNRA tetraloops are very frequent
in large RNA folds due to both their conformational stability and their ability to
participate in tertiary contacts with other RNA motifs [46]. A characteristic struc-
tural feature of GNRA loops is the terminatingtransSugar edge/Hoogsteen G•A
pair which involves the first and last residues of the tetraloop. ThistransSugar
edge/Hoogsteen G•A contributes to specific intermolecular hydrogen bonds to
the N peptide in the boxB RNA complex and, thus, protein recognition of GNRA
motifs is likely to be a general theme of RNA/protein interactions.

Recognition of non-canonical pairs in the shallow groove

The structural uniformity of the shallow groove edges of Watson–Crick base pairs
renders them poor targets for specific recognition but remarquable for recogni-
tion of regular RNA helices by unpaired residues, especially adenines (see for
example [46]). Non-canonical base pairs introduce asymmetries in the shallow
groove of RNA duplexes which allow subtle structural discrimination in ligand
binding.

Specific recognition of a base pair in the shallow groove has been observed
for GoU wobble base pairs. The alanine tRNA contains a single GoU pair in the
acceptor stem which serves as a major determinant for specific aminoacylation
by tRNAAla synthetase [47,48]. Variant tRNAs in which the GoU pair is mutated
or guanine is replaced by inosine, which lacks the 2-amino group of guanine, are
not aminoacylated by the synthetase [48]. These findings indicate that tRNAAla

synthetase recognizes guanine in the shallow groove by its exocyclic 2-amino
group which is not involved in base pairing in GoU wobble pairs.

The shallow groove recognition of GoU wobble pairs is facilitated by the
geometry of the base pair, with the uracil pushed in the deep groove creating
a depression on the shallow groove surface. This site is in many cases occupied
by a water molecule bridging the two bases of the wobble pair. The specific bind-
ing of ligands to the shallow groove edge of GoU pairs is thus likely to involve
displacement of a bridging water molecule.

tRNA/synthetase interactions provide yet another example for mismatch recog-
nition in the shallow groove. A sequence comparison analysis has shown that the
first [32] and last [38] residues of the seven-membered tRNA anticodon covary
so as to maintain characteristic bifurcated H-bonded pairs [49]. In the complex
between tRNAGln and its cognate synthetase, a contact between an aspargine
side chain and a uracil within a single-hydrogen-bonded U32•U38 pair has been
discovered [50]. A hydrogen bond is formed between the amide group of the
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Fig. 19. a) Recognition of non-Watson–Crick pairs in the complex between the ribosomal L11 protein
and a fragment of the 23S rRNA [11]. In this complex, a non-canonicalcisHoogsteen/Watson–Crick
A•U pair is involved in protein contacts (b). This A•U base pair forms hydrogen bonds with a
threonine side chain and the peptide backbone within anα-helix that binds to a shallow groove face
of the RNA fold.

asparagine side chain and the O2 carbonyl atom of the uracil projecting into the
shallow groove. Despite the recurrent occurrence of non-Watson–Crick pairs in
tRNAs, examples for recognition of non-canonical pairs by tRNA-binding pro-
teins are scarce. Clearly, most of them are necessary for maintaining the native
architecture of tRNAs. Further, one may speculate that the numerous modifica-
tions of nucleotides may be preferred as specific identity (or anti-determinant)
elements of tRNA structures.

The three-dimensional structure of a 58-nucleotide RNA fragment of 23S
rRNA in complex with ribosomal L11 protein [11, 51] displays the most exten-
sive case of shallow groove recognition in an RNA/protein complex yet. The
L11 protein binds with a 15-residueα-helix to a shallow groove surface of the
RNA fold (Figure 19a). Two consecutive amino acids within theα-helix, namely
Gly130 and Thr131, are involved in hydrogen bonds to a non-canonical A•U pair
in the RNA (Figure 19b). Thecis Hoogsteen/Watson–Crick A•U is formed by
a long-range tertiary interaction between an adenosine and a uridine which ties
together the RNA fold.
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5. Conclusions

Canonical Watson–Crick pairs in RNA can be considered as the most basic unit
for building three-dimensional frameworks essentially made of rather regular he-
lices interrupted at defined positions by unique interaction or recognition motifs
promoting RNA–RNA or RNA-protein contacts. Because of their protean diver-
sity, the simplest motifs generating irregularities and asymmetries suitable for
specific interactions are non-canonical base pairs. The three-dimensional struc-
tures of RNA/peptide and RNA/protein complexes reveal non-Watson–Crick base
pairs as key elements of RNA recognition. At the interface between the worlds
of RNA and protein molecules, the deviations and distortions from the Watson–
Crick geometry do indeed rule the geometry of base pairs involved in specific
protein binding.

Further, it is not clear how, in the RNA world, the appropriate functional equi-
librium between Watson–Crick and non-Watson–Crick pairs is determined. Di-
valent ions could be an important factor for the maintenance of the correct distri-
bution of base pairs. While monovalent ions stabilize helices (and thus secondary
structure), divalent ions do not influence much the stability of helices but on the
contrary stabilize tertiary folding [52]. The recent crystal structures display a
wealth of new structural information and insight on divalent ion binding to RNA,
especially the whole important magnesium ion [53]. Although magnesium ions
bind frequently to (and often link) the anionic phosphate oxygen atoms and the
Hoogsteen sites of guanines, the non-Watson–Crick pairs, because of their ef-
fects on the groove sizes and on the sugar-phosphate backbone path, mould often
ion binding cavities. Thus, the balance between Watson–Crick and non-Watson–
Crick pairs could be strongly dependent on the concentration of divalent ions.
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1. Introduction

The growth, development, and maintenance of our cells are dependent upon the
proper regulation of gene expression. Each of our tens of thousands of genes
has its own unique program of activity that controlswhere, when, andhow much
each gene is to be expressed. The resulting pattern of gene expression specifies
the identity and function of cells. Abnormalities in the regulation of gene expres-
sion result in cell death or in misregulated cell growth, such as the uncontrolled
proliferation of cells in cancer.

The study of gene regulation is a formidable informational and mechanistic
challenge. How are the spatial, temporal, and quantitative expression parameters
of each of the tens of thousands of genes controlled? To approach this prob-
lem, it is necessary, at the least, to understand the fundamental aspects of the
transcription process.

This chapter will focus on the regulation of gene expression in eukaryotes at
the level of transcription by RNA polymerase II – that is, the synthesis of mRNA,
which is destined to be translated into proteins. There is a nearly overwhelming
number of factors that are involved in the regulation of eukaryotic gene expres-
sion (Fig. 1). In spite of this complexity, it is possible to outline the general
categories of factors and their functions. Thus, I will first describe the cis-acting
DNA elements and trans-acting protein factors and coregulators that are involved
in RNA polymerase II transcription. In addition, I will provide an overview of
the role of chromatin and chromatin-modifying factors in the regulation of gene
activity.

For background reading, there are many review articles that describe dif-
ferent aspects of transcriptional regulation and chromatin dynamics. A sam-
pling of review articles and treatises are as follows: eukaryotic transcription
(White 2001; Levine and Tjian 2003); RNA polymerase II core promoter (Smale
and Kadonaga, 2003); basal/general transcription factors for RNA polymerase II
(Orphanideset al. 1996); sequence-specific DNA-binding regulatory factors
(Kadonaga 2004); transcriptional coactivators (Taatjeset al. 2004); transcrip-
tional elongation (Simset al. 2004); insulator/boundary elements (Westet al.
2002); enhancers (Blackwood and Kadonaga 1998; Bulger and Groudine 1999);
chromatin (Wolffe 1998; Kornberg and Lorch 1999); chromatin remodeling fac-
tors (Becker and Hörz 2002; Lusser and Kadonaga 2003); histone modifying
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Fig. 1. Some factors that are involved in the regulation of transcription by RNA polymerase II.
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enzymes (Strahl and Allis 2000; Berger 2002); chromatin assembly (Haushal-
ter and Kadonaga 2003; Lusser and Kadonaga 2004). These articles would also
serve as a starting point for a more thorough analysis of the literature.

2. DNA regulatory elements

A variety of cis-acting DNA elements are involved in the control of gene activ-
ity (Fig. 2). The cis-acting sequences in the DNA template contain the genetic
component of the information that directs the transcription of each gene. It has
been a key challenge to decipher the gene expression code that is embedded in
the primary DNA sequence information. Some of our knowledge of this code is
as follows.

First, the core promoter, which is typically about 40 bp in length, encompasses
and specifies the transcription start site. There are different types of core promot-
ers, which vary with respect to the presence or the absence of specific sequence
motifs. These core promoter motifs include the TATA box, initiator (Inr), TFIIB
recognition element (BRE), motif ten element (MTE), and downstream core pro-
moter element (DPE) (for review, see: Smale and Kadonaga 2003) (Fig. 3). The
key factor that mediates the recognition of the core promoter motifs is termed

Fig. 2. Cis-acting DNA regulatory elements for transcription by RNA polymerase II.



80 J.T. Kadonaga

Fig. 3. Core promoter motifs.

transcription factor IID (TFIID; discussed later). It is also important to note that
some transcriptional enhancers function with DPE-dependent core promoters but
not TATA-dependent core promoters, and vice versa. Thus, the core promoter is
not only important for the basic transcription process, but it is also a regulatory
element.

The region that is immediately upstream of the core promoter, from about
−30 to−250 relative to the transcription start site, is typically termed the prox-
imal promoter. The proximal promoter is usually bound by sequence-specific
DNA-binding transcription factors. Some particular sequence-specific transcrip-
tion factors, such as Sp1 and CBF/NF-Y, are commonly found in the proximal
promoter. In some instances, the proximal promoter appears to function as a
conduit between distant enhancer elements and the core promoter.

Transcriptional enhancers are located at variable distances, as far as 80 kbp
or longer, from the RNA start site (for reviews, see: Blackwood and Kadonaga
1998; Bulger and Groudine 1999). Moreover, enhancers act from upstream as
well as downstream of the start site. Enhancers are typically about 0.5 to 1 kbp in
length, and they contain clusters of recognition sites for the binding of sequence-
specific transcription factors. Although enhancers were discovered over 20 years
ago, their mechanism of action remains a mystery. One model posits looping of
the DNA between the enhancer and proximal and/or core promoter. A second
model postulates that there is scanning of DNA-bound factors between the en-
hancer and the proximal/core promoter. Then, a third model suggests that a short
protein-DNA loop is formed at the enhancer that subsequently scans to the prox-
imal/core promoter. Most genes are regulated by their enhancers, and thus, it is
important to understand how enhancers work. In addition, there are repressive
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DNA elements, which are sometimes termed silencers, which function to inhibit
transcription. Like enhancers, silencers contain recognition sites for sequence-
specific DNA-binding factors.

Why do enhancers function from such large distances both upstream and
downstream of the transcription start site? One possibility is that this property
enables multiple enhancers with specific functions to regulate transcription from
a single core promoter. For example, if a gene needs to be expressed in the liver
and the brain, this goal can be achieved by the combination of a brain-specific
enhancer and a liver-specific enhancer. Moreover, the location of these enhancers
relative to the core promoter need not be precise, because there is considerable
flexibility in the distance from which enhancers can activate transcription from
the core promoter.

Another class of cis-acting DNA elements are insulator (also known as bound-
ary) elements (for a review, see: Westet al. 2002). As suggested by their name,
transcriptional insulators function to demarcate functional regions of the genome.
In the strictest sense, a true insulator possesses neither positive nor negative tran-
scriptional activity, but rather functions as a neutral boundary across which nei-
ther transcriptional activators nor transcriptional repressors (including repressive
heterochromatin effects) can exert their influence. Like other transcriptional el-
ements, insulators contain recognition sites for sequence-specific DNA-binding
proteins. It is not yet known how transcriptional insulators function. One model
postulates that insulators are sites of attachment to a ‘fixed’ moiety, such as the
nuclear matrix, and that the DNA (or perhaps, more accurately, chromatin) in
each loop constitutes a genetic domain. We are still at a relatively early stage in
our understanding of insulators, however. It is possible, for instance, that many
‘insulators’ are not purely transcriptionally neutral.

3. Basal/general transcription factors

RNA polymerase II is a multisubunit enzyme that is able to synthesize RNA from
a DNA template, but by itself, the polymerase is not able to initiate transcription
accurately from a core promoter. To perform this task, the polymerase requires
additional auxiliary factors that are commonly known as the ‘general’ or ‘basal’
factors (for a review, see: Orphanideset al. 1996). The basal/general factors that
mediate transcription initiation from TATA-dependent core promoters are desig-
nated as TFIIA, TFIIB, TFIID, TFIIE, TFIIF, and TFIIH (‘TFII’= Transcription
Factor for RNA polymerase II).

A short description of the function of each of the basal/general factors is given
in Fig. 4, in which the factors are listed roughly in the order in which they are
thought to be assembled into a complex (termed the preinitiation complex) prior
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Fig. 4. The basal/general transcription factors for TATA-dependent promoters.

to initiation of transcription. [Alternatively, it has also been postulated that these
factors exist as a large supercomplex (termed the RNA polymerase holoenzyme)
in which most of the basal factors associate with the promoter in a single step.]
One notable factor is TFIID, which is a multisubunit protein that consists of TBP
(TATA box binding protein) and about 11 or so TAFs (TBP-associated factors).
TFIID is the key factor that is responsible for sequence-specific recognition of
the core promoter. The TBP and TAF subunits of TFIID make distinct contacts
with the TATA, Inr, MTE, and DPE motifs. In some promoters, TFIIB inter-
acts with the BRE element that is located immediately upstream of a subset of
TATA box motifs. Another interesting factor is TFIIH, which contains DNA
helicase activity that mediates the unwinding of the DNA to allow entry of the
polymerase. TFIIH functions in both transcription and DNA repair (nucleotide
excision repair). Moreover, mutations in TFIIH subunits in humans are respon-
sible for diseases such as xeroderma pigmentosum, Cockayne syndrome, and
trichothiodystrophy. In addition to the initiation of transcription, it is important
to consider transcription elongation (for a review, see: Simset al. 2004) and
termination as well as the posttranscriptional processing of the RNA, such as
pre-mRNA splicing.
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4. Sequence-specific DNA-binding factors

The recognition of specific sequence motifs in promoters, enhancers, silencers,
and insulators is mediated by thousands of different sequence-specific DNA-
binding factors. These sequence-specific factors are thus the key factors that are
responsible for the interpretation of the information encoded in the primary DNA
sequence. There are probably several thousand genes that encode sequence-
specific transcription factors. Moreover, due to alternative pre-mRNA splicing
(which results in multiple mRNA species from a single gene), there may be sev-
eral tens of thousands (or more!) different sequence-specific DNA-binding pro-
teins that are involved in the regulation of transcription. Basically, it appears
that the regulation of gene expression is a complex process that requires (perhaps
somewhat inelegantly) many different regulatory factors.

Some key properties of the sequence-specific factors are listed in Fig. 5. One
notable feature of these factors is that they are modular in structure. That is,
they contain DNA binding modules, transcriptional activation/repression mod-
ules, multimerization modules, and regulatory modules. There are multiple ver-
sions of each type of module. For example, some DNA-binding modules include

Fig. 5. Properties of sequence-specific DNA-binding transcription factors.
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Fig. 6. Nuclear receptors.

zinc fingers, homeodomains, HMG domains, basic leucine zippers, and so on.
The structure and properties of sequence-specific factors are nicely exemplified
by the nuclear receptors, which are a superfamily of DNA-binding transcrip-
tion factors that additionally function as receptors for a variety of molecules that
range from estrogens and testosterones to vitamin D, retinoic acid, and thyroid
hormone. Nuclear receptors generally share a common structure that is depicted
in Fig. 6, where it can be seen that they possess DNA-binding, activation, and
regulatory motifs. Nuclear receptors also form homodimers and/or heterodimers
with other nuclear receptor family members. For a more extensive discussion of
the properties of these factors, see Kadonaga (2004).

How do the sequence-specific factors work? It appears that there are direct and
indirect means of communication between the sequence-specific factors and the
basal/general factors that carry out the transcription process. There is evidence
for direct interactions between activators and the TAF subunits of TFIID. Then,
there are a variety of coactivator proteins, such as Mediator (also known as SRB
complex, TRAP, DRIP, SMCC, NAT, ARC, CRSP), p300/CBP, and SRC/p160,
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that appear to function as a physical bridge between the DNA-binding factors and
the basal/general machinery. A simple first-order model involving direct macro-
molecular interactions is thus as follows. First, sequence-specific factors recog-
nize and bind to enhancers and proximal promoters, and are converted, when
necessary, to an activated form. [Note that sequence-specific transcription fac-
tors can be bound to DNA in an inactive form that can be converted to an active
form. For example, a nuclear receptor bound to DNA in the absence of a lig-
and is not active (and is sometimes repressive), and then becomes activated upon
binding of an agonist.] Second, the sequence-specific factors recruit coactiva-
tors (and TFIID, which is a special DNA-binding basal/general factor that in-
teracts with sequence-specific activators) via direct protein-protein interactions.
Third, the coactivators recruit the basal/general transcriptional machinery to the
core promoter via direct protein-protein interactions. Thus, the basic activation
process appears to involve a series of protein-DNA and protein-protein interac-
tions. Moreover, as discussed in the next section, chromatin is also an important
component with which coregulators indirectly affect the activation process.

5. Chromatin and transcription

Chromatin is an integral component of transcriptional regulation (Wolffe 1998;
Kornberg and Lorch 1999). The fundamental repeating unit of chromatin is the
nucleosome, which consists of a core histone octamer (which contains two copies
each of the core histones H2A, H2B, H3, and H4), one molecule of linker histone
(such as histone H1), and about 180 bp to 200 bp of DNA. It is well-recognized
that a primary function of chromatin is the packaging of DNA. In humans, for in-
stance, approximately two meters of DNA is packaged into a nucleus that has an
average diameter of about 10 microns. It is also important to consider, however,
that chromatin has existed for several hundred million years, and thus, DNA-
utilizing processes in the nucleus have evolved to function optimally in chromatin
rather than with plain (‘naked’) DNA. Moreover, it is interesting to note that hi-
stones are highly conserved in eukaryotes and are even present in archaebacteria
(but not in eubacteria, such asEscherichia coli).

Chromatin represses the basal transcription process. It appears that chromatin
is not a general repressor of all transcription factors, but rather a selective re-
pressor of the basal/general transcriptional machinery. In this manner, a gene in
the absence of activators would be inactive. Then, the sequence-specific factors
– many of which have been found to bind efficiently to chromatin – function
to counteract the chromatin-mediated repression. The sequence-specific factors
appear to achieve this task by several means. First, the protein contacts that
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Fig. 7. Chromatin remodeling factors.

form between sequence-specific factors, the coactivators, and the basal transcrip-
tion factors probably facilitate the activation process in the context of chromatin.
Second, the sequence-specific factors recruit ATP-dependent chromatin remod-
eling enzymes to disrupt or to mobilize nucleosomes (for reviews, see: Becker
and Hörz 2002; Lusser and Kadonaga 2003) (Fig. 7). Third, there are a vari-
ety of enzymes that covalently modify histones (Strahl and Allis 2000; Berger
2002) (Fig. 8). This modification of histones is thought to create signals that are
recognized by other factors that affect gene activity – this concept is known as
the histone code hypothesis (Strahl and Allis 2000). One example of a histone
modification acting as a signal or code is the binding of heterochromatin protein-
1 (HP-1) to histone H3 that is methylated at lysine 9, but not to histone H3 that
is not methylated at lysine 9. It is additionally possible that some histone modi-
fications, such as acetylation, alter the physical properties of chromatin, such as
the affinity of the histones to DNA, and thus affect the extent to which chromatin
represses transcription.

Hence, the model for the activation of gene transcription should include not
only the binding of sequence-specific factors to DNA and the recruitment of coac-
tivators and basal/general factors, but also the remodeling of nucleosomes, the
covalent modification of histones, and the factors that are affected by the specific
histone modifications.
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Fig. 8. Covalent modification of histones.

6. Conclusions and speculations

The control of gene transcription in eukaryotes is a complex yet solvable process.
In theory, there should be a gene transcription code in the primary DNA se-
quence that provides much, but certainly not all, of the information regarding
when, where, and to what extent each gene will be activated. The sequence-
specific DNA-binding factors ‘read’ the specific DNA motifs in core promoters,
proximal promoters, enhancers, silencers, and insulators. In a sense, the DNA se-
quence represents the ‘genetic’ component of the regulatory code. There is also,
however, an epigenetic component to the control of gene expression that is not
strictly dependent on the precise primary DNA sequence. Such phenomena in-
clude CpG methylation of DNA, which generally correlates with transcriptional
repression such as that seen in the inactive X chromosome. The CpG methylation
state is maintained through many cell divisions and is thus passed from parental
cells to daughter cells. It is possible that some forms of histone modifications
may be similarly transmitted through multiple cell divisions. Also, another form
of transcriptional control involves small RNA molecules (for review, see: Meis-
ter and Tuschl 2004). Thus, we still have much to learn about the factors and
mechanisms that control gene transcription (and even more to learn about all
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of the other stages, such as RNA processing, translation, and posttranslational
processing, at which gene expression is regulated).

For the immediate future, it seems that significant effort should be devoted
toward understanding the basic mechanisms of gene expression. As our knowl-
edge of these processes is expanded and refined, computational approaches (per-
formed within the framework of knowledge) involving large sets of data gener-
ated through bioinformatics will continue to reveal key insights into gene expres-
sion codes in different organisms.

It is reasonable to ask – is every gene regulated by an entirely unique mecha-
nism, or are there common themes and mechanisms that apply to larger groups of
genes? Or, more generally, it can be asked how many generally applicable themes
and concepts can be found in biology relative to those in physics or chemistry? In
my own very naïve and limited view, general concepts, theories, and laws seem
to be dictated by energy, and in biology, the energetic efficiency of processes
is of secondary importance relative to the maintenance of life. In other words,
the cell tolerates many inefficient processes because it cannot go into a dormant
state, re-engineer the basic underpinnings of the inefficient processes, and then
come back as a new, improved cell. The consequence of this limitation is that the
cell has many processes that are not strictly dictated by energetics, and thus, the
‘simplest’ and most efficient (and probably generalizable) mechanisms are not
necessarily employed. Nevertheless, in spite of the potential absence of a logical
design for a gene expression code, we have, as outlined in this chapter, been able
to establish a reasonable foundation of knowledge of the factors and mechanisms
that control transcription by RNA polymerase II.

In conclusion, the mechanisms of gene expression are complex and perhaps
not optimally efficient, but the process is of immense biological importance. In
the future, we will need to gain a better understanding of the energetics of these
processes as well as to devise quantitative theories and models that fit the large
amounts of experimental data that are being generated. In these and other ways,
the field of gene expression would be significantly strengthened by the contribu-
tions of physicists and mathematicians.
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1. Introduction to polymer physics

1.1. Fundamentals of physical viewpoint in polymer science

Polymer chains of different chemical structure have, of course, different proper-
ties. However, there are many common properties characteristic for large classes
of polymer systems. For example, all rubbers (cross-linked polymer networks,
see below) exhibit the property ofhigh elasticity, all polymer melts areviscoelas-
tic, all polyelectrolyte gels absorb a large amount of water, etc. Such properties
can be described on a molecular level taking into account only general polymer
nature of constituent molecules, rather than the details of their chemical structure.
It it these properties that are studied by polymer physics.

What are the main factors governing the general physical behavior of polymer
systems?Threeof them should be mentioned on the first place.

First of all, polymers are long molecular chains. In Fig. 1 three most com-
mon polymer chains with carbone backbone are shown. One can see that small
atomic groups (monomer units) are connected in linear chains by covalent chem-
ical bonds.Chain structureof constituent molecules is the first most fundamental
feature of polymer systems. In particular, this means that monomer units do not
have the freedom of independent translational motion, and therefore polymers do
not possess the entropy associated with this motion (the so-called translational
entropy). This is sometimes expressed as follows: polymer systems arepoor in
entropy.

Second, number of monomer units in the chainN , is large:N � 1 (other-
wise we have oligomer, not polymer). For macromolecules synthesized in the

Fig. 1. Common polymer chains.
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Fig. 2. Polymer chains are generally flexible, they normally take the conformation of the coil, not of
the rigid rod.

chemical laboratory normallyN = 102 ÷ 104. For biological macromolecules
the values ofN can be much larger, for example, the longest polymer chains are
those of DNA molecules:N ∼ 109 ÷ 1010. Such large objects can be seen by
normal optical microscope (if DNA is labeled with fluorescence dyes), since the
linear size of DNA coil turn out to be larger than the wavelength of light.

Third, polymer chains are generallyflexible(see Fig. 2), they normally take
the conformation of the entangled coil, rather than that of a rigid rod. We will
discuss in detail the notion of polymer chain flexibility in section 1.2.

Chain structure, large number ofmonomerunits in the chain and chainflex-
ibility are three main factors responsible for specific properties of polymer sys-
tems.

1.2. Flexibility of a polymer chain. Flexibility mechanisms

Let us outline main flexibility mechanisms.

1.2.1. Rotational-isomeric flexibility mechanism
Let us consider a simplest polyethylene chain (Fig. 1) and let us ask ourselves for
which conformation do we have theabsolute energetic minimum?

Such conformation corresponds to a straight line and is shown schematically
in Fig. 3. For this conformation all the monomer units are in the so-calledtrans-
position. This would be an equilibrium conformation atT = 0.

Fig. 3. The rectilinear conformation of polyethylene chain.
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Fig. 4. Definition of the valency angleγ and angle of internal rotationϕ for carbon backbone.

Fig. 5. The typical dependence of energy vs. the internal rotation angleϕ.

At T 	= 0 due to the thermal motion the deviations from the minimum-energy
conformation are possible. According to theBoltzmann lawthe probability of
realization of the conformation with the excess energyU over the minimum-
energy conformation is

P(U) ∼ exp

(
− U

kT

)
(1.1)

What are the possible conformational deviations from the structure shown in
Fig. 3? For carbon backbone thevalency angleγ (see Fig. 4) should be normally
considered as fixed (for different chains 50◦ < γ < 80◦). However the rotation
with fixedγ by changing the angle of internal rotationϕ (see Fig. 4), is possible.
Any valueϕ 	= 0 gives rise to the deviations from the rectilinear conformation,
i.e. to the chain flexibility.

The typical dependence of the energy of internal rotation onϕ is shown in
figure 5.

There are several minima separated by energetic barriers. The height of the
barriersU1 is of order of 3 Kcal/mol, which is much higher thankT , while the
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Fig. 6. Freely-jointed chain.

value� of the energetic difference between the minima (see Fig. 5) is normally
less then 1 Kcal/mol, i.e. of orderkT . Therefore, taking into account eq. 1.1,
one can say that the conformation of a given monomer unit should correspond to
one of the minima. These minima are calledrotational isomers(for ϕ = 120◦
andϕ = 240◦ — gauche rotational isomersand forϕ = 0◦ — trans rotational
isomers).

It is easy to realize that for this case gauche isomers induce sharp bends of the
chain and give dominant contribution to the flexibility. This kind of flexibility is
called arotational-isomeric flexibility mechanism.

1.2.2. Persistent flexibility mechanism
Another flexibility mechanism can be realized when rotational isomers are not
allowed, e.g. inα-helical polypeptides or DNA double helix. The conformations
of these chains are stabilized by hydrogen bonds and internal rotation is impos-
sible. In this casesmall thermal vibrationsaround the equilibrium conformation
play the most important role. Via the accumulation over large distances along the
chain, these vibrations give rize to the deviations from the rectilinear conforma-
tion, i.e. to the chain flexibility. This is apersistent flexibility mechanism, it is
analogous to the flexibility of a homogeneous elastic filament.

1.2.3. Freely-jointed flexibility mechanism
Another mechanism of flexibility is realized in the so-calledfreely-jointed model
of a polymer chain. In this model the flexibility is located in the freely-rotating
junction points. This mechanism is normally not characteristic for real chains,
but it is frequently used for model theoretical calculations (see Fig. 6).

1.3. Types of polymer molecules

Polymer chains shown in Fig. 1 are the simplest ones. In this section we will
describe some of the typical more complicated structures.

Frist of all, the polymer shown in Fig. 1 arehomopolymers:all their monomer
units are identical. The opposite case is that ofcopolymers:copolymer chain con-
tains monomer units of different types. Most important example of copolymers
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Fig. 7. Types of branched polymer molecules.

are main biological macromolecules: proteins are polymer chains composed of
20 types of monomer units (corresponding to 20 types of aminoacid residues),
DNA chains contain 4 types of monomer units (corresponding to 4 types of nu-
cleotides). Sequence of monomer units in a copolymer chain is called theprimary
structureof the chain.

One can say that primary structure of a protein corresponds to some text in 20-
letter alphabet. These texts were selected in the course ofmolecular evolution,
they contain the biologically importantinformation(for example, all the genetic
information is written in the 4-letter text of DNA primary structure). On the
contrary, copolymers which are synthesized in the chemical laboratory normally
correspond torandomsequences of monomer units, or sequences with some sim-
ple short-range correlations, so the primary structure of such copolymers does not
contain any valuable information.

Second, linear polymer chains shown in Fig. 1 do not containbranching
points. On the other hand, branching points can easily emerge in the course of
polymer synthesis in the presence of multifunctional units (having more than two
free valencies) leading tobranched macromolecules.Typical branched macro-
molecules are shown in Fig. 7. If the process of joining of multifunctional units
to the growing chain is not specifically controlled, one normally ends up withran-
domlybranched macromolecules (Fig. 7c), however there are methods to obtain
more sophisticatedcomb-like(Fig. 7a) andstar-like(Fig. 7b) macromolecules. If
the randomly branched chain grows further, apolymer networkof the type shown
in Fig. 7d finally appears. This is a giant molecule of macroscopic size (ca. 1 cm)
where all the monomer units are connected in the molecular network by covalent
chemical bonds.

Finally, it is worth-while to mention herering macromoleculeswhich can be
obtained by a chemical reaction between the chain ends with the formation of a
covalent bond. The importance of ring macromolecules can be illustrated by the
fact that in many cases the native DNA macromolecules in living cells correspond
to closed ring form. For ring macromolecules very important aretopological
restrictions: polymer chains can not “go through” each other without the chain
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disintegration. Therefore, the type ofknotwhich ring macromolecule had at the
moment of its formation is conserved forever.

1.4. Physical states of polymer materials

Suppose now that we have a polymer material composed of polymer chains (one
polymer component only). What are the possiblephysical statesfor such a mater-
ial? According to the traditional classification of physical states of low-molecular
substances, they can exist in one of the three states, namely that of agas, liquid,
or crystalline solid.

However, for polymers such classification is not informative. Indeed, it is
very difficult to convert polymers to a gaseous state (this would correspond to
very exotic conditions of extremely high vacuum and absence of gravity).

Perfect crystals are very rarely formed with polymers because of the reason
illustrated in Fig. 8. Suppose that we have an entangled polymer melt at high tem-
peratures (Fig. 8b) which can in principle crystallize into perfect crystal (shown
in Fig. 8c). Then, upon cooling we will have random formation of the nuclei of
crystalline phase (Fig. 8a) which will effectively “freeze” all the macromolecules
entering in at least one crystalline nucleus. Therefore, the large-scale rearrange-
ments of polymer chains resulting in the perfect structure of Fig. 8c become im-
possible, and the system stays in the partially crystalline state where crystalline
nuclei are separated by amorphous layers.

Thus, polymer materials are generallyliquids (in the sense that they are nei-
ther gases nor perfect crystals). Because of this, the following classification of
physical states of these liquids is used instead of traditional one. Pure polymer
materials can exist in one of the four states.

1. Partially crystallinestate. This state is shown in Fig. 8a, and it was described
above.

2. Viscoelasticstate (orpolymer melt). This state appears at high enough temper-
atures when entangled polymer chains can move with respect to each other;

Fig. 8. Physical states of polymer materials.
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it is schematically shown in Fig. 8b. One of the main specific polymer prop-
erties in this state is that ofviscoelasticity: for rapid enough external actions
such melt behaves as elastic solid, while for slow actions it flows, i.e. behaves
as viscous fluid.

3. Highly elasticstate. If in the polymer melt (Fig. 8b) polymer chains are cross-
linked and form a network (Fig. 7d), the large scale motion of one chain with
respect to each other is forbidden, while at smaller scales the mutual motion is
still free. This state of polymer material is called a highly elastic one, because
of the property ofhigh elasticitycharacteristic for this state (i.e. ability to
undergo large reversible deformations at moderate applied stresses). In the
ordinary life highly elastic polymers are calledrubbers.

4. Glassystate. If upon cooling crystallization is impossible (e.g. we have
a random copolymer or an atactic polymer), polymer material becomes
glassy. Most of theplastics, in particular, organic glasses of poly(styrene)
or poly(methyl methacrylate) correspond to this state. Glassy state is very
characteristic for polymer materials at low temperatures, because each
partial crystallization normally requires special conditions (such as chain
stereoregularity).

1.5. Polymer solutions

In the previous section we described the physical states of one-component poly-
mer systems. Multicomponent polymer systems are also of great practical and
theoretical interest. Among these systems the special role belongs topolymer
solutions, i.e. two-component systems consisting of polymer chains mixed with
low-molecular solvent.

Fig. 9 illustrates possible regimes of behaviour of polymer solutions, depend-
ing on the polymer concentration. Indilute solutions(Fig. 9a) polymer coils are
separated from each other, and by studying the solution properties in this regime
we can obtain information about properties ofisolated macromolecular coilsin
solution. In a sense, this regime is equivalent to the ideal gas regime for low-
molecular substances.

When the polymer concentration increases and the spheres surrounding
macromolecular coils start to overlap (Fig. 9b), the solution undergoescrossover
from dilute to semidilute regime. Upon further increase of polymer concentra-
tion we convert to a regime ofsemidilute solution(Fig. 9c) where the chains are
already entangled with each other, but the volume fraction occupied by polymer
in the solution is still small. The existence of this regime is a specific polymer
property (not available for low-molecular solutions) connected with the fact that
volume fractionoccupied by a polymer chain inside a coil isvery small.
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Fig. 9. Concentration regimes of polymer solutions.

When polymer concentration increases further, and polymer volume fraction
in the solution reaches 20–30%. The solution should be calledconcentrated,
rather than semidilute (Fig. 9d). Finally, in the absence of solvent (polymer vol-
ume fraction equal to unity) we return to a one-component polymer system which
can exist in one of the four states outlined in the previous section.

2. Single ideal polymer chain

2.1. Definition of ideal polymer chain

From the consideration of the previous section it is clear that systematic descrip-
tion of physical properties of polymers should start with the study of conforma-
tions of asingle polymer chainwhich can be observed indilute solution(Fig. 9a).
In addition to this, in this chapter we study the most fundamental case of single
idealpolymer chain

By definition, in theideal polymer chainwe take into account only the inter-
actions of close neigbours along the chain. The interactions of monomer units
which are far from each other along the chain are neglected. Polymer chains
behave as ideal ones in the so-calledθ -conditions (see below).

2.2. Size of ideal freely-jointed chain. Entangled coil

Let us consider idealN -segment freely-jointed chain with each segment of
lengthl (see Fig. 10).
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Fig. 10. The model of freely-jointed chain.

The size of such chain can be characterized by end-to-end vector
R (see
Fig. 10). However, this vector will change rapidly in the course of the thermal
motion. Important characteristic would be the average sizeR of a polymer coil.
This average can not be characterized by〈 
R〉 since all the segments orientations
are equal, therefore〈 
R〉 = 0. That is why the size of coil is usually character-
ized by mean-square end-to-end distanceR ∼ √〈R2〉. Let us calculate this value
for our model. The end-to-end vector is the sum of the segments vectors (see
Fig. 10):


R =
N∑

i=1


ui (2.1)

Thus the square of the end-to-end distance is:

R2 =
(

N∑
i=1


ui

) N∑
j=1


uj


 =

N∑
i=1

N∑
j=1


ui 
uj , (2.2)

and the average of this value

〈R2〉 =
N∑

i=1

N∑
j=1

〈
ui 
uj 〉 =
N∑

i=1

〈
u2
i 〉 +

N∑
i=1

N∑
j=1,j 	=i

〈
ui 
uj 〉 (2.3)

In the last equality in eq. 2.3 we have separated the terms withi = j from all the
other terms. Taking into account that〈
u2

i 〉 = l2 and〈
ui 
uj 〉i 	=j = 0 (because the
orientations of different chain segments in the freely-jointed chain model are not
correlated), the final result is

R ∼
√

〈R2〉 = N1/2l (2.4)
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Note that the mean square end-to-end distance is much less than the contour
length of the chain:R  L = Nl. Thus, the conformation of an ideal chain
is far from the rectilinear one. Ideal chain forms anentangled coil(Fig. 2, 9a).
The fact that the chain trajectory in this coil is analogous to the trajectory of a
brownian particle(Fig. 2) is futher supported by the fact thatR ∼ N1/2 (cf. with
the resultR ∼ t1/2, whereR is the size of brownian particle trajectory during the
time t ; thus in this analogyN plays the role of timet).

Eq. 2.4 can be also rewritten as

〈R2〉 = Ll (2.5)

sinceL = Nl.

2.3. Size of ideal chain with fixed valency angle

The conclusionR ∼ N1/2 is actually valid for ideal chain with any flexibility
mechanism (not only for a freely-jointed chain model). E.g., let us consider
themodel with fixed valency angleγ between the segments of lengthb and free
internal rotation (U(ϕ) = 0) (see Fig. 4). As follows from section 1.2, this model
is close to real chain with rotational-isomeric flexibility mechanism.

As for the freely-jointed model, using the same notation (see Fig. 4) we can
write

< R2 >=
N∑

i=1

< 
u2
i > +

N∑
i=1

N∑
j=1,j 	=i

< 
ui 
uj > (2.6)

as before< u2
i >= b2, but now the value of< 
ui 
uj > for i 	= j is not generally

equal to zero:< 
ui 
uj >= b2 < cosϑij >, whereϑij is the angle between
segmentsi andj .

< R2 >= Nb2 + 2b2
∑
1≤i<

∑
j≤N

< cosϑij > (2.7)

To calculate< cosϑij >, let us consider first the simplest case, theni andj

segments are neighbours. In this case it is clear< cosϑi,i+1 >= cosγ .
For the average angle between segmentsi and i + 2 let us decompose the

vector 
ui+2 into components parallel and perpendicular to the vector
ui+1 (see
Fig. 10). When the rotation of the segmenti + 2 with respect toi + 1 is taken
into account, it is clear that the average value of perpendicular projection is zero,
and of the parallel one is cosγ . By allowing now the rotation of the segment
i + 1 with respect to the segmenti, the average value of the projection of
ui+2,i

on the direction of the vector
ui will give another factor cosγ . Thus, we have
< cosϑi,i+2 >= (cosγ )2.
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By continuing this line of arguments we obtain

< cosϑi,i+k >= (cosγ )k (2.8)

Thus from eqs. 2.7, 2.8 we get

〈R2〉 = Nb2 + 2b2
N∑

i=1

N−i∑
k=1

(cosγ )k = Nb2 + 2b2
N∑

i=1

cosγ

1 − cosγ

= Nb2 + 2Nb2 cosγ

1 − cosγ
= Nb2 1 + cosγ

1 − cosγ
(2.9)

In the second of equations 2.9 we used the formula
∑∞

k=1 ak = a
1−a

and
assumed that the value ofN − i is large, so that we can replace it with infinity.

Conclusions: 1) For the model with fixed valency angle

R ∼
√

< R2 > = N1/2b

√
1 + cosγ

1 − cosγ
(2.10)

We see that the average size of the chain is still proportional toN1/2, so in this
model the chain is also in theentangled coilconformation. In fact this is ageneral
property of ideal polymer chainsindependently of the model.

2) At γ < 90◦ the value ofR is larger than for freely-jointed chain, while at
γ > 90◦ the relationship is reverse.

2.4. Kuhn segment length of a polymer chain

We have seen above that for ideal chain always< R2 >∼ N ∼ L (at large values
of contour lengthL). Therefore, the ratio< R2 > /L should be independent of
L and should give a measure of chain flexibility. By definition, theKuhn segment
lengthof a polymer chain is introduced as

l = < R2 >

L
(at largeL) (2.11)

I.e. the equality< R2 >= Ll is exact by definition.
The physical meaning ofl follows from comparison of this equality with

eq. 2.4 valid for freely-jointed chain. Such comparison shows that if we try to
chose afreely-jointed equivalentto a given chain with the same values of< R2 >

andL, the segment length for this equivalent chain should be equal tol. I.e. l is
the length of theequivalent segment, orapproximately straightpart of the chain.
Thus, it is a quantitative characteristic of chain flexibility.
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Fig. 11. Persistent polymer chain.

2.5. Persistent length of a polymer chain

Let us return to the result 2.8 and rewrite it in the following form

〈cosϑi,i+k〉 = (cosγ )k = exp(k ln cosγ ) = exp(−k| ln cosγ |)
= exp

(
− kb

b/| ln cosγ |
)

= exp(−s/l̃) (2.12)

wheres = kb is the contour distance between two monomer units along the
chain and̃l ≡ b/| ln cosγ |. Thus we conclude that the orientational correlations
exponentially decay along the chain with some characteristic decay lengthl̃.

This result can be reformulated as follows (see Fig. 11) Let
u(s) be the tan-
gential unit vector along the chain as a function of the contour distance and let us
represent equation (2.12) as

< cosϑ
u(0),
u(s) >∼ exp(−s/l̃) (2.13)

whereϑ
u(0),
u(s) is the angle between unit vectors
u(0) and
u(s) (see Fig. 11).
This formula was derived for the model with fixed valency angleγ , however

it is valid for any model: orientational correlations always decay exponentially
along the chain. The characteristic length of this decay,l̃, is called apersistent
lengthof the chain.

The physical meaning of this characteristics follows from eq. (2.13). Ats  l̃

we have< cosϑ >≈ 1, so the chain is approximately rectilinear, while ats � l̃

we obtain< cosϑ >≈ 0, i.e. the memory of chain orientation is lost.
It is worth-while to emphasize here the advantages and disadvantages of using

l andl̃ as quantitative characteristics of chain flexibility. The advantage ofl is that
it can be directly experimentally measured (the values of< R2 > andL can be
determined from the light scattering experiments — see below). The advantage
of l̃ is that it has a direct microscopic meaning (see Fig. 11). Depending on what
is more important in the specific problem, one may usel̃ or l to characterize the
chain flexibility.

One can show that alwaysl ∼ l̃.
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For example let us examine this relationship for the model with fixed valency
angle. Since

< R2 >= Lb
1 + cosγ

1 − cosγ
(2.14)

We have

l = b
1 + cosγ

1 − cosγ
(2.15)

On the other hand,

l̃ = b

| ln cosγ | (2.16)

Thus

l

l̃
= | ln cosγ |1 + cosγ

1 − cosγ
(2.17)

We see that the ratiol/l̃ is always close to 2. For the limitγ → 0 we have
the exact equalityl = 2l̃. This limit corresponds to the chain withpersistent
flexibility. Indeed, letγ → 0, N → 0, b → 0 in such a way that

Nb = L = const, and

l = b
1 + cosγ

1 − cosγ
≈ 2b

1 − 1 + γ 2/2
= 4b

γ 2
= const (2.18)

Then we arrive at the limit of a filament of lengthL with homogeneously
distributed flexibility (persistent chain).

For persistent chain the equalityl = 2l̃ is exact. The explanation of this
relationship is that the orientational correlations spread in both directions along
the chain, thus the average length of the rectilinear segment should be twice the
persistent length.

2.6. Stiff and flexible chains

Now we have quantitative parameters characterizing the chain stiffness: Kuhn
segment lengthl and persistent length̃l (which in most cases is approximately
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l/2). The value ofl is normally larger than thecontour length per monomer
unit l0. The ratiosl/ l0 for most common polymers are shown below.

poly(ethylene oxide) 2.5
poly(propylene) 3
poly(methyl methacrylate) 4
poly(vinyl chloride) 4
poly(styrene) 5
poly(acrylamide) 6.5
cellulose diacetate 26
poly(para-benzamide) 200
DNA (in double helix) 300
poly(benzyl glutamate) (inα-helix) 500

From macroscopic viewpoint a polymer chain can be always represented as
some filament which is characterized by two lengths:Kuhn segment lengthl and
characteristicchaindiameterd. Depending on the relationship between these
two lengths, we can now introduce the notion of stiff and flexible chains.Stiff
chains are those for whichl � d, while for flexiblechainsl ∼ d. The examples
of stiff chains are DNA, helical polypeptides, aromatic polyamides etc. Examples
of flexible chains are polyethylene, polystyrene, etc. — most carbon backbone
polymers.

2.7. Gaussian distribution for the end-to-end vector for ideal chain

Up to now we have considered mainly average size of a polymer coilR ∼ √〈R2〉.
However, the vector
R fluctuates due to the thermal motion, therefore in addition
to the average values it is of interest to introducePN( 
R): probability distribution
for the end-to-end vector
R of N -unit chain.

Let us at first consider this function for the freely-jointed chain (see Fig. 10).
Since each step (segment) givesindependentcontribution to 
R, by analogy with
the trajectory of Brownian particle, the Gaussian distribution should be valid
for 
R:

PN( 
R) =
(

3

2πNl2

)3/2

exp

(
− 3R2

2Nl2

)
(2.19)

Therefore, the ideal coil is sometimes called aGaussian coil.
SincePN( 
R) is a probability distribution, the normalization condition∫

PN( 
R)d3R = 1 (2.20)
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Fig. 12. Probability distribution function for thex-projection of the end-to-end vector of the Gaussian
chain.

is valid. The coefficient before exp is just chosen in order to satisfy this condition.
Also, sinceR2 = R2

x + R2
y + R2

z , we havePN( 
R) = PN(Rx)PN(Ry)PN(Rz)

with

PN(Rx) =
(

3

2πNl2

)1/2

exp

(
− 3R2

x

2Nl2

)
(2.21)

The one-dimensional distribution function (2.21) is shown in figure 12. From
this plot we see that the functionPN decays at the distances∼ N1/2l, however at
R < N1/2l the values ofPN only weakly depend onR.

Thus we conclude that the value of
R undergoes strong fluctuations: any value
of R ≤ N1/2l can be realized with more or less equal probability.

For other models, different from freely-jointed chain, Gaussian distribution
should be still valid, since orientational correlations decay exponentially. Indeed,
we can rewrite eq. 2.19 in the form

PN( 
R) =
(

3

2π〈R2〉
)3/2

exp

(
− 3R2

2〈R2〉
)

(2.22)

which is independent of any specific model,〈R2〉 = Ll.

3. High elasticity of polymer networks

3.1. The property of high elasticity

It is to be reminded that polymer network consists of long polymer chains which
arecrosslinkedwith each other and form a continuousmolecular framework(see
figure 13).
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Fig. 13. Polymer network.

Fig. 14. Typical stress-strain curves for steel (left) and for rubber (right).

All polymer networks (which are not in the glassy of partially crystalline
states) exhibit the property ofhigh elasticity, i.e. the ability to undergo large
reversible deformations at relatively small applied stress. High elasticity is the
most specific property of polymer materials and it is connected with the funda-
mental features of ideal chains considered above. In everyday life highly elastic
polymer materials are calledrubbers. To illustrate the property of high elasticity
in more detail, let us compare the typical stress-strain curves for steel and highly-
elastic rubber (see figure 14). Different points in this picture have the following
meaning: point A is the upper limit for stress-strain linearity; point B is the upper
limit for reversibility of deformations, while point C is the fracture point.

From the comparision of two stress-strain curves one can make the following
conclusions:

1. Characteristic values for the deformation�l/l are much larger for rubber (cf.
the values�l/l ∼ 5 for rubber and�l/l ∼ 0.01 for steel).

2. Characteristic values for the strainσ are much larger for steel (∼ 109 for steel
and∼ 107 for rubber).
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Fig. 15. Molecular picture of high-elastic deformation.

3. The two previous conclusions lead to the result that the characteristic val-
ues for Young moduli (defining the initial slope of the stress-strain curve) are
enormously larger for steel(E ≈ 2× 1011Pa) than for rubber(E ≤ 106Pa).

4. For steel linearity and reversibility are lost practically simultaneously, while
for rubbers there is a verywide region of nonlinear reversible deformations.

5. For steel there is a wide region of plastic deformations (between points B and
C) which is practically absent for rubbers.

As it was already mentioned, the property of high elastisity can be understood on
the molecular level. Molecular picture of high-elastic deformation is shown in
figure 15.

One can see that the elasticity of rubber is composed from the elastic responses
of the chains crosslinked in the network sample. Therefore, we start below with
the description of elasticity of a single polymer chain.

3.2. Elasticity of a single ideal chain

Let us consider a single polymer chain stretched at the end by the external force
f (Fig. 16). What is the origin for chain elasticity? It is well known that for
ordinary crystalline solids (like steel) the elasticity response appears because
external stress changes the equilibrium interatomic distances and increases the
internal energyof the crystal (energetic elasticity). Since the energy of ideal
polymer chain is equal to zero, the elastic response can appear only by purely

Fig. 16. Stretching of a polymer chain. The external forcecf induces the average end-to-end dis-
tance 
R.
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entropic reasons (entropic elasticity). This kind of elasticity emerges because
under stretching the long chain adopts the less probable conformation and thus
its entropy decreases.

Let us calculate the elastic response of the ideal polymer chain qualitatively.
We assume that the external force
f applied to the end of polymer chain induces
the average end-to-end distance
R (see figure 16). According to Boltzmann, the
entropy is

S( 
R) = klnWN( 
R) (3.1)

wherek is the Boltzmann constant andWN( 
R) is the number of chain con-
formations compatible with the end–to–end distance
R. The functionWN( 
R)

is proportional to the probability distributionPN( 
R) (2.22), so we can write
WN( 
R) = constPN( 
R) where const stands for the total number of conforma-
tions of the chain ofN segments, this value is independent ofR. Thus

S( 
R) = klnPN( 
R) + const (3.2)

or, after inserting here eq. (2.22)

S( 
R) = −3kR2

2Ll
+ const (3.3)

where const always defines someR-independent item. For the system kept at
constant temperatureT the important thermodynamic potential is not the entropy
itself but the free energy which consists of energetic and entropic part,F =
E − T S. For our case the internal energyE is zero. Thus,

F = −T S = 3kT R2

2Ll
+ const. (3.4)

If we assume that under the action of external force
f the end-to-end distance
changed from
R to 
R + d 
R, the work done by the external force is
f d 
R, and it
is equal to the corresponding increase of the free energy. Thus,
f d 
R = dF and


f = dF

d 
R = 3kT

Ll

R (3.5)

The equation 3.5 gives the dependence of the applied force on the induced “de-
formation” 
R, i.e. it describes the elastic response of a single polymer chain.
From eq. 3.5 the following conclusions can be made.

1. The chain is elongated in the direction of
f and 
f ∼ 
R (kind of a Hooke law).
However, it should be emphasized that, contrary to the Hooke law, we can
not introduce here the relative deformation�l/l0, since there is no parameter
playing the role of the size of the undeformed samplel0.
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2. “Elastic modulus” in this Hooke law is equal to3kT
Ll

. It should be noted that
this modulus

(a) is proportional to 1/L, i.e. is very small for large values of L. This means
that long polymer chains are very susceptible to external actions;

(b) is proportional tokT which is the indication toentropic natureof elasticity:
the higher is the temperature the more is the elastic response.

Some limitations for the validity of eq. 3.5 should be mentioned here. In the
derivation we used the formula 2.22, which means that the probabilityPN( 
R)

should be Gaussian. This is the case only for not too strongly elongated chains;
for very stretched chains other expressions forPN( 
R) should be used.

3.3. Elasticity of a polymer network (rubber)

Now let us turn to the derivation of the elastic response of a macroscopic net-
work sample. To this end we consider densely packed system of crosslinked
chains (freely jointed chains of contour lengthL and Kuhn segment lengthl)
(see figure 15). Let us introduce the coordinate axes and assume that the relative
deformation of the sample along the axesx, y, z is λx, λy, λz, i.e. the sample
dimensions along the axes areax = λxax0, ay = λyay0, az = λzaz0 (ax0, ay0
andaz0 are the dimensions of undeformed sample). In principle, the chains in the
network sample are strongly entangled with each other, and it is not clear whether
we can use the formulae of the section 3.2 derived for a single ideal chain. How-
ever, here the so-calledFlory theoremappears to be of great help. According to
this theorem, the statistical properties of polymer chain in the dense system are
equivalent to those for single ideal chains. We will comment more on the Flory
theorem later. At the moment we will just use it to apply single-chain formulae
for the chains of the densely packed network. Another assumption which we will
use in derivation is that the crosslink points are deformed affinely together with
the network sample (affinity assumption). this means that if in the initial state the
end–to–end vector had the coordinates{R0x, R0y, R0z}, in the deformed state its
coordinates become{Rx = λxR0x, Ry = λyR0y, Rz = λzR0z}. Actually this
assumption is not very essential for the validity of the final results, but we will
use it for the simplicity of the derivation. Accordingly to eq. 3.5, the change of
the free energy of the chain between two crosslink points upon extension is

�F = 3kT

2Ll
( 
R2 − 
R2

0) = 3kT

2Ll
{(R2

x − R2
0x) + (R2

y − R2
0y) + (R2

z − R2
0z)}

= 3kT

2Ll
{R2

0x(λ
2
x − 1)+ R2

oy(λ
2
y − 1)+ R2

0z(λ
2
z − 1)} (3.6)
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For the whole sample�F = νV < �F >, whereν is the number of network
chains per unit volume andV is the volume of the sample. Thus, we have

�F = 3kT

2Ll
νV {(λ2

x − 1)〈R2
0x〉 + (λ2

y − 1)〈R2
0y〉 + (λ2

z − 1)〈R2
0z〉}. (3.7)

On the other hand, since the axesx, y andz are equivalent,

〈R2
0x〉 = 〈R2

0y〉 = 〈R2
0z〉 = 〈R2

0〉
3

= Ll

3
(3.8)

Therefore,

�F = 1

2
kT νV {λx

2 + λy
2 + λz

2 − 3} (3.9)

The result 3.9 appears to be astonishingly simple, the dependences onL and l

dropped out from the final formulae. This indicates to theuniversalityof the
theory, i.e. its independence of the specific polymer chain model and possible
polydispersity of the chains. The only important assumption which we used
above was about Gaussian character of the chains. Let us apply the general
formula 3.9 for the case of uniaxial extension(λx = λ > 1) or compression
(λx = λ < 1) along the axisx. The values of deformation in the perpendicular
directionsλy andλz (λy = λz) can then be obtained from theincompressibility
condition. Indeed, at a characteristic values of stress which are normally applied
to rubbers (∼ 105 ÷ 106 Pa) the interatomic distances in the dense network sam-
ple practically do not change (∼ 1% of change require the stress of∼ 107 Pa).
Therefore, the volume of the sample is kept fixed under the deformation. Since
V = λxax0λyay0λzaz0 = λxλyλzV0 we have from the incompressibility condi-
tion (V = V0): λxλyλz = 1. We haveλx = λ andλy = λz, therefore

λλy
2 = 1 or λy = λz = 1√

λ
(3.10)

Substituting the values in eq. 3.9, we obtain for the uniaxial extention-
compression:

�F = kT

2
νV {λ2 + 2

λ
− 3} (3.11)

The applied stressσ is equal to the uniaxial for∂(�F)/∂ax divided by the sam-
ple crossectionay0az0, thus

σ = 1

a0ya0z

∂(�F)

∂ax

= 1

a0xa0ya0z

∂(�F)

∂λ
= 1

V

∂(�F)

∂λ
(3.12)
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Therefore, we have

σ = kT ν

(
λ − 1

λ2

)
(3.13)

Eq. 3.13 is one of the main results of the classical theory of high elastisity. The
dependence 3.13 is shown in figure 17 by the bold line.

In connection with the result 3.13 the following points should be mentioned.

1. Modulus of elasticity isE = 3kT ν. For loosely crosslinked networks it is
very small. Indeed, from the dense-packing condition we haveνNv = 1,
whereN is the number of monomer units in one network chain andv is the
volume of a monomer unit, thusν ∼ 1/Nv and

E ∼ kT

Nv
(3.14)

The large parameterN � 1 in the denominator makes the values ofE very
small. Thus is justthe origin of the high elasticity of rubbers.

2. The final formula predicts not only modulus, but alsononlinear elasticity. It
is therefore one of the rare occasions when the nonlinear response of some
material can be calculatedexactly.

3. Analogous formulae can be obtained for other kinds of deformation (shear,
twist, etc.).

4. The final formula is universal, i.e. independent of specific chain model. The
reason for this is connected with the fact that entropic elasticity is caused by
large-scale propertiesof polymer coils, rather than by short-scale details of
the chain structure.

5. Main assumptions which were used in the above derivation are: (i) the chains
were assumed to obeyGaussianstatistics; (ii) restrictions imposed by other
chains to the conformation of a given chain were neglected.

6. If σ = const > 0 and the temperatureT increases, according to eq. 3.13,
the value ofλ should decrease, i.e. therubber shrinks upon heating(contrary
to gases) and vice versa. Also:at adiabatic extension the rubber is heated
(contrary to gases) because the work done by the external force is transformed
into internal energy of the sample. These facts are the direct consequences of
entropiccharacter of elasticity.

7. Comparision of the results of classical theory of high elasticity vs. experimen-
tal data is schematically illustrated in figure 17. Normally, at 0.4< λ < 1.2
the agreement is very good, at 1.2 < λ < 5 the theory slightly overestimates
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Fig. 17. Comparison of the results of classical.

stress at a given strain. According to the modern theoretical development, the
reason for this is connected with themutual steric restrictionsof strongly en-
tangled chains. Finally, atλ > 5 the theory significantly underestimates stress
at a given strain. The reason for this is afinite extensibilityof the chains: at
high values ofλ the chains are close to the limit of full extension, and their
statistics is no longer Gaussian.

4. Viscoelasticity of entangled polymer fluids

4.1. Main properties of entangled polymer fluids

Entangled polymer fluidsare polymer melts and concentrated or semidilute poly-
mer solutions. In these systems polymer coils strongly overlap with each other,
and polymer chains are entangled.

Experimentally we know several specific properties of entangled polymer flu-
ids which distinguish them from normal fluids:

1. Entangled polymer fluids normally have a veryhigh viscosity.

2. Such fluids keep for a long time thememoryabout the history of flow.

3. Such fluids exhibit the property ofviscoelasticity: at fast (high frequency)
external action the response of a fluid is elastic, while forslow(low frequency)
external action the response is viscous (i.e. flow starts). In other words, for
fast external action entangled polymer fluid behaves as elastic solid, while for
slow action its behavior corresponds to viscous fluid.

The main of those properties is that of viscoelasticity. It is observed for all
entangled polymer fluids. In this chapter we consider this property in more detail,
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and give its molecular explanation. But before that in the next section we give a
brief reminder of the basic physical definitions and relations connected with the
viscosity of fluids.

4.2. Viscosity of fluids

The simplest setup for the viscosity determination is shown in Figure 18. The
fluid is confined in the slit of widthd between the two plates. The lower plate
is immobile, while the upper plate moves with some constant velocityv under
the action of the forcef . The surface areas of both plates isS. Newton has
established that for these conditions

f = η
Sv

d
(4.1)

(Newton-Stokes law). The proportionality coefficientη is called theviscosity of
the fluid.

In the differential form the Newton-Stokes law can be written as follows

σ = f

S
= η

dv

dz
(4.2)

whereσ is the imposed stress andz is the coordinate perpendicular to the plates
(see Figure 18; in writingv/d = dv/dz we used the fact that the velocity of the
fluid changes linearly withz).

Alternative way of writing eq. 4.2 for the simple shear flow shown in Fig. 18
is to introduce a shear angleγ in the following way:

σ = η
dv

dz
= η

d(dx/dt)

dz
= η

d2x

dt dz
= η

d(dx/dz)

dt
= η

dγ

dt
. (4.3)

I.e. for fluids the stress is proportional not to deformationγ (as for solids), but to
the time derivative of the deformation.

Fig. 18. Simplest setup for viscosity determination.
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Fig. 19. Flow in capillary viscosimeter.

Viscosity is measured inpoise(1 poise=1g/(cm·sec)); the viscosity of water at
20◦ is∼ 10−2 poise, while viscosity of polymer melts can be of order 1010÷1012

poise, or even higher.
Viscosity is measured by viscosimeters. Most common arecapillary vis-

cosimeters; in these viscosimeters the flow of a fluid through a thin capillary
of the radiusr is studied

The method of measurements is then based on thePoiseille equation:

Q = πr4�Pt

8ηl
(4.4)

whereQ is the mass of the fluid flown through the capillary during the timet ,
�P is the pressure difference at the ends of the capillary of lengthl and radiusr.

4.3. The property of viscoelasticity

The property of viscoelasticity is a characteristic specific property of polymer
fluids. Let us describe this property in more precise terms. Assume that a step-
wise shear stress starting att = 0 is applied to a fluid (Figure 20(a)).

The reaction of theordinary fluid to such a stress would be a normal flow
(after some initial equilibriation period), i.e. the shear angleγ will vary with
time asγ = σ t

η
whereη is the viscosity of the fluid (see Figure 20(b)).

Fig. 20. Reaction of an ordinary fluid (b) and polymer fluid (c) to a step-wise external stress (a).
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On the contrary, the typical reaction of thepolymer fluidis shown in Fig-
ure 20(c). Att  τ ∗ the value ofγ is practically constantγ ≈ σ

E
and only at

t � τ ∗ the flow startsγ ∼ σ t
η
.

In other words for entangled polymer fluid att  τ ∗ we have theelasticre-
sponseγ ≈ σ

E
whereE is the effective Young modulus, while att � τ ∗ we have

γ ∼ σ t
η

i.e. the response isviscous. This is just the property ofviscoelasticity.

The relationsγ ∼ σ
E

andγ ∼ σ t
η

should match each other att ∼ τ ∗. Thus,
we have

1

E
∼ τ ∗

η
or η ∼ τ ∗E, (4.5)

i.e. the viscosity of a polymer fluid is just a product of the crossover timeτ ∗ and
the Young modulusE corresponding to the plateau in Figure 20(c).

The described property ofviscoelasticityis a general propertyof all entan-
gled polymer fluids, as long as they are not crystalline, glassy or crosslinked.
Therefore, as for the property of high elasticity, the generalmolecular expla-
nation should be possible which is based on the fact of thechain structureof
polymer molecules, without the explicit reference to the specific chemical nature
of monomer units.

Such explanation was developed by de Gennes, Doi and Edwards (1971–
1979); it is called the theory ofreptations.

4.4. Theory of reptations

Let us consider one chain entangled with many others (Figure 21) and let us
“freeze” for a moment the conformations of other chains. This gives rise to a
certain“tube”: the given chain cannot escape in the directions perpendicular
to the tube axis. Therefore the only allowed type of motion is thesnake-like
diffusion along the tube axis(Figure 22). This type of motion is calledreptations.

If other chains are “defrozen” the competing mechanizm appears: “tube re-
newal”, but it can be shown thatreptations always give a dominant contribution.

Fig. 21. One chain in entangled polymer fluid: a tube constraint.
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Fig. 22. Reptation – type of motion.

Fig. 23. (a) Two neighboring chains not forming a‘quasi-cross-link’; (b) Two neighboring chains
forming a “quasi-cross-link”.

The neighboring chains forming the “walls” of the tube createrestrictionsfor
the motion of a given chain and are in this sense analogous tocross-links. But
these are “quasi-cross-links” with finite lifetime: they “relax” after some timeτ ∗
which is needed for the chain toleave the initial tube. After the time intervalτ ∗
all the neighbouring chainsfor a given chainare new.

From this viewpoint, the followingmolecular interpretationcan now be given
to theproperty of visoelasticity: at t < τ∗ the polymer fluid behaves as network
with “quasi-cross-links”, and the response iselastic; while att > τ ∗ “quasi-
cross-links”relax, and the response isviscous. Thus for the timeτ ∗ in Fig. 20
the following molecular interpretation can be given: this is the time required for
reptating chain to leave an initial tube.

What is the elastic modulusE for the network of “quasi-cross-links”? Accod-
ing to the classical theory of high elasticity (see eq. 3.14)E ∼ kT ν, whereν is
the number of elastic chains per unit volume,ν ∼ 1/Na3, N being the number
of units between two cross-links. It is normally assumed thatN ∼ Ne, where
Ne is the number of units between two “quasi-cross-links”. The value ofNe

is assumed to be some constant for a given polymer depending on its ability to
form entanglements. Most often the constantNe is in the interval from 50 to 500;
this is a phenomenological parameter reflecting thatnot each contact acts like
cross-link. The latter fact is illustrated in Figure 23.

Thus,

E ∼ kT /Nea
3 (4.6)
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Fig. 24. Chain in a tube.

It should be noted that, of course, the model of reptations and the motion of
tube constraint are valid only forN � Ne.

On the basis of eq. (4.6) and preceeding discussion the followingpicture of a
tubecan be drawn (see figure 24).

The chain is a sequence ofsubcoils, each containingNe links and having the
sized ∼ N

1/2
e a. At the scales smaller thand the chain is not entangled and does

not feel the tube constraint. Thewidth of the tube isd ∼ N
1/2
e a. The lengthof

the tube is

� ∼ N

Ne

d ∼ Na

N
1/2
e

(4.7)

which is much smaller than the contour length of the tubeL = Na. Thediffu-
sion coefficientcorresponding to reptations along the tube isDt = kT /µ, where
µ is the corresponding friction coefficient. In dense system the friction of each
monomer unit is independent, thereforeµ = Nµ0 (µ0 being the friction coeffi-
cient for one monomer unit). So

Dt = kT /µ0N (4.8)

On the other hand, from the molecular interpretation of the timeτ ∗ it should
be�2 ∼ Dtτ

∗, thus

τ ∗ ∼ �2

Dt

∼ N2a2µ0N

NekT
∼ N3

Ne

· µ0a
2

kT
∼ N3

Ne

τ0, (4.9)

whereτ0 ∼ µ0a
2/kT ∼ 10−12 sec is the characteristic microscopic time.

Therefore, we will obtain for the timeτ ∗

τ ∗ ∼ N3

Ne

τ0 (4.10)
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The very strongN - dependence (∼ N3) should be noted. ForN ∼ 105, Ne ∼
102, this givesτ ∗ ∼ 10 sec which is a macroscopic time scale. This is the
fundamentalreason for slow relaxation and high viscosity in polymer fluids.

Thus, using eq. (4.5), we have

η ∼ Eτ ∗ ∼ kT

Nea3

N3

Ne

τ0 ∼ N3

N2
e

η0 (4.11)

whereη0 ∼ kT τ0/a
3 is a characteristic viscosity for low molecular fluid (η0 ∼ 1

poise).
Therefore, the reptation theory gives for the viscosity of entangled polymer

melt the lawη ∼ N3. This relationship is not far from the best experimental fit
η ∼ N3.4.

The model of reptations was successfully applied not only to the determination
of viscosity, but to many other problems of dynamic behavior of concentrated
polymer solutions and melts. This is the firstmolecular theory of dynamics of
entangled polymer fluids.

4.5. The method of gel-electrophoresis in application to DNA molecules

Macromolecules containing charged monomer units are calledpolyelectrolytes.
Charged monomer units appear as a result of dissociation of neutral monomer
unit with the formation of the charged monomer unit and counter ion.

Most impotant polyelectrolytes are biological macromolecules: DNA and pro-
teins.

As an application of the reptation theory, let us consider thegel-
electrophoresisof polyelectrolytes, having in mind mainly DNA molecules.
This method is used in practice for theseparationof DNA fragments of different
length and composition (forDNA sequencing).

Gel is a swollen polymer network. In the process of gel-electrophoresis the
negatively charged DNA molecules (total chargeQ) move through the gel in
external electric field
E (Figure 25).

The drift velocity
v depends on the length of the chains; in this way, the sepa-
ration of DNA molecules of different length is achieved.

In the absence of the gel this would not be the case. Indeed, the force
F
acting on the free DNA chain in the solution is
F = Q 
E. On the other hand,

F = µ
v, whereµ is the friction coefficient of DNA chain. Thus,v = QE/µ.
But Q ∼ L andµ ∼ L (different parts of DNA molecule exhibit independent
friction), thereforev is independentof L and DNA molecules cannot be separated
in the solution without the gel.

In the gelDNA molecules are in the effective “tubes” and move viareptations.
Let us divide the molecule in small fragments and count only the forces acting
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Fig. 25. DNA molecule moving in the gel under the influence of electric field.

Fig. 26. DNA chain in effective tube in the course of foretic motion.

along the tube. The forces in the direction perpendicular to the tube axis are
counterbalanced by the reaction of the tube.

Then we have (Figure 26):

Ft =
∑

i

Q�
Si

L

E = Q

L

(∑
i

�
Si

)

E = Q 
R 
E

L
(4.12)

The drift velocity along the tube isvt = Ft/µ, whereµ = µ0N , µ0 being the
friction coefficient for one monomer unit. Thus,

vt = QRE

Lµ0N
. (4.13)

We haveQ ∼ L,R ∼ N1/2 (in weak field),N ∼ L, thereforevt is proportional
to 1/L1/2 (or 1/N1/2). This means thatin the gel shorter chains move faster, and
theseparation of DNA fragments of different lengths is possible.

However, in the stronger fields DNA moleculesstretch,R becomes propor-
tional to N , and the resolution of gel-electrophoresis vanishes. To deal with
this problem the following method was proposed. The direction of the field was
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Fig. 27. DNA molecules in the gel under the action of two alternative mutually perpendicular electric
fields.

turned at90◦ after each time intervalτ ∗ (τ ∗ being the time of reneval of initial
tube via reptations) (Figure 27). Then the chain does not have time to stretch dur-
ing one cycle. In this way it is possible to keep a good resolution of the method
of DNA gel-electrophoresis even in strong enough field.

4.6. Gel permeation chromatography

Since we have considered the method of gel electrophoresis which is used for
the separation of polyelectrolytes of different lengths, it is worth-while to con-
sider briefly at this stage also the method ofgel permeation chromatography
which is also based on the idea of the separation of chains of differnt lengths in
the process of their motion through microporous (gel) medium-chromatographic
column. The differences of this method from gel-electrophoresis can be summa-
rized as follows.

1. The driving force for the motion ispressure gradient(due to the pumping of
polymer solution through chromatographic column), not electric field. There-
fore, the method can be appliedto all polymers, not only to charged ones.

2. The gel medium is normallysolid microporous material, rather than swollen
soft gel. Contrary to gel-electrophoresis, thesize of the largest poresis usu-
ally muchhigher than the coil size(although the pore sizes exhibit very wide
distribution).

3. Contrary to gel-electrophoresis, in the normalexclusion regimeof gel perme-
ation chromatography (no specific interactions of polymers with the column)
longer chains move faster. Explanation: shorter chains can penetrate even
in small pores of microporous system, while long chains move only through
largest pores. Therefore, the“effective way” for the long chain is shorter.
There is another regime, calledadsorption chromatography, when polymer
chains are attracted to the walls of the microporous system of the column and
“stick” to them. In this case, the “sticking energy” forlonger chainsis higher,
and they moveslower.
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Abstract

The ability to sort DNA molecules according to size is crucial to modern ge-
netics and cell biology. The current method of DNA sequencing relies on high-
resolution separation of mixtures of single-stranded molecules containing every
size up to several hundred nucleotides, and the physical mapping of genomes re-
quires the separation of double-stranded DNA containing hundreds of thousands of
base pairs. Gel electrophoresis is the traditional method used to separate DNA, but
more recently novel solid-state devices have been invented to accomplish the task.
Using microfabrication techniques, miniature obstacle courses can be engraved on
a silicon chip. DNA molecules, propelled through the device by an electric field
move with a complex dynamics. By carefully designing the pattern of obstacles,
the migration speed of the DNA molecules can be tailored to provide excellent sep-
aration within a specified range of molecular sizes. In this course, I will describe
the physics underlying a wide variety of separation techniques, and emphasize the
productiveness of a close interplay between theory and experiment in meeting the
technical challenges of modern biology.

1. Importance of DNA sorting in biology and how physics can help

The entire genomic information of a living organism is contained in a handful
of chromosomes, each of which is a single molecule of DNA. Modern genet-
ics is concerned with understanding how this information is organized and with
deciphering the message encoded in the sequence of nucleotides that form the
links of the DNA chain. Inevitably, this involves cutting the enormously long
chromosomes into pieces that are small enough to examine in detail. It is no
surprise, then, that an efficient method of sorting DNA fragments is of para-
mount importance to biological research. This need has been emphasized by
the advent of genomics, which aims to study the similarities and differences be-
tween the genomes of different organisms. Genomics involves two different tasks
(Figure 1a). The first is to create a library containing hundreds of thousands of
DNA fragments, covering the entire genome. When the chromosome of origin of
each fragment has been identified, together with the location at which the frag-
ment belongs, this collection constitutes a ‘physical map’ of the genome. Once
accomplished, researchers wishing to study a particular gene may simply access
the library to obtain a clone, rather then laboriously isolating the gene themselves.
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Fig. 1. a: Range of sizes of important elements in the organization of the genome and the typical
sizes of DNA fragments analysed in sequencing and in mapping. In sequencing, the locations at
which a particular nucleotide appears in a DNA fragment are deduced by a precise measurement
of the spectrum of lengths of a set of single-stranded chains which are synthesized using the DNA
fragment as a template, starting at one end of the molecule and finishing up at one of the various
positions where the nucleotide occurs. Mapping makes use of enzymes that recognize and cut the
chromosome at specific sequence motifs which occur at random intervals along the DNA, to create
a set of restriction fragments which typically contain many thousands of nucleotides. b: A typical
electrophoresis procedure. (1) The mixture of DNA fragments is introduced into the electrophoresis
matrix, which is traditionally a gel but may alternatively be a microfabricated chamber. (2) An
electric field is applied and the DNA molecules migrate towards the anode. Molecules move at a
speed that depends on their size so that, after an interval of time, fragments of different length resolve
into spatially segregated bands. The sizes of the molecules in the mixture may be inferred from the
spatial distribution of the bands, or alternatively by examining the temporal distribution of molecules
arriving at the anode.

The second task is to establish the precise nucleotide sequence of each entry in
the library. The value of this information may be appreciated when one knows
that genetic diseases can be caused by the modification or absence of just two or
three nucleotides in a gene. These two tasks require the ability to analyse DNA
molecules with sizes that differ by many orders of magnitude.

The task of separating DNA molecules according to size is not an easy one be-
cause a DNA mixture is a tangled mass of long, flexible polymers. Imagine that,
given a pot of boiling spaghetti, you were asked to separate all the broken pieces
from the whole ones. While you might manage to pick them out one by one, a
reliable automatic procedure is less evident. All the more so, considering that big
DNA fragments correspond to spaghetti over a kilometre long! Centrifugation is
one possible approach, but even in an ultra-centrifuge the force acting on DNA
molecules proves too small to provide efficient fractionation. So electrophore-
sis, in which the DNA is driven by an electric field, is the preferred method
(Figure 1b). Straightforward electrophoresis in solution does not work, however,
because molecules of different length all migrate at the same speed [1, 2]. A va-
riety of tricks is required to achieve good separations. Passing the DNA through
a gelified medium, for example, works well in many instances. Indeed, gel elec-
trophoresis has been phenomenally successful and is now so ubiquitous that it is
impossible to leaf through a molecular biology journal without seeing images of
gels. It played a vital role in the successful completion of the Human Genome



The physics of DNA electrophoresis 133

Project, where it is was used both to sequence DNA and to make physical maps.
However, in many respects gel electrophoresis is unsatisfactory and one wonders
whether there may not be a more effective alternative.

The advent of new technologies in the physical sciences permits novel ap-
proaches to old problems. In recent years, the technique of microlithography has
been developed to engineer microscopic features on the surface of silicon chips.
This technology is being adapted to create specially-designed electrophoretic
chambers – miniature obstacle courses engraved on a silicon wafer. In part, this
work is motivated by the immediate need to accomplish better, more efficient,
fractionation of DNA molecules. In part, by the more grandiose conception that
microfabrication techniques promise a new level of convenience to biological re-
searchers. One day, all the individual steps of an experiment – isolation, manipu-
lation and analysis – could be accomplished without test-tubes. A miniture labo-
ratory on a single chip. Electrophoresis is, in many respects, an ideal case where
physics can help the biological sciences. On the practical side, technologies pro-
vide the capacity to engineer precisely controlled electrophoretic environments
and observe the dynamics of individual molecules. On the theoretical side, DNA
isolated from the cell behaves as a purely physical system and reliably obeys the
laws of classical dynamics and statistical mechanics. So theory and experiment
can advance hand in hand to create new solutions to the challenges posed by
DNA sorting.

2. Physical description of DNA

The enormous length of DNA molecules confers several advantages when it
comes to a physical description. First, their detailed chemical structure (even
their celebrated double-helical nature) can be neglected. They can simply be
treated as long chains and a minimum number of physical parameters character-
izing length, flexibility and charge density suffice to describe them. Second, the
comportment of individual molecules can be adequately described by statistical
methods.

Measuring along the polymer backbone, a DNA molecule has an overall length
L proportional to the number of nucleotides that it contains. This can be very
long: even the smallest chromosome, containing a few million nucleotides has
L ≈ 1 mm – a macroscopic size! However, in solution the polymer has a much
smaller overall dimension. This is because the DNA is bent this way and that
as it gets buffeted by the water molecules and consequently becomes randomly
coiled. Were you to follow along the backbone, you would lose track of the orig-
inal direction in which you were headed after a short distance. This length scale
evidently depends on the inherent flexibility of the DNA and on the magnitude
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of the Brownian forces. It is called the ‘Kuhn length’b. For double-helical DNA
b ≈ 100 nm, equivalent to 300 nucleotides, while the more flexible denaturized
single strand hasb ≈ 5 nm. Since the molecule looks rigid on scales shorter than
the Kuhn length, but is randomly coiled on larger scales, it may be conveniently
pictured as a random walk made up ofN = L/b straight segments of lengthb.
The overall size of the coilR may be estimated from the statistics of the random
walk:

〈R2〉 = Nb2 = Lb. (2.1)

For a fragment containing a milllion nucleotides,R ≈ 5µm, big enough to
resolve with a light microscope.

The arguments above apply to the case where no external forces are acting
on the polymer. During electrophoresis, however, the electric field driving the
motion might also deform the chain. What typical magnitude of force would need
be applied to stretch the DNA? Suppose that one could grasp a molecule by the
ends and pull them apart. As the end-to-end separationR increases, the number
w of corresponding random configurations of the DNA decreases, resulting in
an entropy loss. Equilibrium is reached when the spatial gradient ofkT logw is
equal to the applied forceF . The statistics of the random walk (the probability
distribution of the end- to-end vector is approximately Gaussian with variance
given by Eq. 2.1) then leads to

F ≈ kT R

3Lb
, R  L. (2.2)

At small extensions, the DNA acts as a Hookean spring, with spring constant
kT /3Lb. The longer the DNA, the easier it is to deform. Eq. 2.2, also indicates
that the typical force required to stretch the DNA to almost its full length is

Fstretch∼ kT /b. (2.3)

For double-stranded DNA,Fstretch≈ 0.1 pN. As we shall see, this value is not so
high and it is relatively easy to stretch out DNA molecules.

3. Electrophoretic force

DNA is an acid, so in solution it is negatively charged. In fact, there is one neg-
ative charge per nucleotide, but this attracts positive counterions in the buffer
solution which form a so-called ‘double-layer’ sheathing the DNA polymer [1].
The ions in the inner layer, which has a thickness of a few angstroms, are tightly
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bound to the molecule, while those in the outer layer are mobile. The concen-
tration of ions in the outer later declines exponentially over the Debye length,
which is typically a few nanometers in the buffer solutions used in electrophore-
sis. This screening of electrostatic interactions on a scale shorter than the Kuhn
length ensures that the DNA remains randomly coiled in solution. It also has
important consequences for the dynamical behaviour when an electric field is
applied. Because the field acts on both the negatively charged DNA and the pos-
itively charged counterions, its effect is to generate a shear flow in the mobile
outer layer of counterions, and consequently to establish relative motion between
the surface of the DNA molecule and the distant, neutral fluid. This flow screens
the hydrodynamic interaction between different parts of the DNA molecule, so
that the friction is essentially local and may be characterized by a uniform fric-
tion coefficientζ0 per Kuhn segment. The relative velocity between the molecule
and the fluid depends on the residual charge of the DNA plus the bound counte-
rions, which in turn depends on the composition of the buffer. But the net effect
is that the DNA interacts with the external field as if each Kuhn segment has an
effective chargeq0. For double-helical DNA,q0 ≈ 50e, and for single-stranded
DNA q0 ≈ e.

In free solution, then, both the total force acting on a DNA molecule and the
total friction opposing its motion are proportional to its length. As a result, the
electrophoretic mobilityµ ≡ v/E is independent of size,µ = µ0 = q0/ζ0,
and molecules cannot be fractionated. The simple expedient of using a gel ma-
trix to support the electrophoretic solution, however, can result in excellent sep-
arations [3]. This is particularly true of sequencing electrophoresis, in which
single-stranded DNA molecules containing several hundred nucleotides can be
separated in a polyacrylamide gel; experimentally, it is found that the mobility
declines roughly inversely with the length of the molecule [4]. How does the
gel network help? One might think that it is just acting as a sieve, blocking the
big molecules and letting the little ones through. But it is not so simple, because
DNA is flexible and even very long molecules can slither through small holes.

4. DNA sequencing: gel electrophoresis of single-stranded DNA

A long polymer, which when randomly coiled is too big to fit in a single open
space in a gel, must thread its way from one pore to another. The description of
its dynamics is based on Edward’s hypothesis [5] that the polymer is effectively
confined to the contorted tube formed by this sequence of pores (Fig. 2). Buffeted
by Brownian impulses but prevented from moving laterally by the gel fibres, the
molecule can only wriggle along the tube axis. So globally, the polymer diffuses
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backwards and forwards along its own contour or ‘reptates’ like a snake slithering
through thick grass [5,6].

Fig. 2. DNA in a gel is effectively confined to a tube (shaded) by the surrounding gel fibers (drawn in
cross-section as circles). As the molecule diffuses longitudinally along the tube, new sections of the
tube are created at one end, and old sections are deleted at the other end.

4.1. Reptative dynamics

In the simplest ‘primitive path’ formulation of reptation, the molecule is repre-
sented by a freely-jointed chain ofN segments, each of linear dimension equal
to the average size of the gel pores. If the polymer is flexible on the scale of
the pores (the usual case in gel electrophoresis), each primitive chain segment
corresponds to a coil of the polymer containingp = (a/b)2 Kuhn lengths. Thus
the parameters of the primitive path picture may be expressed in terms of the
molecular parameters introduced above: the number of primitive chain segments
is N = L/pb and the charge and fiction per segment areq = pq0 andζ = pζ0
respectively. Within the tube the DNA moves as if it were a chain of beads con-
nected by springs, according to the description of Rouse [5]. So the curvilinear
diffusion coefficientDs of the primitive chain along the tube may be identified
as the Rouse diffusion coefficient of the molecule;

Ds = kT /Nζ. (4.1)

Owing to the random path of the tube, the translational diffusion coefficientD of
the molecule in real space is smaller than the curvilinear diffusion by a factorN

so that

D ∼ N−2. (4.2)
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Fig. 3. The diffusion of ‘stored length’ of DNA along the tube, which ultimately leads to the reptative
motion of the centre of mass, also causes the tube length to fluctutate.

The primitive path dynamics describes theaverage, coherent motion of the
polymer along the tube. The other mode of motion associated with reptation
concerns the longitudinalfluctuationsof the molecule within the tube [5] (see
Fig. 3). In the field-free situation, these fluctuations are governed by Rouse dy-
namics; during a short time intervalt , the motion of a given part of the chain is
correlated only with that of the adjacent section of the molecule whose Rouse
relaxation time is equal tot . One consequence is that the tube length is not fixed,
but undergoes equilibrium fluctuations of magnitude�N which varies as

�N ∼ (t/τ )1/4, t < N2τ, (4.3)

N1/2, t > N2τ, (4.4)

where

τ = a2ζ

kT
(4.5)

is the Rouse relaxation time of a primitive path segment.

4.2. Biased reptation

The application of the reptation model to gel electrophoresis, where in addition
to Brownian impulses the polymer also experiences a force due to the external
field, was first suggested by Lerman and Frisch [7]. They pointed out that in
thezero-field limit, the mobility must be related to the centre-of-mass diffusion
coefficient via the Einstein relation. Since the total driving force on the DNA is
proportional to its length, this implies thatµ ∼ N−1. Thus reptation accounts for
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the inverse dependence of the mobility on chain length observed experimentally
in sequencing electrophoresis.

To determine the mobility in afinite field beyond the linear response regime,
we follow the treatment of Lumpkin and Zimm [8], who analysed the problem by
considering the instantaneous drift velocity of the primitive chain along the tube.
The total tangential electric force acting on the polymer is

Fs =
∑

qE.Ri = qER‖/a, (4.6)

whereRi is the vector describing theith primitive path segment andR‖ is the
component of the end-to-end vector of the chain parallel to the electric fieldE.
From the Einstein relation, Eq. 4.1 implies that the effective friction coefficient of
the primitive chain in the tube isζs = Nζ so that its instantaneous drift velocity
along the axis is

vs = Fs/ζs = ε
R‖
Na

a

τ
. (4.7)

where the parameter

ε = qEa/kT (4.8)

is a dimensionless measure of the field strength.
The centre-of-mass velocityv of the DNA in the field direction is related to

the instantaneous curvilinear velocityvs along the tube by

v = vs

R‖
Na

, (4.9)

so that the electrophoretic mobility is

µ ≡ 〈v〉/E = µ0
〈R‖〉

(Na)2
, (4.10)

with µ0 = q0/ζ0, as before. Thus the mobility depends on the average tube
conformation and the problem is to determine what this is. The question of the
perturbation of the equilibrium configuration due to the external field is a delicate
one. During the reptation process, perturbation of the tube can originate only at
its ends. It was initially argued [9,10] that, as the chain slides along the tube, the
end segment of the primitive path acts like a dipole which the field (in competition
with the randomizing effect of thermal motion) tends to orient. The argument
was unreliable, however, because by using the primitive path picture it failed to
take account of the detailed, short-timescale motion of the chain ends which is
governed by longitudinal fluctuations of the chain in the tube.
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The problem of the perturbation of the conformation, which is really a dynam-
ical one, may be tackled using a quasi-equilibrium approach. To do so, however,
careful consideration must be taken of the lengthscale on which the chain has the
opportunity to equilibrate before it gets restricted in the tube [11]. This is deter-
mined by a competition between fluctuations and drift: fluctuations liberate the
end section of the chain from the tube while the advance of the molecule through
the gel seeks to imprison it. After a short time intervalt , the number of tube
segments that have been altered by longitudinal fluctuations is given by

nfluc ∼ (t/τ )1/4. (4.11)

Meanwhile, the primitive path has drifted through a number of pores equal to

ndrift ∼ vs

a
t. (4.12)

Equality of these two quantities

n = nfluc = ndrift , (4.13)

determines the sizen of the terminal section of the chain that has time to equi-
librate before it gets constricted within the tube. One may imagine the terminal
section of the primitive path to rapidly sample alternative routes through the gel,
influenced by both the electric field and the randomizing effect of thermal agita-
tion. The longer the terminal section, the greater the total force acting on it and
the more it tends to get oriented. As the molecule advances, this orientation is
transferred to the entire tube so that ifθ is the angle that a tube segment makes
with the field direction, one obtains

〈cosθ〉 ∼ nε. (4.14)

Equations 4.11–4.13 together with Eq. 4.7 provide a set of equations for the
orientation that must be solved self-consistently. In the long chain limit where
the Gaussian component of the chain conformation is negligible so that〈R‖〉 =
Na〈cosθ〉, the solution is

〈cosθ〉 ∼ ε1/2. (4.15)

Thus long chains are oriented with an end-to-end distance that varies with the
square-root of the field strength. Equation 4.10 then implies that their mobility
varies linearly with the field strength and is independent of molecular size. For
shorter chains,N < N∗, it is the orientational component of the conformation
that is negligible compared to the Gaussian part so that〈R2‖〉 ∼ Na2. Then, from
Eq. 4.10, the mobility is inversely proportional to the chain length and the linear
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response regime is recovered. To summarize, the scaling behaviour predicted by
the theory is

µ/µ0 ∼ ε0N−1, N  N∗, (4.16)

ε1N0, N � N∗, (4.17)

N∗ ∼ ε−1. (4.18)

Translating from the primitive path parameters back to the molecular parame-
ters reveals the full dependence of the mobility on the field strengthE, molecular
contour lengthL and pore sizea

µ/µ0 ∼ (L/b)−1(a/b)2, L  L∗, (4.19)

(E/E0)(a/b)3, L � L∗, (4.20)

L∗/b ∼ (E/E0)
−1(a/b)−1 . (4.21)

whereE0 = kT /q0b. The limit of separationL∗ may be increased by reducing
the field strength or by using gels with smaller pores, but since the variation is
only linear in each of these variables a substantial improvement is difficult to
obtain. Note that for sequencing electrophoresis,E0 ≈ 40 000 V/cm, so that
using a polyacrylamide gel with pores that are several nanometers in size and
applied fields of the order of 100 V/cm, it is possible to separate DNA molecules
containing hundreds of nucleotides.

4.3. Repton model

While the above scaling arguments are plausible, they are not entirely rigorous, so
it is encouraging that they are supported by studies of a lattice model of reptation,
known as the ‘repton model’ [12]. This model captures, in a simplified manner,
the two main aspects of reptative dynamics: confinement of the chain within
a tube; and internal breathing modes of the chain within the tube, which lead
to tube length fluctuations. As indicated in Fig. 4, the chain is divided into a
number of sections which slightly exceeds the average number of primitive path
segments. The end-point of each section is then replaced by a ‘repton’, which
is projected onto the closest site on a one-dimensional lattice, directed along the
field. This procedure yields an ordered chain of reptons, in which successive
reptons occupy either adjacent lattice sites, or the same lattice site.

The dynamics of the model consists of permitting any repton which has one
neighbour located at the same site, and the other neighbour at an adjacent site,
to hop stochastically to the adjacent site. This represents the diffusion of what
de Gennes termed a ‘length defect’ along the tube [6]. In the absence of a field,
hops occur with equal rates in either direction. When a field is present, hops up-



The physics of DNA electrophoresis 141

Fig. 4. Lattice model of biased reptation. The DNA molecule is represented as a chain of reptons on a
1-dimensional lattice. Individual reptons can hop to adjacent lattice sites, as indicated by the arrows.

and downfield occur at ratesw+ andw− which satisfy the principle of detailed
balance:

w−
w+

= exp(−ε). (4.22)

Special treatment is required for the end reptons. If an end repton occupies the
same site as its neighbour, it may hop to either adjacent site with probabilities
biased by the field:

p± = 1

[1 + exp(∓ε)] . (4.23)

This represents a section of the chain coming out of the old tube, and exploring
a new gel pore. An end repton that occupies a different site to its neighbour, on
the other hand, can only hop to join its neighbour. This represents a section of
the chain retracting into the tube.

Because the repton model can be mapped onto an Ising-like spin model, many
powerful analytical techniques may be brought to bear on it to study the dy-
namics [13, 14]. Thus a number of results have been rigorously proved. Efforts
to derive the scaling of the mobility of long polymers, Eq. 4.17, have so far
been unsuccessful, however. Nevertheless, extensive numerical simulation [15]
of the repton model indicates that the mobility does indeed scale asµ ∼ ε when
N � 1/ε.

4.4. Strategies for DNA sequencing

Interesting though the physics may be, for practical purposes the orientation is a
nuisance, for it limits the length of fragment that can be sequenced. Presently,
about 500 nucleotides is the typical extent of sequence that can be determined at
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one go. This means that the sequence of a restriction fragment has to be labori-
ously reconstructed from about one hundred separate pieces. Various strategies
have been proposed to augment the size of fragments that can be sequenced.
One possibility is to replace the gel with a more temporary network, like the
one formed by concentrated polymer solutions; since the obstacles to motion are
continually changing, the DNA is not held back long enough for orientation to
build up [16]. The best performance to date, which achieved sequencing of 1000
nucleotides in an hour [17], was achieved by using long, thin capillaries filled
with a viscous polymer solution. The small diameter of the capillary permits the
use of high fields without too much heating, and the long run length provides
good resolution. The sequencing mixture containing the fluorescently labelled
oligonucleotides is loaded at one end, and the molecules are detected as they
reach the far end of the capillary. From Eq. 4.19, the passage time increases lin-
early with the molecular length, so oligonucleotides of different length emerge
evenly spaced in time.

5. Gel electrophoresis of long double-stranded DNA molecules

Sorting restriction fragments requires the ability to fractionate long, double-stran-
ded DNA molecules. A natural question arises in comparison with the task of
sequencing single-stranded DNA. Is it possible to scale up all dimensions – the
contour length, the Kuhn length and the pore size – and maintain the same dy-
namical behaviour? Does biased reptation describe the motion of a 50, 000 base-
pair fragment in an agarose gel with a typical pore size of 500 nm, for example?
Alas, no! At large scales the dynamics becomes much more complicated. The
tube hypothesis is no longer valid and the reptation model is inappropriate. This
is because when the gel fibres are widely spaced, the entropy loss associated with
a loop of DNA squeezing between a pair of obstacles can be outweighed by a gain
in electrostatic energy, even at very low field strengths. Consequently there is no
free energy barrier to prevent the DNA leaking out of the sides of the tube, and
forming a ‘hernia’ (see Fig. 5).

5.1. Complex dynamics in constant fields

The gel-electrophoretic dynamics of long double-stranded DNA molecules was
first described by Deutsch [18] using numerical simulations. The DNA executes
an episodic type of motion that, when viewed under a microscope, appears al-
most animate [19] (see Fig. 6). Typically, a molecule is oriented along the field
and migrates in that direction. But frequently a loop of the molecule, instead of
obediently following the route taken by the head, passes a different way around
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Fig. 5. Initiation of a hernia, as a loop of DNA slips between two gel fibres. The entropy loss
associated with a hernia spanningn pores is�S ∼ nkT , but the gain in free energy is�U ∼ n2εkT ,
so the free energy barrier to for hernia formation is�F ∼ kT /ε. The barrier is negligible when
ε > 1, which is typically the case for electrophoresis of double-stranded DNA in agarose.

Fig. 6. Typical cyclic motion of a 100 kilobase DNA molecule in an agarose gel.

a gel fibre and sets off in pursuit. Loop and head advance simultaneously, un-
til the former unravels as the tail of the molecule passes along it. This leaves
the DNA hooked over an obstacle in a long U shape. In this configuration, the
DNA can be very highly extended. As mentioned previously, the force required
to stretch double-stranded DNA, given by Eq. 2.3, is about 0.1 pN. In a typi-
cal fieldE = 1 V/cm, this corresponds to the electrophoretic force acting on a
50,000 nucleotide piece of DNA. Molecules longer than this, when hooked on
an obstacle, are almost fully extended by the electric field pulling on both arms.
At this point, the migration of the DNA can be almost completely arrested. This
is particularly the case if the arms of the U are of nearly equal length, for then
the net force acting to move the molecule, which is proportional to the end-to-
end vectorR‖, is very small. However, the slightly greater force tugging on the
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Fig. 7. Long DNA molecules undergo the episodic motion sketched in a-e. Configuration d, in which
the DNA is hooked over an obstacle and stretched into a long U-shape can last for a long duration.
A simplified model for the disengagement of the molecule is illustrated. The total force influencing
the DNA to slide around the obstacle is equal to the difference in the forces acting on the two arms
F = F1 − F2 = qER‖/b. The friction opposing the motion isNζ , proportional to the DNA length.
The instantaneous sliding velocity is thusv = µ0ER‖/L. Integrating, the total disengagement time
is thook ∼ L exp(L/R‖)/µ0E.

longer arm slowly hauls the molecule around the obstacle and, just like a heavy
rope slipping round a pulley, the DNA gathers speed and eventually pulls free.
Whereupon it immediately starts to contract elastically and rapidly returns to a
situation where the whole cycle can repeat itself.

Does this episodic motion result in a useful separation of fragments accord-
ing to size? Experimentally there is no evidence that it does. The reasons are
two-fold and can be appreciated by considering the dynamics of hooking and
unhooking. First, hooking is a random process and a very wide distribution of
hooking times is possible, depending on the asymmetry of the U shape formed.
It is easy to see (Fig. 7) that if DNA of lengthL gets hooked so that its ends are
initially a distanceR‖ apart, the time it takes to slide off the obstacle varies as
exp(L/R‖). This exponential distribution of times leads to a big variance in the
migration velocity of individual molecules, causing poor electrophoretic resolu-
tion. Second, experimental observations suggest that the probability distribution
of the parameterR‖/L characterizing hook asymmetry is independent of mole-
cular length. In this case, the mean time that DNA requires to disengage from
an obstacle varies linearly with its length. But since the molecules usually hook
again as soon as they pull free, the mean distance travelled between hooking
events also varies linearly with molecular size. As a result, the mean velocity is
length- independent. Hooking slows down all molecules by the same amount.

5.2. Pulsed-field gel electrophoresis: separation of restriction fragments

While standard gel electrophoresis fails to fractionate double-stranded DNA mol-
ecules containing more than about 10 thousand nucleotides, it has been known
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for some time how to separate fragments containing up to 10 million nucleotides.
This remarkable improvement can be achieved by pulsing the electric field [20–
22]. The technique works by playing on the transient behaviour of the molecules
following a sudden field switch. Unlike the steady-state mobility, this is length-
dependent: small molecules can readjust rapidly to changes in the field, but long
ones are too sluggish to do so.

The episodic motion of the DNA discussed above gives a clear insight into
how pulsed-field electrophoresis works at the molecular level. Consider, for ex-
ample a repetitive pulsing pattern in which the field is applied initially for timeT

in the forward direction, then timeT/2 in the reverse direction, and so on. Small
molecules will quickly readjust at each switch, then migrate steadily in the di-
rection of the field and since the forward pulse lasts longer than the reverse, they
will advance through the gel. But what about longer molecules whose average
hooking time is close toT ? At the end of the forward pulse, they are typically
hung over an obstacle in an extended U. When the field reverses, the arms of the
U retract, driven by both the field and elastic recoil. Subsequently, when the field
reverts to its former direction, the arms extend again, but there is not sufficient
time for the DNA to disengage from the obstacle before the field switches once
more. Consequently, the molecule remains hung on the same obstacle for many
successive field cycles and makes no progress.

The technique called ‘field-inversion gel electrophoresis’ [21] uses the above
pulsing pattern and has proved successful at resolving megabase molecules. The
original pulsed field method, discovered by Schwartz and Cantor [20], uses a
different protocol: the field is alternately applied for equal timesT along two
different directions. Figure 8 shows the variation of mobility with pulse time that
is observed in simulations of crossed-field electrophoresis [23]. In this case, the
angle between the fields is 120◦ but very similar patterns of the relative mobility
are obtained for a wide range of obtuse angles. The mobility curves dip at a
value of the pulse time that differs as the molecular size changes. In fact, the
minimum mobility occurs at a switch time that is roughly proportional to the
chain length. Consequently, a clear resolution of molecules up to a given size
Nmax may be achieved by using a pulse time that varies approximately linearly
with Nmax . This behaviour is well documented experimentally, where it has long
been used as a rule of thumb for calculating the pulse regime to obtain molecular
separation in a given range. If the field angle is orthogonal or acute, on the other
hand, the mobility of all molecules is practically independent of the pulse time
and no separation is obtained.

The marked difference between pulsed-field electrophoresis using acute and
obtuse angles, which is well known in practice [24], reflects a contrast in the
mechanism of reorientation. This is most readily examined by observing a chain’s
motion under a pulse regime that substantially depresses its mobility at 120◦ but



146 T. Duke

Fig. 8. Pulsed-field separation of DNA molecules. Average migration speed along the bisector of the
two fields, as a function of migration time. Curves labelled by length of DNA molecule (in kbp).

Fig. 9. Reorientation of DNA during a single pulse in crossed-field electrophoresis, with field angles
of 90◦ and 120◦.

not at 90◦. Figure 9 shows the typical behaviour during a single pulse for the case
where the switch time is of the same order of magnitude as the molecular reori-
entation time. The chain typically alternates between U-shaped configurations,
aligned along the two field directions. In the case of an orthogonal angle, the U
is broad-based. Following the field switch, both chain ends turn to move in the
new field direction and a hernia starts to grow from the place where the tube is
bent (it is here that an abrupt drop in the field gradient measured along the tube
axis causes a pooling of the chain which can then seep out between gel fibres).
Since there is an approximately equal force pulling on both the leading end and
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the hernia, the molecule remains extended as it changes direction. At the end of
the pulse, it is once more in a broad U but hasadvancedalong the gel. For this
reason, pulsing has little effect on the mobility. In the case of an obtuse angle, on
the other hand, the U is typically very narrow. When the field is changed, both
ends of the chain move off in the new field direction, but also a hernia sprouts
from the base of the U. Since the hernia is further downfield, is has an advantage
over the ends and once the chain becomes taut, tugs them back into the arms of
the U. Due to the obtuse angle, there is a component of the field that then drives
the rapid retraction of the chain down the arms, leading to bunching at the base
where more hernias are immediately created. These grow, sucking up the rest of
the molecule, and eventually unravel to leave the molecule once again in a narrow
U. During the reorientation process, the molecule makeslittle progressalong the
gel; it retracts backwards at first, then starts to move forward but gets held up as
the hernias resolve into a U. This causes a very large reduction in its mobility.

The way that obtuse-angle crossed-field electrophoresis discriminates between
molecules of different size is evident from these observations. Short molecules
reorient rapidly and spend most time migrating steadily along the current field
direction. They consequently have a high mobility, close in value to the resultant
continuous field mobility resolved along the diagonal. Larger fragments spend
as a significant proportion of the time reorienting, during which their progress is
hindered. The longer the molecule, the more time it loses changing direction and
the lower its mobility. It is this feature that leads to the good separation according
to size. Still larger molecules whose reorientation time is longer than the pulse
time, respond too slowly to entirely change direction and so are not differentiated
by the pulsed field.

Many varieties of pulsed-field techniques exist, but all of them work by a sim-
ilar mechanism, which may be regarded as a sort of resonance. Molecules of
a characteristic length have a typical hooking time that is comparable with the
pulse timeT . The pulsed field drives the internal modes of these chains, mak-
ing them stretch and recoil, rather than forcing their movement through the gel.
Consequently, they may be separated from shorter molecules which do migrate.

5.3. Difficulty of separating very large molecules

While pulsed-field electrophoresis has enabled the separation of large restriction
fragments, it suffers from a number of drawbacks that prevent it from becoming
a standard laboratory procedure. First, there is no general recipe for choosing the
pulsing parameters that provide fractionation in a particular range. Consequently,
automation of the technique is problematic. Second, the complicated dynamics
leads to a diverse range of reorientation times for molecules of the same size.
This causes band broadening, limiting the resolution of the technique. Third, it
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has been found that very long molecules can get irreversibly trapped in the gel, in
a manner that depends on the field strength [25,26]. One possible cause is that the
large force pulling on the arms of a molecule in a U-shaped configuration is suffi-
cient to locally melt the double-helix near the base of the U. If one of the melted
strands also happens to be nicked, there is the possibility than when the two
strands anneal again, they will enclose a gel fibre. Because the force increases
linearly with DNA length, the critical field at which irreversible trapping occurs
decreases inverse-linearly with DNA size. In practice, this means that fields little
greater than 1 V/cm can be used to separate megabase DNA molecules and the
separation is consequently very slow, often taking days.

6. Obstacle courses on microchips

The advent of optical and electron-beam lithography, permitting precise engi-
neering on the microscopic scale, has led to the development of a whole range
of nanotechnologies. These techniques may be adapted to make miniature solid-
state electrophoresis chambers [27]. Two-dimensional obstacle courses of almost
any pattern can be created on a silicon wafer in the following way. The surface of
the chip is etched away to a depth of 0.1–1µm, through a mask which protects
selected regions so that they remain raised. The structure is then sealed with a
cover slip and the gap between silicon and glass filled with saline solution, into
which a mixture of DNA molecules can be injected. The unetched regions pro-
vide obstacles to the free movement of DNA molecules migrating in the fluid.
Figure 10 shows the most straightforward example of such a device – a regular
lattice of cylindrical columns. Over the past decade, a variety of techniques have
been developed to manufacture such arrays in a range of different materials [28].
Perhaps the most convenient method is to make a negative ‘master’ using lithog-
raphy, and then use this to imprint the chosen design in a polymer elastomer such
as PDMS.

The advantages of these solid-state devices over a conventional gel can be
readily appreciated. The structure is completely regular and well-controlled and
the geometry can be chosen at will. A gel, by contrast, is random and ill- charac-
terized. Also, the scale may be varied to cover a range that is not feasible using
gels. A gel with pores 1µm in size, for example, would be too fragile to handle.
Furthermore, the motion of DNA molecules in the device can easily be examined.
The DNA can be stained with a fluorescent dye and observed under a light mi-
croscope. Since the arrays are 2- dimensional, the DNA can be kept in focus over
a wide field of view. Videomicroscopy allows ready comparison between exper-
iment and theory, greatly aiding the design of devices to perform specific tasks.
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Fig. 10. Fluorescently-stained DNA molecules moving through an array of obstacles, engraved on a
silicon chip. The posts have diameter 1µm, height 0.15µm and centre-to-centre spacing 2µm. The
longest DNA molecules in the picture contain approximately 100 000 nucleotides.

6.1. Collision of a DNA molecule with an obstacle

When long DNA molecules are observed migrating in the regular array of ob-
stacles shown in Fig. 10, they display the same type of episodic behaviour that
we have previously described in constant-field gel electrophoesis. The mole-
cules get hooked on an obstacle, form an extended U, pull free and relax; and
the cycle then repeats (see Fig. 10). Thus the array fails to separate molecules
according to size for the same reason that a gel does not work: the typical cycle
time is proportional to the length of the molecule, but so is the distance travelled
per cycle. This suggests an obvious solution: Impose a particular frequency of
hooking events. This may be done by changing the geometry of the array. For
example, suppose that the majority of the obstacles are removed from the regular
lattice, leaving only single rows of posts separated by long open spaces. In such
a device, the DNA molecules hook only when they encounter a line of obstacles,
so the distance travelled between hooking events is constant, independent of the
molecular size. The average hooking time, however, remains proportional to the
DNA length, so each encounter with a row delays a longer molecule more than a
shorter one. The desired fractionation is achieved.

This simple example demonstrates the versatility of microfabricated arrays.
Variability of the geometry permits straightforward solutions that would be im-
possible to implement using gels. In fact, this particular design is expected to
work much better as a sequencing tool than as a method of separating long re-
striction fragments. The reason is that the timescale for relaxation of big DNA
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molecules can be extremely long. A fragment containing 100, 000 nucleotides,
for example, typically takes a few seconds to relax to a random coil after it has
been stretched. If the DNA does not have time to recoil as it traverses from one
row of posts to the next, it might slip through the obstacles without hooking.
The tiny fragments used in DNA sequencing relax very quickly, however, so the
timescale does not impose a limitation. By miniaturizing the silicon arrays, using
electron beam lithography to create obstacles on the scale of nanometers, it may
be possible to manufacture a sequencing device that rivals the current gel-based
methods.

Experimental studies of long double-stranded DNA molecules interacting with
a single row of posts have nonetheless proved useful for understanding how poly-
electrolytes behave when they experience both an electrophoretic force and a
point-contact force [29]. Because the point-contact acts only on the DNA, and
not on the counterions, its effect is not hydrodynamically screened. As a re-
sult, the argument given in the caption of Fig. 7 for the extensional force on the
DNA molecules is an oversimplification. In fact, a DNA molecule hooked over
an obstacle gets stretched as though it were in a hydrodynamic flow of veloc-
ity v = µ0E [30]. One immediate consequence is that the degree of stretching
depends on the etch-depth of the array. In shallow arrays, hydrodynamic inter-
actions are screened at short length scales, and the molecular extension is conse-
quently greater for a given field strength. The time that a molecule takes to relax,
once it has pulled free of the post, is also longer in a shallow array, for the same
reason. As we shall see, some separation techniques in microarrays require the
DNA to be stretched, while others require it to remain coiled, so the ability to
modify the degree of extension by changing the etch-depth is a useful feature.

6.2. Efficient pulsed-field fractionation in silicon arrays

While a simple lattice of obstacles fails to sort long molecules using a continu-
ous field, we might expect it to work well in pulsed-field conditions. Here, the
regularity of the array provides a real advantage over a gel, because if the field is
carefully applied along the axes of the array, the molecules can move along the
channels between rows of obstacles without bumping into the posts.

Figure 11 shows a simulation of DNA moving in a regular hexagonal array
under crossed-field conditions. The field alternates with switch timeT between
two directions aligned along axes of the array. Since the field pulls first one way,
then the other, the repeated pulsing maintains the molecules in a highly extended
state. This tautness prevents loops from growing in the middle of the molecule
so that the motion is always led by an end. Since the molecules remain linear,
the dynamics is remarkably simple. The total forceF pushing a DNA molecule
along its contour is proportional to the projection of the end-to-end vector in
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Fig. 11. Simulation of the motion of DNA in a hexagonal array of obstacles, under pulsed-field
conditions. Molecular conformations are shown at the beginning of each pulse (black), and at times
t = T/6 (dark grey) andt = T/2 (light grey), whereT is the pulse time.

the field direction. So immediately following a field switch through anobtuse
angle,F changes sign. The molecule sets off in the new direction led by what
was previously its back end. This head-tail switch causes the DNA to retrace
part of the route that it took during the previous pulse. If one looks along the
bisector of the fields, which is the direction of net migration, the molecules first
move backwards before they advance; longer molecules backtrack further and
this gives rise to fractionation.

DNA fragments which are too long to realign completely before the end of
a pulse fail to advance through the array, so only those molecules whose reori-
entation time is shorter than the pulse time can be fractionated. The total time
that it takes a molecule to reorient is proportional to its length and inversely pro-
portional to the field strength. This implies that the upper limit of the separation
range increases linearly with both the pulse time and the field strength. The
recipe for setting the field parameters to obtain the desired range of fractionation
could hardly be simpler. Molecules smaller than the limiting size first backtrack
and then move forward as they reorient, so that they make no progress during
this period and advance only during the remaining fraction of the cycle. Conse-
quently, their average migration speed falls linearly with increasing length. The
backtracking mechanism leads to a clean, linear fractionation of the DNA [31].

This way of switching the field through an obtuse angle to fractionate long
DNA seems almost too simple. But often the simplest methods are the best. In
fact, the backtracking mechanism was previously proposed by Southern [32] to
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explain how pulsed-field gel electrophoresis works. As we saw, though, the dy-
namics of DNA in gels is much more complicated owing to the way that loops
of the molecule can easily squeeze between the fibres. Microfabricated arrays,
however, offer the possibility to realize the desired dynamical behaviour – by suf-
ficiently spacing the obstacles, hooking can be suppressed so that the molecules
remain linear. The resulting uniformity of the motion implies less dispersion in
the migration velocity leading to a reduction in band width and improved reso-
lution. Also, the problem of trapping of megabase DNA in gels is alleviated by
using an array, so higher fields can be used to achieve faster separations. The
improvement is straggering. A fractionation that typically takes several hours in
a gel can be completed in just 10 seconds [33].

6.3. Continuous separation in asymmetric pulsed fields

The dynamics of DNA fragments which are too long to realign completely during
a pulse is worth examining in more detail, because it reveals abroken symmetry
in the system. Suppose that such a molecule has somehow managed to get com-
pletely aligned along one of the field directions. When the field is switched, the
molecule backtracks and moves off along the new direction, but does not have
enough time to reorient completely. When the field reverts, the molecule slides
back into its original channel and, because it now has a head-start, itis able to
completely realign before the end of the pulse, and can even drift a little way
along the channel (see Fig. 12). With repeated pulsing, the molecule will con-

Fig. 12. Motion of short and long molecules in pulsed-field electrophoresis with equal pulse times
(a); and with unequal pulse times (b). Arrows indicate the net direction of migration.
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Fig. 13. Continuous separation of a DNA molecules by asymmetric pulse-field electrophoresis in a
‘DNA prism’. The four streams of molecules contain DNA of sizes 61kb, 114kb, 155kb and 209kb.

tinue to advance in this direction. Clearly this argument applies equally well
whichever field direction the molecule is initially aligned along. So there is a
broken symmetry: very long molecules will eventually get aligned along one or
other of the field directions, and will subsequently keep migrating in that direc-
tion.

At first sight, this behaviour seems to be a nuisance, since it will lead to a
smeared band of long molecules along the two field directions, which could in-
terfere with the separated bands of smaller molecules along the direction of the
bisector. On reflection, however, this behaviour provides a wonderful opportu-
nity. Consider what happens if the symmetry isdeliberatelybroken by using
pulses of different durations in the two field directions. Long molecules which
cannot reorient during the shorter of the two pulses will move along the principal
axis of the array (the direction in which the pulse is longest). The very short-
est molecules, on the other hand, will be able to respond quickly to all the field
switches and so will migrate in the direction of the time-averaged field. And
molecules in between these two extremes will behave in an intermediate way,
and migrate at an angle that depends on their size. Thus molecules of differ-
ent length take different trajectories across the device, much as light of different
wavelengths takes different paths across a prism [34] (see Fig. 13).

The great advantage of this method is that is allows molecules to be sorted
continuously. A mixture of species can be injected through a narrow conduit on
one side of the device. Molecules of different size then follow distinct trajecto-
ries across the array and the sorted components can be continuously collected at
different locations along the opposite side. The technique is therefore especially
suitable for automated applications in which molecular separation needs to be
integrated with subsequent analytical steps.

Continuous sorting using asymmetric pulsed fields relies on keeping the DNA
molecules almost fully stretched. It is therefore advantageous to use high electric
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fields, and it also helps to use a shallow device which minimizes hydrodynamic
interactions, to enhance the extensional electrophoretic forces on the molecule
and increase the relaxation time. By observing these principles, Huanget al.[34]
were able to continuously sort viral chromosomes in a matter of minutes – an
impressive achievement.

6.4. Asymmetric sieves for sorting DNA

The first devices that were invented to sort DNA continuously were suitable for
operation at low fields, so that the molecules remain reasonably compact coils.
The idea was to use an asymmetric array of obstacles to deflect the molecules
away from the field direction, thereby effecting a separation in the direction trans-
verse to the field [35, 36]. Quite generally, this can be done by choosing a pe-
riodic array of obstacles, each of which is asymmetric with respect to reflection
in the field direction. The combination of the spatial asymmetry and the broken
time-reversal symmetry (imposed by the flow) causes the Brownian motion of the
molecules to be rectified. Since the effect depends on the thermal motion, mole-
cules with different diffusion coefficients are deflected by different amounts, and
consequently a mixture of molecules is sorted according to size.

A particular realization of such a device, shown in Fig. 14, consists of a pe-
riodic pattern of rectangular obstacles. An electric field is applied at 45◦ to the

Fig. 14. Asymmetric sieve for continuous sorting. Molecules which pass through gap A diffuse
laterally as they drift along the diagonal, and therefore tend to occupy the parabolic, shaded region.
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principal axes of the array. In this direction, there is a clear ‘line of sight’ through
narrow gaps between adjacent obstacles. Molecules migrating electrophoreti-
cally naturally tend to follow this pathway along the diagonal, passing through
successive gaps (eg. from A to B). However, as they drift, they also diffuse. The
probability distribution of a molecule, initially localised in gap A, spreads in the
direction transverse to the field as the molecule advances. Consequently, there is
a probability that the molecule passes around the top left corner of the obstacle
located immediately above of B, in which case the field will carry it to gap B+.
There is also a possibility Ñ- more remote, since it requires diffusion through
a greater distance in a shorter time Ñ- of the molecule diffusing around the top
left corner of the obstacle just below B, in which case it will proceed to gap B-.
Owing to the different probabilities of passage through the three gaps B, B+ and
B-, the molecule’s line of motion will, on average, be deflected away from the
field direction. Most importantly, since the deflection probabilities depend on the
diffusion coefficient, the mean trajectory depends on the molecular size. Smaller,
more rapidly diffusing species are deflected through a larger angle.

Effective separation in such a device requires careful matching of the time-
scales for diffusion and drift, and therefore depends on the Peclet number

Pe= va

D
, (6.1)

wherev is the electrophoretic drift velocity of the DNA,D is the diffusion co-
efficient, anda is the shorter dimension of the rectangular obstacles. Simple
theoretical arguments indicate that good separations are achieved in the range
Pe= 1–10.

In practice, things are more complicated. The obstacles are insulating and de-
form the electric field lines, so it is a gross simplification to suppose that the elec-
trophoretic drift is in a uniform direction. When the distortion of the field lines is
taken into account, the conclusion is quite different. Indeed, one quickly realizes
that the ions in solution must on average, travel straight through the device, in
the direction of the electric current passing through the fluid. The trajectory of
point-like ions cannot depend on their diffusion coefficient.

Nevertheless, experiments using viral DNA molecules of different size show
unambiguously that the asymmetric sieves are capable of sorting molecules [37].
What is causing the separation? As shown in Fig. 15, the excluded volume inter-
action between the DNA molecules and the obstacles plays a decisive role [38].
Large molecules get pushed by the obstacles to the centre of gap A, and therefore
tend to follow the field lines which are go fairly straight through the device to gap
B. Smaller molecules can pass closer to the obstacles, and can therefore follow
the distorted field lines which carry them in the transverse direction. It is thus
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Fig. 15. Insulating obstacles distort the field lines. (a) Large molecules tend to follow only the field
lines that pass through the centre of the gap. (b) Smaller molecules can follow more field lines.

much easier for the smaller molecules to diffuse onto other field lines which will
carry them to gap B+.

Thus this technique works surprisingly well, but because it relies on diffusion
it is quite slow. For DNA molecules containing several hundred thousand base-
pairs, it is appropriate to use obstacles with sizea ∼ 1µm, and the right range of
Peclet number is obtained with flow velocitiesv ∼ 1µm/s.

6.5. Rapid continuous separation in a divided laminar flow

Far more rapid separations can be achieved in asymmetric sieves by using a dif-
ferent technique, in which the obstacles divide a laminar flow through the de-
vice [39]. This method is designed to work at high Peclet number, Pe� 1, and
is therefore suitable for molecules which are not easily deformed by the flow,
such as bacterial artificial chromosomes.

The principle of the method is illustrated in Fig. 16. The sieve consists of a
periodic sequence of rows of obstacles, transverse to the flow. Each row is shifted
laterally with respect to the previous row by one-third of the obstacle spacing, so
that the sequence repeats every three rows. Fluid passing through a gap between
adjacent obstacles in one row will bifurcate when it encounters the obstacle in
the next row; two-thirds of the flow will pass to the left of the obstacle, and one-
third to the right. If we divide the flow through a gap into three lanes, numbered
1,2,3 as shown in Fig. 16, we see that the flow which passes through lane 1 of
the gap in the first row will pass through lane 3 of the gap in the next row, then
lane 2 of the row after that. After three rows, the lanes rejoin in their original
configuration.

Now consider a small particle that is able to approach the obstacles quite
closely, and which can therefore take any of the three lanes through a gap. If
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Fig. 16. Principle of separation in which asymmetrically disposed obstacles divide the laminar flow.
Small molecules travel downwards, in the direction of the mean flow, but large molecules move at an
angle to the flow, as indicated.

Fig. 17. Flow device in which the asymmetric disposition of obtacles is achieved by tilting the axes
of a regular lattice at a slight angle to the flow. By grading the size of the gaps between the obstacles
over the range 1.4µm− 2.0µm, particles of sizes 0.8µm, 0.9µm and 1.0µm can be made to depart
from the main flow direction at different locations.

the Peclet number is high, so that diffusion is limited, the particle will continue
to follow the same streamline as it passes many rows of obstacles. It will thus
follow the sequence of lanes 1-3-2, and will travel straight through the device,
on average. A larger particle, on the other hand, can only fit through the gap if
its centre-of-mass is in lane 2. When it arrives at the next row of obstacles, its
centre-of-mass will be in lane 1, but the particle will get bumped into lane 2 by
the obstacle to its left. Consequently, it will follow the sequence of lanes 2-2-2,
and will travel at an angle to the flow. The device thus provides a very sharp
discrimination of particles that are bigger or smaller than a certain critical size,
which is set by the size of the gap between obstacles. By manufacturing an array
in which the gap size is graded with distance (Fig. 17), particles with a range of
different sizes can be directed to different locations [39].

The most appealing feature of this technique is that the resolution improves as
the flow speed increases, because particles then have less opportunity to diffuse
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from one flow line to another as they traverse the distance from one row to the
next. Thus the method offers the combined features of rapidity, high resolution,
ready automation, and ease of integration with other analytical steps in a ‘lab on
a chip’.

7. Summary

Physics has played a useful role in tackling a problem of great technical impor-
tance in biology. The swift separation of DNA molecules is essential in many
of the manipulations performed in molecular genetics. More efficient fraction-
ation methods are urgently required to permit reseachers to study the genomes
of pathogens and commercially important crops, and to extend genomics to the
study of individual cell lines. The technologies of micro- and nanofabrication
offer a novel approach to DNA fractionation. Miniature electrophoretic cham-
bers, of versatile design, may be etched from silicon chips. By investigating
the dynamics of DNA molecules migrating in these devices it has been possible
to identify particular designs that are ideally- suited to specific separation tasks.
These devices represent the first step on a road that leads to the creation of minia-
ture laboratories on a chip which, by automating many laborious experimental
procedures, will free researchers to pursue more fruitful investigations.
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1. Introduction

In the past ten years, physicists and biologists have been able to isolate and study
individual biomolecules such as molecular motors (myosin [1], kinesin [2], poly-
merases [3, 4] or ATPases [5]), structural proteins (titin [6–8], actin [9, 10], mi-
crotubules [11] or nucleosomes [12]) and nucleic acids (RNA [13] and DNA
[14–16]). These studies, made possible by advances in the techniques of visu-
alization (fluorophore excitation by evanescent waves [9, 17] and fluorescence
resonnant energy transfer [13, 18–20]) and micromanipulation (magnetic tweez-
ers [15, 21, 22] and optical tweezers [3]), seek to characterize the mechanical
response of these systems as well as their function.

Thus in 1992 researchers first measured the response of a single DNA mole-
cule to a stretching force [14]. These experiments not only made it possible to
measure the stiffness of DNA (and along the way to verify theoretical models of
polymer elasticity [23]) but also uncovered a structural transition in DNA pro-
voked by a stretching force of about 70 picoNewtons (1 pN = 10−12 N) [24,25].
This type of experiment, in which one may measure the spring constant of DNA
and observe the controlled formation of mechanically stabilized structures, can-
not be performed on molecules freely diffusing in solution. Therefore in the first
part of this chapter we will describe how micromechanical experiments allow us
to better understand the mechanical and structural properties of nucleic acids.

Another important aspect of single-molecule DNA manipulation experiments
is the study of enzymatic activity. Here again, the observation and manipulation
of individual molecules makes it possible to observe events which are difficult (if
not impossible) to detect in “bulk” experiments. As an example, consider the ex-
periments of Wanget al.[3], who anchored an RNA polymerase to a glass surface
before pulling on the extremity of the three-micron long DNA molecule serving
as the enzyme’s substrate. These experiments showed that the enzyme is capable
of working against forces of up to about 50 pN with a broad distribution of veloc-
ities. If “bulk” molecular biology allows one to know that the enzyme catalyzes
RNA formation with a certain average rate, it does not allow for the measurement
of the forces generated by the process, nor does it allow for a simple observation
of the distribution of velocities. Thus in the second part of this chapter we will
illustrate, through the examples of topoisomerases and polymerases, how such
experiments are performed and interpreted to extract new information.

165
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Before however, it is useful to briefly compare the single-molecule and tra-
ditional “bulk” methodologies and paradigms. First of all, in a single-molecule
experiment, the molecule of interest is fixed at a defined point of space; in a bulk
experiment it is freely-diffusing. Note that by “fixed” we mean that the molecule
may be physically tethered (as in the case of a manipulation experiment [3]),
or that it may be freely-diffusing but repeatedly sampled on a timescale much
shorter than that required for diffusion (as in the case of fluctuation correlation
spectroscopy, or FCS, experiments [26]). As a result, in the single-molecule as-
say one can know the position of the target molecule at any moment in time,
which is impossible in the bulk system. This makes it easy to observe through
time the target molecule and reactions which take place on it, by monitoring a
single point in the reaction cell. From multiple single-molecule trajectories, or
time-traces, one can reconstitute not just the average reaction but also the fluc-
tuations about the average. The latter is particularly rich in information on the
underlying statistical features of the reaction [27]. In the bulk assay one can mea-
sure only the average outcome of the reaction, and fluctuations about the average
are lost.

In addition, the readout of the single-molecule experiment can be done as the
reaction proceeds, whereas in a bulk assay one performs the readout step much
after the reaction step, again leading to a loss of information and the ability to
finely “tune” the system as the reaction occurs. Another problem that the single-
molecule paradigm also solves is that of “synchronization” ‘in a bulk assay; since
one can observe the beginning and the end of a reaction at the single-molecule
level, it becomes possible to align reactions according to their temporal unfolding
and, through averaging, reconstitute and detect transient events which are lost in
the bulk assay.

Of course, the greatest advantage of the single-molecule methodology is that it
allows the researcher to study the mechanical properties of nucleic acids and the
proteins that interact with them. The effect of mechanical constraints (stretching
and twisting) ‘on biopolymer structure illuminates their building rules. The effect
of mechanical constraints on protein-DNA interactions illuminates the role of
conformational changes (i.e. physical movement of protein domains) in the work
of proteins.

2. The interest of physicists for DNA

2.1. Ease of handling

Physicists are interested in DNA for several reasons. First of all, it is a unique
polymer characterized by incredible lengths (up to several centimeters per mole-
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cule in the case of human chromosomes) and a very high degree of monodisper-
sity (the DNA extracted from bacteriophage-λ, for instance, always consists of
the exact same sequence of 48502 base pairs). If certain artificial polymers such
as polystyrene or polyethylene glycol are capable of achieving high degrees of
polymerization, it is still very difficult to impose a specific length for the whole
sample. Moreover, these artificial polymers are not very rigid at the scale of the
monomer; we will see that DNA, locally more rigid, is (paradoxically) much
easier to stretch out.

Another important point is that DNA is, for now, the only polymer which may
be easily modified and observed by scientists. An ever-growing number of tools
in molecular biology – restriction enzymes, ligases, PCR, electrophoresis gels –
make it possible to cut, reglue, modify and purify DNA fragments in a manner
which is both simple and precise. One can readily obtain large numbers of DNA
molecules, each one of them bearing the exact same modifications at the exact
same position. Moreover, the use of intercalating dyes such as ethidium bromide
and YOYO1 make it easy to observe single stained DNA molecules in solution
using standard fluorescence microscopy.

2.2. DNA as a model polymer

A polymer is characterized by two lengths: its crystallographic lengthl0 and its
persistence lengthξ = A

kBT
. HereA represents the flexural rigidity of the mater-

ial, kB the Boltzmann constant (kB = 1.38× 10−23J/K) andT the temperature
in Kelvins. THe persistence length represents the distance over which the poly-
mer remains oriented despite thermal agitation. As the temperature increases,
thermal agitation tends to decorrelate the orientation of successive segments and
the persistence length of the DNA decreases. At zero temperature, the polymer’s
path would be a straight line. At room temperature on the other hand, the polymer
essentially follows a random walk, taking on the form of a self-avoiding random
coil. This fluctuating coil is capable of exploring the greatest possible number
of distinct conformations, maximizing the system’s entropy. On the other hand,
a polymer which is completely stretched out between two points has a unique
conformation – the straight line – and its entropy is zero. If one assumes that
a polymer of lengthl0 performs a random walk consisting ofN = lO/b inde-
pendent steps (b = 2ξ), one finds that a forceF = 3

2
kBT
ξ

l
l0

[28] is necessary
to separate the ends of the polymer by a distancel  lO . As one stretches
the polymer, the stretching force performs work which reduces the polymer’s
conformational entropy; one therefore speaks of the polymer’s entropic elastic-
ity.

This helps to understand why it is easier to stretch a polymer with a long
persistence length. Consider a chain of a give crystallographic length. If the
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material’s persistence length increases, the effective number of segmentsN in the
chain decreases. As a result, the configurational entropy of the system decreases
and less work (and thus smaller forces) will be required to stretch the polymer.
Thus, when a polymer’slocal rigidity increases, its entropic rigidity decreases.
With a persistence lengthξ ∼ 50 nm, a DNA random coil is easily unraveled
and stretched by a force of orderF ∼ kBT /ξ ∼ 0.1 pN. In comparison, a
chain of polystyrene, characterized by a persistence length on the order of a few
angstroms, will require stretching forces roughly one hundred times greater to
obtain the same relative extension.

Thus researchers have succeeded in observing using fluorescence microscopy
single DNA molecules labeled by fluorescent markers and stretched by the ve-
locity gradient of a hydrodynamic flow. When the flow is stopped, it is possible
to measure the relaxation time of the stretched polymer and compare this value to
theoretical models [29,30]. DNA has also been used to verify models of polymer
reptation [31], according to which a polymer snakes between physical obstacles
in its environment by advancing or retreating, but without performing any lateral
displacements. These experiments indicate that DNA has been widely adopted as
a model system for the behavior of polymers. This is underscored by the fact that
the relevance of the Worm-Like Chain model for describing biopolymer elastiticy
– not just of DNA but unfolded proteins [6–8] – was first shown in the context of
DNA [23].

Finally, it is important to remember that DNA is one of the rare polymers
which can be supercoiled, opening many new avenues of research into the statis-
tical beavhior of twisted elastica. This remarkable property, as we will see, is the
direct consequence of the double-helical nature of this polymer.

2.3. Introduction to single-molecule DNA manipulation techniques

2.3.1. Strategies and forces involved
Techniques for micromanipulating individual biomolecules have known great
progress in the last decade. The problem consists of two separate issues: one
must first bind the macromolecule to macroscopic “handles” on which it will
afterwards be possible to pull or apply a torque. Typical “handles” include
glass [32] or ferrite [14] microspheres, thin glass fibers [25, 33] or AFM can-
tilevers [6, 34]. It is also common to anchor one extremity of the biomolecule
to a glass surface; this is employed in the experiments we describe in this these
(see Figure 1). Binding of the macromolecule to these physical supports usually
involves labeling the support and the biomolecule with pairs of molecules of the
antibody/antigen type. This is used to guarantee the specificity of the binding.
Mechanical constraints can then be applied to the handle and measured using
an ever-increasing number of instruments: optical [24, 27] or magnetic tweez-
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Fig. 1. Sketch of the anchoring strategy used in single-molecule DNA experiments. One extremity of
the DNA is labeled with biotin, and the other is labeled with digoxigenin. The interaction between bi-
otin and streptavidin guarantees that the biotin-labeled DNA will bind specifically to a small magnetic
bead coated with streptavidin. When this bead-DNA construct is incubated on an anti-digoxigenin
coated glass surface, the digoxigenin-labeled end of the DNA will bind to the surface. The presence
of multiple binding points between the bead and its physical supports makes it possible to control the
twisting of the double helix. The magnetic bead is manipulated using a magnetic field, allowing for
both stretching and twisting of the DNA.

ers [22], AFM cantilevers [6, 34] or glass microneedles [25, 33, 35], or also by
using hydrodynamic flows [14].

Let us first give an idea of the scale of forces involved. The strongest bonds
in a macromolecule are covalent. They correspond to energies on the order of
the eV (1.6 · 10−19 J, equivalent to 40kBT at room temperature or 24 kCal/mol),
and act over distances on the order of an angstrom. The force necessary to break
a covalent bond is therefore on the order of eV/Å∼1 nanoNewton (10−9 N). To
give an example, sugar chains such as dextran break at forces of 2 nN, and DNA
can remain intact under a 1 nN stretching force [36]. At the other extreme, the
smallest forces which can be measured are limited by the thermal agitation of the
instrument used to measure the force (bead, glass fiber, AFM cantilever). This
random agitation gives rise to the Langevin force, whose amplitude depends on
the environment’s viscosity and the instrument’s friction, but also on the time-
scale over which the fluctuations are averaged out. For a spherical object,

FLangevin= √
4kBT 6πηR�f (2.1)

whereη represents the viscosity,R the object’s radius and�f the bandwidth. For
a sphere of radiusR = 1.5µm in water (η = 10−3N · s · m−2, or 1 centipoise) at
room temperature, the root-mean-square force is of order 20f N/

√
Hz, or 20 fN

on the time-scale of one second (the mean of the Langevin force is zero). Any
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force measurement done on this time-scale will be limited by a 20 fN resolution,
and faster measurements will be hindered by even higher thermal noise.

The typical forces involved in the interaction of biological molecules lie be-
tween the extremes of thermal forces and the forces related to covalent bonds.
They are brought about by hydrogen or ionic bonds, as well as the van der Waals
interactions which lend structure to nucleic acids and proteins. Unzipping DNA
(as if it were a zipper) by pulling on the two strands at one extremity of the mole-
cule, requires forces in the range of 10 to 15 pN [33, 37]. The force exerted by
a molecular motor such as myosin as it tracks along an actin fiber is of the order
of 3 pN [1,9].E. coli RNA polymerase translocating on its DNA substrate exerts
forces reaching up to 50 pN [38, 39]. Finally, proteins such as titin – the folding
of which depends on a large number of non-covalent bonds – unfold at forces of
about 100 pN [6–8].

It is also important to have an idea of the forces which can be withstood by
the molecules used to bind the biological object-of-interest to its macroscopic
handles. In our experiment for example, one extremity of the DNA is labeled
with digoxigenin, and this extremity will specifically anchor to a glass surface
coated with anti-digoxigenin (Figure 1). The forces which hold together an an-
tibody and its antigen (for example digoxigenin and anti-digoxigenin), or pairs
of molecules such as biotin and streptavidin, are on the order of hundreds of
pN [34,40]. The adsorption forces of proteins onto surfaces, also due to Van der
Waals interactions, are probably of the same order of magnitude. For these rea-
sons, non-covalent anchoring strategies do not allow unambiguous measurement
of forces greater than about 100 pN.

2.3.2. Measurement techniques
Cantilevers NanoNewton-scale forces can be generated using AFM cantilevers
of glass microfibers (Fig. 2a and b). In order to measure these forces, the stiffness
of cantilever or the fiber must be calibrated; this can be done using a controlled
hydrodynamic flow. Then, as one stretches the molecule of interest, the flex of
the detector is measured so as to deduce the applied stretching force and the
molecule’s end-to-end extension. If these instruments allow rapid force measure-
ments, they are limited in their resolution of low forces (we will come back to
this point further on). Of these two techniques, only the glass microfiber-based
technique can be used to supercoil the DNA by rotating the pipette around its
axis [41,42] (Fig. 2b).

Optical Tweezers Optical tweezers generate forces of up to about 100 pN [24],
and are used to trap micron-sized objects whose index of refraction is higher than
that of water (where these experiments usually take place) [27]. One typically
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Fig. 2. A few examples of micromanipulation experiments. (A) The AFM cantilever. If the can-
tilever’s stiffness is known, the stretching force developed by the instrument can be determined by
measuring the deflection of the cantilever during the course of the stretching process. This deflection
is measured by reflecting a laser beam off the cantilever’s surface. (B) The same principle can be
applied when one uses a thin optical fiber instead of an AFM cantilever. (C) The optical tweezer con-
sists of a laser beam brought to a diffraction-limited focus within the sample using an oil-immersion
lens. The focal point can attract and trap small objects whose index of refraction is greater than that
of water. The trap stiffness must first be calibrated, which then makes it possible to measure the force
by determining the position of the object with the trap. A sketch of the RNA-polymerase stretching
experiment of Wanget al.[3] is shown. (D) Magnetic tweezers make it possible to pull on a magnetic
bead, as well as cause it to rotate. The trap stiffness is calibrated by measuring the bead’s Brownian
fluctuations.

uses glass or latex microspheres in these experiments. The optical trap is gener-
ated by using an immersion lens to focus a laser beam at a point within the sample
(Fig. 2c). Since this focal point corresponds to a maxima in the electromagnetic
field’s gradient, it stably attracts the bead. The stiffness of the electromagnetic
trap also needs to be calibrated, either by displacing the trapped object with a con-
trolled flow or by measuring the object’s Brownian fluctuations (we will describe
this technique in more detail further on). Apart from a risk of damaging pho-
tochemistry in the vicinity of the focal point, optical tweezers are non-invasive.
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Their major disadvantage relative to the experiments using magnetic tweezers is
that they are still complex pieces of equipment saddled by issues of short-term
drift, and as such do not yet allow forsimplecontrol of the trapped object (both
in force and in torsion) over extended periods of time (such as weeks) [43]. They
also do not allow for the generation of sub-picoNewton forces, which can make
them limiting for the study of protein-DNA interactions. On the other hand, a
major advantage of these instruments is that they enable direct measurement of
torque on supercoiled DNA [43,44].

Magnetic tweezers Magnetic tweezers simply consist in a magnetic field gra-
dient in one, two or three dimensions which can be used to trap small magnetic
beads: the object is attracted to regions where the field is highest. The magnetic
field gradient can be generated using permanent magnets [15] or electromag-
nets [22] (Fig. 2d). The trap stiffness can be calibrated by analyzing the trapped
bead’s Brownian fluctuations. This force-measurement technique is totally non-
invasive. It’s major advantage is that one can rotate the trapped magnetic bead by
rotating the magnetic field. Moreover, it is easy to impose a constant force on the
object by simply setting the magnetic field gradient to a given value (i.e. fixing
the distance between the magnets and the sample). With permanent magnets one
can generate stretching forces of up to about 100 pN, although this limit depends
on the precise configuration of the magnetic field and the size of the magnetic
bead (which ranges from 0.5µm to 4.5µm in diameter). It’s major disadvantage
is that the torque acting on the bead cannot be directly measured, but must be
extracted using indirect measurements and theoretical models.

3. Force measurements

3.1. Measuring forces with Brownian motion

The force measurement technique described here is discussed in the context of
the analysis of the Brownian motion of a tethered magnetic bead. The bead-DNA
system subjected to a magnetic field behaves like a small gravitational pendulum:
when the stretching force increases, the amplitude of the pendulum’s motion de-
creases (see Figure 3). Consider a constant, vertical stretching force
F applied
to a pendulum of lengthl. When the pendulum’s axis is displaced by a small
angleθ from its vertical equilibrium position (this corresponds to a distanceδx),
a horizontal restoring forceFθ appears which tends to return the system to its
equilibrium position. In the case of the bead-DNA system, the system is dis-
placed from its equilibrium by all the collisions with the water molecules which
randomly collide with the bead. If the displacementsδx are small relative to the
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Fig. 3. The bead-DNA system behaves like a small pendulum subjected to an external tension.
Stretched by a vertical forceF to an extensionl, the pendulum is displaced from its equilibrium
position by Brownian fluctuationsδx. Measuring these two lengths allows for the determination of

the stretching force according toF = kBT l

<δx2>
(see text).

pendulum length, the restoring force is equal toF
l
δx, which can also be written

askxδx if one useskx = F/l as an effective spring constant. The elastic energy
of this effective spring is then written as12kx < δx2 >, where< δx2 > is the
mean square displacement of the pendulum’s extremity. In the case of the bead-
DNA system, this energy is given to the sysem by the Brownian collisions with
the water molecules, and according to the equipartition theorem is worth1

2kBT .
One can rearrange these terms to obtain

F = kBT l

< δx2 >
(3.1)

As expected, when the stretching force increases the amplitude of the pendu-
lum’s motion decreases. SincekBT is known, this equation makes it possible
to measure in a non-invasive manner the stretching force simply by measuring
distances: this technique does not require any sophisticated calibrations to work.
Moreover, since the amplitude of the Brownian motion increases as the force de-
creases, the evaluation of small forces is favored by the term 1/ > δx2 >. This
force measurement technique can be used to cover a wide range of forces, rang-
ing from a few femtoNewtons to a hundred picoNewtons (see Figure 4 for an
example).

The only disadvantage of this technique is that one needs to measure the bead’s
motion over relatively long times so as to accurately determine the force. Indeed,
the estimate of< δx2 > will be accurate to within 10% only if the acquisition
time is on the order of one hundred times the system’s characteristic time; we
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will return to this point further on. Finally, it is advantageous to analyze the
power spectrum of the bead’s Brownian fluctuations, since this enables one to
remove the mechanical drift of the microscope (which essentially takes place at
low frequency) and to correct for filtering effects and spectral folding due to the
rate at which the bead position is sampled [45].

3.2. Advantages and disadvantages of the manipulation techniques

This force-measurement technique has several advantages. It is non-invasive, and
does not require any complex calibrations. At high forces, the technique is only
limited by the recording system’s sampling rate and spatial resolution. At low
forces, this technique is limited by the Langevin force acting on the bead. For
a 3µm diameter bead, this force is of order 20 fN/

√
Hz. With a bandwidth of

about 10−3 Hz (this technique has the disadvantage of being slow), this yields a
noise on the order of the femtoNewton. By using small beads (0.5µm diameter
for instance), one has a noise level of about 10 fN/

√
Hz. This noise level is

excellent relative to other micromanipulation and force measurement techniques.
It is interesting to compare this technique to force measurements performed

using cantilevers, glass microneedles or optical tweezers. Glass microneedles
have a typical stiffness of about 10−5 N/m [33,41]; with a 10 nm resolution of the
fiber’s displacements [33] one could measure forces in the range of tens of fN.
However, the large size of the glass fiber imposes a relatively large Langevin
force, on the order of 0.5 pN/

√
Hz. Fast measurements done by sampling be-

tween 10 and 100 Hz therefore limit the force measurement to a resolution of a
few pN. In the case of an AFM cantilever with a typical stiffness of 10−3 N/m
[40], a spatial resolution at the angstrom level should allow for the measurement
of forces as low as 1 pN. Once again however, the Langevin force acting on the
cantilever is large, of the order of 0.1 pN/

√
Hz for high-quality cantilevers, and

rapid measurements done with these instruments are typically limited to a reso-
lution of ∼15 pN.

In the case of optical tweezers, one generates a trap with a minimum stiffness
of about 10−5 N/m, but the trap’s dimensions are small, on the order of 0.5µm.
This corresponds to forces on the order of the pN. To generate higher forces, one
needs to increase the laser power. If the power is too low, the trapping potential
is too weak and does not function effectively. The spatial resolution of the bead’s
position within the trap can be on the order of a few angstroms, implying that
one should be able to measure forces as smal as a few fN. Once again though, the
thermal forces acting on the bead hinder the measurement of such low forces, and
for a bead with a micron-scale diameter the limiting thermal resolution is about
10 fN/

√
Hz. Fast experiments done with a bandwidth of a few hundred Hz thus

cannot measure forces much lower that 0.1 pN. Unfortunately, if one attempts
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to reduce the noise by reducing the bead size, one obtains a weaker trapping
potential.

Constant position vs. Constant force apparatiAn important distinction be-
tween these different instruments is the control variable which it naturally allows
the experimenter to set. In the case of cantilever-based systems, the control pa-
rameter is the position of the tip; in the case of the optical tweezer, the control
parameter is the position of the bead relative to the center of the optical trap.
These instruments allow one to fix/measure the position of the object (the force
is extracted using knowledge of the spring constant), and they are thus constant-
position instruments. A feedback loop (used to modulate the trap position or the
cantilever defelction) needs to be introduced so as to use the constant-position
instrument into a constant-force instrument [3].

The magnetic tweezer, on the other hand, is a constant-force instrument. Here
the magnetic field gradient which generates the force on the magnetic bead is on
the milimeter scale. Since the extension of the DNA molecule which tethers the
magnetic bead is no more than a few microns, the bead can never move enough
to experience a different force if the DNA extension is changed (for instance by
the action of an enzyme). Note that a feedback loop could also be used to convert
this constant-force system into a constant-extension one.

4. Mechanical properties and behavior of DNA

4.1. Tertiary structures in DNA

The primary (chemical) and secondary (double helical) structures of DNA are
well-known; here we will focus on the tertiary (higher-order) structure of DNA.
The tertiary structure is determined by the path of the double helice’s axis. If
DNA is quite rigid on a scale of 50 nm, it may nevertheless curve over distances
greater than its persistence length. A long DNA molecule in solution is not a
rigid rod, but rather resembles a random coil constantly deformed by thermal
fluctuations. According to the theory of polymer elasticity [28], the radius of
gyration of a random coild of DNA with end-to-end lengthl0 would be of order
Rg ∼ √

2ξ l0, or on average 80µm per human chromosome (to be compared
with the typical size of the cell nucleus∼10µm).

Nevertheless, more compact and organized tertiary structures may appear un-
der the influence of proteins or torsional constraints. Electron micrographs of
supercoiled circular DNAs (known as plasmids) show that such molecules ex-
hibit shapes reminiscent of the interwindings observed on a tangled phone cord.
These interwound and looped structures (see Figs. 2C, 7 and 10), known as “plec-
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tonemes”, represent one way in which the molecule may store a torsional con-
straint.

Another tertiary structure which may be used to store a torsional constraint
is the solenoidal wrap. When DNA is packaged in the cell nucleus, it is first
wrapped in a solenoidal manner around small, positively charged globular pro-
teins. The eukaryotic version of such proteins is called a histone, whereas the
prokaryotic version is named HU. This type of solenoidal wrapping, which al-
lows for the stabilisation of about two complete turns of DNA around each his-
tone, assists in the compactification and organization of DNA. A protein partner
is likely required to stabilize such structures.

4.2. Topological formalism

Two topological components are used to describe DNA. The first, thetwist T w

of the double helix, measures the number of times the two constituent strands of
the molecule wrap about each other. This is simply a measure of the number of
helical steps in the double-helix, which is a way of characterizing the system’s
secondary structure. For linear B-DNA in the absence of any exterior constraints,
the natural twistT w0 is equal to the number of base pairsn divided by the helical
pitchh of the structure:T w0 = n/h (h = 10.4 for B-DNA).

The second topological component, thewritheWr of the molecule, counts the
number of times the axis of the molecule crosses itself: this is simply a measure
of the tertiary structure of the molecule. To measureWr, one needs to project the
molecule’s axis onto a plane before counting the number of crossovers observed
in that plane. A positive or negative number may be assigned to the writhe (this
sign will be the same as the sign of the molecule’s supercoiling). One generally
assumes that on average a linear DNA molecule, in the absence of external con-
straints, will have neither writhe nor macroscopic curvature and thusWr0 = 0.

The sum of these two components is known as thelinking numberLk, and rep-
resents the sum total of crossings (strand-strand and axis-axis) in the molecule.
Thus, the natural linking numberLk0 of a linear DNA in the absence of external
constraints is equal to the number of helical turns of the moleculeLk0 = T w0.

A mathematical theorem derived by White [46] shows that for a circular DNA
(where the extremities of the molecule are connected), the linking number is a
topological invariant:

Lk = T w + Wr = constant (4.1)

This is formally true for all circular DNAs, whereLk may only take on integer
values. Nevertheless, the relation is also valid for long linear DNA molecules
whose extremities are prevented from rotating freely (in which case Lk may take
on non-integer values).
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A DNA molecule is supercoiled whenLk 	= Lk0, that is to say when the
molecule has an excess or a deficit of linking number relative to its torsionally
relaxed state:�Lk = Lk − Lk0 = T w − T w0 + Wr = �T w + Wr. One may
then define the degree of supercoilingσ :

σ = �Lk

Lk0
= �T w + Wr

Lk0
(4.2)

This normalization of the linking number of a DNA makes it possible to com-
pare molecules of different lengths.σ is positive when the DNA isoverwound
and negative when it isunderwound. Plasmids extracted from bacteria are typi-
cally underwound, or negatively supercoiled, withσ ∼ −0.06 [47]. To give an
example, a 50 kbp DNA molecule (16 microns long) with this degree of negative
supercoiling is underwound by roughly 300 turns.

If the total number of crossings in the system is an invariant of the system,
this does not prevent the molecule from redistributing its linking number between
writheWr and twistT w. In a sense, this means that there is a form of “commu-
nication” between the secondary and tertiary structures of a topologically closed
DNA: a change in one implies a compensatory change in the other.

4.3. DNA supercoiling in vivo

4.3.1. DNA unwinding and helix destabilisation
As pointed out above, bacterial DNAin vivo is negatively supercoiled (σ ∼
−0.06); similar values are thought to hold for eukaryotic DNA in vivo. The
study of negatively supercoiled circular DNAs (plasmids) has shown that the
torsional constraint can destabilize the double helix [48–53]. This destabilization
can lead to local denaturation of the plasmid in its A+T rich regions [50], and may
be implicated in the initiation of transcription and replication. If the sequence
within this denatured region is palindromic, local denaturation can then lead to
the formation of cruciform structures [51, 54]. In a similar fashion, negative
supercoiling can also stabilize the formation of regions of left-handed Z-DNA
[51, 54]. The exact biological role of some of these more complex transitions is
still somewhat unclear.

4.3.2. DNA topoisomerases
The regulation of DNA supercoiling is handledin vivo by the topoisomerases
(topo) [55]. The ubiquitous nature of these enzymes is a testament to the im-
portance of supercoiling in the living cell, and their inhibition generally poses
a threat to the cell’s survival. It is probable that these enzymes act during the
course of processes such as DNA transcription and replication. In this regard,
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it is interesting to note that topoisomerases are a privileged target of antibacter-
ial drugs and a certain number of anti-cancer drugs. Four topoisomerases have
been identified inE. coli: topo I, gyrase, topo III and topo IV. Topo I and III are
capable of relaxing DNA supercoiling via the introduction of a transient single-
stranded break in the moleucle. Gyrase is responsible of generating negatively
supercoiled DNA, and topo IV is ultimately responsible of the complete disentan-
gling of replicated chromosomes. We will describe a number of these enzymes
in more detail further on.

4.3.3. Supercoiling and transcription
DNA supercoiling and transcription also influence one another. During tran-
scription, an RNA polymerase tracks along one strand of the DNA, polymerizing
an RNA strand which is complementary to the selected template. Transcription
initiation, where RNA polymerase first binds to the beginning of the gene and un-
winds it over a distance of about 13 base-pairs, is stimulated by negative torque
acting on the DNA [4].

If the topology of DNA can influence transcriptional activation, it is also
interesting to note that transcription can transiently affect DNA supercoiling.
This is the proposal put forward by Liu and Wang’s [56] twin-domain model of
transcription-induced supercoiling, and it is easily visualized with a pencil and
two intertwined pieces of string. Holding the ends of the intertwined string so as
to prevent any rotation, slide a pencil (representing the poymerase) between the
two strings. When the pencil is displaced without rotating along the axis of the
braided string, one notes that excess windings accumulate in front of the pencil
while a deficit of winding appears behind the pencil. This effect has been ob-
servedin vitro andin vivo in plasmids borne by bacteria [57,58]: transient waves
of positive supercoiling appear to propagate in front of the transcribing complex,
and waves of negative supercoiling appear in the complexe’s wake. It is impor-
tant to note that these observations were carried out in special situations where
the RNA polymerase was tethered to the inside of the cell membrane and thereby
prevented from rotating.

4.4. DNA elasticity in the absence of torsion (σ = 0)

The magnetic trap is the most commonly used instrument to study DNA super-
coiling. The magnetic trap setup makes it possible to control three mechanical
parameters of DNA: the DNA’s degree of supercoiling (expressed in terms of the
number of turnsn or by the degree of supercoilingσ ), the stretching forceF
and the system’s extensionl. Experimentally, it is simpler to change the degree
of supercoiling or the stretching force and to measure the DNA extension which
results from these mechanical constraints. Before describing the behavior of su-
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Fig. 4. Force vs. relative extension curve for torsionally relaxed DNA from 10 fN to 100 pN in a
10 mM phosphate buffer (pH 8) and at room temperature. Relative extension is the extension per
base-pair (l) divided by the crystallographic length of one base-pair (l0 = 3.34). Several experiments
have been regrouped in one plot, which demonstrates that the force-measurement technique used
can cover rougly five orders of magnitude. The different regimes of DNA elasticity are indicated by
capital letters. (A) Entropic elasiticy of DNA, fit (continuous line) to the Worm-Like Chain model
with a persistence lengthξ ∼ 50 nm. (B) Enthalphic regime characterized by a stiffness∼ 1000 pN.
(C) B→S overstretching transition.

percoiled DNA however, we will examine the stretching of a torsionally relaxed
DNA molecule.

4.4.1. Results
The force vs. extension curveF(l) depicted Figure 4 shows the three regimes
of DNA elasticity. At low forces (regime A), the molecule’s extension increases
progressively as the random DNA coil is unfurled and stretched. This regime
is called the entropic regime, since stretching the molecule calls for unravelling
the random coil and reducing its entropy. This regime corresponds to forces on
the order ofF ∼ kBT /ξ ∼ 0.1 pN. In the first part of this regime, DNA has
linear elasticity:F = 3

2
kBT
ξ

l
l0

, wherel0 is its crystallographic length. In ionic
conditions where the concentration of monovalent cations is greater or equal to
10 mM, the persistence length of DNA isξ = 53 nm± 2 [59]. If one lowers the
ionic conditions, the DNA’s negative charge is not screened as well, increasing
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the molecule’s electrostatic repulsion and thus its local rigidity:ξ = 75nm in 1
mM PB (phosphate buffer pH 8) [60].

Once the random coil has been unravelled, the system’s entropy is essentially
zero and the DNA is extended to its crystallographic length. In this “enthalpic
regime” (ranging from 10 to 70 pN, noted B in Figure 4), the system’s stiffness
is high since any additional stretching requires a deformation of the system’s
double-helical structure. This regime is characterized by a stiffnessEA ∼ 1000
pN [24,32], whereE is the Young’s modulus for DNA andA its effective cross-
sectional area [61]. The system thus stretches according to Hooke’s law:F =
EA(

l−lO
l0

), with l > l0.
At a stretching force of about 70 pN, the system’s extension abruptly in-

creases (regime C). This transition corresponds to a structural change in the
DNA [24, 25], which goes from the B-form to the S-form (for “stretched”). The
S-form of DNA is characterized by a length which is 70% greater than the crys-
tallographic length of B-DNA presenting the same number of base pairs. This
structure may bear some similarity to that adopted by recA-coated DNA. This
S-form of DNA was observed on single DNA molecules by the groups of F.
Caron [25] and C. Bustamante [24]. The precise atomic structure of this form
of DNA is not completely known yet. Finally, we note that DNA does not break
under the action of a stretching force of one nanoNewton [36].

4.4.2. Theoretical models
The first measurements of DNA elasticity in the absence of a torsional constraint
were obtained in 1992 by C. Bustamante and his co-workers [14]. Their exper-
imental force vs. extension curve was not well described by the freely-jointed
chain (or random walk) model usually considered at the time. It was not until
1994 that Marko and Siggia showed that DNA elasticity is in fact described by
the worm-like chain model, which takes into account the fact that DNA is a conti-
nous, semi-flexible chain. A useful numerical approximation exists for purposes
of fitting force-extension data with this model [62]. If the persistence length of
the system is found to be on the order of 50 nm, it is a confirmation that only
a single DNA molecule tethers the bead to the surface. If the persistence length
of the system is found to be on the order of 25 nm, the bead is likely tethered to
the surface bytwo DNA molecules. For now we will focus on the former, but
the latter situation also can be useful in certain experiments (see the section on
topoisomerase IV).

4.5. Mechanical properties of supercoiled DNA

Two types of measurements can be performed on a single, supercoiled DNA
molecule [Note that, to be supercoilable, the molecule must contain no breaks
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along both its strands and it must also be tethered at multiple points at each end
to bead and surface]:
• At a fixed force, one can measure the system’s extension as a function of the

number of turnsl(n)|F=cst , also writtenl(n) or extension-supercoiling curve.
These curves can be normalized by the DNA’s crystallographic lengthl0 to give
lr (σ ), the DNA’s relative extensionlr = l/ l0 as a function of the normalized
degree of supercoilingσ = n

Lk0
.

• For a given degree of supercoiling, one can measure the DNA’s force-exten-
sion curve:F(l)|n=cst , also writtenF(l).

In what follows we will focus on the first kind of measurement, as it is the
most useful in the study of how a single enzyme molecule can act on a single
DNA molecule.

4.5.1. Results
The three curves shown in Figure 5A were obtained in a 10 mM phosphate buffer
at room temperature and at stretching forces of 0.2, 1 and 8 pN
• For a forceF = 0.2 pN, the molecule’s extension varies rapidly withn and

independently of the sign of the supercoiling. At this force, the system contracts
whether one over- or under-winds the DNA, and at a rate of about 80 nm/turn.
The axis of symmetry of the curve corresponds to the torsionally relaxed state of
the DNA (�Lk = 0).
• For a forceF = 1 pN, the system’s behavior depends of the sign of the

supercoiling. In the range of−n represented here, the system’s extension does
not change when the DNA is underwound. One also notes that when the system
is slighly overwound, its extension also remains unchanged. It’s only beyond a
certain degree of overwinding that the system contracts rapidly and regularly, in
a fashion analogous to that observed forF = 0.2 pN but with a weaker slope
(∼ 40 nm/turn).
• Finally, for a forceF = 8 pN, the DNA’s extension varies very litte in the

range ofσ discussed here.

4.5.2. Interpretation
We explain these curves by considering White’s equation (Eqn. 4.1):�Lk =
�T w + Wr (Figure 5B).
• At a low force (F = 0.2 pN), the rapid and regular contraction of the sys-

tem is explained by the formation of plectonemes, structures which can be ob-
served by electron microscopy on supercoiled plasmids or chromosomes [63].
These plectonemes allow the torsional constraint to be stored under the form of
writhe,Wr.
• At an intermediary force (F = 1 pN), the system no longer contracts when

it is underwound. Therefore, no plectonemic structures appear, andWr ∼ 0 de-
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Fig. 5. (A) Extension vs. supercoiling curvesl(n) obtained at three different stretching forces. (�):
F = 0.2 pN. The system contracts whether over- or under-wound. (�): F = 1 pN, the system’s
extension decreases when it is overwound, but remains essentially constant when it is underwound.
(◦): F = 8 pN, the DNA’s extension does not vary noticeably in the range of supercoiling shown
here. B) Interpretation of the data. AtF = 0.2 pN, the DNA stores supercoiling under the form
of plectonemic supercoils which can appear independently of the sign of supercoiling. AtF =
1pN, negative supercoiling generates denaturation bubbles along the DNA. AtF = 8pN, positive
supercoiling generates a new, locally hypertwisted DNA structure.

spite the fact that�Lk < 0. By the conservation of linking number, we conclude
that�T w < 0. In this situation localized denaturation bubbles (whereT w ∼ 0)
appear in the A+T-rich regions of the DNA [64]. On the other hand, when the
DNA is overwound, one notes that the system begins to contract only after a cer-
tain number of turns have been added to the system. We interpret this by the
existence of two regimes: a first regime in which the system is subjected to a
pure torsional constraint�T w > 0, and then a second regime where the DNA
contracts as plectonemes (Wr > 0) begin to form.
• At high forces (F = 8 pN), unwinding the DNA still generates denaturation

bubbles. One also notices that DNA overwound at this force does not contract
either, and therefore thatWr ∼ 0. This implies that along the DNA there will ap-
pear regions where the linking number is greater thatT w0. The existence of such
a hypertwisted structure, named P-DNA, has been confirmed by the experiments
of J.-F. Allemand [65].

These first experiments therefore give an idea of the two types of modifications
brought about by mechanical twisting of DNA. At low forces, the supercoiling is
essentially stored by the formation of interwound plectonemes. At higher forces,
these tertiary structures are no longer stable, and the DNA adjusts by undergoing
important changes in its secondary structure. The stretching force acts by par-
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Fig. 6. (Left panel) The extensionl of an elastic tube which has been stretched and overwound by
n turns. Initially, the torsional constraint does not cause the system to contract. Whenn = nbuckle
turns have been applied to the tube, a buckling transition allows the system to relax its torsional
constraint by forming a loop, causing the system to contract. As one continues to twist the tube its
extension decreases linearly as the number of loops grows regularly. (Right panel) Torque� acting
on the tube as a function of the number of turnsn. As long as the system remains extended, its
torque increases linearly with the number of applied turns. When the critical torque� = �buckle is
reached (n = nbuckle), the formation of a plectoneme relaxes the torsional constraint and prevents the
torque from increasing beyond�b. Each additional turn added to the system further lengthens the
plectonemes, preventing the torque from increasing.

titionning the supercoiling between these two types of modifications. We will
now describe the appearance of plectonemic structures as a result of a buckling
instability in a twisted rod.

4.5.3. The buckling instability in DNA
We begin by considering a twisted rubber tube of twist stiffnesskBT ·C, stretched
by a forceF to its total lengthl0 (Figure 6). When one begins to twist this tube,
its extension initially remains unchanged and the constraint accumulates as pure
torsion. The tube’s torque� increases linearly with the twist angle�, and its
twist energy increases quadratically:� = kBT C

l0
� andEtorsion = 1

2kBT C
l0

�2.
As one continues to twist the tube, one notes that after a certain number of

turnsnbuckle(writtennb and corresponding to a torque�b) the system buckles and
a loop of radiusR is formed. The twist energy is thus transferred into bending
energy, and the torque no longer increases (Figure 6B). As a result, the system’s
extension decreases by 2πR despite the stretching forceF . Beyond this buckling
instability, each turn added to the system causes the number of plectonemes to
increase linearly. One writes

2π�f = 2πRF + 2πR
1

2

B

R2
(4.3)
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By minimizing this energy with respect toR, one finds that 2πF= πB

R2 , or

R =
√

B
2F

and�f = √
2BF . This implies that when the stretching force in-

creases (1) the number of turnsnf increases and (2) the radius of plectonemes
decreases, and as a result so does the slope of the extension vs. supercoiling
curves. Both of these predictions are indeed experimentally verified when twist-
ing DNA.

It is important to point out that changes in environmental conditions such as
ionic conditions and temperature change the extension vs. supercoiling behavior
of DNA. Increasing the salt concentration reduces electrostatic repulsion within
plectonemic structures, allowing for a smaller plectonemic radius R and leading
to smaller rates of contraction per added supercoil. Increasing temperature causes
the DNA pitch to increase, thereby unwinding the molecule at a rate of about
0.01◦/◦C/bp. This causes a leftward shift (towards lower Lk) of extension vs.
supercoiling curves. Moreover, increasing the salt concentration can also lead
the DNA pitch to decrease.

Behavior of plasmids in solutionIn a tethered-DNA manipulation experiment,
the stretching force and degree of supercoiling can be varied independently; this
is not true of circular, supercoiled plasmid DNAs in solution. However, the ex-
tension vs. supercoiling data provide a direct connection to the behavior of such
DNAs in solution. The circular nature of plasmids means that their end-to-end
extension is always zero. However, the fact that they are supercoiled means that
they experience internal tension (imagine cutting a twisted rubber band; the two
ends would rapidly separate upon cleaving). This can be intuitively understood
by following the extension vs. supercoiling curve obtained for a given stretching
forceF until the extension of the DNA is equal to zero (this occurs at a degree
of supercoiling which we noteσplasmid). Thus, a plasmid DNA with a degree
of supercoilingσplasmid is subjected to an internal tension equal toF ; we there-
fore estimate thatin vivo the internal tension experienced by supercoiled DNA is
small, on the order ofF = 0.3pN.

4.6. Stretching single-strand DNA

The mechanical properties of single-strand DNA (ssDNA) are very different from
those of double-strand DNA (dsDNA). In particular, the absence of a global he-
lical structure means that ssDNA is much more locally flexible than ds DNA. Its
persistence length is thus on the order of a few base-pairs, or about a nanome-
ter. Because of the low aspect ratio this implies (the width of a monomer beings
similar to the persistence length of the polymer, unlike in dsDNA), the statistical-
mechanical properties of an ssDNA chain are best described by a worm-like chain
model which incorporates self-avoidance even for a short polymer [16].
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Another complication to consider is that a single strand of DNA is structurally
inhomogeneous. Regions of the polymer which contain self-complementary base-
pair sequences (such as palindromes) will be capable of folding into localized
double-helical structures known as hairpins.

The force-extension data obtained using single-molecule techniques on single-
strand DNA display these various features [16]. On one hand, the small persis-
tence length of ssDNA means that larger forces must be generated to obtain the
same relative extension as with dsDNA. Self-avoidance in ssDNA is exhibited
in the low-force regime of the data as an exponential dependence of the stretch-
ing force on the relative extension. The formation of self-folded hairpins also
contributes to shortening of ssDNA; these structures are resistant to forces on
the order of 5–10 picoNewtons. Therefore, at forces lower than these, ssDNA
is shorter than dsDNA containing the same number of bases. At force of about
5–10 pN, ssDNA and dsDNA display the same extension per base. At higher
forces, the hairpins are pulled apart and the ssDNA becomes extended. Because
of the absence of a helical structure in this case, the maximal length per base-pair
of ssDNA is on the order of 7 Å, as compared to the 3.34 Å for dsDNA. At high
forces therefore, the end-to-end extension of ssDNA is greter than that of dsDNA
with the same number of bases.

The difference in mechanical properties of ssDNA and dsDNA means that
polymerization of ssDNA into dsDNA (by a DNA polymerase [66, 67] or diges-
tion of dsDNA into ssDNA (by a DNA exonuclease [68] or a DNA polymerase
undergoing error-correction [67]) can be monitored by measuring changes in the
extension of the system. If ssDNA is stretched by a force lower than 5–10 pN, its
conversion by DNA polymerase into dsDNA will cause it to extend. If ssDNA
is stretched by a 5–10 pN force, its conversion by DNA polymerase into dsDNA
will cause no change in extension. Finally, if ssDNA is stretched by a force
greater than those listed above, its conversion by DNA polymerase into dsDNA
will cause the system to contract. By calibrating the difference in extension-per-
base-pair between ssDNA and dsDNA at the force for which the experiment is
done, it is possible to monitor the rate of replication by DNA polymerase by
monitoring the system’s overall.

4.7. Conclusions on the mechanical properties of nucleic acids

Understanding the mechanical properties of nucleic acids does more than just
provide us with a better theoretical understanding of such systems; it also gives
researchers a way to calibrate the DNA molecule under study. Such a calibration
makes it possible to use the determination of DNA extension as a real-time trans-
ducer of enzyme activity. In what follows, we will discuss how such calibrations
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are used to measure gene transcription by RNA polymerase or DNA unknotting
by topoisomerases.

5. RNA polymerases

5.1. An introduction to transcription

The cell must accomplish two fundamental tasks – transcription and translation
– in order to produce a protein. In the process of transcription, a protein termed
RNA polymerase reads the gene (DNA) encoding the protein and polymerizes
a messenger RNA (mRNA) molecule whose sequence is complementary to the
original gene. In the process of translation, the mRNA then serves as a blueprint
for the ribosome to assemble the appropriate polypeptide (i.e. protein) chain.
Thus during the course of this process genetic information flows from the gene
(double-stranded DNA) to the message (single-stranded RNA) and finally to the
protein (a structured polypeptide chain). Transcribing DNA into mRNA is the
central function of a ubiquitous and highly-conserved class of proteins known as
RNA polymerases.

Transcription initiation Transcription by RNA polymerase is a multi-step pro-
cess involving transcription initiation, transcription elongation and transcription
termination. During transcription initiation, the RNA polymerase must first lo-
cate the beginning of the gene and bind to it. This is accomplished using spe-
cialized sequences known as promoters, which are located just∼10 bp upstream
of the gene and act as a binding site for the RNA polymerase. Once bound to
the promoter site, the RNA polymerase mechanically unwinds about one turn of
the double helix, generating a∼13 bp “transcription bubble” between the pro-
moter -10 element and extending slightly beyond the transcription start site. This
makes the base pairs of the template strand available to the RNA polymerase for
high-accuracy reading of the genetic information stored there. The transcription
bubble is thought to be stabilized by interactions between the RNA polymeraseσ

subunit and the non-template strand of the bubble. Up to this point, the reaction
is fully reversible as no source of external energy has been used to perform these
tasks.

Promoter escape and elongationSubsequent steps of transcription are less re-
versible. Indeed, upon addition of the full set of ribonucleotide triphophates
(ATP, UTP, GTP and CTP) the RNA polymerase begins to polymerize an RNA
strand complementary to the sequence read on the template DNA strand. For
reasons which are not yet completely understood, it appears that the initial tran-
scription of the messenger RNA is fraught with difficulty. This is evidenced
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by the repetitive synthesis of RNA fragments containing only nine to ten bases.
This process of “abortive initiation” is thought to involve the initial polymeriza-
tion of a short RNA fragment which is then released by the RNA polymerase
as it simultaneously “backslides” on its DNA template and finds itself back at
its initial position at the +1 transcription start site. Typically, tens to hundreds
of these short abortive transcripts are genereated by the RNA polymerase before
it is able to fully break free from the attractive interactions which tether it to
the promoter site. Presumably in a stochastic manner, an RNA polymerase will
eventually polymerize a messenger RNA a few bases longer than the threshold
9-10 base pairs seen in abortive initiation. This leads to a sufficient weakening
of the polymerase’s interactions with the promoter that it becomes committed to
transcription elongation, finally performing what is known as “promoter escape”.
This involves full dissociation from the promoter and the engagement of the RNA
polymerase to processively transcribing the gene into messenger RNA.

This phase of processive transcription, known as transcription elongation, con-
stitutes the bulk of transcription. During elongation, RNA polymerase moves
processively along the DNA at a rate on the order of twenty base-pairs per sec-
ond, polymerizing RNA. Although the rate of transcription is not constant along
the template, this process is characterized by the fact that a single RNA poly-
merase will be able to scan/read the entire gene and transcribe it into messenger
RNA.

Transcription termination Finally as the RNA polymerase reaches the end of
the gene, it typically encounters a termination sequence which serves to disso-
ciate the RNA product from the RNA polymerase, and presumably as well the
RNA polymerase from the DNA. These terminators, at least in bacteria, are typi-
cally characterized by their ability to form secondary structures in the DNA such
as cruciforms.

RNA polymerases are remarkably conserved across all living species. Beyond
the strong similarity in the primary sequence of genes encoding for RNA poly-
merases, there is a strong similarity in the actual structures of RNA polymerases.
For simplicity sake, we will concentrate on the RNA polymerase fromE. coli
which has been extensively studied using single-molecule techniques.

RNA polymerase: a canonical molecular motorFrom this introduction, it
should be apparent that RNA polymerase is a remarkable molecular motor capa-
ble of a range of large-scale mechanical interactions with its DNA substrate. Dur-
ing transcription initiation the RNA polymerase physically unwinds the DNA,
perhaps by the application of mechanical torque to the DNA. During transcrip-
tion elongation the RNA polymerase must physically translocate along the entire
length of the DNA, an activity typical of molecular motors. Thus, the RNA poly-
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merase is capable of first rotating (or torquing) the promoter DNA at transcription
initiation and then moving (translating) along the DNA during elongation. These
properties make RNA polymerase an excellent candidate for single-molecule ex-
periments adressing questions such as the nature of the enzymatic steps affected
by force or torque. In our discussion or RNA polymerase, we will proceed as
per the historical development of the field, covering first transcription elongation
before returning to studies of transcription elongation.

5.2. Historical overview: transcription elongation, or RNA polymerase as
a linear motor

The first single-molecule studies of transcription elongation by RNA polymerase
were reported in 1991 by Dorothy Schafer and collaborators [69]. In these ex-
periments, a DNA molecule was prepared with a promoter site at one end and a
biotin label at the other end (similar to the configuration depicted in Fig. 2C).
The DNA was attached at one end to a micron-size polystyrene bead coated with
streptavidin, and the promoter site (located at the other end) was oriented so as to
direct transcription towards the bead. RNA polymerase was loaded onto the pro-
moter and fixed there. The bead-DNA-polymrease complex was then attached
to the glass surface. The micron-sized bead’s Brownian motion could be ob-
served under the light micrsocope by digital intereference contrast (DIC). Upon
transcription, the RNA polymerase was seen to progressively reel-in the bead to-
wards the site of attachment of the RNA polymerase on the surface. Progressive
shortening of the bead’s DNA tether led to an observable and quantifiable de-
crease in the amplitude of the beads’ lateral fluctuations. These and subsequent
experiments [70, 71], based on the “tethered-particle motion” method and per-
formed under conditions of zero external load, allow researchers to detect and
measure in real-time the rate of transcription by RNA polymerase. Transcription
rates on the order of ten to twenty nucleotides per second are typically observed,
in good agreement with results obtained by bulk biochemistry.

This work was soon followed by experiments of a similar conception, where
an external force was applied on the bead using optical tweezers [3]. Indeed,
the strength of the TPM technique is also its weakness: although one can mea-
sure RNA polymerase’s velocity under zero external load, the weak entropic
stiffness of DNA leads to significant thermal noise in the system which makes
rapid and accurate determination of the bead position difficult [70]. By impos-
ing a pico-Newton scale stretching force on the RNAP-DNA-bead assembly one
extends the DNA molecule and greatly reduces the system’s compliance. As
the system becomes stiffer, accurate determination of the bead position becomes
faster.
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Transcription by the surface-bound RNA polymerase again causes the DNA
tether to progressively shorten, pulling the bead away from the center of the op-
tical trap and thereby subjecting it to higher trapping forces. Beyond a force
on the order of 30 pN, RNA polymerase was no longer able to transcribe. This
determined the second extremum of the RNAP’s motor-like characeteristics, the
stalling force for which the enzyme’s velocity goes to zero. Interestingly, the
enzyme’s rate of transcription, on the order of 20 base-pairs per second, is es-
sentially independent of the applied load until it is but a few pN away from the
stall force. A Boltzmann model for the force inhibiting a mechanically-coupled
step involving displacement of RNAP against the applied force was described by
Wanget al. [3]. This model implies that at low loads the rate-limiting steps of
transcription elongation are biochemical in nature, and not mechanical (exclud-
ing the translocation step for instance). Only at high loads does the enzymatic
cycle become affected by force, presumably by the effect of an external opposing
force on the process of translocation.

Another interesting observation from single-molecule experiments is that RNA
polymerase frequently pauses on the DNA during productive elongation. Short-
lived pauses, on the order of a few seconds, occur at random along the DNA
and presumably involve stuctural rearrangement of the protein rather than move-
ment relative to the template [72]. On the other hand, long-lived pauses (ranging
from tens of seconds to tens of minutes) appear to be correlated with mechanical
movement, or “backtracking” of the enzyme in the direction contrary to tran-
scription elongation [73]. The sequence-dependence of transcription elongation
and pausing is now coming under scrutiny [74].

5.3. RNA polymerase as a torquing device: the case of transcription initiation

A number of other single-molecule experiments have investigated the role played
in transcription by the helical structure of DNA. Indeed, it has been postulated
that as RNA polymerase slides along the DNA double helix in its search for a
promoter site, the enzyme tracks along the helical pitch of DNA. Similarly, it
was expected that as RNA polymerase transcribed DNA into RNA it would also
track along the helical path of DNA, leading either to rotation of the RNA poly-
merase/RNA complex around the DNA or rotation of the DNA as it is threaded
through the RNA polymerase. The latter point was demonstrated in experiments
by Haradaet al. [75].

Thus historically, transcription elongation was the first to be studied using
single-molecule techniques, as it beautifully demonstrated the motor-like nature
of translocating RNA polymerase. Recently, single-molecule experiments using
the magnetic trap have made it possible to study transcription initiation, an im-
portant early stage of transcription. As pointed out earlier, this involves local
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Fig. 7. Principle of detection of promoter unwinding by RNA polymerase. A) Negatively supercoiled
DNA B) Positively supercoiled DNA. See text for details.

unwinding of promoter DNA and the subsequent formation of a “transcription
bubble”, a region of unpaired bases where the sequence of the template strand
can be read with high accuracy. This process, which precedes RNA polymeriza-
tion and does not require an external energy source (theα − β phosphate bond
of nucleotides), is fully reversible. Transcription elongation thereafter involves
displacement of the RNA polymerase along the DNA, all the while dragging the
transcription bubble along with it.

Calibration and detection of transcription initiationTranscription initiation is
itself a multi-step process, involving (i) search for promoter DNA, (ii) binding of
RNA polymerase to promoter DNA to form the RNAP-promoter closed complex
(or RPc) (iii) unwinding of about one turn of promoter DNA to form the RNAP-
promoter open complex (iv).

Figure 7 shows the principle behind detection of promoter unwinding by RNA
polymerase [4]. In a topologically closed system such as this, any change in lo-
cal DNA winding (�T w) must be compensated by an equal and opposite change
in global DNA writhing (Wr). Since RNA polymerase-induced unwinding of a
promoter site leads to a decrease in DNA twist�T w ∼ −1, it must therefore
be accompanied by a unit increase in the DNA’s writhing number�Wr = +1.
This change in DNA writhing number can be detected in real-time by monitor-
ing the end-to-end extension of a mechanically stretched and supercoiled DNA
molecule. Indeed as discussed earlier, the end-to-end extension of a mechani-
cally stretched and supercoiled DNA undergoes a large change (in the conditions
used for these experiments, on the order of∼56 nm) when its writhing number
changes by a unit amount (that is, when one supercoil is added to the system).
This change in DNA extension is calibrated by measuring the extension vs. su-
percoiling curve (Fig. 5) of the DNA prior to experiments.

This detection scheme therefore couples the local changes in DNA twist which
occur at the promoter site into a large-scale change in DNA end-to-end exten-
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sion, yielding a large amplification of signal. DNA unwinding at the promoter
site covers about 10 base-pairs, equivalent to about 3 nm of DNA. The actual dis-
tances over which the two DNA strands at the promoter sites move is likely much
smaller. Since the topologically-coupled change in DNA writhing number leads
to a change in end-to-end DNA extension on the order of 50 nm, an amplification
factor of about 20 is obtained in this detection scheme.

As shown in Figure 7, the change in DNA extension observed upon unwinding
of the promoter site by RNA polymerase is expected to be different for positively
or negatively supercoiled DNA. In both cases, unwinding of the promoter site
will lead to a unit increase in the DNA writhing number as per White’s theorem.
For negatively supercoiled DNA, increasing the DNA writhing number by one is
equivalent to removing a negative supercoil, allowing the DNA end-to-end exten-
sion to increase. For positively supercoiled DNA, increasing the DNA writhing
number by one leads to the addition of a positive supercoil in the DNA, causing
the DNA end-to-end extension to decrease. This detection principle should also
be applicable to other protein-DNA interactions which lead to torsional deforma-
tion of the DNA.

Results Unwinding of the negatively supercoiled lac promoter is irreversible
due to the strength of the protein-DNA interaction and the stabilization of un-
winding by negative torque acting on the DNA (Fig. 8A). Reversible unwinding
of the positively supercoiled lac promoter by RNA polymerase gives rise to a
classical “telegraphic signal” which shows in real-time the promoter site switch-
ing between a “closed” and an “unwound” state (Fig. 8B). Unwinding of the pos-
itively supercoiled lac promoter is reversible due to destabilization of unwinding
by positive torque acting on the DNA. The amplitudes of the change in DNA
extension (�lobs,− and�lobs,+ for, respectively negatively and positively super-
coiled DNA) can be related to the amplitude of promoter unwinding (about 13
bp are unwound) and promoter bending (a∼90◦ bend in the DNA is generated
upon promoter unwinding) by RNA polymerase [4].

In the case of reversible unwinding, the time interval between two successive
unwinding eventsTwait is the inverse of the rate of formation of the unwound
promoter/RNAP complex. It is influenced by a wide range of basic experimental
parameters, including temperature, ionicity and buffer formulation. More com-
plex activation processes involving protein cofactors such as CAP/cAMP, funda-
mental to the regulation of gene expressionin vivo, are known to enhance this
rate.

The concentration dependence of the rate of formation of the unwound pro-
moter complex essentially displays Michelis-Menten kinetics; this is expected
for a bimolecular reaction where initial binding of enzyme to substrate is re-
versible. This makes it possible to extract the binding affinity ‘of the enzyme for
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Fig. 8. Detection of lac promoter unwinding by RNA polymerase. A) Negatively supercoiled DNA
B) Positively supercoiled DNA. See text for details.

the promoter site, as well as the time required for an enzyme already bound to
the promoter site to unwind it.

The lifetime of an unwinding eventTunwound is the inverse of the dissocia-
tion rate and a direct measure of the stability of the unwound promoter/RNAP
complex. As withTwait, it is sensitive to environmental conditions such as tem-
perature and buffer composition; unlikeTwait it is independent of protein con-
centration. It also responds to a range of small molecule compounds believed to
interact with RNA polymerase, including ppGpp, nucleotides and the antibiotic
rifampicin (used in the treatment of tuberculosis). The rate of dissociation of
the binary RNAP/unwound promoter complex is independent of protein concen-
tration. Thus the lifetime of the unwound promoter/RNAP complex is a robust
measurement of the stability of the unwound promoter. It can be a useful parame-
ter for careful, quantitative measurements of the action of inhibitors of bacterial
transcription such as certain antibiotics.

Action of torque on polymerase-promoter interactionsThe response of the sys-
tem to supercoiling was also studied using the magnetic trap. By varying the
degree of positive or negative supercoiling, it was confirmed that positive su-
percoiling reduced the rate of formation and increased the rate of dissociation
of the unwound promoter complex. Conversely, negative supercoiling increased
the rate of formation and decreased the rate of dissociation of the unwound pro-
moter complex. These kinetic characteristics of the unwound promoter complex
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did not vary linearly with supercoiling however. Instead, a biphasic response
was observed, with an initial regime (|σ | < 0.013) where rates changed with
supercoiling and a second regime (|σ | > 0.013) where rates were insensitive
to changes in supercoiling. This biphasic response essentially recapitulates the
biphasic response of DNA torque to supercoiling (where torque initially increases
linearly with increased winding and then saturates as plectoneme supercoils are
formed, see Fig. 6 and the accompanying discussion), leading us to propose that
transcription initiation is under direct mechanical control. Thus in contrast to
transcription elongation, transcription initiation is truly under mechanical con-
trol as mechanical unwinding of the promoter site is, even at low torque, a rate-
limiting step of the process. In this picture, RNA polymerase could be viewed as
a torque wrench.

Conclusions on RNA polymeraseSingle-molecule experiments have provided
important new insights into the mechanochemistry of transcription, both at the
level of transcription initiation and transcription elongation. It is important to
note that, since the cell actively regulates DNA supercoiling (and thus torque)
in vivo, it is possible that it exploits the sensitivity of transcription initiation to
supercoiling as one of several means of regulating gene expression.

6. DNA topoisomerases

Topoisomerases, discovered nearly thirty years ago, regulate the supercoiling of
DNA in vivo. These enzymes modify the linking numberLk of the double helix
by generating transient breaks in the molecule [55]. Identified in an ever-growing
number of organisms (viruses [76], mesophilic [77] and archaeal [78] bacteria,
eukaryotes [79]), it is likely that these enzymes are present in all forms of life.
Together, they maintain the topological homeostasis of DNA during the course
of processes as varied as DNA transcription, replication or recombination. They
are potent targets of antibacterial and anticancer agents, since their inhibition is
generally lethal for the cell [80].

6.1. Type I and Type II topoisomerases

Classified as type I or type II, topoisomerases act by generating reversible single-
or double-strand breaks (respectively) on a DNA molecule. The biochemical
mechanism which catalyzes these breaks is remarkably conserved across the two
classes, as well as in enzymes involved in site-specific recombination [81, 82].
It consists in the nucleophilic attack by a tyrosine group on the phophodiester
backbone of one of the DNA’s two constituent strands. A covalent bond between
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Fig. 9. Rough sketch of the action of topoisomerases. Type I topoisomerases generate single-stranded
breaks in the DNA, allowing the torsional constraint�T w to be relaxed either by rotation around
the intact strand or by its translocation through the single-stranded break. Type II topoisomerases
generate a double-stranded break in the DNA, through which another DNA segment may be passed.
Each enzymatic cycle causes|�Wr| = 2. The cleaved segment is denoted G for “gate”, and the
transported segment is noted T.

the enzyme and one of the ends of the cleaved DNA strand is formed as a result
of this attack. Before the end of the enzymatic cycle, this transesterification is
reversed, sealing the bread and releasing the enzyme from the DNA. These cleav-
age and religation steps can therefore take place in the absence of an energetic
cofactor. Type I topoisomerases are generally monomeric enzymes with only one
active tyrosine, whereas type II topoisomerases are usually multimeric and have
two active tyrosines.

With one active tyrosine available, type I topoisomerases are only capable of
breaking one of the two strands of the double helix. The introduction of a swivel
point in the DNA thereafter makes it possible to relax the molecule’s degree of
supercoiling (see Figure 9). It is proposed that each enzymatic cycle changes the
system’s twist�T w by increments of one in the case of type IA enzymes [83]
(“constrained rotation”) and by|�T w| = n >> 1 for type IB enzymes (“free ro-
tation”). These enzymes do not usually require ATP, although the reverse gyrase
identified in thermophilic bacteria is an exception. In the case of type II topoiso-
merases, two active tyrosines (one on each of the protein’s functional subunits)
cut the two strands of the double-helix quasi-simultaneously. This generates a
temporary double-strand break (Fig. 9) in one DNA segment (named the G,
or gate, segment). The transport of a second DNA segment (named the T, or
transport, segment) through the break makes it possible to resolve knots or other
crossovers (the junctions between plectonemes or catenanes between two mole-
cules) between two double-stranded DNAs. The type II enzymes all hydrolyze
ATP to function normally.

For the purposes of this chapter, we will focus here on the type II topoiso-
merases from prokaryotes (E. coli topo IV) and eukaryotes (D. melanogaster
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topo II). Note, however, that recent work on prokaryotic and eukaryotic type I
topoisomerases has brought to light many interesting new features of these sys-
tems [84].

6.2. Eukaryotic topoisomerase II

Eukaryotic topoisomerase II is a homodimerA2. In the presence of ATP and
magnesium, eukaryotic topo II transports a segment of DNA (named T segment,
for Transport) through a transient double-strand break generated in a second
DNA segment (named G segment, for Gate). This enables the enzyme to relax
positive or negative supercoils, and to unknot and untangle DNA [3]. The enzyme
typically acts in a processive manner [85], performing many catalytic turnovers
before dissociating from DNA. As with other type II topoisomerases, each enzy-
matic cycle reduces the DNA linking number by increments of 2, releasing two
supercoils. Classical bulk experiments have determined the turnover rate (mea-
sured in cycles per second) to be on the order ofkcat ∼ 1s−1 [85]. This enzyme is
absolutely essential to the successful completion of DNA replication [86], where
the last remaining topological links between replicated chromosomes must be
removed. Eukaryotic topo II (as well as prokaryotic topo IV) uses the energy
stored in ATP to reduce the number of catenanes or supercoils in DNA to levels
belowthose observed in thermal equilibrium [87]. The mechanism by which this
happens is still unknown.

6.2.1. Enzymatic cycle
The enzymatic cycle of eukaryotic topo II is partly known, thanks to numerous
studies based on the use of non-hydrolyzable ATP analogues (such as AMPPNP)
or the decatenation of radiolabeled DNA circles [88–90]. The first step of the
cycle corresponds to the binding of the enzyme to a DNA segment (G). Next,
a second DNA segment (T) must be bound by the enzyme. When the enzyme
then binds ATP, it cleaves the G segment and pushes the T segment through the
transient break. The break is then resealed and the T segment released from the
enzyme. So as to recover its initial conformation, the enzyme must hydrolyze at
least one ATP. Topologically, the net result of this cycle is to invert the sign of a
crossover between two DNA segments, leading to a change in the DNA’s linking
number by an increment of�Lk = −2 [83] (see Figure 9).

A remarkable property of this type of topoisomerase II is that it uses the en-
ergy of hydrolysis of ATP to reduce the number of knots or catenanes in a DNA
to levelsbelow those observed at thermal equilibrium [87]. This activity is co-
herent with respect to the enzyme’s main rolein vivo, that is to say the complete
removal of any topological links between replicated chromosomes. The mecha-
nism by which an enzyme acting locally can measure the global topological state
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of the DNA remains a mystery however. It has been recently suggested [91] that
this property could be explained by a kinetic proofreading mechanism, whereby
the enzyme would sample attwo successive steps the equilibrium distribution of
topoisomers. If at each step the probabilityP of entangling the DNA is small:
P ∼ exp(−�G)  1, the probability of obtaining a DNA more strongly entan-
gled than at the beginning goes asP 2.

6.3. Prokaryotic topoisomerase IV

Topo IV is an(AB)(AB) heterotetramer which belongs to the type II family of
topoisomerases. It is therefore capable of decatenating topologically intercon-
nected DNA molecules (such as Olympic circle plasmids or replicated chromo-
somes). It is also highly homologous to gyrase [92]. In the presence of ATP and
MgCl2, it is capablein vitro of removing positive or negative supercoils as well
as catenating/decatenating and knotting/unknotting DNA. Its rate of decatenation
has been measured at about 5 events/minute, whereas it would relax positive su-
percoils at a rate of 0.15 events/minute [93]. Topo IV is essential to the end of
DNA replication because it removes the last remaining topological links between
replicated DNA molecules [94]. Its absence at this stage of the cellular cycle is
generally lethal to the cell.

6.4. Experimental results: D. melanogaster topoisomerase II

6.4.1. Calibrating the experiment
These experiments, performed using the magnetic trap apparatus, consist in mea-
suring in real time and at constant force the extension of a supercoiled DNA
molecule in the presence of topoisomerase (in Figure 10 we depict the catalytic

Fig. 10. Principle of detection of supercoil relaxation by topoisomerase II. By removing supercoils,
the enzyme causes the DNA’s extension to increase. Monitoring the system’s extension during the
course of the reaction makes real-time measurement of enzyme activity possible.
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action of a topo II on a supercoiled DNA). If this supercoiling is relaxed by a
topoisomerase, the molecule’s extension will grow as supercoils are removed.
Here the plectonemes serve as a signal amplifier: typically, a change in the link-
ing number�Lk = ±2 will lead to a detectable change in the DNA’s extension:
�l ∼ ±90 nm.

As with experiments measuring promoter unwinding by RNA polymerase,
this prediction is obtained by calibrating the extension vs. supercoiling curvel(n)

at a given force and in the enzyme’s activity buffer. Two parameters are extracted
from this curve: the number of turnsnbuckle beyond which the molecule forms
plectonemes, and the change±δ in the system’s extension which results from a
change in its linking number�Lk = ±1.

Thus in these experiments, for a stretching forceF = 0.7 pN we deter-
mine that the system must be twisted by at least∼ 15 turns before plectonemes
form, and that its extension changes by about 45 nm for each turn added or re-
moved (�Lk = ±1). During the course of the experiment we then measure
the DNA’s extension as a function of time,l(t). Using the calibration described
above, we can then determine the DNA’s degree of supercoiling as a function of
timen(t).

6.4.2. Crossover clamping in the absence of ATP
Witholding ATP makes it possible to explore the initial steps of the reaction cycle,
where topoisomerase II is expected to bind first to one, and then a second, DNA
segment.

In these experiments, a single DNA molecule was supercoiled to the threshold
of the buckling transition, where individual plectonemic loops are expected to
rapidly appear and disappear as a result of thermal agitation. In the absence
of ATP, topoisomerase II was seen to sufficiently stabilize these loops such that
they may be detected, see Fig. 11. With additional witholding ofMg2+ the
lifetime of the clamped state was short (∼20 s). Adding backMg2+ induced the
appearance of a second, long-lived state (∼260 s) which represented about 30%
of all events.

It is important to note that, if bulk experiments may perhaps be able to detect
the long-lived state, the short-lived state would be very difficult to assess by stan-
dard methods. Indeed, this had led to the erroneous conclusion that the enzyme
did not significantly bind DNA crossovers in the absence of magnesium [95].
Single-molecule results, uniquely able to detect transient events, showed that
in fact the enzyme stabilizes loops even in the absence of magnesium. Ad-
ditional experiments confirmed that the enzyme was stabilizing the loops by
binding to the two DNA segments which form a crossover at the base of the
loop [96].
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Fig. 11. In the absence of ATP and magnesium, topoisomerase II stabilizes transient loops formed
at the onset of the DNA buckling transition. Reversible,∼45 nm changes in DNA extension are
observed, corresponding to the stabilization of one plectonemic supercoil by topo II.

Fig. 12. Relaxation of supercoils by topo II in the presence of 10µM ATP. Measuring the extension of
the system as a function of timel(t) makes it possible to observe discrete, 90 nm steps in the system’s
extension. These steps represent single enzymatic cycles which result in�Lk = −2. The mean time
between two cycles is about 20 s. Points correspond to raw data obtained at 12.5 Hz, and the full line
is a one-second average of the raw data. Over this timescale, the error on the system’s extension due
to the bead’s Brownian fluctuations is on the order of 10 nm.

6.4.3. Low ATP concentrations: detecting a single enzymatic cycle
At a low enough ATP concentration, the topo II reaction is sufficiently slowed
down so that individual catalytic cycles may be resolved by averaging the sys-
tem’s extension over a∼ 1s timescale. Figure 12 shows the extension of a posi-
tively supercoiled DNA molecule stretched by aF = 0.7 pN force in the presence
of topo II and ATP (10µM). The system’s extension increases by discrete steps
spaced by 90 nm. According to the mechanical calibration of the DNA in these
experimental conditions,δ = 45 nm/turn, indicating that this change in extension
corresponds to a change in the system’s linking number�Lk = −2. We deduce
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Fig. 13. (A) Monitoring the DNA’s extensionl(t) in the presence of topo II and 300µM ATP
shows the enzymatic relaxation of supercoils (↑), followed by the mechanical regeneration of super-
coils (↓). The dotted line represents the system’s maximal extensionlmax in the absence of supercoils
(Wr = 0). Long waiting timesTwait ∼ 150s separate relaxation events. One also notes the exis-
tence of long pausesTpause∼ 200s in enzyme activity. (B) Enlargement of the third relaxation from
curve (A). The relaxation of supercoils is too quick (Trelax ∼ 5s) to clearly resolve individual enzy-
matic cycles. The fact thatTrelax  Twait indicates that a single enzyme is responsible for supercoil
removal.

that these discrete steps correspond to individual enzymatic cycles of topo II, and
that each enzyme cycle indeed removes two supercoils from the system. By de-
termining the time between steps, we directly measure the reaction rate in these
experimental conditions:V = 0.2 cycles/second.

6.4.4. High ATP concentration
By increasing the ATP concentration, the reaction rate is made to increase. The
time between two successive enzymatic cycles then becomes too short for us
to resolve individual cycles. The curves obtained at 300µM which show the
system’s extension as a function of time (see Fig. 13(A)) no longer display the
discrete steps described in the previous paragraph, but rather a continous and
rapid ascent. Since the time between two relaxationsTwait ∼ 200s is very long
compared to the time required to relax the DNA moleculeTrelax ∼ 5s, we may
conclude that a single topo II molecule is responsible for supercoil removal. This
also allows us to say that the enzyme behaves processively, since the enzymatic
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Fig. 14. Velocity of the reactionV as a function of ATP concentration. The data were obtained with
a stretching forceF = 0.7 pN. The‘ error bars represent the statistical error in determiningV . By
fitting the Michelis-Menten equation (Eqn. 6.1) to the experimental data, we obtain (solid line) the
parameters shown in the plot.

cycles follow one another in rapid succession, without the enzyme detaching
from its substrate. By repeating the experiment twenty times, we obtain a statis-
tical sample of twenty curves corresponding to roughly one hundred enzymatic
cycles, allowing us to determine to within about 10% the reaction velocityV .

6.4.5. DeterminingVsat, the saturated reaction velocity
The procedure described above is then repeated for different ATP concentrations.
At each ATP concentration we determine the mean reaction curve< l(t) >, and
from this we extract the velocity of the reactionV for a given ATP concentration.
It is important to note that since the experiments are performed in the constant-
torque regime, the reaction at cyclen + 1 is the same as at cyclen. We then plot
(see Figure 14) the reaction velocity as a function of ATP concentration. The
Michelis-Menten equation relating reaction velocity to ATP concentration is

V = Vsat[AT P ]
km + [AT P ] (6.1)

whereVsat represents the reaction velocity in conditions where ATP is present
in saturating amounts, andkM the ATP concentration (written [ATP]) for which
V = Vsat/2. By fitting this equation to the experimental data (Figure 14), we
obtainkM = 270± 40µM and Vsat = 3.6 ± 0.2 cycles/second. These values
are in good agreement with results obtained by bulk experiments on the same
enzyme [85]:kM = 270µM andVsat = 1.5 cycles/second.
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The difference in the value ofVsat can be explained by two factors which each
demonstrates the interest of single-molecule experiments. First of all, it is im-
possible to determine in bulk experiments the exact number of active enzymes,
and this number is typically overestimated relative to the total mass of enzyme
employed. This typically leads to an under-estimate of enzyme activity. Another
problem with bulk experiments is that they cannot separate out the time required
for the enzyme to diffuse and find its substrate and the time it then takes to relax
all the supercoils. This also leads to an under-estimate of enzyme activity. Mea-
surements performed on single molecules are free of these particular problems:
the time required for the enzyme to acquire its subtrate does not contaminate the
measurment, and by diluting the enzyme sufficiently one can obtain conditions
where the measurement truly represents the activity of a single, active enzyme
molecule. Thus, measurements performed at the single-molecule level offer the
possibility of defining without ambiguity and in a quantitative fashion the real
activity of an enzyme.

6.4.6. Effect of the stretching force
The experiments described previously were performed at a forceF = 0.7 pN
on positively supercoiled DNA. We will now describe experiments performed in
saturating ATP conditions (1 mM) but at different forces.

So as to determine the effect of the stretching force on the reaction velocity, we
performed measurements on positively supercoiled DNA in the presence of 1 mM
ATP. Using positively supercoiled DNA makes it possible to work at forces as
high asF = 5 pN without inducing structural transitions in the DNA (remember
that this would not be possible with negatively supercoiled DNA). The results of
these supercoil removal experiments are shown Figure 15, and they show thatV

decreases as the stretching force increases.
This result is rather surprising, as on would imagine that increasing the force

would favor supercoil relaxation. Indeed, increasing the force should decrease
the energetic barrier to opening of the G-segment. Also, since the torque acting
on the DNA increases with the force, one would have thought that the increase in
torque would favor the transport of the T-segment through the G-segment. What
we observe is the exact opposite: since the reaction velocity decreases as the force
increases, this suggests that the rate-limiting step in the reaction corresponds to
work performedagainstthe stretching force. Rather than lower the activation
energy of the rate-limiting step, the stretching force raises it. This suggests that
the rate-limiting step of the reaction could correspond to rejoining the ends of
the cleaved G-segment, as this step clearly performs work against the stretching
force.

By writing that the energetic barrier to this rate-limiting step is increased
by F · �, where� represents the distance over which the enzyme performs
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Fig. 15. Velocity of the reactionV as a function of the stretching force applied to the DNA. The ex-
periments were done in the presence of 1 mM ATP. The error bars represent the statistical error in the
determination ofV . The continuous line is a fit of an exponential decayV (F ) = V0 exp(−F�/kBT )

to the experimental data (see text).

work against the force, we obtain an Arhenius equation for the reaction rate:
V (F) = V0 exp(−F�/kBT ). By fitting this equation to the experimental data,
we obtain a good description of the experiments with� = 1nm. This distance is
reasonnable considering the hypothesis made above. Indeed, if the cleaved gate
segment must allow the transported DNA segment to pass through it, it must open
by at least∼1 nm.

6.4.7. Relaxation of negatively supercoiled DNA
So as to study the activity of topo II on a negatively supercoiled DNA, we
stretched the DNA with a force sufficiently low (F = 0.3 pN) such that un-
winding does not cause local denaturation. We then measured the maximal
velocity of the reactionV in the presence of 1 mM ATP. In the experimental
conditions tested, we did not detect a great difference between the rate of relax-
ation of positive or negative supercoils:V σ<0 = 2.6 ± 0.2 cycles/second and
V σ>0 = 3.4± 0.2 cycles/second. As we will see, a far different situation holds
for prokaryotic topo II.

6.4.8. Topo II only removes crossovers in DNA
By measuring the residual amount of supercoiling which remained after a topoi-
somerase II enzyme molecule had acted on the DNA, we found that the enzyme
was only able to remove supercoiling which was stored as plectonemes. In-
deed, the excess linking number of DNA molecules acted upon by topo II never
dropped belownbuckle ∼ 15, the number of supercoils observed at the buckling
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Fig. 16. Relaxation of DNA supercoils by topoisomerase IV. A) Relaxation of negative supercoils
occurs in a stepwise, non-processive fashion even at high enzyme concentrations. Points correspond
to the raw experimental data, and the full line to an averaging over a few seconds. The relaxation is
much slower than if the DNA were positively supercoiled. Arrows indicate single cycles which were
resolved. B) Relaxation of positive supercoils occurs in a highly processive fashion (as with topo II),
even in single-molecule conditions. We superpose∼ 10 curves (shown as points), and the average is
shown as a continous line; from this we obtain a velocityV ∼ 3 cycles/second.

transition where plectonemic supercoils begin to appear. This implies that topo
II is capable of acting on supercoiled DNA only when there are DNA crossovers
present.

6.5. A comparison with E. coli topo IV

Although highly similar to eukaryotic topo II, prokaryotic topo IV display some
remarkable differences which help illuminate its function and mechanism of ac-
tion.

Relaxation of positive supercoilsFor these experiments, we measured the max-
imal rate of relaxation of positive supercoilsV by the method described previ-
ously. The results are presented Figure 16B. We obtainV ∼ 3 cycles/second,
very close to the rate observed onD. melanogastertopo II.

Relaxation of negative supercoilsThe action of topo IV changes radically when
its target DNA is negatively supercoiled, see Figure 16A. Indeed, the relaxation
of negative supercoils only begins at enzyme concentrations of about 50 ng/ml,
and is not at all processive. At this concentration, is it quite likely that multiple
enzymes are in interaction with the DNA at any given moment.

These experiments suggest that, unlike eukaryotic topo II,E. coli topo IV is
capable of distinguishing between a positively and a negatively supercoiled DNA.
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The microscopic origin of this effect is now being investigated using single-
molecule experiments where two DNA molecules are braided one about the other.

6.5.1. Experiments on braided DNA molecules

These experiments are simplified by using DNA which cannot be supercoiled
(i.e. contains a break along one of the two DNA strands, or is connected only
at one point to the bead or the surface). After identifying a bead tethered to
the surface by two parallel DNA molecules (effective persistence length of the
system∼ 25 nm), one can braid the two DNA molecules about one another
by rotating the magnets. Clockwise bead rotation induces left-handed braids,
whereas counterclockwise bead rotation induces right-handed braids. This has
the advantage of allowing the researcher to independently control the topological
sign and crossing angle in the braided region by controlling, respectively, the
direction of braiding and the applied stretching force.

Recent experiments [97] using such a setup to investigate topoisomerase IV
activty have shown that in fact the enzyme acts most efficiently when uncatenat-
ing left-handed brais. It is important to note that the topology of DNA crossovers
in a left-handed braid is the same as that in positivly supercoiled DNA, whereas
the topology of DNA crossovers in a right-handed braid is identical to that found
in negatively supercoiled DNA. Thus, the results on both supercoiled and braided
DNA are consistent with one another. In addition, by varying the force, the au-
thors found that the enzyme worked best on positively signed crossovers present-
ing an acute angle. These preferences suggest a selection mechanism whereby
topoisomerase IV determines the global, large-scale topology of its preferred
(and biologically most important) substrate by detecting local features of this
topology!

6.6. Conclusions on type II topoisomerases

Single-molecule DNA micromanipulation has made it possible to directly con-
firm that type II topoisomerases remove two supercoils per cycle, and also to per-
form quantitative studies on the nature of enzyme binding to DNA, the kinetics
of enzyme binding to DNA, the effect of DNA topology (both braided and super-
coiled) and the effect of force on the rate-limiting step of the reaction. Almost all
of these measurements provide new, unambiguous and previously inaccessible
information, thereby highlighting the usefulness of single-molecule approaches
in the detailed understanding of protein-DNA interactions. The comparison be-
tween prokaryotic and eukaryotic enzymes has been particularly illuminating in
this respect.
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7. Conclusions and future prospects

Although single-molecule DNA manipulation experiments have provided for ex-
citing new insights into nucleic acid structure and its interactions with proteins,
new technical developments are poised to provide yet more information on these
systems. In particular, the coupling of single-molecule fluorescence-based detec-
tion techniques (such as FRET and evanescent-field excitation techniques) will
allow researchers to further study the temporal correlation between fast biochem-
ical events (such as binding of molecules) and slow mechanical events (such as
force generation in molecular motors) [9,98]. These advances will certainly pro-
vide for unsurpassed spatial and temporal analysis of dynamic molecular sys-
tems.
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1. Introduction

Over the past ten years new ‘single-molecule’ techniques to study individual bio-
molecules have been developed. Many of the new approaches being used are
based on micromanipulation of single DNAs, allowing direct study of DNA, and
enzymes which interact with it. These lectures focus on mechanical properties of
DNA, crucial to the design and interpretation of single-DNA experiments, and to
the understanding of how DNA is processed and therefore functions, inside the
cell.

A seminal example of a single-DNA experiment was the measurement of the
force exerted by RNA polymerase [1], done by Jeff Gelles, Steve Block and
co-workers. Gene sequences in DNA are ‘read’ by RNApol, which synthesizes
an RNA copy of a DNA sequence. The experiment (Fig. 1) revealed that as a
RNApol moves along a DNA, it is able to pull with up to 30× 10−12 Newtons,
or 30 piconewtons (pN) of force. In the single-molecule world, this is a hefty
force: the motor proteins which generate your muscle contractions, calledmyosin
generate only about 5 pN.

RNApol is an example of aprocessive enzymewhich works rather like a
macroscopic engine, using stored chemical energy to catalyze not only the syn-
thesis of RNA, but also converting some of that energy to mechanical work. This
mechanical work is absolutely necessary for RNApol’s function: it must move
‘processively’ along the DNA double helix in order to make a faithful copy of
DNA. Another important DNA-processing enzyme isDNA polymerasewhich is
able to synthesize a copy of a DNA strand; this is important in cell division, since
in order to make a copy of itself, a cell must faithfully copy its chromosomal
DNAs. Proper understanding of this kind of DNA-processing enzyme machinery
requires us to first understand the mechanical properties of DNA itself.

DNA has extremely interesting and unique polymer properties. In double he-
lix form it is a water-soluble, semiflexible polymer which can be obtained in
gigantic lengths. We often measure DNA length in ‘bases’ or ‘base pairs’; each
DNA base of nm dimensions encodes one of four ‘letters’ (A, T, G or C) in a
genetic sequence. A human genome contains 3×109 bases divided into 23 chro-
mosomes. Each chromosome therefore contains a DNA roughly 108 bases long;
chromosomal DNAs are the longest linear polymers known. Furthermore, the
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Fig. 1. Sketch of single-DNA experiment of Wang et al. to measure force generated by RNA poly-
merase (reproduced from Ref. [1]). The polymerase is attached to the glass, and the DNA is pulled
through it. A bead at the end of the DNA is held in a laser trap; deflection of the bead in the trap
indicates the applied force.

base-paired complementary-strand structure of the double helix offers up new
types of polymer physics problems, which we will explore in these lectures.

I note some physical scales relevant to these lectures. The fundamental length
scale of molecular biology is the nanometer (nm); this is a distance several atoms
long, the size of a single nucleic acid (DNA or RNA) base (the basic unit of
information in molecular biology), or a single amino acid (the elementary unit
of proteins). Cells must maintain their nm-scale organizational structure at room
temperature: this requires that components be acted on by forces of roughly

1 kBT /nm= 4 × 10−21 J/10−9 m = 4 × 10−12 N = 4 pN.

We can expect the forces generated by single mechanoenzymes to be on the pN
scale. If RNApol generated smaller forces than this, it would get pushed around
by thermal forces, and would be unable to read DNA sequence in a processive
manner.

Problem 1: Consider a molecule localized by a harmonic forcef = −kx.
What force constant is necessary to have〈x2〉 = 1 nm2? What is the typical (root-
mean-squared) force applied to the molecule in this case? Repeat this calculation
if the localization is done to 1 Å (atomic) accuracy.

Problem 2:Consider a nanowire made of some elastic material, with circular
cross-section of diameterd. In any cross-section of the wire, what will be the
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typical elongational stress (force per area) due to thermal fluctuations? What
does this suggest about the Young modulus of the material that you might try to
use to make a nanowire?

Problem 3: Consider a random sequence of DNA bases 48502 bases long.
How many times do you expect to find the sequences AATT, ACTAGT and GGC-
CGGCC?

2. The double helix is a semiflexible polymer

The double helix (sometimes called the ‘B-form’) is taken by DNA most of the
time in the cell. This form of DNA has a regular helical structure with remarkably
uniform mechanical properties. This section will focus on the bending flexibility
of the double helix, which gives rise to polymer elasticity effects which are of
biological importance, and accessible in biophysical experiments.

2.1. Structure

The double helix is made of two DNA polymer molecules. Each DNA polymer
is a string of four interchangable types of ‘monomers’, which can be strung to-
gether in any sequence. The monomers each carry asugar-phosphate backbone
element: these are covalently bound together in the polymer. However, each
monomer also carries, attached to the sugar (which is deoxyribose), one of four
possible ‘bases’: either adenine (A), thymine (T), guanine (G) or cytosine (C).

The length of each backbone unit is about 0.7 nm when extended. The bases
are each about 1 nm wide, and 0.3 nm thick.

The structure of each polymer gives it a definite ‘polarity’. It is conventional
to report DNA sequence along each strand in the direction read by RNA poly-
merase, from 5′ to 3′ (the number refer to carbon atoms in the deoxyriboses). Of-
ten people just omit the leading 5′: in this case it is almost always in 5′ to 3′ order.

The bases have shapes and hydrogen-bonding sites which make A-T and G-C
bonds favorable, under the condition that the two strands are anti-aligned (see
sketch). Suchcomplementary strandswill bind together, making inter-strand
hydrogen bonds, and intra-strandstacking interactions. The stacking of the bases
drives the two strands to twist around one another to form a helix, since each base
is only about 0.3 nm thick while the backbones are roughly 0.7 nm long per base.

We can roughly estimate the helix parameters of the double helix, assuming
that the backbones end up tracing out a helical path on the surface of a cylinder
of radius 1 nm (the bases are 1 nm across). Since each base is 0.34 nm thick, and
traces a helix contour length of 0.7 nm, the circumference occupied by each base
is

√
0.72 − 0.342 nm = 0.61 nm. Dividing the total circumference (6.3 nm) by
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Fig. 2. DNA double helix structure. The two complementary-sequence strands noncovalently bind
together, and coil around one another to form a regular helix. The two strands can be seen to have
directed chemical structures, and are oppositely directed. Note the different sizes of the major (M)
and minor (m) grooves. The helix repeat is 3.6 nm, and the DNA cross-sectional diameter is 2 nm.
DNA image reproduced from Ref. [2].

this indicates that the double helix contains about 10.3 base pairs (bp) per helical
turn. This is very close to the number usually quoted of 10.5 bp/turn; the double
helix therefore makes one turn for every 10.5× 0.34= 3.6 nm.

The B-form double helix isright-handed, with the two backbones oriented in
opposite directions. This means that there are two types of ‘grooves’ between the
backbones: these are in fact rather different in size in B-DNA, and are called the
‘major groove’ and the ‘minor groove’.

We should remember the following conversion factor for the double helix,
length: 1 bp= 0.34 nm, thus each micron (1000 nm) worth of DNA contains
about 3000 bp= 3 kilobp (kb); one whole human genome is thus close to
109 nm= 1 m in length.

Problem 4: Consider a hypothetical form of double helix formed of two
parallel-orientationstrands. Describe the grooves between the backbones.

Problem 5:A student proposes that for two complementary-sequence biologi-
cal DNA strands, there must be an equivalent form of double helix, of free energy
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equal to B-DNA, which is instead left-handed. Explain under what circumstances
of symmetry of the monomers this conjecture can be expected to be true. Based
on textbook pictures of the base and backbone chemical structures, what is your
conclusion?

Problem 6:Do you expect the average helix repeat (base-pairs per turn) of the
double helix to increase or decrease with increased temperature?

Problem 7:Estimate the ‘Young modulus’ of the double helix, using the as-
sumption that the single-base helix parameters described above apply to room-
temperature structure of DNA to roughly 1 Å precision.

2.2. DNA bending

Although the structure of DNA is often presented in books as if it is static, at
room temperature and in solution the double helix undergoes continual thermally
excited changes in shape. Per base pair, the fluctuations are usually small dis-
placements (a few degrees of bend, 0.03 nm average separations of the bases) but
over long stretches of double helix, they build up to significant, thermally excited
random bends. Note that rarely, more profound thermally-excited disturbances
of double helix structure (e.g., transient unbinding of base pairs) can be expected
to occur.

2.2.1. Discrete-segment model of a semiflexible polymer

We can make a simple one-dimensional lattice model of thermally excited bend-
ing fluctuations. If we describe our DNA with a series of tangent vectorst̂j that
indicate the orientation of thecenter axisof the molecule, then the bending en-
ergy associated with two adjacent tangents isE/(kBT ) = −a t̂j · t̂j+1.

The dimensionless constanta describes the molecule’s bending rigidity:
a >> 1 means very rigid (adjacent tangent vectors point in nearly the same di-
rection);a < 1 means very floppy. We’ll talk more abouta below, but just to
give a rough idea of the stiffness of the DNA double helix, if we consider adja-
cent base pairs to be described by successive tangents, the value ofa to use is
about 150.

Problem 8: Estimate the bend between two adjacent tangent vectors excited
thermally in the limita >> 1; your result should be of the form

〈∣∣t̂j − t̂j+1
∣∣2〉 ∝ ap

wherep is a power. Hint:12|t̂j − t̂j+1|2 = 1 − t̂j · t̂j+1.
What is the typical single-base bending angle (in degrees) if we takea = 150?
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We write the (unnormalized) probability distribution of a given conformation
of anN + 1-tangent-vector-long chunk of molecule using the Boltzmann distri-
bution:

P
(

t̂0, · · · , t̂N
) =

N−1∏
j=0

ea t̂j ·t̂j+1 (2.1)

Now we compute the thermal correlation of the ends of this segment of polymer:

〈
t̂0 · t̂N

〉 =
∫

d2t0 · · · d2tN t̂0 · t̂N P (t̂0, · · · , t̂N)∫
d2t0 · · · d2tN P (t̂0, · · · , t̂N)

(2.2)

This calculation is not too hard to do using the formula (recall decomposition of
plane waves into spherical waves):

ea t̂· t̂′ =
∞∑
l=0

4πiljl(ia)

l∑
m=−l

Ylm(t̂)Y ∗
lm(t̂′) (2.3)

and if you write the dot productt̂0 · t̂N as anl = 1 spherical harmonic, and place
t̂N along thêz axis.

The orthogonality of the spherical harmonics leads to a ‘collapse’ of the many
sums overl’s andm’s into one sum. In the numerator only thel = 1 term (from
the dot product) survives; in the denominator only thel = 0 term contributes.
The result is:

〈
t̂0 · t̂N

〉 = (
ij1(ia)

j0(ia)

)N

= eN ln[coth(a)−1/a] (2.4)

The function coth(a)−1/a is less than 1 for positivea. Therefore the correlation
of direction falls off simply exponentially with contour distanceN along our
polymer. Small local fluctuations of bending of adjacent tangents build up to big
bends over the ‘correlation length’ of−1/ ln[coth(a) − 1/a] segments.

Problem 9: For thea >> 1 limit, how many segments long is the tangent-
vector correlation length?

Problem 10: Explain the relation between the discrete-tangent model dis-
cussed above and the one-dimensional Heisenberg (continuous-spin) model of
classical statistical mechanics. Suppose a magnetic field is added: what would
that correspond to in the polymer interpretation?
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2.2.2. Bending elasticity and the persistence length

We can connect this discrete model to the continuous model for bending of a thin
rod, from the theory of elasticity. We note that the bending energy of two adjacent
tangents was, inkBT units,−a t̂j · t̂j+1, which up to a constant isa2 |t̂ − t̂′|2.

The bending of a thin rod can be described in terms of tangent vectorst̂ distrib-
uted continuously along the rod contour. A bent rod has energy which is locally
proportional to the square of its bending curvatured t̂/ds (s is contour length):

E = B

2

∫ L

0
ds

∣∣∣∣ d t̂
ds

∣∣∣∣
2

(2.5)

whereB is the rod bending modulus. For a rod of circular cross section of ra-
dius r made of an isotropic elastic material,B = π

4 Yr4 whereY is the Young
modulus [4].

Problem 11: By considering a simple circular arc, find the contour length
along a thin rod for which a one-radian bend has energy costkBT .

Problem 12:Pretend that dsDNA is made of a plastic material of Young mod-
ulus 3× 108 Pa. Predict the bending constantB.

We can now connect our discrete and continuous models of bending, if we
introduce the lengthb of the segments in our discrete model:

E = −kBT a

N∑
j=1

t̂j · t̂j+1 = kBT ab

2

N∑
j=1

b

∣∣∣∣ t̂j − t̂j+1

b

∣∣∣∣
2

→ B

2

∫ L

0
ds

∣∣∣∣ d t̂
ds

∣∣∣∣
2

(2.6)

where a constant energy shift has been dropped. The final term represents the
limit where we makeb small, while makinga big, keeping the productab con-
stant. This continuum limit turns the finite difference into a derivative, and the
sum into an integral.

The bending elastic constantsa andB are related bykBT ab = B, and the
rod length corresponds to the number of tangents throughNb = L. So, for a rod
with bending modulusB, if we wish to use a discrete tangent vector model with
segment lengthb, we need to choosea = B/(kBT b).

If we now go back to the correlation function (2.4), we can write it in the
continuum limit wherea becomes large, replacing ln[cotha − 1/a] → −1/a
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and obtaining〈
t̂(s) · t̂(s′)

〉 = e−kBT |s−s′|/B = e−|s−s′|/A (2.7)

The final term introduces the continuum version of the correlation length of (2.4)
A = B/(kBT ), called thepersistence length. For the double helix, a variety of
experiments show thatA = 50 nm (150 bp) in physiological aqueous solution [5]
(this term ‘physiological solution’ usually means water containing between 0.01
and 1 M univalent salt, and with pH between 7 and 8, at temperature between 15
and 30 C).

Problem 13: Starting with the persistence lengthA = 50 nm, estimate the
bending modulusB, and the ‘effective Young modulus’Y of the DNA double
helix.

Both a andB represent effective elastic constants, and the bending energies
being discussed here are really free energies (as in the theory of elasticity, we
consider deformations at fixed temperature [4]). The ‘real’, microscopic internal
energy must include thermal energy and chemical binding energies of the atoms,
but as in many other areas of condensed matter physics we’ll choose to ignore
atomic details and use coarse-grained models, since I will focus on phenomena
at length scales of nm and larger (double helix deformations, DNA-protein inter-
actions). This is not to say that atomic detail is not important: many important
questions about the stability of the double helix and DNA-protein interactions
require information at atomic scales, and can be theoretically approached only
via numerical simulation of all the atoms involved [6] (Fig. 3).

2.2.3. End-to-end distance

The tangent vector̂t(s) can be used to compute the distance between two points
on our polymer, using the relationr(L) − r(0) = ∫ L

0 ds t̂(s). This relation can be
used to compute the mean-square distance between contour points a distanceL

apart:〈|r(L) − r(0)|2〉 = 2AL + 2A2 (e−L/A − 1
)

(2.8)

In the limit where we look at points closer together than a persistence length,
L/A << 1, we have a mean-square distance= L2 + O(L/A); in this limit, the
polymer doesn’t bend very much, so its average end-to-end distance is justL.

In the opposite limit of a polymer many persistence lengths long,L/A >> 1,
we have a mean-square-distance of 2AL, just the size expected for a random-
walk of L/(2A) steps each of length 2A. We sometimes talk about thestatistical
segment lengthor Kuhn segment lengthin polymer physics: for the semiflexible



Introduction to single-DNA micromechanics 223

Fig. 3. Molecular-dynamics snapshot of typical DNA conformation for a short 10 bp molecule in
solution at room temperature. Reproduced from Ref. [3].

Fig. 4. Discrete-tangent and continuous-tangent models for DNA bending (see text).

polymer this segment length is 2A. For the double helix, 2Ais about 100 nm or
300 bp [5].

2.2.4. DNA loop bending energies

We’ll hear in Section 5 about proteins which stabilize formation of DNA loops.
Often, looping of DNA occurs so that sequences roughly 10 to 1000 bp away
from the start of a gene can regulate (repress or enhance) that gene’s transcrip-
tion [7]. Formation of such a loop requires DNA bending, and now we can esti-
mate the associated free energy.
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Suppose we form a loop of lengthL. The simplest model is a circle of cir-
cumferenceL, with radiusL/(2π) and bending curvature 2π/L, and bending
energy

Ecircle

kBT
= A

2
L

(
2π

L

)2

= 2π2A

L
(2.9)

For L = 300 bp andA = 150 bp, this is a big energy - close to 10kBT . A 100
bp circle would have a bending free energy three times larger than this!

You might be interested in thelowestenergy necessary to bring two points a
contour lengthL along a rod together. The optimal shape of the rod is of course
not circular, but is instead tear-drop-shaped. The exact energy can be computed
in terms of elliptic functions to be [8]

Eteardrop

kBT
= 14.055

A

L
(2.10)

about 71% of the energy of the circle. In either teardrop or circle case, the energy
of making a loop diverges as 1/Lfor smallL.

Problem 14:Carry out an approximate calculation of the tear-drop shape and
energy, by using a circular arc combined with two straight segments. Use energy
minimization (with fixed total length) to find the angle at the base of the tear-
drop (you should only have one parameter to minimize over) and the tear-drop
configuration energy.

Problem 15: In a protein-DNA structure called the nucleosome, 146 bp of
DNA make 1.75 helical turns with helix radius of 5 nm, and helical pitch (spacing
of turns along the helix axis) of 3 nm. Using the simple models of this section,
estimate the bending free energy of the DNA inkBT .

2.2.5. Site-juxtaposition probabilities

These bending energies are not by themselves enough to accurately predict the
probability that a DNA segment of lengthL forms a loop; we must also sum
over bending fluctuations, thermally excited changes in shape. For the simple
bending model described above, sophisticated calculations have been done for
the probability of forming a loop.

Calculations of Stockmayer, Shimada and Yamakawa [8, 9] tell us the proba-
bility density for finding the two ends of a semiflexible polymer brought smoothly
together (with the same orientation):

Jcircle = π2

(2A)3

(
2A

L

)6

e−Ecircle/kBT +0.257L/A (2.11)
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If the condition that the ends come together smoothly is relaxed, the same authors
found

Jteardrop= 28.01

(2A)3

(
2A

L

)5

e−Eteardrop/kBT +0.246L/A (2.12)

The units of these expressions are density (inverse volume), i.e., concentration of
one end, at the position of the other.

For DNA, since the double helix can bend only over roughly 100 nm, the
natural scale forJ is very roughlyJ ≈ (100 nm)−3 = 10−6 nm−3 ≈ 10−6

Mol/litre (1 Mol/litre, or M, is 0.6 nm−3).
The empirical results provide an accurate interpolation between the two limits

where bending energy (L/A < 1), and entropy (L/A > 1) dominate, including
the experimentally- and numerically-established result that thepeakprobability
of juxtaposition occurs for molecules aboutL = 170 nm (500 bp) long [5,11].

For L >> A we reach the long-distance limit, where we may estimate the
probability of finding the two ends of a long DNA close together, using the aver-
age end-to-end distance (2.8), which is≈ √

2AL in this limit. ForL >> A, the
two ends are somewhere in a volume≈ (AL)3/2. Therefore, the probability of
finding the two ends together forL/A >> 1 decays asJ ≈ 1/(AL)3/2.

This formula does not account for self-avoidance, but because the double he-
lix has a segment length 2A so much longer than its diameter (only 3 nm even
when electrostatic repulsion in physiological solution is taken into account) self-
avoidance effects can be neglected for molecules as large as 104 bp in length.

2.2.6. Permanent sequence-driven bends

We’ve focused on thermally excited bends, using a model which has as its ‘ground
state’ a perfectly straight conformation. The average shape of any DNA mole-
cule depends on its sequence: different sequences have slightly different average
distortions. A remarkable discovery is that it is possible, by ‘phasing’ sequences
that generate kinks, one can obtain DNAs with strong permanent bends along
them [14]. Some of these strong permanent bends are implicated in biological
processes, for example facilitation of the binding of proteins that bend or wrap
DNA.

2.3. Stretching out the double helix

One type of single-molecule experiment which has become widely studied is the
stretching of DNAs using precisely calibrated forces. Early experiments showed
that the double helix displayed polymer stretching elasticity of exactly what was
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Fig. 5. Juxtaposition probability (Jcircle in Mol/litre) for double helix. Solid lines show theoretical
result for simple semiflexible polymer model of DNA double helix. Inset shows theoreticalJcircle for
large distances, showing peak near 500 bp andL−3/2 decay. Main figure focuses on energetically-
dominated small-L behavior, showing strong suppression of probability in the simple semiflexible
polymer model (solid line). Open circles show recent experimental data of Cloutier and Widom
for short DNAs [12]; there is an anomalously large probability of juxtaposition for 94 bp. Filled
symbols correspond to a theory of DNA site juxtaposition including the effect of thermally excited
‘hinges’ [13]: we’ll hear more about this in Sec. 3.1.3.

expected from the semiflexible polymer model introduced above. This has been
important to the design of many experiments focusing on the effects of proteins
or other molecules binding to, or moving along DNA. This subsection reviews
the basic polymer stretching elasticity of a long (L >> A) double helix DNA.

A forcef applied to a single DNA molecule of lengthL appears in the Boltz-
mann factor coupled to the end-to-end vector along the force direction (which we
take to bez). Our energy becomes:

E = kBT A

2

∫ L

0
ds

∣∣∣∣ d t̂
ds

∣∣∣∣
2

− f ẑ · [r(L) − r(0)] (2.13)

We can turn the end-to-end vector into an integral overt̂ as before, giving

βE =
∫ L

0
ds

[
A

2

∣∣∣∣ d t̂
ds

∣∣∣∣
2

− βf ẑ · t̂
]

(2.14)

A single parameterβAf controls this energy (to see this, write Eq. 2.14 using
contour length in units ofA). We therefore have two regimes to worry about:
forces below, and above the characteristic forcekBT /A.
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For the double helix,A = 50 nm, sokBT /A = 0.02 kBT /nm = 0.08 pN.
This is a low force due to the long persistence length of the double helix.

Ideally, we want to calculate the partition function

Z(βAf ) =
∫

Dt̂e−βE (2.15)

and then calculate the end-to-end extension, using

〈
ẑ · [r(L) − r(0)]

〉 = ∂ ln Z

∂βf
(2.16)

This can be done in general numerically, but we can find the low- and high-force
limits analytically.

2.3.1. Small forces(< kBT /A = 0.08pN)

For small forces, we can calculate the end-to-end extension using linear response,
since we know the zero-force fluctuation of the mean-square end-to-end distance:
recall that this was 2AL. This counted three components; by symmetry we have

〈(
ẑ · [r(L) − r(0)]

)2〉 = 2AL

3
(2.17)

The linear force constant will bekBT divided by this fluctuation, giving a small-
extension force law:

f = 3kBT

2AL
z + · · · (2.18)

where we use the shorthandz = 〈
ẑ · [r(L) − r(0)]

〉
to indicate the average end-

to-end extension in the force direction.
This is just the usual ideal (Gaussian) low-extension force law familiar from

polymer physics. The spring constant of the polymer is inversely proportional to
the persistence length, and to the total chain length.

2.3.2. Larger forces(> kBT /A = 0.08pN)

The linear force law shows that our ideal DNA will start to stretch out when
forces of≈ kBT /A are applied to it. We can also calculate the very nonlinear
elasticity associated with the nearly fully stretched polymer, using an expansion
in 1/

√
f .

Suppose that the polymer is quite stretched out, so thatt̂(s) = ẑt‖ + u, where
u is in thexy plane, and has magnitude<< 1. Sincêt2 = 1, t‖ = √

1 − |u|2 =
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1− 1
2|u|2+· · · Plugging this into the Hamiltonian (2.14) and expanding to leading

order in|u|2 gives:

βE = −βf L + 1

2

∫ L

0
ds

[
A

∣∣∣∣du
ds

∣∣∣∣
2

+ βf |u|2
]

(2.19)

In this limit, the fluctuations can be seen to slightly reduce the length, generating
the final energy cost term.

Introducing Fourier modesuq = ∫ L

0 dseiqsu(s) diagonalizes the Hamiltonian:

βE = −βf L + 1

2L

∑
q

(Aq2 + βf )|uq |2 (2.20)

whereq = ±2πn/L for n = 0,±1,±2, · · ·. The fluctuation amplitude of each
mode is therefore

〈|uq |2〉 = 2L

Aq2 + βf
(2.21)

where the leading 2 comes from the two components (x andy) of u. Now we can
compute the real-space amplitude:

〈|u(s)|2〉 = 2
∫ ∞

−∞
dq

2π

1

(Aq2 + βf )
= 1√

βAf
(2.22)

and finally the extension in the force direction

z = L
〈
t‖
〉 = L

(
1 − 1

2

〈|u|2〉+ · · ·
)

= L

(
1 − 1√

4βAf
+ · · ·

)
(2.23)

The semiflexible polymer shows a distinct 1/
√

f behavior as it is stretched out.
Also note that the energy expressed in wavenumbers shows that there is a force-
dependent correlation length for the bending fluctuations, given byξ =√

kBT A/f . Experiments on double-helix DNAs show this relation [15–20].
The asymptotic linear relation betweenz and 1/

√
f is quite useful. It turns

out this holds well theoretically for the exact solution of the semiflexible polymer
model under tension, forz/L > 0.5. If you have experimental data for stretching
a semiflexible polymer, you can plotz versus 1/

√
f and fit a line to thez/L >

0.5, thez-intercept of the linear fit estimates the molecular lengthL, and the
1/

√
f intercept gives an estimate of

√
4βA, i.e., a measurement of persistence

length. The agreement between different kinds of single-DNA experiments gives
strong evidence that for long molecules, most of the elastic response comes from
thermal bending fluctuations.
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Fig. 6. Experimental data and models for stretching of the double helix, from Ref. [20]. Main
figure shows experimental data (squares) of Smith et al. [15] and a fit to the semiflexible-polymer
model (solid line), for a persistence lengthA = 53 nm. The units of force arekBT/nm; recall
1kBT/nm= 4.1 pN, for T = 300 K. Inset shows a plot of extension versus inverse square root of
force, showing the linear relation between these two quantities. Dashed line shows result for freely-
jointed polymer model with segment length 100 nm; this model describes the low-force polymer
elasticity, but fails to describe the high-force regime of the experiment.

2.3.3. Free energy of the semiflexible polymer

It is useful to compute the free energy difference between unstretched and
stretched polymer from the extension in the force direction, by integrating (2.16):

ln Z(f ) = β

∫ f

0
df ′z(f ′) + ln Z(0) (2.24)

We’ll drop the constant lnZ(0), which amounts to taking the relaxed random coil
as a ‘reference state’ with free energy defined to be zero. For the semiflexible
polymer the free energy takes the form

ln Z(f ) = L

A
γ (βAf ) (2.25)
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which is the scaling form of the partition function for the semiflexible polymer
in the limit L/A >> 1.

The dimensionless functionγ (x) can be computed numerically [20] for the
semiflexible polymer (or for many variations of it [21]), but for us it will be
sufficient to consider the limits:

γ (x) =
{

x − √
x + · · · x > 1

3x2/4 + · · · x < 1
(2.26)

The free energy we are computing here, the log of the partition function at fixed
force, can be converted to the work done extending the polymer to a given exten-
sion,W(z), by the Legendre transformationW(z) = −kBT ln Z + f z.

2.3.4. Really large forces (> 10pN)

For forces in the range 10 to 40 pN, the double helix starts to stretch elastically.
This stretching can be described by adding an term to the result above [18,20]:

z

L
= 1 − 1√

4βAf
+ f

f0
(2.27)

The constantf0 has dimensions of a force, and represents the stretching elastic
constant of the double helix. In terms of the Young modulus, this elastic constant
for a rod of circular cross-section of radiusr is f0 = πr2Y . Experimental data
indicatef0 ≈ 1000 pN [22,23].

Finally, at about 60 to 65 pN, depending a bit on salt concentration, there is an
abrupt transition to a new double helix state about 1.7 times longer than B-form.
This is sometimes called the S-form of DNA; there is at present some controversy
over whether this form is base-paired or not [24].

Fig. 7 shows some experimental data for the high-force response of dsDNA
(squares and diamonds) from two groups. Note the elongation of the double
helix above the fully extended double helix value of 0.34 nm/bp, and the sharp
‘overstretching’ transition force ‘plateau’ near 63 pN.

Problem 16:Above we saw thatB = (π/4)Y r4 wherer is the cross-sectional
radius of an elastic rod. Compare theY values inferred fromB andf0. Are they
consistent?

Problem 17: Consider longitudinal stretching fluctuations of adjacent base
pairs. Compute the energy of a fluctuation of amplitude (length)δ: what is the
root-mean-square value of the single-base-pair longitudinal fluctuation

√〈δ2〉?
Problem 18:Under some conditions, asingle strandof DNA will behave like

a flexible polymer of persistence lengthAss ≈ 1 nm. Find the characteristic force
at which you might expect a single-stranded DNA to become 50% extended.
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Problem 19:Consider the Hamiltonian (2.14) generalized so that it contains a
vectorforcef coupled via dot product to end-to-end extension.

Show∂βfi
ln Z = 〈xi(L) − xi(0)〉 and∂2

βfi
ln Z = 〈

[xi(L) − xi(0)]2〉 where
the indicesi label the three spatial coordinates.

Now, assuming the force to be in thez direction, verify the following formula
relating the average extension and the ‘transverse’ end-to-end vector fluctuations:

〈z(L) − z(0)〉〈 [x(L) − x(0)]2 〉 = f

kBT
(2.28)

Hint: use the fact that the partition function is a function of only themagnitude
of f.

This exact, nonperturbative relation is used in magnetic tweezer experiments
to infer forces applied to single DNA molecules [25]. This does not depend on
the details of the polymer part of the Hamiltonian - even if it contains long-ranged
interactions - as long as it is invariant under space rotation.

Problem 20: For the semiflexible polymer, consider the approximate force-
extension relationβAf = z/L+1/[4(1− z/L)2]−1/4. Show that this function
reproduces the high- and low-force limiting behaviors derived above (it is not a
terribly accurate representation for the exact behavior off (z)). Compute the free
energyW(z) using this relation. Hint: integrate (2.16).

Problem 21:Consider the ‘freely jointed chain’ obtained by settinga = 0 in
the segment model. Calculate the extension, and free energy (lnZ) as a function
of force. Also calculate the transverse mean-squared fluctuations as a function of
force, and verify Eq. 2.28 for this model.

3. Strand separation

In the previous section we didn’t say much about a feature of the double helix of
paramount biological and biophysical importance: it consists of two covalently
bondedsingle-strandedDNAs (ssDNAs) which are relatively weakly stuck to
one another. The weakness of the binding of the two strands makes it possible
for the two strands of a double helix to be separated from one another, either
permanently as occurs in vivo during DNA replication, or transiently as occurs
during DNA transcription (reading of DNA by RNApol) and DNA repair.

Conversion of dsDNA to ssDNA can be accomplished in a few ways:
Elevated temperature:The double helix is stable in ‘physiological’ buffer (pH
near 7, univalent salt in the 10 mM to 1 M range) for temperatures below about
50 C. Over the range 50 to 80 C, the double helix ‘melts’, with AT-rich sequences
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falling apart at the low end of this range, and highly GC-rich sequences holding
together until the high end of this temperature range.
Denaturing solution conditions:Too little salt (< 1 mM NaCl), which increases
electrostatic repulsion of the negatively charged strands, or pH too far from 7,
destabilizes the double helix, lowering its melting temperature.
Sufficient ‘unzipping force’ applied to the two strands:If you pull the two strands
apart, they will separate at forces in the 10 to 20 pN range, with force variations
reflecting the sequence composition.

Below I will discuss the last of these three modes of strand separation, un-
zipping by force. A process similar to idealized ‘forced-unzipping’ is carried
out in the cell to generate single-stranded DNA for DNA repair and replication;
specialized motor enzymes calledDNA helicasestrack along the double helix,
pushing the two strands apart. The function of helicases can be precisely studied
using single-DNA methods [26–28], and models for their activity require us to
understand unzipping by force. To do that, we’ll need to learn about the strength
of the base-pairing interactions, and the polymer elasticity of ssDNA.

3.1. Free-energy models of strand separation

In the simplest picture of DNA melting, we ignore base sequence entirely, and
consider simply the average free energy differenceg per base pair between iso-
lated, relaxed ssDNAs and dsDNA, at room temperature and in physiological
solution conditions. Then, for anN -base-pair-long molecule, the free energy dif-
ference between ssDNAs and dsDNAs would be justGssDNAs− GdsDNA = Ng.
For random DNA sequences, thisg ≈ 2.5kBT ; its positive value reflects the fact
that the double helix is more stable than isolated single strands: very roughly, the
probability of observing melted single strands ise−βNg.

Thermal melting can be most simply thought about by considering the tem-
perature dependence of the base-pairing free energy, breaking it into ‘enthalpy’
h and ‘entropy’s per base pair, i.e.,g = h − sT . At the melting temperature
Tm = h/s, the free energy of isolated ssDNAs is equal to free energy of double
helix, making these two states equally probable.

Problem 22:Random-sequence DNA hasg ≈ 2.5kBT at 25 C, and melts near
70 C (T = 343 K). Estimateh andsT at 25 C (T = 298 K).

Problem 23: For the simple model where the strand separation free energy
per base is a constantg = h − sT , calculate the probability of finding separated
single strands as a function of temperature (you may consider this to be a two-
state system). How does thewidth of the melting transition as a function of
temperature scale withN? You may want to plug in some numbers from the
previous problem.
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3.1.1. Sequence-dependent models

A number of groups are working on accurate algorithms to predict the melting
temperatures of dsDNAs as a function of sequence. One of these classes of mod-
els assign a contribution to base-pairing free energy for eachpair of bases, the
idea being that stacking interactions of adjacent base pairs play an important role
in determining the stability of the double helix. The raw data behind such models
are melting temperature data for a set of different-sequence, short (10 to 20 bp)
dsDNAs.

Table 1 lists a set of free energies due to Santalucia [10] for the ten different
oriented pairs of bases that occur along a DNA strand. All remaining pairs of
bases can be obtained from considering the complementary sequence on the ad-
jacent strand, e.g., the contribution of 5′-GA is the same as that of 5′-TC found
in the table. The free energy of strand separation for a longN−bp molecule is
obtained by adding theN − 1 adjacent-base contributions together. In addition,
there are contributions for the ends which we won’t discuss – all though they are
significant when considering melting of short molecules.

The key point of Table 1 is that AT-rich sequences are lower in strand-sepa-
ration free energy (the values for AT, AA and TA are all less than 1.7kBT ), while
GC-rich sequences are higher (GG, GC and CG are 3kBT or more). Models of
this type are not infallible – in reality, double-helix structure and energy depends
on longer than nearest-neighbor sequence correlations – but they do give some
idea of sequence dependence of base-pairing free energy.

The data of Table 1 are for the physiological ionic strength of 150 mM NaCl;
lower ionic strengths reduce the base-pairing free energy. An ionic-strength cor-
rection for the base-pairing free energy has been given by Ref. [10]):�gi =
0.2 ln(M/0.150)whereM is the molarity of NaCl.

Table 1

Base-pairing-stacking free energies of Santalucia [10]. Free energies are inkBT units, and are for 25
C, 150 mM NaCl, pH 7.5. For other temperatures and salt concentrations the values must be corrected
(see text).

Basei andi + 1 (5′ → 3′) Free energygi (150 mM NaCl, pH 7.5, 25 C)

AA 1.68
AT 1.42
AG 2.19
AC 2.42
TA 0.97
TG 2.42
TC 2.12
GG 3.00
GC 3.75
CG 3.68
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Problem 24:Calculate the free energy differences between separated ssDNAs
and double helicies, for the following sequences: 5′-AATTAATTAATT,
5′-GCGCGCGGCCGG, 5′-AGCTCCAAGGCT. You may want to consult refer-
ence [10] to include the end effects.

Problem 25:In Table 1 you can see that AT-rich sequences have roughly 2kBT

less free energy holding them together than do GC-rich sequences. For a random
N -base sequence, there will therefore be a mean free energy of strand separation,
and fluctuations of that free energy. Calculate the mean free energy per base pair,
and estimate the fluctuations.

3.1.2. Free energy of internal ‘bubbles’

The above discussion suggests that thermal melting might be described by a one-
dimensional Ising model with sequence-dependent interactions, i.e., with some
quenched ‘randomness’. However, this would ignore an important physical effect
that acts to suppress opening of bubbles in the interior of a long double helix.
This effect is theentropic costof forcing an internal ‘bubble’ to close [29]. This
cost is not included in the strand separation free energy models described above
which are fit to data obtained from melting of short double helicies.

This loop free energy is easy to roughly understand – we have already dis-
cussed it above indirectly in our discussion of juxtaposition of DNA sequences.
We mentioned that the long-molecule limit for DNA juxtaposition probability
should beJ ≈ N−3/2 simply from considering the fact that the two molecule
ends should be found in a volume of radiusR ≈ N1/2. If we think about this
probability in terms of a free energy cost of constraining the ends to be near one
another, we obtain the loop free energy cost

�Gloop = 3

2
kBT ln N (3.1)

Since ssDNA has a persistence length of roughly one base (0.7 nm), theN

relevant here is simply the number of bases in the loop. For an internal ss-
DNA bubble formed by openingN base pairs, we should use 2Nas the loop
length.

This additional free energy discourages opening of internal bubbles, elimi-
nating the use of the simple Ising model with short-ranged interactions to de-
scribe DNA melting. In fact, the logarithmic interaction of (3.1) is sufficiently
long-ranged to kill the usual argument against a phase transition in a 1d sys-
tem. A real phase transition occurs in the ‘pure’ DNA melting model including
the logarithmic loop effect; however, variations in local melting temperatures
due to sequence variations along long real DNAs wash out a sharp phase transi-
tion [29].
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We can estimate the total free energy cost of anN -base-pair internal bubble,
adding the base-pairing/stacking free energy to the loop free energy cost:

N∑
i=1

gi + 3

2
kBT ln(2N) (3.2)

The sequence-dependent term ranges from aboutNkBT to 4NkBT , making the
price of a large, 10 bp bubble from roughly 20 to 45kBT : i.e., very rare except
for the most AT-rich sequences. Larger bubbles are even more costly, making
them exceedingly rare excitations.

3.1.3. Small internal bubbles may facilitate sharp bending

Small internal bubbles are not impossibly costly excitations: a 3 bp bubble costs
8 to 15kBT . Short AT-rich 3 bp sequences are by this reckoning, open roughly
0.1% of the time, and can be expected every few hundred base pairs (e.g., the
particularly weak sequence TATA appears once every 256 base pairs in random-
sequence DNA).

These small, thermally excited bubbles suggest an explanation for the recent
results of Cloutier and Widom [12] (see Fig. 5) showing that the cyclization
(loop-formation) probabilities of dsDNAs less than 300 bp long are far larger
than we would expect from the simple elastic bending model 2.5. The experi-
mental data indicate that tight bends of the double helix can occur via an alterna-
tive, lower-free-energy mechanism. One possibility is that via separation of a few
base pairs, a ‘flexible joint’ might appear that could reduce the bending energy of
formation of a loop. Although the free energy cost of generating a few-base-pair
‘joint’ is roughly 10kBT , for short DNAs this becomes similar to the bending
free energy saved by concentrating much of the bending into a localized, highly
distorted defect in the double helix.

Problem 26:Consider Fig. 5, which shows experimental data indicating that
circular closure of 94 bp DNAs occurs with probability far above the expected
value Jcircle. Suppose that for some free energyε we can form a small bub-
ble, andkink the DNA so that it can still close smoothly, but now if one bub-
ble is excited, with the tear-drop shape which minimizes the bending energy. If
two bubbles are excited, no bending is required. Estimate the probabilities of
the zero-bubble, one-bubble and two-bubble closure states (use the Yamakawa-
Stockmayer-Shimada loop formation probabilities 2.11 and 2.12; don’t forget
that the kink can appear at any base pair position along the molecule). Estimate
whatε should be to explain the 94 bp data.

Fig. 5 shows how the juxtaposition probability is affected by the inclusion
of flexible joints with energy cost 9, 10, 11 and 12kBT , via a detailed calcu-
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lation [13]. The experimental data are described well by joints which cost 11
kBT , close to the value expected for localized strand separation of a few base
pairs.

3.2. Stretching single-stranded nucleic acids

Single-stranded DNA has also been studied in single-molecule stretching experi-
ments, and shows polymer elasticity distinct from that of double-stranded DNA:
ssDNA has twice the contour length per base of the double helixsince the helical
backbones of the double helix contain about 0.7 nm per base, about half of the
double helix contour length of 0.34 nm per base pair,
ssDNA has a persistence length of roughly a nanometersince the stiffness of the
double helix is generated by the base pairing and stacking; once isolated, the ss-
DNA backbone is very flexible,
ssDNA can stick to itselfby base-pairing and stacking interactions between bases
along the same molecule.
These features are illustrated in Fig. 7 which plots experimental data for double
helix and ssDNA side by side. The double helix, with a persistence length of 50
nm, is extended to its full contour length of about 0.34 nm/bp by forces of a few
pN, and then shows a stiff force response, and finally the≈ 60 pN force plateau.
By comparison, ssDNA (open circles) only gradually stretches out, showing no
stiff response near 0.34 nm/bp, and no force plateau. The force required to half-
extend ssDNA is more than 3 pN; this reflects its short persistence length≈ 1 nm
(recall that the force needed to stretch out a polymer is roughlykBT /A).

Fig. 7 also shows the strong dependence of ssDNA on salt concentration (open
circles, left and right branches). At 150 mM NaCl (‘physiological’ salt, left set
of data), ssDNA sticks to itself at low extensions, leading to an≈ 1 pN force
threshold to start opening the molecule. At low salt concentration (10 mM NaCl,
right set of data) electrostatic self-repulsion eliminates this sticking effect, and
the force threshold for initial extension.

For low salt concentration, the extension is well described by a logarithmic
dependence on force, lnf/f0. This behavior can be understood in terms of a
scale-dependent persistence length resulting from electrostatic effects [20,34,36].
At low forces, electrostatic self-repulsion effectively stiffens the polymer, helping
to stretch it out; at higher forces, this effect is less pronounced (the monomers
are farther away from one another) and the chain becomes harder to stretch. This
effect is much more pronounced for ssDNA than for dsDNA since the backbone
persistence length≈ 1 nm is comparable to, or even less than, the screening
length for electrostatic interactions (recall the Debye screening length isλD =
0.3 nm/

√
M for NaCl atM Mol/litre).
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Fig. 7. Force versus extension of double helix and ssDNA. Squares show experimental dsDNA data
of Léger et al. [30,31] for 500 mM NaCl buffer, diamonds show experimental dsDNA data of Smith
et al. [23] for 1 M NaCl buffer. Data for physiological salinity (150 mM NaCl) are similar, but have a
plateau shifted a few pN below the 500 mM result, see Refs. [24,31]. Circles show experimental data
of Bustamante et al. [32] for ssDNA; stars show high-force ssDNA data of Rief et al. [33]. The left,
lower-extension curve is for 150 mM NaCl, while the right, higher-extension curve is for 2.5 mM
NaCl. The two ssDNA datasets converge at high force, to the behaviorx ≈ ln f .

Problem 27: Force-extension data of Fig. 7 at low ionic strength are de-
scribed byx(f ) ≈ x0 ln(f/f0) wherex0 andf0 are constants. Compute the
force-extension response in the high-force limit using Eq. 2.22, given the scale-
dependent persistence length

A(q) =
{

A0q0/q q < q0

A0 q > q0
(3.3)

A more realistic model of scale-dependence of persistence length, based on
Coulomb self-interactions, gives rise to similar behavior; see Refs. [20, 34–36].
A recent experiment by Visscher et al. [37] on a poly-U RNA, eliminating base-
pairing, shows scale-dependent persistence length behavior rather clearly.
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3.3. Unzipping the double helix

We now have all the pieces to analyze unzipping of the double helix by a force
which pulls the two strands apart (Fig. 8). We will compare the free energy of
two paired bases,g, to the free energy at constant force for two unpaired and
extended bases. The free energy per base can be found from the experimental
elasticity data via 2.24:

γ (f ) =
∫ f

0
df ′x(f ′) (3.4)

wherex(f ′) is the length per base of the ssDNA data of Fig. 7. The function
γ (f ) increases withf . The threshold for unzipping occurs when this two times
this free energy – for the two bases – equals the base-pairing energyg:

2γ = g (3.5)

Treating the ssDNA as a harmonic ‘spring’ we can writeγ (f ) ≈ (�f )2/(2kBT )

where� ≈ 0.4 nm (this roughly matches the integral of the 150 mM force curve
of Fig. 7 for forces below 20 pN). This gives an unzipping force:

f =
√

kBT g

�
(3.6)

Plugging ing from 1 to 4 kBT , we see that the unzipping force varies from
10 to 20 pN, depending on sequence. Experiments of Bockelmann and Heslot
on genomic molecules find fluctuations around 15 pN, the average of this range

Fig. 8. Unzipping of DNA by force. Note that a torque can be applied to the end of the dsDNA
region, coupled to the rotational angleθ .
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Fig. 9. Experimental data of Bockelmann et al. [38] for unzipping of DNA at 0.02µm/sec. Sequence-
dependent variations in force occur, around an average force of about 15 pN.

(see Fig. 9) [38]. The full range of unzipping forces from 10 to 20 pN has been
observed by Rief et al. [33,39] in experiments on pure AT and GC DNAs.

Problem 28: For the harmonic model of ssDNA extensibility, calculate the
force-extension relation. Compare the results for forces between 1 and 20 pN
with the 150 mM NaCl ssDNA data in Fig. 7.

Problem 29:We can alternately describe unzipping usingextensionas a con-
trol parameter. Suppose one has a partially unzipped dsDNA, wheren base pairs
have been separated. The free energy is made up of elastic stretching energy, and
base pairing energy:

F = kBT (2x)2

2(2n)b2
+ ng (3.7)

Note that openingn base pairs results in a 2n-base-long ssDNA (see Fig. 8).
Note also thatn ≥ 0. Find the equilibrium number of base pairs unzipped, as
a function of extension. For a partially unzipped molecule, also calculate the
fluctuationin the number of bases that are unzipped. What are the corresponding
extensionfluctuations?
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3.3.1. Effect of torque on dsDNA end

As unzipping proceeds, the dsDNA region must rotate to allow the two ssDNAs
to be pulled out. If a torque is applied at the end of the dsDNA region, it can
affect the unzipping force. This rotation isθ0 = 2π/10.5 = 0.60 radians per
base pair unzipped. Adding the workτθ0 that must be done against the torque
for each unzipped base pair, the equation for unzipping becomes

2γ = g − τθ0 (3.8)

For the sign convention of Fig. 8, right-handed torque reduces the stability of the
double helix, while left-handed torque acts to stabilize it. Using our harmonic
approximation, we can obtain a torque-dependent unzipping force [40]:

f =
√

kBT (g − τθ0)

�
(3.9)

As torque becomes more positive, the unzipping force threshold is decreased.
When the torque becomes positive enough to unwind the DNA on its own, the
unzipping force threshold becomes zero: this point is given byτ = g/θ0, which
ranges from 1.6kBT for weakly bound (AT-rich) sequences, to 7kBT for the most
strongly bound (GC-rich) sequences.

If unzipping is done rapidly, the rotation of the dsDNA will generate a drag
torque. In the simplest model for this where the DNA is supposed to spin around
its axis, the drag torque is roughly

τ = −4πηr2Lds
dθ

dt
(3.10)

whereLds is the length of the dsDNA region,r ≈ 1 nm is the dsDNA cross-
section hydrodynamic radius, and viscosityη = 10−3 Pa·sec for water and most
buffers. Effects of the drag associated with dsDNA rotation have been observed
in experiments of Bockelmann and Heslot (see Fig. 10) [43]; the above model
is in fair agreement with the experiment [41]. Note that P. Nelson has argued
that there is an additional and large contribution to the rotational drag by per-
manent bends along the DNA contour [42]. The shape of the DNA gives rise
to an effective increase in its cross-section radiusr and thus the rotational drag
coefficient.

Problem 30: Estimate the number of base-pairs per second that should be
unzipped in order that rotational drag can push the unzipping force up by 5 pN
(assume a uniform molecule withg = 2.5kBT ).
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Fig. 10. Experimental results of Ref. [43] showing unzipping force rate-dependence. The two ssDNA
ends are forced apart at velocities of 4, 8, 16 and 20µm/sec. Force versus ssDNA extension (see
Fig. 8) is plotted. During unzipping, higher velocities generate higher unzipping forces.

3.3.2. Fixed extension versus fixed force for unzipping

In single-molecule stretching experiments, like any experiment on a small sys-
tem, choosing whether force or extension are controlled can be critical to the
results. For example, laser tweezers and atomic force microscopes essentially
control the position of the end of a molecule; magnetic tweezer setups by con-
trast provide fixed force. Unzipping of DNA provides a very good example of
how these two types of experiments give different kinds of data. Fixed-extension
unzipping experiments push the ssDNA-dsDNA ‘fork’ along, and observe jagged
force ‘stick-slip’ events. Each stick event corresponds to the momentary stalling
of the fork at a GC-rich ‘barrier’: the force then increases to a level where a ‘slip’,
or barrier-crossing event occurs (see Fig. 9).

Conversely, in a fixed-force experiment, one observes the increase of exten-
sion as a function of time. For unzipping, this typically takes the form of a series
of extensionplateaus. These plateaus again correspond to the stalling of the fork
at a GC-rich barrier region; however, now the force is constant, and one must
wait for a thermal fluctuation for unzipping to proceed. If one is well below the
maximum unzipping force for GC-rich sequences (see 3.6), the barriers can be
immense: even a fraction of akBT per base pair required to cross a long, slightly
GC-rich region can give rise to an immense barrier. This effect has been theo-
retically emphasized by D. Lubensky and D. Nelson [44] and the constant-force
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extension plateaus have been observed in experiments by the group of Danilow-
icz et al. [45].

Recent experiments by the same group have studied unzipping as a function of
temperature [46]. The results are in surprisingly discord with predictions based
on the temperature dependence in the ‘standard models’ of DNA strand separa-
tion free energy [10].

4. DNA topology

The topological properties of DNA molecules are important biologically. The
linking number of the two strands in the double helix is particularly important to
DNA structure in bacterial cells, and controls ‘supercoiling’, or wrapping of the
double helix around itself. The entanglement of the double helix with itself (knot-
ting), and with other molecules (braiding) is also important since DNA molecules
(chromosomes) must be separated from one another during cell division.

4.1. DNA supercoiling

The phenomenon of supercoiling is familiar from dealing with twisted strings
or wires: twist strain in a string can be relaxed by allowing the string to wrap
around itself. For DNA molecules, description of this behavior requires one more
ingredient, thermal fluctuation of the molecule conformation.

The physical feature of the double helix that gives rise to supercoiling is the
wrapping of the two strands around one another. Neglecting bending for the
moment, the relaxed double helix has one link between strands for each 10.5 bp
along the molecule. This ‘relaxed linking number’ can be expressed as Lk0 =
N/10.5 bp for anN -bp double helix. The relaxed helix repeat of 10.5 bp can be
expressed as a lengthh = 3.6 nm, allowing us to also write Lk0 = L/h.

4.1.1. Twist rigidity of the double helix

Still avoiding bending, if we twist the double helix so that one end is rotated
by an angle� relative to the other, the number of links between the strands
will be changed by an amount�/(2π). In this case where there is no bending,
the change in linking number of the double helix,�Lk, equals the change in
twist, �Tw.

It costs some energy for this twist distortion: a simple harmonic model is

E

kBT
= C

2L
�2 = 2π2C

L
(�Tw)2 (4.1)



Introduction to single-DNA micromechanics 243

This ‘twist’ energy is controlled by an elastic constantC with dimensions of
length. Thistwist persistence lengthis about 100 nm for double helix DNA
based on recent single-molecule experiments [47]; note that this is appreciably
larger than the estimate of≈ 75 nm that is the result of a number of solution-
phase experiments. We’ll see a possible explanation for this disagreement later
when we discuss twist rigidity of DNA.

Problem 31:Consider the harmonic twist energy. Calculate the thermal ex-
pectation value of�2: your result will depend on the molecule lengthL. Why is
C called the twist persistence length?

Problem 32:Assuming the double helix to be composed of a uniform isotropic
elastic medium, useA andC to determine the two Lamé coefficients, and equiv-
alently the Young modulus and the Poisson ratio (you will likely want to review
Landau and Lifshitz’Theory of Elasticity[4] unless you are really an expert in
elasticity theory; also recall that we have already figured out the Young modulus
from both the bending persistence lengthand, independently, from the stretching
force constant).

Problem 33:What torque is necessary to twist a DNA of lengthL by angle
�? For left-handed twisting, for what angle� will the twisting build up enough
torque to start unwinding AT-rich sequences (see Sec. 3.3.1)?

4.1.2. Writhing of the double helix

When we allow bending of the double helix to occur, the linking number is no
longer equal to the twisting number. However, as long as the bending radius
is large compared to the radius of the double helix, there is a simple relation
between twisting and bending contributions to the total linking number of the
double helix:

�Lk = �Tw + Wr (4.2)

The quantity Wr, or ‘writhe’, is dependent only on the bending of the double
helix backbone. Very roughly, Wr measures the signed number of crossings of
the molecule axis over itself, when the molecule shape is projected onto a plane.

Formally, linking number of the two strands can only be defined if the dou-
ble helix is circular, i.e., if both of the strands are closed circles. I will be
slightly loose with this, and sometimes talk about linking number ofopenmole-
cules. If you want to make linking number of a linear molecule precise, you
can just imagine extending the strand ends straight off to infinity, and closing
them there. This will not lead to large corrections in the situations we will be
interested in.
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Fig. 11. Plectonemic supercoiled form of circular DNA, showing length between crossings�, and
cross-sectional radiusr. Note that the only appreciable DNA bending occurs at the ends; also note
that the line indicates double-helix DNA.

We consider the situation where as bending occurs, the linking number re-
mains fixed. This is most relevant tocircular double helix molecules (with no
breaks or ‘nicks’ in their backbones), the linking numbers of which are constant.
Circular DNAs are found in bacteria: both the large 4.5 Mb chromosome and
small plasmids (typically 2 to 15 kb in circumference) are normally found in
closed circular form.

A second situation where�Lk can be considered constant is when one is
holding onto the two ends of a DNA molecule, and forcing them to be parallel
and unable to rotate. This case can be studied experimentally in single-DNA
micromanipulation experiments, most notably in elegant magnetic tweezer ex-
periments [25].

By rearranging 4.2 to�Tw = �Lk − Wr we can see the mechanism for
buckling of a twisted wire: twisting without bending will change�Tw away
from zero, costing twist energy. However, now if the wire is allowed to buckle
so that it wraps around itself, the Wr from the wrapping can cancel the�Lk,
and reduce the twisting energy. By braiding the molecule with itself, the bending
energy can be small as well. This self-wrapping of DNA is calledplectonemic
supercoiling.

For the plectonemic structure shown above, the magnitude of the writhe is and
equal to the number of crossings:|Wr| ≈ L/(2�). The sign of the writhe for the
right-handed coiling shown in Fig. 11 is negative; for a left-handed plectonemic
supercoil, the writhe would be positive. For achiral conformations, Wr= 0.

4.1.3. Simple model of plectonemic supercoiling

We can write down a simple model for the free energy of the plectoneme:

F

kBT
= 2π2C

L

(
�Lk ± L

2�

)2

+ AL

2

( r

�2

)2 + L

(Ar2)1/3
(4.3)
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The first term is just 4.1 with 4.2 rearranged and plugged in, using the plec-
tonemic writhe Wr= ∓L/2�; the top sign is for a right-handed plectnome, the
bottom is for left-handed. The second term is the bending energy 2.5, usingr/�2

as the curvature.
The third term arises from confinement of the DNA inside the ‘tube’ of the

supercoil, of radiusr. We can think about this in terms of a correlation length
λ for thermally excited bending fluctuations: the smaller this wavelength, the
smaller the transverse fluctuations. For bending with transverse displacementr

over wavelengthλ, the curvature isr/λ2; the energy of this bend iskBT Ar2/λ3.
Using the equipartition theorem this energy will bekBT , giving us the relation
λ = A1/3r2/3. Finally, the confinement free energy density will bekBT /λ, giving
the third term of 4.3.

The free energy model 4.3 needs to be minimized to determine the equilibrium
values ofr and�. First, we can determiner:

r ≈ �3/2

A1/2
(4.4)

Then we can plug this result in to 4.3; simplifying some numerical factors we
have

F

kBT L
= 2π2C

( |�Lk|
L

− 1

�

)2

+ 1

�
(4.5)

The sign has been chosen so that the writhe has the same sign as�Lk, which
always reduces the free energy. Minimizing this with respect to 1/� gives the
result:

1

�
= |�Lk|

L
− 1

4π2C
(4.6)

There is no solution for positive� when linking number is too small: when
|�Lk| < L/(4π2C), the confinement free energy is too expensive, so the DNA
does not supercoil. Then, as|�Lk| is increased beyond this limit, 1/�becomes
gradually smaller and the supercoil tightens up. This threshold indicates that un-
til the added linking number exceeds one per twist persistence length, the DNA
molecule will not supercoil.

Linking number is often expressed intensively usingσ ≡ |�Lk|/Lk0 which
just normalizes the change in linking to the relaxed linking number. In a more
careful calculation where numerical factors and geometrical details are accounted
for carefully, the threshold for supercoiling is atσ ≈ h/(2πC); plugging in
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h = 3.6 nm andC = 100 nm gives a thresholdσ of roughly 0.01. Another
feature of the more complete theory is that the transition is ‘first-order’: the
minimizing � jumps from� = ∞ to a finite value. Electron microscopy ex-
periments [48] indicate that plectonemic supercoiling requires about this level of
σ (see Fig. 12); calculations of structural parameters of plectonemes also are in
accord with the results of EM studies. In eubacteria such asE. coli, the chromo-
some and small circular ‘plasmid’ DNAs have nonzero�Lk, with a σ ≈ −0.05.
This undertwisting is thought to play a role in gene regulation, since AT-rich pro-
moter regions will be encouraged to open by the torsional stress associated with
this amount of unlinking.

An important feature of plectonemically supercoiled DNA is itsbranched
structure. Branch points can be thought of as defects in the plectonemic su-
percoil structure: like the ends, there is some energy cost associated with them.
However, there is an entropy gain≈ kB ln L/A of having a branch point, since
it can be placed anywhere in the molecule. Balance of branch point energy and
entropy determines the observed density of aY -shaped branch point for every 2
kb along a supercoil withσ = −0.05. Branching is also very important to the
internal ‘sliding’ of DNA sequence around in the interior of a plectonemically
supercoiled DNA, is important to some enzymes which bind to two sequences
simultaneously, often across a plectnomemic superhelix [49].

Problem 34:Find the dependence ofr on �Lk for the model of plectonemic
supercoiling discussed above. At what value ofσ doesr reachr0 = 2 nm,
roughly the point at which the double helix will run into itself?

This effect is important as when the double helix starts to run into itself, twist
compensation can no longer occur.

The following three problems will work out well best using the slightly more
detailed models for the writhe and for the bending energy of the plectoneme
discussed in Refs. [50,51].

Problem 35:For the plectonemic supercoilincluding the constraintr > r0,
find the free energyF/kBT (note the two regimes wherer is free and wherer is
constrained to ber0).

Problem 36:For the plectonemic supercoil model discussed above, find the
dependence of�Tw/�Lk on �Lk andσ .

Problem 37: Calculate thetorque in a DNA double helix of lengthL, as a
function of�Lk, for the plectnonemic supercoil described above. Forσ < 0, at
what value ofσ does unwinding of AT-rich sequences in the double helix start to
occur?
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Fig. 12. Electron micrographs of supercoiled DNA at a few differentσ values. Scale bar is 100 nm
(300 bp); molecules are all 7 kb (2300 nm) in length. Reproduced from Ref. [48].
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4.2. Twisted DNA under tension

It is possible to carry out single-DNA experiments as a function of force, and
linking number [25]. The description of this situation along the framework of
Sec. 2.3 is straightforward. At a fixed force, changingσ away from zero com-
pacts a DNA molecule. If enough torsional stress is placed on a DNA molecule
under tension, buckling will occur and plectonemic supercoils will appear along
its length, leading to strong reduction in molecule extension [50,51], as has been
observed experimentally [25]. However, ifσ is not so large that plectonemic
coils appear, a milder compaction occurs which can be treated using a small-
fluctuation approach, discussed by Moroz and Nelson [47], and by Bouchiat and
Mezard [52]. This region of relatively mild compaction by writhing is a good
regime in which to measure the double helix torsional modulus.

To carry out the treatment of this mild compaction analytically, we need the
writhe of a nearly straight DNA, in terms of tangent vector fluctuations. As long
as the tangent vector stays in the hemisphere aroundẑ, we have:

Wr =
∫ L

0

ds

2π

ẑ · t̂ × ∂s t̂

1 + ẑ · t̂
(4.7)

Now we can write the Hamiltonian for a DNA subjected to tension, plus held
at fixed linking number, by just adding the twist energy 4.1 to the stretching
Hamiltonian 2.14. The White formula 4.2 allows us to express the twist in terms
of linking number and writhe:

E

kBT
=

∫ L

0
ds


A

2

(
d t̂
ds

)2

− f

kBT
ẑ · t


 (4.8)

+2π2C
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�Lk −

∫ L

0

ds

2π

ẑ · t̂ × ∂s t̂

1 + ẑ · t̂

)2

We’ll do a harmonic calculation, expanding 4.8 to quadratic order inu, the trans-
verse (xy) components of the tangent vector:

E

kBT
= 2π2C

L
(�Lk)2 − Lf

kBT
(4.9)

+
∫ L

0
ds

[
A

2

(
du
ds

)2

+ f

2kBT
u2 − 2πC

h
σ ẑ · u × ∂su

]
+ O(u3)

Here the�Lk in the cross term of the twist energy has been converted to the
intensive linking number densityσ . Forσ = 0, we return to the high-extension
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limit of the stretched semiflexible polymer; for nonzeroσ , the cross-product term
will generate chiral fluctuations.

The fluctuation (u-dependent) part of the quadratic Hamiltonian 4.9 can be
rewritten in terms of Fourier components ofu:

∫
dq

2π

[
1

2

(
Aq2 + βf

) |uq |2 + 2πCσ

h
iqẑ · u∗

q × uq

]
+ · · · (4.10)

Problem 38:Show that the quadratic part of the twisted-stretched DNA energy
4.10 has an instability (a zero eigenvalue) at the point(2πCσ/h)2 = 4Af/kBT .

This result is just the classical buckling instability of a beam of bending
rigidity B subjected to compressive forcef and torqueτ , which occurs when
τ2 = 4Bf [53].

Problem 39: Show that the log of the partition function lnZ(f, σ ) for the
quadratic-u fluctuations, including the non-fluctuation contributions, has the form,
in an expansion in inverse powers of force:

ln Z

L
= f

kBT
− 2π2Cσ 2

h2
−
(

f

kBT A

)1/2

+1

4

(
2πCσ

h

)2(
kBT

4A3f

)1/2

+ · · · (4.11)

You will need to find the normal modes of the fluctuations in order to compute
this partition function. Note that the result can be written in a way similar to
Eq. 2.26: A

L
ln Z = γ (x, y) wherex = βAf andy = 2πCσ/h are dimension-

less variables characterizing the applied force and the linking number, respec-
tively.

The extension as a fraction of the total molecular length follows from 4.11
and 2.16, as:

〈
ẑ · t̂

〉 = 1 −
(

kBT

4Af

)1/2

− 1

2

(
2πCσ

h

)2(
kBT

4Af

)3/2

+ · · · (4.12)

For this model, twisting the DNA (σ 	= 0) leads to a reduction in extension.
This can be seen in the data of Fig. 13; however, note that the quadratic twist-
dependence occurs only quite near toσ = 0, and is clearest in the 0.2 pN data of
the figure.

The free energy 4.11 can be used to find the relation between the torque ap-
plied at the end of the chain, and the linking number. Since linking number is
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Fig. 13. Extension of DNA as a function of linking numberσ , for a few fixed forces. Reproduced
from Ref. [25].

controlled by rotating the end of the chain, the torque applied at the end of the
chain is obtained from the linking number derivative of 4.11:

τ

kBT
= − 1

2π

d

d�Lk
ln Z =

[
1 − 1

2

C

A

(
kBT

4Af

)1/2
]

2πCσ

h
(4.13)

Moroz and Nelson have emphasized this result: the effective twist modulus of
the double helix goes down as tension in the chain goes down. This effect occurs
because for lower forces, more writhing can occur, allowing the twist energy and
therefore the torque to be reduced.

The linearized calculation of the Wr fluctuations in Eq. 4.9 cannot account for
plectoneme-type crossings. Recently, Rossetto has argued that these fluctuations
modify theO(σ 2) term in Eq. 4.12 [54]. This effect may be behind discrepancies
betweenC determinations by different theoretical approaches, thanks to either
over- or under-estimation of writhe fluctuations.

4.3. Forces and torques can drive large structural reorganizations of the double
helix

The previous calculations have assumed that the forces and torques were not able
to cause structural phase transitions in the double helix. We’ve already seen that
at zero force an unwinding torque of about−2kBT is sufficient to start unwinding
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Fig. 14. ‘Phase diagram’ of double helix as function of external torque and force. Reproduced from
Ref. [55].

AT-rich regions of the double helix. Experiments show that there may be as many
as five different structural states of the double helix which can be accessed by
twisting and pulling on DNA [55], and those experiments allow one to predict
a ‘force-torque phase diagram’ (Fig. 14). For forces in the< 50 pN range the
double helix is stable roughly over the torque range−2kBT to +7kBT (the B-
DNA region of Fig. [55]).

4.4. DNA knotting

Above we’ve discussed the effect of supercoiling, which is controlled by the ‘in-
ternal’ linking number of the two ssDNAs inside the double helix. A separate and
important property of the double helix is the ‘external’ entanglement state of the
double helix backbone, the more usual case of topology discussed in usual poly-
mer physics. A single circular DNA can carry a knot along its length; alternately
two or more circular DNAs can be linked together.

When an initially linear DNA is closed into circular form, there is some possi-
bility that a knot is generated. You might be wondering why all the molecules of
Fig. 12 are allunknotted. There are two reasons for this, the first one biological
and the second one biophysical.
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4.4.1. Cells contain active machinery for removal of knots and other entangle-
ments of DNA

Cells contain enzyme machines calledtopoisomeraseswhich catalyze changes in
DNA topology. For example, entanglements (including knots) can be removed
or added bytype-II topoisomeraseswhich are able to cut the double helix, pass
another double helix segment through the resulting gap, and then seal the gap up.
Type-II topoisomerases require ATP.

However, although existence of type-II topoisomerases tells us that it ispossi-
ble for entanglements to be removed, we still are left wondering how they ‘know’
how to remove rather than add entanglements. Astonishingly, it has been ex-
perimentally demonstrated that type-II topoisomerases by themselves have the
capacity to recognize and remove knots and other entanglements along circular
DNA molecules [56].

4.4.2. Knotting a molecule is surprisingly unlikely

Let’s suppose we take an ensemble of linear DNA molecules of lengthL at low
enough concentration that they do not interact with one another. Now, let’s add a
small quantity of an enzyme which catalyzes closure of the molecules into circles,
and the reverse process (this is possible). Then we can ask what the probability
Punknot(L) is that the molecule is unknotted, as a function ofL.

We can argue thatPunknot ≈ exp[−L/(N0A)], for some constantN0. For
smallL, there will be a large free energy cost of closing a molecule into a circle
makingPknot → 1. However, for larger molecules, the probability of an un-
knotted configuration should go down. The exponential decay reflects the fact
that over some length (N0 persistence lengths) the probability of having no knot
drops to 1/e: applying this probability to eachL0 along a DNA of lengthL gives
usPunknot(L) ≈ (1/e)L/(N0A). This rough argument can be made mathematically
rigorous [57].

It turns out that even for an ‘ideal’ polymer which has no self-avoidance in-
teractions,N0 ≈ 600. For a slightly self-avoiding polymer like dsDNA in phys-
iological buffer,N0 ≈ 800. What this means is that to have a 1/e probability
to find even one knot along a dsDNA, it has to be 800× 150 = 120,000 bp
long! (the long persistence length of DNA helps make this number impressive).
Even more incredibly, for a self-avoiding polymer,N0 ≈ 106! This remarkable
fact is theoretically understood only on the basis of numerical simulations: see
Ref. [58].

Experiments on circular DNAs are in good quantitative agreement with sta-
tistical mechanical results for the semiflexible polymer model including DNA
self-avoidance interactions. For example, it is found that the probability of find-
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ing a knot generated by thermal fluctuations for a 10 kb dsDNA is only about
0.05. [59, 60]. Topoisomerases are by themselves (using ATP) able to push this
probability down, by a factor of between 10 and 100 [56].

4.4.3. Condensation-resolution mechanism for disentangling long molecules

Although topoisomerases seem to be able to help get rid of entanglements, there
must be other mechanisms acting in the cell to completely eliminate them. Here
I’ll mention a very simple model that might give you an idea of how this machin-
ery works.

Suppose we have a long dsDNA of lengthL, in the presence of some proteins
which act to fold DNA up along its length. We imagine that these proteins cannot
‘cross-link’ DNA segments, but that they can only compact the molecule along
its length. As these proteins bind, we imagine that they modify the total contour
length to beL′ < L, and the effective persistence length to beA′ > A.

If these proteins bind slowly in the presence of type-II topoisomerases so that
the knotting topology can reach close to equilibrium, then the unknotting proba-
bility will have the form:

Punknot = exp

(
−L′/A′

N0

)
(4.14)

As you can see, gradually compacting (decreasingL′) while stiffening (increas-
ing A′) DNA can drive knotting out of it; unknotting (‘entanglement resolution’)
will occur on progressively larger length scales as this condensation process pro-
ceeds.

Problem 40: Consider a condensation process which gradually condenses
DNA a DNA of lengthL by folding it along its length, to make a progressively
thicker fiber, of lengthL′ and cross-section radiusr ′. If volume is conserved dur-
ing condensation, and if the effective Young modulus of the fiber is a constant,
find the unknot probability as a function ofL′/L.

This simple model gives some idea of how proteins which structure DNA
can play a role in controlling its entanglement at short enough scales where we
can use polymer statistical mechanics. However, at the large scale of a whole
chromosome cross-links do occur: they are necessary to fit the chromosome into
the cell! It is also possible to envision a process where chromosome condensation
by cross-linking also can drive out entanglements as long as the cross-links are
transient [61].
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5. DNA-protein interactions

So far we mostly talked about DNA by itself in buffer, focusing on the double
helix’s physical properties. In the cell, DNA is covered with proteins. You can
think of DNA as a long string of thickness 2 nm, and the proteins as little particles
of diameters of 1 to 10 nm plastered all along the string’s length. The DNA plus
all the proteins bound to it make up the biologically active chromosome.

Some proteins which bind to DNA are primarilyarchitectural, folding and
wrapping DNA so as to package it inside the cell. Other proteins have primar-
ily geneticfunctions, interacting with particular sequences, usually between 4
and 40 bp in length. Of course, these two functions can be mixed: as exam-
ples proteins which tightly fold up DNA will likely repress gene expression; the
expression of genes likely cannot occur without changes in DNA folding archi-
tecture.

Proteins which interact with DNA tend to be sorted into two groups:
Sequence-nonspecificproteins that stick anywhere along the double helix;
Sequence-specificproteins that bind to particular sequences very strongly, and to
other sequences only relatively weakly.

Most proteins involved in chromosome architecture have a mainly nonspe-
cific interaction with DNA. Such interactions are often electrostatic in character,
and can be disrupted with high salt concentrations. Examples are the histone
proteins of the nucleosome, and nonspecific DNA-bending proteins such as HU
from E. coli or HMG proteins from eukaryote cells. Note that nonspecifically-
interacting proteins usually bind better to some sequences than others, but not
a whole lot better. Under physiological conditions, nonspecifically interacting
proteins usually bind to DNA once their concentration is in the 10 to 1000 nM
range.

Sequence-specific interactions occur via chemical interactions which depend
on the structure of the bases. These are not usually electrostatic in character
(most of DNA’s charge is on the phosphates, which are common to all the bases)
although most sequence-specific proteins also have a nonspecific interaction with
DNA which is to some degree electrostatic. Examples of sequence-specific inter-
actions include transcription factors and restriction enzymes. Sequence-specific
proteins can often bind their targets at concentrations well below 1 nM. This
high level of affinity is necessary: the concentration of transcription factors in
E. coli can be as little as one per cubic micron (i.e., one perE. coli cell), which
in molar units is(1/6 × 1023 Mol)/(10−15 litre) = 1.6 nM. In the human cell
with a nucleus of volume≈ 103 µm3, affinities in the picomolar range are
needed to bind sequence-specific proteins to their targets with reasonably high
probability.
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5.1. How do sequence-specific DNA-binding proteins find their targets?

How long does it take for a protein to find a single specific target in a large DNA
molecule? There is a long history of test-tube experiments studying this classic
biophysics problem: one model system has been theE. coli protein lac repressor.
Let’s follow one protein of diameterd as it moves by diffusion to a target of size
a; we’ll suppose that the targets are present in solution at concentrationc.

5.1.1. Three-dimensional diffusion to the target

In the absence of any nonspecific interaction effects, the protein will diffuse
through space until it hits the target. To analyze how long it takes for the protein
to find one target, let’s divide space up into boxes of volumeV = 1/c each con-
taining one target. We’ll further divide each box up into ‘voxels’ of volumea3;
one voxel is the target. Since the protein moves by diffusion, its trajectory will
be a random walk in the box. The number of steps at scalea that must be taken
to move across the box (of edgeV 1/3) is V 2/3/a2; the probability of finding the
target before the protein leaves the box is thereforea/V 1/3 (this result is often
called ‘diffusion to capture’). The time that this search occurs in is just the diffu-
sion timeV 2/3/D, whereD = kBT /(3πηd) is the protein diffusion constant.

Once the protein leaves one box of volumeV , the same search starts over in
an adjacent box: this will occurV 1/3/a times before a target is found. So, the
total time required for our protein to find a target by simple three-dimensional
diffusion is

τ3d = V 1/3

a
× V 2/3

D
= V

Da
(5.1)

Note that this formula could apply in solution where there is one target per solu-
tion volumeV , or to targeting in a cell compartment of volumeV . In the latter
case, the same volume is searched over and over until the target is found.

If we convertV to concentrationc, our result is 1/τ3d = 4πDac. The factor of
4π comes from a more detailed calculation of diffusion to capture, originally due
to Smolochowski [62]. This rate is proportional to concentration; biochemists
usually describe the rate of this type of bimolecular reaction by normalizing the
actual rate by concentration, leaving theassociation rate:

ka = 4πDa = 4πkBT

3πη

a

d
(5.2)

Since the target size is less than the protein size, we find that the maximum as-
sociation rate is the prefactor 4πkBT/(3πη) ≈ 4 × 10−18 m3/s≈ 108 M−1s−1.
This rate is often referred to as the ‘diffusion-limited reaction rate’.
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5.1.2. Nonspecific interactions can accelerate targeting

Experiments in the 1970s showed that lac repressor binds its target at closer to
ka ≈ 1010 M−1s−1 which was initially quite a puzzle. However, Berg, Winter
and von Hippel proposed and experimentally supported a solution to this para-
dox [63]. They realized that lac repressor also had anonspecificinteraction with
DNA, and that this nonspecific interaction could make the target effectively larger
than the protein and the binding site!

The picture is that when lac repressor first hits DNA, the nonspecific inter-
action allows it to ‘slide’ randomly back and forth along the DNA, exploring a
region of length�sl before it dissociated. Now, the target size is increased to be
�sl, so the time we will have to spend doing three-dimensional diffusion will be
reduced to 1/(4πDsl�slc), whereDsl is the diffusion constant for the ‘sliding’
motion.

However, it is not yet clear if this will really accelerateka , since each sliding
event will eat up a time of roughly�2

sl/Dsl, and to be sure to find the target,L/�sl
sliding events have to occur, requiring a total one-dimensional diffusion time of
L�sl/Dsl.

So, the total time required to find the target by this ‘facilitated diffusion’
process is

τfac = 1

4πD�slc
+ L�sl

Dsl
(5.3)

If we write the ratio of this and the three-dimensional result 5.2, we obtain

ka,fac

ka,3d
= τ3d

τfac
= �sl/a

1 + 4π D
Dsl

�2
slLc

(5.4)

As long as�sl is not too long, the nonspecific interaction does accelerate the
reaction rate. This basic model and its experimental study were introduced by
Berg, Winter and von Hippel [63].

A key feature of 5.3 is that for fixed total DNA lengthL and target concentra-
tion c = 1/V there is anoptimal�sl:

�∗
sl ≈

√
V/L (5.5)

where we have dropped the 4πand the ratio of diffusion constants. For theE.
coli cell, V ≈ 109 nm3 andL ≈ 106 nm, indicating�∗

sl = 30 nm= 100 bp. This
is the sliding length inferred for lac repressor from biochemical experiments on
facilitated diffusion [63]. This suggests that�sl for lac repressor is optimized to
facilitate its targetingin vivo [64].
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Note that the above arguments are independent of the conformation of the
large target-containing DNA [64]. At the level of scaling, the association rate
constant should be the same for either a relaxed random coil, or a fully stretched
molecule. This conclusion, and the dependence ofka on concentration and total
DNA length (see Eq. 5.4), could be checked using individual micromanipulated
DNA molecules, given a way to detect when a protein binds its target along a
long DNA. Recently Wuite and coworkers have demonstrated micromechanical
detection of target recognition by the restriction enzyme EcoRV, which induces
a DNA bend when it binds to its target sequence [65].

5.2. Single-molecule study of DNA-binding proteins

A number of groups are working at present on experiments looking at protein-
DNA interactions using single-DNA micromanipulation, which we touched on
in the last paragraph. The basic idea is to study proteins which change DNA
mechanical properties, for example, by putting bends or loops into the double
helix. Then, the binding of the proteins can be monitored via the force-extension
response of the molecule. To give an idea of what can be obtained from this kind
of study, I’ll describe a few simple models.

5.2.1. DNA-looping protein: equilibrium ‘length-loss’ model

Consider a protein which binds to a double helix under tensionf , resulting in a
reduction in contour length available for extension by amount�. If we suppose
that the binding energy of the protein inkBT units isε and its bulk concentration
is c, we can write down a simple two-state model for the free energy of the
protein-DNA complex as a function of the occupation of the protein [66]

ln Zn = (L − n�)

A
γ (βAf ) + n(ε + ln vc) (5.6)

wheren = 1 for protein bound,n = 0 for protein free in solution. The first term
is the DNA stretching free energy: when the protein binds, the contour length
of extensible DNA is reduced by�. The last two terms give the free energy for
a bound protein including the entropy cost of its removal from free solution. A
factor of protein volumev is included to make the inside of the log dimensionless.

We can immediately find the probability for the protein to be bound:

Pon

Poff
= c

Kd

e− �
A

γ (βAf ) ≈ e−β�f +ln(c/Kd)+··· (5.7)

where we have definedKd = e−ε/v, the ‘dissociation constant’ or concentra-
tion at which the protein is half-bound for zero force; the final term gives the
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large-force limit (recallγ (x) = x + √
x + · · ·). If the complex is bound at low

force (c > Kd ), it will stay bound until a force threshold is reached. Roughly,
this characteristic force isf ∗ ≈ ln c/Kd/�; beyond this force, the DNA-protein
complex will open up. In an experiment where extension versus force can be
used to monitor the stability of a protein-DNA complex, one can therefore make
a measurement of the zero-forceKd – if one can observe equilibrium (on-off
fluctuations) at the force-induced dissociation point.

At zero force, Finzi and Gelles have observed such opening-closing fluctu-
ations using lac repressor, which is able to bind two targets so as to form a
loop [67]. Experiments of this type at nonzero force have recently been done
for the gal repressor protein, which is also able to trap a DNA loop [68].

Problem 41:A single nucleosome involves 146 bp of dsDNA wrapped around
a 10 nm-diameter octamer of ‘histone’ proteins. The total binding free energy of
this structure is thought to be roughly 30kBT (see [66] and references therein).
Using the length-loss model, estimate the force at which nucleosomes ought to be
released by applied force. You might like to compare your result with the 15 pN
force observed in many ‘nucleosome-pop-off’ experiments (see, e.g., Bennink
et al. [69], and Brower-Toland et al. [70]). What do you think is the origin of the
discrepancy?

Problem 42:An elegant loop-formation experiment in which equilibrium fluc-
tuations can be observed uses a single piece of RNA under force [71], which can
fold into a hairpin ‘helix-loop’ structure, held together by base-pairing and base-
stacking interactions. When under force, opening and closing kinetics can be
observed on roughly 1 sec timescales. Using the single-strand unzipping results,
construct a two-state model for the loop opening and closing (recall the free en-
ergy per base stabilizing the coil is is roughly 2.5kBT , while the persistence
length of the single-stranded backbone is roughlyb = 1 nm), and estimate how
Pclosed/Popenvaries with applied force.

5.2.2. Loop formation kinetics

The previous section supposes that one can observe on-off fluctuations in the
presence of force. However, it is possible, given strong protein-DNA interactions,
that spontaneous dissociation will be essentially unobservable. In this case, one
will observe the on-kinetics only. In the case of a small DNA loop, the complex
formation rate will involve a barrier made of two components: the free energy
cost of pulling in a length� of DNA as discussed above, plus the free energy cost
of making the DNA loop [72] (recall the ‘J-factors’ of Sec. 2.2.5). Putting these
together gives a simple estimate of the loop formation rate

kloop ≈ k0 exp[−β�f + ln vJ (�)] (5.8)
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whereJ is the juxtaposition ‘J-factor’ relevant to the reaction (see 2.11, 2.12),
and wherev is the ‘reaction volume’, the volume of the region of space in which
the reaction can proceed.

The exponential dependence on force will effectively shut off the reaction for
forces significantly larger thanf ∗ ≈ (kBT /�) ln J . The drastic force-quenching
of irreversible loop formation by force has been verified using an essentially
exact transfer-matrix calculation [73]; experimental data that quantitatively test
this model have not yet been reported, although moderate forces have been ob-
served to completely eliminate looping by the two-site-binding restriction en-
zyme BspMI [74]. Finally, if a series of loop binding sites are available on a long
DNA, the rate (5.8) will be proportional to the velocity at which the DNA end
retracts due to loop formation [72].

For large loops (� > A) and low forces (f < kBT/� < kBT/A) random-
coil fluctuations will reduce the severity of the force-quenching effect, giving
ln kloop(f ) ≈ ln kloop(0)− A�(βf )2. This regime is one of quite low force, since
kBT /A ≈ 0.1 pN.

5.2.3. DNA-bending proteins

In vivo, sequence-specific interactions such as the DNA-looping examples dis-
cussed in the previous section, take place on DNA which is in large part covered
by other proteins. Much of this protein serves to package the DNA in the cell,
and has sequence-nonspecific interaction with DNA. One of the classes of DNA-
packaging proteins that has already been shown to be quite interesting to study
using micromechanical approaches areDNA-bending proteins: examples are HU
(a primary DNA-bending protein fromE. coli) [75] and various HMG proteins
(the prevalent nonspecific DNA-bending proteins in eukaryotes) [76], both of
which are present at high copy number (roughly one per 200 bp of DNA) in vivo.
These two proteins generate roughly 90◦ bends where they bind DNA.

An important chromosome-packaging role of DNA-bending proteins is well
established for bacteria [77]. In eukaryotes, the compaction of chromosomal
DNA occurs in part via wrapping in nucleosomes (the histones in which can
be considered to bend DNA); however, many non-histone proteins including the
DNA-bending HMGs act to establish ‘higher-order chromatin structure’, a term
which is often invoked as a cover for our ignorance of the chromosome structure
at supra-nucleosomal scales.

Traditional biochemical approaches to the study of DNA-bending proteins in-
clude study of changes in electrophoretic mobility resulting from binding of pro-
tein, among other bulk solution phase methods. Single-DNA experiments offer
a complementary view of such proteins: in the presence of nonspecifically bind-
ing DNA-bending proteins we can expect a modification of the force-extension
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Fig. 15. Two examples of DNA-bending proteins with known structures. Left: NHP6A, an HMG
protein from yeast, bound to DNA. Right: HU, a DNA-bending protein fromE. coli, bound to DNA.
Both bend DNA by roughly 90◦, over roughly 10 bp. Recall the 2 nm diameter of the double helix.
Image courtesy of Prof. R.C. Johnson, UCLA.

behavior of bare DNA we have discussed above. Qualitatively, we can antici-
pate that a DNA will be more difficult to extend if it contains sharp bends due to
bound proteins along its length; we expect ashiftof the force-extension curve, to
higher forces, or acompactionof DNA relative to the ‘bare’, protein-free case.

This force-shift effect, similar to that discussed for the two-state ‘lost length’
model [66] discussed in the previous section, has been observed for a few DNA-
bending proteins. The first experiment of this type was carried out with theE.
coli protein IHF [78]; the DNA-bending protein HU has been similarly stud-
ied [79,80].

Eukaryote DNA-bending proteins have also been studied and show similar
effects [80]. Fig. 16 shows force-shift data for the HMG-type DNA-bending
protein NHP6A from yeast. As more protein is added, the force curve shifts to
larger forces. Something apparent in those NHP6A data is that at moderately
high forces≈ 10 pN, even when the DNA is covered with protein, the protein-
DNA complex length can be forced to near the original bare DNA contour length
(about 16 microns in this experiment onλ-DNA). In these experiments it was
determined that the protein was not being dissociated by force; therefore the
DNA-protein complexes areflexible. TheE. coli DNA-bending proteins IHF and
HU also show this effect [79,80].

Since thermally excited DNA bends take place over molecule segments of
about the persistence lengthA ≈ 150 bp long, the force-extension response of
a single DNA should be quite strongly perturbed when there is more than one
protein bound per persistence lengthA = 150 bp. This indicates that strong
force shifts such as the 33 nM data shown in Fig. 16 correspond to at least several
proteins bound per persistence length, i.e., quite dense ‘coverage’.
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Fig. 16. Experimental force-extension data for individualλ-DNA molecules in the presence of the
protein NHP6A (the HMG protein shown in Fig. 15). Black filled squares show the force-extension
response of bare DNA with no NHP6A present. The other symbols show the force-extension response
of single DNAs at various NHP6A concentrations: +, 3 nM; gray filled squares, 5 nM; black filled
triangles, 10 nM; gray filled triangles, 33 nM; open circles, 75 nM. Reproduced from Ref. [80].

We can construct a model for this kind of experiment by supposing that where
proteins bind, they generate localized (and flexible) bends. The discrete-tangent
model introduced in Sec. 2 can be modified to include the effect of DNA-bending
proteins [21]:

βE =
∑

k

[
(1 − nk)

a

2

∣∣t̂k+1 − t̂k
∣∣2 + nk

a′

2

(
t̂k+1 · t̂k − cosψ

)2
−µnk − βf ẑ · t̂k

]
(5.9)

which contains, in addition to tangent vectorst̂k, two-state occupation degrees of
freedomnk which are either 0 or 1. Thenk are controlled by the ‘chemical poten-
tial’ µ; for simple, independent equilibrium binding,µ = constant+ ln c where
c is the bulk protein concentration [21,66]. Whennk = 0, the joint between seg-
mentsk andk + 1 has the usual semiflexible polymer bending energy. However,
whennk = 1, the joint has a preferred angleψ , and a modified rigiditya′.

This type of model has as degrees of freedom, in addition to the orientation
vector t̂k, an additional ‘scalar field’nk describing protein binding. Models of
this general type have been introduced to describe DNA overstretching (in this
case the scalar variable describes conformational change of the double helix)
[81–83] as well as protein-DNA interactions [36,84]. The idea common to these
works is the use of additional variables (nk) to account for DNA conformational
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Fig. 17. Theoretical force-extension behavior for discrete-semiflexible polymer model including
DNA-bending protein effects. Leftmost curve shows bare DNA (no additional bends), while the
curves shifted progressively to the right show the shift to higher forces generated by a series of
higher protein concentrations (chemical potentialµ = −3.91,−2.30,−1.61,−0.69,0 and 3.00; cor-
responding low-force binding site occupation of 22%, 60%, 72%, 89%, 93% and 100%). Reproduced
from Ref. [21].

change, and to examine how the coupling of those variables to the tangent vectors
t̂k modifies force-extension behavior.

Fig. 17 shows the force-shift effect for a numerical transfer-matrix calculation
of the partition function for this model, using segment lengthb = 1 nm, double
helix stiffnessa = 50 (persistence length 50 nm), a bend angleψ = 90◦, and a
protein-bent-DNA bending constanta′ = 10 (quite flexible). The result is, as the
binding chemical potentialµ is varied, a gradual shift of the force curve to larger
forces qualitatively similar to that seen experimentally. The segment lengthb

defines the maximum density of proteins that can bind, i.e., one per 3 bp for the
parameters used in Fig. 17.

5.2.4. Analytical calculation for compaction by DNA-bending proteins

I now present a simple computation which gives some insight into the numerical
solution of the DNA-bending-protein model (Eq. 5.9 and Ref. [21]). The aim
here is to look at a ‘weakly distorting’ limit, where we can see how the basic
semiflexible-polymer model is modified by the presence of DNA-bending pro-
teins in the limit that they only slightly deflectt̂.

The portion of Eq. 5.9 that describes how one of the protein occupation vari-
ablesn is coupled to two adjacent tangent vectorst̂ andt̂′ is

a

2
|t̂′ − t̂|2(1 − n) +

[
a′

2

(
t̂′ · t̂ − cosψ

)2 − µ

]
n (5.10)
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Using 1− |t̂′ − t̂|2 = 2t̂′ · t̂ and dropping constants and terms beyond quadratic
order int̂′ − t̂ we have

a

2
|t̂ − t̂′|2 − a + a′(1 − cosψ)

2
n|t̂′ − t̂|2 − µn (5.11)

where the chemical potentialµ has been shifted by a constant. Keeping only the
quadratic terms supposes that the DNA-bending effect of any protein present is a
weak perturbation to the straightening generated by the external tensionf .

We will now rewrite this model in continuum form. The discrete nature ofn

may be enforced by adding ann2 term to make the amplitude ofn-fluctuations
well-defined. The model including force is now:

∫
ds

[
A

2

∣∣∣∣ ∂ t̂
∂s

∣∣∣∣
2

+ 1

2
n2 − µn − βf ẑ · t − gn

∣∣∣∣ ∂ t̂
∂s

∣∣∣∣
2
]

(5.12)

The parameterg ∝ a+[1−cosψ]a′ describes the coupling of the protein density
to bending, and should be positive for DNA-bending proteins like HU, HMGB1
and NHP6A, and negative for DNA-stiffening proteins.

For fixedµ, fluctuations ofn can be integrated, to obtain

∫
ds

[
1

2
(A − 2gµ)

∣∣∣∣ ∂ t̂
∂s

∣∣∣∣
2

− βf ẑ · t

]
(5.13)

A shift of chemical potential (binding free energy) causing binding of protein
(positive shift ofµ) causes a shift in the effective persistence length, toAeff =
A − 2gµ. The reduction in persistence length generated by DNA-bending pro-
teins (g > 0) causes a shift in the force-extension curve to larger forces, similar
to that obtained in the transfer-matrix solution of the discrete model (Fig. 17).

Problem 43:Show that the expectation value of the ‘bound protein density’
along the DNA takes the form

〈n〉 = µ + g
〈∣∣∂ t̂/∂s

∣∣2〉
If you want to compute the derivative term, you must include an upper wavenum-
ber cutoffqmax (equivalently, a finite lattice constantb = 2π/qmax). You will find
that〈n〉 diverges as you take the cutoff away (the limitqmax → ∞).

Problem 44:The previous calculations supposed fluctuating protein occupa-
tion n. Alternately, DNA-bending proteins may be able to bind to DNAperma-
nently. This may be treated in an averaged fashion by supposingn in Eq. 5.12 to
take a fixed, positive value. For this case, use Eq. 5.12 to showAeff = A − 2gn.
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Problem 45:A more complete treatment of then fluctuations would replacen2

in Eq. 5.12 with1
2

[
mn2 + v(dn/ds)2

]
, wherem andv are positive parameters.

Find the form ofAeff in this case.

5.2.5. Effects of twisting of DNA by proteins

Proteins which bend DNA often untwist it (e.g., HU [75]), and this effect might
be probed using single-DNA experiments. This has been explored for the discrete-
tangent model [21], but the simple continuum calculation presented above can
also be generalized to the case where DNA is twisted:

∫
ds

[(
A

2
− gn

) ∣∣∣∣ ∂ t̂
∂s

∣∣∣∣
2

− βf ẑ · t + 1

2
n2 − µn + C

2
(� − χn)2

]
(5.14)

The last term accounts for the twist energy including a shift in its zero due to
binding of protein [21]. The new field�(s) is just the twist density [51]; the
total twist is

∫
ds �(s) = 2π�Tw. The DNA-twisting parameterχ is negative

for a protein which underwinds DNA, since in this case bound protein (n > 0)
shifts the minimum of the twisting energy to� < 0.

Expanding the last term in (5.14) gives

∫
ds

[
A

2

∣∣∣∣ ∂ t̂
∂s

∣∣∣∣
2

− βf ẑ · t̂ + m

2
n2 + C

2
�2

−
(

µ + g

∣∣∣∣ ∂ t̂
∂s

∣∣∣∣
2

+ Cχ�

)
n

]
(5.15)

wherem = 1 + χ2C. Completing the square and integrating outn = (µ +
g|∂ t̂/∂s|2 + Cχ�)/m,

∫
ds

[
1

2

(
A − 2g

m
[µ + Cχ�]

)∣∣∣∣ ∂ t̂
∂s

∣∣∣∣
2

− βf ẑ · t̂

+C

2

(
1 − Cχ2

m

)
�2 − Cµχ

m
�

]
+ · · · (5.16)

where constants and terms beyond quadratic order int̂ have been dropped.
We use�Tw = �Lk −Wr in the form

∫
ds�/2π = σL/h−Wr to eliminate

the twist (recallh is the DNA helix repeat). The terms of quadratic order int̂
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(recall from Eq. 4.9 that Wr isO(t̂2]) are:

∫
ds

{
1

2

(
A − 2g

m

[
µ + 2πC

h
χσ

]) ∣∣∣∣ ∂ t̂
∂s

∣∣∣∣
2

− βf ẑ · t

}

−2πC

h

([
1 − Cχ2

m

]
σ − h

2πm
χµ

)
2πWr + · · · (5.17)

This energy describes Gaussian fluctuations oft̂ and has the same form as Eq. 4.10,
but with shifted persistence lengthA and twist densityσ values:

A → Aeff = A − 2g

m

[
µ + 2πC

h
χσ

]

σ → σeff =
[
1 − Cχ2

m

]
σ − h

2πm
χµ (5.18)

These effective quantities can be used to write the extension in the high-force
expansion form of Eq. 4.12:

〈
t̂ · ẑ

〉 = 1 − 1√
4βAefff

− 1

2

(
2πCσeff

h

)2(
kBT

4Aefff

)3/2

+ · · · (5.19)

At very high force, the 1/
√

f term dominates, and will cause a shift of the
peak of extension as a function ofσ , to whereχσ < 0. In this regime, binding
of protein contracts the polymer, so the peak extension is found where the bound
protein is theleast. For a protein which untwists DNA (χ < 0), the peak of
extension occurs at very high force forσ > 0.

At lower, but still high force, the 1/f3/2 term can compete. This term vanishes
at the zero ofσeff, where the torsion in the molecule, and therefore its chiral
coiling, are minimized. In the DNA-untwisting-protein case, this is forσ <

0. Therefore, for a DNA-untwisting protein (χ < 0), the shift of the peak in
extension as a function of force can changes fromσ > 0 for large force, to
σ < 0 for lower force. This gives some analytical insight into the same effect
found in numerical calculations of Ref. [21].

Problem 46:Starting from Eq. 5.14 computeAeff andσeff for the case that the
bound protein density does not fluctuate (considern a fixed, positive constant as
in Problem 44).

5.2.6. Surprising results of experiments

Surprises have come out of the experimental studies of DNA-bending proteins.
The E. coli HU protein, also known to bend DNA, has also been studied us-



266 J.F. Marko

ing single-DNA micromanipulation [79,80]. While a compaction effect (shift to
higher forces) has been observed for HU, at very high concentrations the force
curve shiftsbackto lower forces than for bare DNA! In Ref. [79] it was suggested
that at high concentration, HU is capable of essentially polymerizing along the
double helix, and that HU-covered DNA is essentially straight and actually stiffer
than bare DNA. This explained the shift of the force-extension curve to lower
forces than for bare DNA (the result of increasing the persistence lengthA in
Eq. 2.23). This ‘bimodal’ behavior of HU is a good example of a feature of
a protein that was not well established using standard biochemical assays, but
which was rather straightforward to infer using single-DNA methods.

A second experimental surprise associated with DNA-bending proteins is that
once these proteins reach a certain high coverage on the double helix, they no
longer will spontaneously dissociate, even when the protein in solution is re-
moved (established for HU, HMGB1 and NHP6A in Ref. [80]). This high level
of stability of protein densely assembled onto DNA may be a result of coopera-
tive interactions between adjacent proteins, i.e., a termnknk+1 in 5.9. While such
stability due to cooperativity is expected for some proteins such as RecA, which
is well known to form a polymerized ‘coat’ on the double helix (and which has
been studied using single-DNA methods [85]), this behavior was not expected
for HU, HMGB1 and NHP6A.

These results suggest that there may be appreciable restrictions on the ap-
plicability of the widely assumed ‘two-state’ equilibrium binding models for in-
teraction of these non-sequence-specific proteins with DNA. Proteins like HU,
HMGB1 and NHP6A are in part responsible for folding up DNA in vivo, and
their ability to form highly stable complexes may be important to chromosome
‘architecture’.

6. Conclusion

This course has focused on the micromechanics of individual DNA molecules
studied in single-DNA micromanipulation experiments. A major focus has been
on the use of statistical-mechanical models to describe how spontaneous ther-
mal fluctuations and external applied stresses change the conformation of large
DNAs.

With the double helix we have a favorable situation since the atomic and
even base-pair scales (< 1 nm) are well separated from the≈ 100 nm scale
over which thermal fluctuations are able to bend the double helix. This sep-
aration of scales allows us to describe the elastic response of a dsDNA from
essentially zero force, up to 10 pN or so, using only one ‘effective’ elastic con-
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stant, the persistence lengthA = 50 nm [20]. As force is increased beyond
0.1 pN, we have seen that a single ‘correlation length’

√
kBT A/f describes

the essentially Gaussian fluctuations of the tangent vector away from the force
direction.

However, this course has also emphasized how quickly this pleasant long-
wavelength description can fall by the wayside. Unzipping the double helix
(Sec. 3) requires only about 15 pN forces, and converts the staid double he-
lix into two single-stranded DNAs, which can by no means be described us-
ing a single elastic constant! [86] Under some circumstances ssDNA is a poly-
mer with a strongly wavenumber- (and therefore force-) dependent persistence
length [20,36]. The interplay of the backbone polymer elasticity, Coulomb inter-
actions, and self-adhesion via attractive base-base interactions [35] makes single-
stranded DNA impossible to describe using a single persistence length. Theories
to describe ssDNA by necessity have a richer structure.

Something similar happens when one twists the double helix: at low forces
(roughly< 0.3 pN), the response of the double helix to twisting can be captured
using the twist-persistence-length model discussed in Sec. 4.2, which really just
adds one more elastic constant to describe twist deformations. However, for even
rather low forces, underwinding can rather easily drive strand separation.

Description of the opening of the double helix, and other abrupt force- and
torque-driven structural transitions of the double helix such as ‘overstretching’
[22,23], need additional degrees of freedom on top of the elastic degrees of free-
dom used to describe relatively smooth bends and twists. For example, conver-
sion of the double helix to ssDNA requires at least a ‘helix-coil’ Ising-type degree
of freedom.

A few of the examples discussed in these notes have used additional degrees
of freedom of this type to describe localized ‘defects’ along the double helix.
Localized strand-separated regions excited thermally may be responsible for the
anomalously large cyclization probability of short DNAs observed by Cloutier
and Widom [12,13]. Similar models can be used to describe proteins which gen-
erate local bends or other distortions of the double helix [21]. Inevitably we can
expect these ‘local defects’ to interact with one another along the double helix,
and to possibly facilitate self-organization of stable protein-DNA complexes, as
observed in Ref. [80]. Those experiments show that even at the level of a single
species of protein interacting with a single DNA, self-assembled protein-DNA
complexes can strongly resist disassembly. Fully understanding the nonequilib-
rium phenomena in experiments such as Ref. [80] requires at the least, theories
that include kinetics.
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1. Forewords

1.1. Scope of the course

This course will deal with different aspects of the analysis of regulatory se-
quences.

The first lesson will consist of a general presentation of the different type of
questions that can be asked about regulatory sequences, and the different ap-
proaches that can be envisaged to answer these questions (pattern-discovery, pat-
tern matching). The second lesson will be dedicated to string-based approaches,
and the third lesson to matrix-based approaches. The theoretical concepts will
mainly be illustrated by concrete examples from the yeastSaccharomyces cere-
visiae.

1.2. Web site and practical sessions

The tools developed by Jacques van Helden are available for academic users
via their web interface (http://rsat.scmbb.ulb.ac.be/). During the practical ses-
sion, student will apply the concepts seen during the course, and test different
approaches to detect putative regulatory signals in non-coding sequences. The
main resources available on the web (databases and specific sequence analysis
programs) will be presented.

2. Transcriptional regulation

In this chapter we briefly describe some fundamental aspects of transcriptional
regulation that are relevant for the analysis of regulatory sequences. Our pur-
pose is minimalist, and we do not pretend to review, even partially, the huge and
complex field of transcriptional regulation.

2.1. The non-coding genome

Traditionally, sequence analysis and genomics have mainly been focussed on
coding sequences. These sequences however represent only a fraction of the
information contained in the genome. As shown in table 1, the proportion of
coding sequences decreases with evolution.

275
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Table 1

The non-coding genome

2.2. Transcriptional regulation

Non-coding sequences play an essential role in all cellular processes, since they
mediate transcriptional regulation. Transcriptional regulation ensures the tempo-
ral and spatial specificity of expression for each gene of a genome. The level of
expression is not only determined independently for each gene, but in addition, it
can vary in response to a variety of signals: presence or absence of metabolites in
the extra-cellular medium, inter-cellular communication, temperature,. . . . These
signals generally provide information about the conditions outside the cell.

Transcription factors
Transcriptional regulation is mediated by classes of proteins, calledtranscription
factors. These proteins interact with the general transcription machinery (RNA
polymerase) in a way that either enhances (activation) or reduces (repression) the
level of transcription. The same transcription factor are called dual, because they
combine both effects: activate the expression of some genes while repressing the
expression of other genes.

Transcriptional activators (Figure 1A) generally contain a domain that binds
DNA in a sequence-specific manner (DNA-binding domain, and a domain that in-
teracts with the RNA polymerase (activation domain). Repression encompasses
a variety of mechanisms by which the transcription factor (repressor) reduces the
expression level of a gene. Some repressors bind DNA in close vicinity (or down-
stream) of the transcription, and directly prevent RNA polymerase from starting
transcription (Figure 1B). Another mechanism of repression is to compete with a
transcriptional activator for the occupancy of the same site on DNA (Figure 1C).
Some transcriptional repressors do not bind DNA at all, but rather their function
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Fig. 1. Schematic representation of transcriptional regulation.A: transcriptional activation.B: tran-
scriptional repression.

is mediated by direct protein–protein interaction with a transcriptional activator.
In some cases, this interaction prevents the activator from binding DNA (Fig-
ure 1D). In other cases, the repressor forms a complex with the activation do-
main of the transcription activator, thereby preventing its interaction with RNA
polymerase (Figure 1E).

Protein-DNA interfaces
Transcription factor-DNA interfaces are generally restricted to a very few amino
acids and bases. Figure 2 shows the tri-dimensional structure of some transcrip-
tion factor-DNA complexes, as determined by X-ray crystallography.

Many transcription factors are active in the form of dimers, two polypep-
tides forming a non-covalent complex via a dimerization domain. The dimer
acts on DNA like tweezers (Figure 2A,C). Each monomeric unit enters in con-
tact with a very limited number of nucleotides (typically 3–4). In some cases,
the two contact points are adjacent (Figure 2B). Several classes of transcription
factors (Helix-turn-helix in bacteria, Zinc cluster proteins in fungi) contain an
intermediate domain that imposes spacing between the two contact points (Fig-
ure 2D).
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Fig. 2. Structure of typical transcription factor-DNA interfaces.A: the yeast transcription factor
Pho4p forms a homodimer, which enters in contact with a set of contiguous nucleotides.B: sequence
of nucleotides on Pho4p DNA binding site.C: the yeast Gal4p protein forms a homodimer, which
binds a spaced pair of trinucleotides.D: sequence of nucleotides in the DNA binding of Gal4p.

Regulatory elements

The site on DNA where a transcription activator binds is denoted by different
terms (depending on the biological field) : the yeast community favoursupstream
activating sequence(UAS), in higher organisms one speaks aboutenhancers, . . .

The site where a repressor binds on DNA is often calledoperator(by bacteriol-
ogists),upstream repressing sequence(URS, in the yeast community),silencer
(by drosophilist),. . . . The generic termscis-acting elementor regulatory siteare
used to denote the locations where transcription factors bind DNA, irrespective
of their positive or negative effect on the level of expression.

Regulatory elements are very short sequences (between 5 and 30 bp) of highly
conserved nucleotides. One class of regulatory element consists of a highly con-
served core of 5–8 base pairs (bp), flanked by a few partly conserved bases. An-
other type of regulatory sites consists of a pair of very short conserved oligonu-
cleotides (typically 3 bases) separated by a region of fixed width but variable
content.
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Fig. 3. Binding sites for the Pho4p transcription factor (Oshima et al. 1996).

3. Representations of regulatory elements

3.1. String-based representations

Different types of experiments provide primary information about the binding
specificity of a DNA-binding protein. Collections of experimentally proven bind-
ing sites are stored in specialized databases such as TRANSFAC (Wingender
2004; Wingender et al. 1996), RegulonDB (Huerta et al. 1998; Salgado et al.
2001), SCPD (Zhu and Zhang 1999). These databases provide valuable informa-
tion for the development and assessment of pattern detection algorithms.

Figure 3 displays a collection of binding sites for the yeast transcription factor
Pho4p (Oshima et al. 1996). The table displays a qualitative estimation of the
factor’s binding affinity for different sequence fragments. The comparison of
these sequences shows that the high affinity binding site share a “core” motif
CACGTG, usually followed by a two or three cytosines (C) or guanines (G). The
core CACGTG is however not sufficient to confer a high affinity: the protein
does not bind to the sequences tCACGTGa or cCACGTGgaa. The lower part of
the table shows two sites bound with a medium affinity, and showing a variation
in the core (CACGTT) and followed by a few additional tyrosines (T). Despite
the medium affinity, these sites have been shown to be actively involved in the
regulation of the genes PHO5 and PHO84.
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The collection of binding sites can be summarized withconsensusstrings
such as CACGTGGG (high affinity) of CACGTTT (medium affinity). The two
types of binding sites can even be represented in a more compact way, with a
degenerate consensusCACGTKKK, where K denotes “either T of G”, accord-
ing to the IUPAC convention on ambiguous nucleotide code (Table 4). This
representation is however an over-simplification, and suffers from several weak-
nesses.

1. By merging the letters G and T into the degenerate code K, we give the same
weight to these letters, and we thus loose the concept that CACGTGGG is
bound with a higher affinity than CACGTTT.

2. Several high affinity binding sites from Figure 3 do not match this consensus,
and would thus be missed in a string-based search based on this pattern.

3. The degenerate consensus fails to indicate thedependencies between suc-
cessive residues: in the collection of binding sites, the high affinity core
CACGTG is usually followed by a few Gs or Cs, and the medium affinity
core CACGTT by a few Ts. However, the pattern CACGTKKK would as well
match sequences like CACGTGTT, CACGTGTG, CACGTTGG, which were
never observed in the initial collection.

The two first limitations can be solved by using Position-Specific Scoring Ma-
trices (PSSM), as will be shown in the next chapter. Higher-order dependencies
can be treated with some more complex PSSM, or with Hidden Markov Models
(HMM).

3.2. Matrix-based representation

Position-specific scoring matrices (PSSM)
A position-specific scoring matrix (PSSM) represents the binding specificity at
each position of the DNA binding site for a transcription factor. The matrix is
build from an alignment of a collection of binding sites.

Each row of the matrix represents one letter of the alphabet (in this case the
4 nucleotides A, C, G and T), and each column one position of the sequence
alignment. The simplest representation is aoccurrence matrix(Table 2A), where
the values in the cells indicate the absolute frequency of each residue (letter) at
each position in the multiple alignment.

The weight matrix
The absolute frequency is generally not very indicative of the significance of a
residue. Indeed, a general observation is most non-coding sequences are AT-rich.
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For instance, in the yeastSaccharomyces cerevisiae, the average composition of
intergenic sequences isF(A) = F(T ) = 0.325,F(C) = F(G) = 0.175. This
intergenic composition can be used to estimate prior probabilitiespA = pT ∼
0.325;pC = pG ∼ 0.175.

Wi,j = ln

(
f ′

i,j

pi

)
f ′

i,j = ni,j + pik∑A
i=1 ni,j + k

(1)

Where

A alphabet size (4 for nucleic acids, 20 for peptides)
w matrix width (=12 in the TRANSFAC matrix $PHO4_01)
ni,j occurrences of residuei in columnj of the matrix
pi prior residue probability for residuei
fi,j relative frequency of residuei at positionj
k pseudo weight (arbitrary, 1 in our example)
f ′

i,j corrected frequency of residuei at positionj

Differences in residue composition can be taken into account by calculating
a weight (Wi,j ), which represents log ratio of observed frequency (fi,j ) and
prior residue probability (pi). In addition, apseudo-weight(k) can be intro-
duced to obtain acorrected frequency f’ij(Hertz and Stormo 1999). The rea-
son for introducing a pseudo-weight is that the collections of known sites used
to build the matrix are generally small. For example, the TRANSFAC matrix
F$PHO4_01 (Table 2A) was calculated from no more than 8 binding sites. At
some positions of the matrix, some residues have a frequency of 0 (for example
the T at position 4), using a (uncorrected) frequency of 0 would give a weight
of −∞, which amounts to consider as completely impossible for the factor to
bind at such a position. However, the absence of this residue in our data set
could either indicate that this residue hinders the factor binding, our that our
current collection does not yet contain this variant for a simple reason of in-
sufficient sampling. The introduction of the pseudo-weight resolves this prob-
lem pragmatically, since corrected frequencies cannot be null, and the weight
can thus not be infinitely negative anymore. The problem is of course to esti-
mate the importance assigned to the pseudo-weight (k) relative to the observed
sites (n). A weight matrix(Table 2B) is derived from the occurrence matrix by
calculating the weight of each residue at each position of the alignment. The
weight matrix is used to assign, at each position of a sequence, a score reflecting
the likelihood for the transcription factors to bind there (see chapter onPattern
Matching).
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Table 2

A: occurrence matrix representing the binding specificity of the Pho4p transcription factor fromSac-
charomyces cerevisiae(source TRANSFAC F$PHO4_01).B: frequencies (corrected with a pseudo-
weight of 1).C: Weights. Positive values are shadowed.D: information content. Positive values are
shadowed

A: occurrences (counts)

B: frequencies

C: weights

D: information content

Information content
The information content (Hertz and Stormo 1999) is obtained by multiplying the
weight by the frequency (corrected by the pseudo weight).

Ii,j = f ′
i,j ln

(
f ′

i,j

pi

)
Ij =

A∑
i=1

Ii,j Imatrix =
w∑

j=1

A∑
i=1

Ii,j (2)
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The information content can be calculated for each cell of the matrix, and then
summed over rows and column to obtainImatrix, the total information content of
the matrix. The total information content represents the discrimination between
a binding site (represented by the matrix) and the background model. Pattern
discovery programs such asconsensus(Hertz et al. 1990) select a matrix by
optimizing the information content.

The information content also provides an estimate for the upper limit of the
expected frequency of the binding sites in random sequences (Hertz and Stormo
1999).

P(site) ≤ e−Imatrix (3)

4. Pattern discovery

4.1. Introduction

The application of pattern discovery to predict regulatory motifs can be formu-
lated in the following way:given a set of functionally related genes, can we
detect exceptional motifs in their upstream regions, which could be responsible
for their co-regulation?This problem became very popular during the last years,
due to the increasing amount of data about functional grouping of genes. A first
domain of application was for the interpretation of microarray data (DeRisi et al.
1997): starting from clusters of co-expressed genes, try to predict cis-acting el-
ements potentially responsible for their co-regulation. The same approach can
be applied to other data types such as protein complexes (Gavin et al. 2002; Ho
et al. 2002), genes with similar phylogenetic profiles (Pellegrini et al. 1999),
pairs of genes detected by the analysis of fusions/fission (Marcotte et al. 1999a;
Marcotte et al. 1999b) (Enright et al. 1999).

The pattern discovery problem can be addressed by a variety of algorithmic
approaches and statistical models. We will describe here some of these ap-
proaches, and illustrate them with selected test cases.

4.2. Study cases

A simple way to evaluate a pattern discovery software is to submit a set of se-
quencesS which contain some known motifMknown. The sequence is given as
input for the pattern discovery program, which returns a predicted motifMpred.
We then compare the predicted (Mpred) and known (Mknown) motifs.

As test cases, we selected the target genes of a few transcription factors from
the yeastSaccharomyces cerevisiae(van Helden et al. 1998).
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Table 3

Test cases for pattern discovery: list of target genes for some well-characterized transcription factors
from the yeastSaccharomyces cerevisiae

5. String-based pattern discovery

5.1. Analysis of word occurrences

We saw in the chapter 0 that the consensus of the transcription factor Pho4p con-
sists in a short sequence of conserved residues (CACGTKKK). This is also the
case for many (but not all) other transcription factors: their binding sites share a
common core, consisting in a set of 5–10 contiguous residues. Starting from this
observation, a simple conceptual approach to pattern discovery is to analyze the
occurrences of oligonucleotides in order to detect those having an exceptionally
high frequency in this input set, by comparison with some background model.

We will illustrate this approach with the test groups described above. Results
obtained with some additional data sets are described in the original publication
(van Helden et al. 1998).

Estimation of expected frequencies
Expected occurrences were calculated on the basis of intergenic frequencies.

E(W) = Fbg(W) ∗ T ; T = s ∗ (L − k + 1)

E(W) expected number of occurrences for wordW

Fbg(W) background frequency of wordW . This frequency is estimated by the
intergenic frequencies of the same word.

W a given word (oligonucleotides)
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k word length (6 for hexanucleotides)
S number of sequences in the set (5 in this case)
L length of each sequence in the input set
T possible positions for ak-letter word in the sequence set

Comparison of expected and observed frequencies
Figure 4 compares the expected (abscissa) and observed (ordinate) occurrences
for hexanucleotides in the upstream sequences of the PHO genes.

Hexanucleotides were grouped by pairs of reverse complements, because in
yeast, cis-acting elements are generally strand-insensitive. Each dot represents
one pair of reverse complements (e.g. GATAAG|CTTATC for the NIT genes).

Fig. 4. Comparison of observed and expected hexanucleotide frequencies in the upstream sequences
of groups of co-regulated genes.A: NIT group.B: PHO group.C: MET group.D: GAL group.
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On these plots, most words align more or less on the diagonal, with some fluctu-
ations. The fluctuations are more important for small groups (e.g. PHO, which
contains 5 genes) than for larger groups (e.g. MET, 10 genes).

On each of these plots, the most frequent pair of words is AAAAAA|TTTTTT.
The next most frequent words are usually TATATA and ATATA. These words
cannot be considered as over-represented, since their observed and expected oc-
currences are similar. This illustrates the essential difference between frequent
words and over-represented words: since these frequent words are the same for
all the groups, their high frequency reflects some general property of yeast up-
stream sequences rather than the presence of group-specific regulatory signals.

Interesting words are thus not the most frequent ones, but those which are
found more frequently in the considered group than what would be expected
by chance, given our background model. On the plot (Figure 4), such over-
represented words appear on the top left of the diagonal. For the NIT family
(Figure 4A), one pair of reverse-complementary words clearly appears as sepa-
rated from the diagonal: GATAAG|CTTATC. This hexanucleotide is the so-called
GATA-box, which is bound by the GATA factors, involved in nitrogen regulation.
For the MET family (Figure 4C), another hexanucleotide is clearly separated
from the diagonal: CACGTG, a reverse-palindrome which corresponds to the
consensus of the Met4p transcription factor. For the PHO family (Figure 4B), the
plot is less obvious to interpret, due to the wider overall dispersion of the cloud
around the diagonal. This lower signal-to-noise ratio is due to the small number
of genes in the PHO family (5 members only). However, some words seem rea-
sonably separated from the main diagonal. In particular, CACGTG is found in 12
occurrences, whereas no more than 2 occurrences would be expected according
to the background model. Consistently, this hexanucleotide corresponds to the
core of the high-affinity binding sites for Pho4p. For the last group, the GAL
genes, all hexanucleotides seem to align on the diagonal, suggesting that none of
them is over-represented.

The graphical representation shown in Figure 4 is useful to get an intuition
about the principle of word-based pattern discovery, but the simple visual com-
parison of observed and expected frequencies is not very accurate for selecting
over-represented patterns. We saw that the hexanucleotides discarding from the
diagonal correspond to regulatory signals, but where should the limit be placed?

Measuring over-representation with a P-value
We proposed a very simple probabilistic model to calculate the statistical signifi-
cance of over-representation (van Helden et al. 1998).

The sequenceS of lengthL is considered as a succession ofT positions from
which starts a substring of sizek (word length). Since the sequence is generally
linear, the number of positions for a wordW of lengthk is smaller thanL, since
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the lastk − 1 positions do not contain a fullk-letter word.

T = L − k + 1

For circular sequences (e.g. plasmids, bacterial chromosomes) the end of the
string is continuous with its beginning and that a substring can be extracted from
each position, so thatT = L.

If we focus on a given wordW , we can consider the sequence as a series ofT

trials, each of which can either result in a success (the word found at this position
is W) or in a failure (the word found at this position is notW). The probability
to observe at leastx successes (occurrences of the wordW) in a succession ofT
trials can be calculated with the binomial probability.

Pvalue= P(X ≥ x) =
T∑

i=x

T !
i!(T − i)!p

i(1 − p)T −i

Assumptions for the binomial distributions
The binomial distribution assumes that the successive trials are independent from
each other and that the probability to find a word is constant over the sequence.
This assumption is not properly verified, since the presence of a word of length
k depends on words found at thek − 1 preceding positions, and affects those
found at thek + 1 successive positions. For example, if the word GATAAG is
found at positioni of sequenceS, the only words that can be found at position
i + 1 are ATAAGA, ATAAGC, ATAAGG and ATAAGT. There are thus short-
term dependencies between successive words. However, when the sequence is
much larger than the pattern length, and when the pattern is not self-overlapping,
the hypothesis of independent positions is reasonably verified.

A notable exception to this assumption of independence is the case of self-
overlapping words, like GGGGGG, TATATA, TAGTAG. Indeed, the first occur-
rence of such word will strongly increase the probability to find another occur-
rence at the following position (GGGGGG), or two (TATATA) or three (TAG-
TAG) positions further. This problem has been addressed by several statisticians
and several corrections have been proposed. For instance, Pevzner (Pevzner et al.
1989) defined a self-overlap coefficient, which can be used to correct the esti-
mation of variance in Gaussian models. This model relies on a normality as-
sumption, which is verified only if the expected number of occurrences is large
(�10). In our conditions, the expectation is typically small (often smaller than 1)
and Gaussian models should be avoided. Schbath (Reinert and Schbath 1998;
Schbath et al. 1995) uses a compound Poisson distribution to model occurrences
of clumps of words (the first occurrence being followed by overlapping occur-
rences of the same word).
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Another way to circumvent this problem is to exclude overlapping occurrences
from the counts. When the wordW is found at positioni of sequenceS, the next
occurrences of W are ignored for positionsi + 1 to i + k − 1. The binomial
schema has to be corrected accordingly: ifx occurrences of wordW are found,
the number of possible positions for this word become

T = L − k + 1 − x(k − 1) = L − (x + 1)(k − 1)

This counting mode might look like a tricky way to circumvent the problem
of overlap, but it has some biological justification: the binding interface between
the transcription factor and the DNA covers the whole word, and no other pro-
tein can bind simultaneously on the overlapping positions, even though the same
word can be found in our string representation. We adopted this exclusion of mu-
tually overlapping occurrences as default counting mode for web interface of the
programoligo-analysis(van Helden 2003), but overlapping occurrences can also
be counted if the user finds it appropriate according to his/her biological model.

From P-value to E-value
Another important issue is the number of words considered in a single analysis.
Since the same test is simultaneously applied to all the words of the same size,
the P-valuehas to be corrected for multi-testing. The number of considered
words depends on the word length, and on the counting mode (regrouping or not
the pairs of reverse complements). When occurrences are counted in a strand-
sensitive way, there areD = 4k possible words of lengthk. For hexanucleotides,
this makesD = 46 = 4096 possibilities. If occurrences are counted in a strand-
insensitive way, each word is regrouped with its reverse complement. For odd
values ofk, the number of patterns is simply divided by two:D = 4k/2. There
are thus 45/2 pairs of reverse-complementary pentanucleotides. For even values
of k, the count of D is slightly more complicated. Indeed, reverse-palindromic
words (e.g. CACGTG) will not be regrouped with another word. There are 4k/2

reverse-palindromes of sizek (the second half of the word is determined by the
first half). The total number of patterns is thusD = (4k − 4k/2)/2 + 4k/2 =
(4k + 4k/2)/2.

A simple way to take multi-testing into account is to multiply the P-value by
the number of tests (D), in order to obtain an E-value.

Evalue= Pvalue∗ D

The interpretation of the E-value is straightforward: it represents the expected
number of false positive, given the P-value considered. For example, if we an-
alyze hexanucleotides grouped by pairs of reverse complements and select a P-
value threshold of 0.01, theE-valueis E = 2080∗ 0.01 = 20.8, indicating that
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we should expect 21 false positives. This level of false positive can be easily
verified by submitting random sequences to the program.

The significance score
A significance score can further be calculated from the E-value.

sig = − log10(Evalue)

This significance is convenient to interpret the over-representation: the larger
is the significance, the more over-represented is the pattern. When the threshold
of significance is set to 0, one expects on the average one false positive among
all the words analyzed for a sequence set. With a threshold ofsig = 1, a false
positive is expected every 10 sequence sets. With a threshold ofsig = s, a false
positive is expected every 10s sequence sets.

Over-represented hexanucleotides in upstream sequences of the MET genes
Figure 5 shows the result returned byoligo-analysisfor upstream sequences of
the MET genes. Among the 2080 possible pairs of hexanucleotides, no more
than 8 are statistically over-represented (sig> 0). The most significant word
(CACGTG) corresponds to the core of the consensus for Met4p, the main regu-
latory of methionine metabolism in yeast. Among the 10 upstream sequences of
the MET family, 9 contain at least one occurrence of this word (columnmatch-
ing sequences). In addition, some sequences contain multiple occurrences of this
word, leading to a total count of 13 occurrences. The expected frequency, cal-
culated on the whole set of yeast upstream sequences, isF(W) = 0.000164 oc-
currences/positions. This word has a very high significance (sig = 5.08), corre-
sponding to a very low expected number of false positives (E-value= 8.4e-06).

Fig. 5. Significant hexanucleotides in the upstream sequences of PHO genes.
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The other selected words are much less significant, but we will see that another
criterion suggest that they might be relevant.

Assembling words to describe more complex patterns
The 8 words selected in Figure 5 present some relationships, because some of
them are mutually overlapping. For example, CACGTG can be assembled with
ACGTGA to form the heptanucleotide CACGTGA. This heptanucleotide can
in turn be assembled with TCACGT (the reverse complement of ACGTGA),
to form the octanucleotide TCACGTGA. Among the remaining words, we also
find another group of mutually overlapping words: CCACAG, CACAGT (reverse
complement of ACTGTG), ACAGTT,. . .

The program calledpattern-assembly (van Helden 2003)automatically as-
sembles this type of patterns. The result of this assembly is shown in Figure 6.

The assembly of the 8 hexanucleotides returns two larger patterns. The first
pattern (TCACGTGA, a reverse palindrome) corresponds to the binding site
of Met4p, the main regulator of methionine metabolism in the yeastSaccha-
romyces cerevisiae(Thomas and Surdin-Kerjan 1997). The second pattern (GC-
CACAGTT|AACTGTGGC) is bound by a pair of homologous transcription fac-
tors, Met31p and Met32p, also involved in the regulation of methionine (Blaiseau
et al. 1997). The two last hexanucleotides, GCTTCC and AGTCAT, cannot be
included in an assembly. Given their low level of significance, these words are
likely to be false positive.

Fig. 6. Assembly of the significant hexanucleotides selected from the MET upstream sequences.
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5.2. Analysis of dyad occurrences (spaced pairs of words)

A frustrating case: the GAL regulon
In this chapter, we only discussed a few examples, but the same analysis has been
performed for other groups of co-regulated genes with similar results. Despite its
conceptual simplicity, the programoligo-analysiswas shown to return remark-
ably good results with most (but not all) yeast regulons (van Helden et al. 1998).
However the analysis of oligonucleotides fails to detect the binding motif for
Gal4p, and returns a negative answer: on the observed/expected frequency plot
(Figure 4D), all the words align onto the diagonal. Consistently, the binomial
test indicates that none of the 2080 words (grouped by pairs of reverse comple-
ment) is significantly over-represented. The failure of the program to detect the
GAL-specific binding motif is particularly frustrating, since Gal4p is one of the
bet characterized transcription factors in the yeast. The reason for this failure is
pretty trivial: Gal4p forms a dimer, and each unit enters in contact with DNA
over a few nucleotides (Figure 2C,D). The two contact points are separated by
a spacing of fixed width (11bp for Gal4p), but variable content. The binding
specificity is restricted to 3–4 nucleotides on each side of the spacing. One possi-
bility would be to reduce the size of oligonucleotides, but the random expectation
of trinucleotides is already quite high, so that the trinucleotides involved in the
contact points of the binding sites will not be detected as significant. Another ap-
proach has been to develop a specific approach to detect over-represented pairs
as a whole, as explained in the next chapter.

Analysis of spaced patterns with dyad-analysis
Spaced patterns are commonly found in transcription factor binding sites. This
type of motifs are typical of some families of transcription factors, for example
the fungal Zinc cluster proteins or the bacterial Helix-Turn-Helix (HTH) factors.
As discussed above, word-based pattern discovery fails to detect such patterns
(Figure 4D). This represents a serious inconvenient, since no less than 56 Zinc
cluster proteins have been identified in the yeast genome, and in the bacteria
Escherichia coli, most transcription factor belong to the HTH family.

In order to directly address this type of motifs, we developed a specific pro-
gram,dyad-analysis(van Helden et al. 2000), which counts the number of oc-
currences of all possible spaced pairs, and compares expected and observed. Fig-
ure 7 shows the comparison of observed and expected frequencies for all pairs
of trinucleotides, with all possible spacings between 0 and 16, in upstream se-
quences of the GAL genes. Expected frequencies were estimated as above, by
counting dyad frequencies in the whole set of yeast upstream sequences (back-
ground model). As in the previous plots, most dots are more or less aligned onto
the diagonal, but one dyad (CCGn11CGG) appears clearly separated. This dyad
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Fig. 7. Observed versus expected dyads in upstream sequences of the GAL genes.

Fig. 8. Statistically significant dyads in upstream sequences of the GAL genes.

corresponds to the two contact points of the interface between the Gal4p protein
and its binding site (Figure 2).

We can now apply the binomial statistics as we did above for hexanucleotides.
Figure 8 shows the statistically significant spaced pairs returned by the program
dyad-analysis. In this analysis, we considered all possible pairs of trinucleotides
separated by a spacing comprised between 0 and 20. In total, the number of
possible dyads isD = 21∗ 43 ∗ 43 = 86,016, but we regrouped them by pairs
of reverse complements, so that the total number isD = 43,680 (taking into
account the number of reverse palindromes as above). Among these, no more
than 6 dyads are significantly over-represented (sig > 0).

The most significant pattern is CGGn11CCG|CGGn11CCG, which appeared
as the dot most distant from the diagonal in the observed/expected plot (Fig-
ure 8), and corresponds to the core of the Gal4p binding site. Several of the
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Fig. 9. Assembly of the statistically significant dyads detected in upstream sequences of the GAL
genes.

other selected dyads strongly overlap with this pattern. One can for example as-
semble CGGn11CCG, CGGn10TCC and CGGn12CGA to form a larger pattern
CGGn12TCCGA. In addition, the core of the motif is reverse palindromic, and
the reverse complements of the additional dyads can be included in the assembly
as well (Figure 9). The resulting consensus is TCGGAn8TCCGA.

We should keep in mind that the assembled motif is a simplification, com-
pared to the collection of dyads. Indeed, the central dyad CCGn11CCG is more
significant than the overlapping ones, suggesting that this might be the core of
the binding interface. Searching for the complete consensus TCGGAn8TCCGA
would result in the loss of some functionally active sites, because the flanking
bases (T before CGG and A after it) may be present in some cis-acting elements,
but absent in other ones. In order to predict the location of putative binding
site, we will thus keep the collection of patterns (words or dyads) and the score
associated to each of these, as illustrated in the chapter on string-based pattern
matching. Besides the 3 dyads involved in the assembly, two isolated dyads are
also selected. Their level of significance is however very low (0.17 and 0.06,
respectively) and these are likely to be false positive.

5.3. Strengths and weaknesses of word- and dyad-based pattern discovery

Advantages
1. Computational efficiency. The computation time increases linearly with size

of the input set. It can thus be applied to large sequence sets (e.g. complete
genomes can be analyzed in a few minutes).

2. Detection of under-represented patterns. The same type of statistics can
be applied to detect under-represented motifs, which can reveal a selective



294 J. van Helden

pressure for the avoidance of some functional elements. Mathias Vandenbo-
gaert (Vandenbogaert and Makeev 2003) applied word-counting approaches
to detect under-represented hexanucleotides in different bacterial genomes,
and showed that the most significantly under-represented motifs correspond
to restriction sites.

3. Exhaustivity. Given the relatively small number of possible solutions (DW =
4k for oligonucleotides of sizek, DD = (s + 1) ∗ 42k for dyads of lengthk
with spacings between 0 ands), it is easy to calculate the P-value for each of
these, and to systematically return all the over- or under-represented patterns.

4. Ability to return negative answers. The calculation of the P-value and, even
better, of the E-value, allows to define significance thresholds and interpret
these thresholds in terms of expected rate of false positive.

Weaknesses
1. Treatment of variable residues. A classical criticism addressed to string-

based pattern discovery is that the resulting patterns (words and dyads) poorly
reflect the degeneracy of the motif. In some cases (such as the PHO family
above), the set of words partly reflects the degeneracy of the motif (it contains
both the CACGTG and CACGTT words, as well as their surroundings). How-
ever, this is a case where the motif has two clearly distinct variants. Some
motifs with a higher degree of degeneracy can be missed by the method, be-
cause none of the possible variants is significant alone.

2. Pattern matching. Pattern discovery is generally followed by pattern match-
ing, i.e. trying to identify the positions of the discovered patterns, in order to
predict putative regulatory elements. It is easy to detect the positions of the
significant words and dyads obtained by the above methods, but most of their
occurrences will not really correspond to motifs. Indeed, each word or dyad
generally reflects only a fragment of the motif, but it is also expected to occur
in other places of the sequence.

6. String-based pattern matching

A simple string-based pattern matching generally gives poor predictions for tran-
scription binding sites, for the obvious reasons that a single string-based repre-
sentations fails to capture the probabilistic aspect of binding site variability, as
discussed above.

The results can however be improved by matching a collection of mutually
overlapping patterns (word or regular expressions), instead of a single regular
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expression. Multiple patterns can be used to represent overlapping fragments of
a larger binding site, or the variants arising from the degeneracy of the consensus.
Collections of mutually overlapping patterns can also be used to match complex
motifs with higher order dependencies between neighbouring positions. For ex-
ample, the following combination of words: CACGTG, ACGTGG, CGTGGG,
CACGTT and ACGTTT, would capture the two variants of Pho4p binding sites
(CACGTGGG and CACGTGTTT), but not the mixtures of G and T after the
binding core. Such collections of mutually overlapping words are typically de-
tected with string-based pattern discovery approaches, as we will see below. The
matching can also be improved by assigning a weight to different patterns of a
collection. This allows one to distinguish the strongly constrained core of the
binding site (e.g. CACGTG, CACGTT) from the flanking positions, which are
more degenerated (CACGTGgg, CACGTTtt). The result of such a search can be
represented graphically on a feature-map (Figure 10). Annotated binding sites

Fig. 10. Feature-map of pattern matching with a collection of words (A) and dyads (B). A specific
weight was assigned to each pattern according to its significance in pattern discovery.A: over-
represented hexanucleotides in upstream sequences of the PHO genes. The wider grey boxes above
and below the maps indicate experimentally proven binding sites for the factor Pho4p.B: over-
represented dyads in upstream sequences of the GAL genes.
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(green horizontal boxes) are generally denoted by a clump of mutually overlap-
ping hexanucleotides belonging to the collection of predicted patterns.

Another possible refinement of string-based pattern matching is to allow a
certain number of substitutions (mismatches). This possibility is however gener-
ally not recommended, since it would consider as equivalent any substitution at
any position of the pattern. This does not correspond to the typical DNA-protein
interfaces, which impose some strong constraints on specific positions, whereas
other positions may show some variability. This type of position-specific vari-
ability is typically treated by matrix-based pattern matching.

7. Matrix-based pattern discovery

Let us consider a simple case: we want to build a matrix of widthw = 10 with
n = 12 sequences of lengthL = 1000 each. The number of possible solutions to
this very small-sized test case can be estimated easily.

A first option would be to consider that each sequence should contain exactly
1 site, on either of both strands (direct or reverse). From each sequence, we need
to select one among theT = 2 ∗ (L − w + 1) = 1,982 possible positions for a
substring of size 10. The number of possible matrices is D= T n = 1,98212 =
3.67e+ 39.

Another option would be to consider that some sequences can contain several
sites, whereas other might not contain a single site. In this case, the 12 sites can
be chosen within the whole set of sequences, representingT = 2n(L−w +1) =
23,784 possible positions. The number of possible matrices isCn

T = C12
23,784 =

6.82e+ 43.
This estimation illustrates a fundamental difficulty of matrix-based pattern

discovery: the number of PSSM which could be made, even from a small se-
quence set, raises astronomical numbers, so that it is impossible to analyze them
all in order to select the most significant one. Consequently, all the matrix-based
pattern discovery programs are intrinsically condemned to scan a subset of possi-
bilities, and return the best possible solution among this subset. The “goodness”
of a matrix is generally estimated by a score (typically the information content).
Various strategies have been developed to optimize the information content of
a matrix extracted from a sequence set. In this course, we will present two of
these strategies: a greedy algorithm developed by Hertz and Stormo (Hertz et al.
1990; Hertz and Stormo 1999; Stormo and Hartzell 1989), and a gibbs sampling
algorithm originally developed by Newald and Lawrence (Lawrence et al. 1993;
Neuwald et al. 1995; Neuwald et al. 1997).
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7.1. Consensus: a greedy approach

A greedy algorithm has been implemented by Jerry Hertz (Hertz et al. 1990;
Hertz and Stormo 1999; Stormo and Hartzell 1989) in a program namedconsen-
sus. The principle is to start the matrix with two sequences only, and to incorpo-
rate the other sequences one by one. At each step, a subset of matrices with the
highest information content are retained for the next iteration.

If the sequences have a length of, sayL = 1000 and a matrix of widthw = 10,
there areT = L − w + 1 = 991 possible sites in each sequence, and thus
T 2 = 982,081 possible matrices made of one site from the first sequence and
one site from the second sequence.

Figure 11 illustrates the result returned by the programconsensuswith up-
stream sequences of the PHO genes. The three top motifs are actually very
similar to each other, and they match the high-affinity binding site of Pho4p
(CACGTGGG). The program failed to detect medium affinity variants
(CACGTTtt). An important feature ofconsensusis that a P-value and an E-
value (expected frequency) are calculated for each matrix. The E-value is very
informative, since it corrects the P-value for multi-testing (as discussed above),
by taking into account the number of matrices analyzed. The E-value indicates
the number of false positives expected for a given P-value. For the top motif (de-
scribed under MATRIX 1 in Figure 11), the P-value is very low (4.03e-18) but
the E-value is 0.02 indicating that such a level of significance would be expected
2 times out of 100 random analyses. In this case, the E-value is still low, and the
motif can be considered as significant.

7.2. Gibbs sampling

Thegibbsprogram was initially developed to discover motifs in sets of unaligned
protein sequences (Lawrence et al. 1993; Neuwald et al. 1995; Neuwald et al.
1997). In short, thegibbs sampler is a stochastic version of the Expectation-
Maximization (EM) algorithm. To initialize the program, a PSSM is built from a
set of random sites collected from the input sequence. At this stage, the matrix
is thus not expected to contain any specific information. After this initialization,
the program iterates between asamplingstep and apredictive update. During
thesamplingstep, a score is assigned to each position of the input set. A random
position is selected at random, with probabilities proportional to the score. Dur-
ing thepredictive updatestep, the selected site is integrated in the matrix, from
which another site is removed.

Since the initial positions were chosen at random, the initial matrix is not
supposed to contain any information. During the subsequent sampling step, the
scores are thus not very informative, and the selection of the next site is mainly
random. During a certain number of iterations, the information content of the
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Fig. 11. The 3 matrices with the highest information content detected by the program consensus in
upstream sequences of the PHO genes.



The analysis of regulatory sequences 299

matrix remains thus quite low. However, if, by chance, an occurrence of the
motif is incorporated in the matrix during a sampling step, it will slightly bias the
next sampling step in favour of other occurrences of the same motif. And if, due
to this slight bias, a second occurrence is incorporated, the bias will be reinforced.
The sampler thus tends to incorporate a third, then a fourth,. . . occurrence of the
motif, and the sampler rapidly converges towards a PSSM with high information
content.

Although the original gibbs sampler (Lawrence et al. 1993; Neuwald et al.
1995; Neuwald et al. 1997) was already able to analyze DNA sequences, it
had not been optimized for this task. Given the remarkable results obtained
with this approach on proteins and DNA sequences, several other groups im-
plemented their own version of a DNA-dedicatedgibbs sampler, with various
improvements:

1. Possibility to search patterns on boths strands.

2. Possibility to search multiple motifs, with iterative masking (sites used in a
motif cannot be re-used for a subsequent motif).

3. Calculation of additional scores (information content, MAP,. . .)

4. Background models based on Markov chains of arbitrary order.

Figure 12 illustrates the result obtained with Gert Thijs’ MotifSampler (Thijs
et al. 2001) on upstream sequences of the PHO genes. For this analysis, we used
a Markov chain of order 5. Actually, this is equivalent to a calibration of ex-
pected frequencies based on hexanucleotides frequencies. Motifs were searched
on both strands, with a width of 10 bp. For each motif, the program returns the
consensus, followed by a frequency matrix (the frequency matrix is presented
vertically: rows correspond to positions, columns to residues). The top motif
(consensus ACGTGCnnmn) matches the PHO4p consensus (CACGTKkk), but
it is shifted rightwards, so that the beginning of the motif is missing. The sec-
ond motif (CsCACGTknk) has a weaker score, but it is better centred, and it
reflects the degeneracy of the right side of the Pho4p consensus (CACGTG or
CACGTK).

7.3. Strengths and weaknesses of matrix-based pattern discovery

Matrix-based pattern discovery presents the advantage of returning a probabilis-
tic description of motif degeneracy: the matrix indicates the frequency of each
residue at each position of the motif. The main difficulty is in the choice of appro-
priate parameters: most programs require for the user to specify the matrix width,
and the expected number of site occurrences. Since this information is typically
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Fig. 12. 3 top motifs discovered in upstream sequences of the PHO genes with MotifSampler. The
Markov order of order 5 was generated with all the yeast upstream sequences. The program was used
with the following options: MotifSampler –f PHO_up800.fasta –b mkv5_yeast_allup800_noorf.txt
–s 1 –n 3 –w 10 –x 1 –r 1.
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not provided, the user has to make guesses, or to try various possibilities and
select the most convincing result.

The greedy approach, implemented in the programconsensus,returns good
results (at least with microbial data sets used in our tests), but is sensitive to the
order of the sequences in the input set. If, for some reason, the first sequence does
not contain any occurrence of the motif, the program will not be able to recover
it subsequently.

One advantage of the gibbs sampler is time efficiency: large sequence sets
can be treated in a few seconds. In comparison to the EM algorithm, the gibbs
sampler shows a better ability to avoid suboptimal solutions (local optima), due
to the stochastic sampling. A drawback of this is that independent runs of the
program are expected return different motifs, even if the same input sequence
has been analyzed with the same parameters. The program can easily be stuck in
suboptimal solutions, like AT-rich motifs. The choice of a higher order Markov
model is essential to reduce this effect.

8. Concluding remarks

The aim of this chapter was to give a short introduction to the prediction of reg-
ulatory signals in non-coding sequences. This introduction is incomplete and
biased. Incomplete because a whole book would be necessary to describe the
multitude of approaches developed to detect motifs in biological sequences. Bi-
ased because I deliberately placed a stronger emphasis on string-based pattern
discovery approaches, firstly because these are conceptually simpler and sec-
ondly because, as developer of two of them, I know them better.

Since a few years, the decryption of regulatory signals has been recognized as
a major challenge to interpret genome information, and many researchers have
joined the field. Besides the methodological issues (which algorithm should be
chosen, with which parameters, etc.), the availability of an increasing number of
genomes has opened the door to a perspective which was out of reach no more
than 5 years ago: applying comparative genomics to understand the evolution
of gene regulation. This perspective is particularly exciting for higher organ-
isms, since morphological differences are probably to be found in gene regula-
tion rather than in protein structures themselves. But we are far from there: if
some pattern discovery methods return decent results with sets of co-regulated
genes from microbial organisms, the detection of signals in mammalian genomes
is still in its infancy, and the rates of false positives are currently so high that the
results are barely interpretable. There is no doubt that the future will be paved of
exciting developments and discoveries for bioinformaticians willing to face this
challenge.
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9. Practical sessions

A series of tutorials and exercises can be found at http://rsat.scmbb.ulb.ac.be/rsat/.

10. Appendices

10.1. IUPAC ambiguous nucleotide code
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1. Preamble

In this Chapter we demonstrate the ability of gene circuit method to interpret
and predict regulatory mechanisms using as an example the segment determi-
nation system in fruit fly Drosophila. We have selected this process because of
its biological importance, and also because computational investigations of gene
regulation can be done in the exceptionally accurate way in this system. We
show that this method can predict experimental results as well as solve certain
problems better than standard experimental methods. The utility of the gene cir-
cuit method was previously discussed [6]. In this review we restrict ourselves
to consideration of new results obtained since 1998 and not discussed in the last
review.

2. Introduction

In modern genetics the regulatory interactions in multicellular organisms are in-
ferred by a comparisons of mutant and wild type phenotypes. An important ex-
ample of use of this method is the deduction that virtually all of the pair-rule class
of segmentation genes in the fruit flyDrosophila melanogasterare regulated by
members of gap gene class [1,2]. This conclusion follows directly from observa-
tions of segmentation gene expression patterns at gastrulation in a variety of gap
and pair-rule mutants.

In spite of yielding considerable information the inference of regulatory inter-
actions from qualitative mutant expression data remains a highly nontrivial task
in all but the simplest cases. These are the problems of consistency, uniqueness
and completeness in interpretation of mutant expression patterns that make our
knowledge on regulatory interactions incomplete.

To solve these problems we need a method that allows us to reconstitute wild-
type gene expression patternsin silico, infer underlying regulatory interactions
from these wild type patterns, and keep track of all regulatory interactions in all
nuclei at all times.

The gene circuit method provides such an approach [3–5]. The gene circuit is
a data driven mathematical modelling method, whose main aim is to extract in-
formation about dynamical regulatory interactions between transcription factors
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from given gene expression patterns (Figure 1A). This is achieved in four steps:
(1) formulation of a mathematical modelling framework, (2) collection of gene
expression data, (3) fitting of the model to expression data to obtain regulatory
parameters, and (4) biological analysis of the resulting gene circuits.

3. The biology of segment determination

The process of segment determination occurs during the syncytial blastoderm
stage, which starts with the completion of nuclear migration to the periphery
of the embryo at early cleavage cycle 10 and ends at the end of cleavage cycle
14A [7]. At syncitial blastoderm stage cell membranes do not form and each
nucleus is surrounded by an island of cytoplasm, called an energid. During cellu-
larization which starts in mid cleavage cycle 14A cell membranes begin to invagi-
nate progressively engulfing the blastoderm nuclei. Cellularization is complete
by the end of cycle 14A [7,8].

Cells in an embryo organize themselves into appropriate structures at correct
locations by interpreting positional information encoded by chemical signals, de-
noted as morphogens (reviewed in [9]). In application to segment determination
these signals are the protein gradients formed by products of the maternal co-
ordinate genes, namely anterior gradient of proteins Bicoid (Bcd) and Hunch-
back (Hb), as well as posterior gradient of Caudal (Cad) [10–13]. The posi-
tional information provided by morphogenetic gradients is interpreted by zygotic
genes [14, 15]. A large majority of the segmentation genes encode transcription
factors that form a multilayered network of gene regulatory interactions. The seg-
mentation gene network consists of three classes of zygotic segmentation genes
distinguished by the nature of their mutant phenotypes and expression patterns.
The developmental function of gap and pair-rule genes is to establish expression
of the segment-polarity genes, especiallywinglessand engrailed, whose tran-
scripts first appear during late cycle 14A and which are thought to constitute the
final segmentation prepattern [14,15].

The Drosophila blastoderm permits exceptionally precise modelling, since
pattern formation is a consequence of regulatory interactions. In a typical de-
velopmental process, well characterized genetics alone does not provide enough
information to model and understand the system behavior. The blastoderm is a
very important exception of this rule. Segmentation gene mutations do not cause
any morphological defects before the onset of gastrulation [16, 17]. Thus, the
internal state of each blastoderm nucleus can be described by concentration lev-
els of transcription factors encoded by segmentation genes. The segmentation
genes have been cloned, and hence their level of expression can be monitored by
antibody methods. In addition, there is no tissue growth, and we do not have to
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consider intercellular signaling since nuclei are not yet surrounded by membranes
during the syncytial blastoderm stage [8]. These properties allow to understand
important aspects of developmental genetics in unprecedented detail.

4. Method description

4.1. The gene circuit modelling framework

The gene circuits modelling framework has been described in detail in [3] and [4].
In the presumptive segmented germ band, segmentation gene expression is ex-
clusively a function of A-P position to a very good level of approximation, and
therefore the model considers the one dimensional line of nuclei running later-
ally along the A-P axis. In most cases, each nucleus was explicitly represented
and numbered with an indexi from anterior to posterior. The model has three
rules governing the behavior of nuclei in timet : (1) interphase, (2) mitosis, and
(3) division. Rules 1 and 2 describe the dynamics of protein synthesis and decay
within a nucleus and protein diffusion between nuclei. Rule 3 is discrete and
describes how each nucleus is replaced by its two daughter nuclei upon division.
The schedule for these rules is based on [7] and is summarized in Figure 1B.

The internal state of nucleusi is described by concentrationsva
i of transcrip-

tion factors encoded by segmentation genes denoted by indexa. The change in
transcription factor concentration over timedva

i /dt depends on three processes
during interphase: (1) protein synthesis, (2) protein diffusion and (3) protein de-
cay, represented by the summation terms on the right hand side of the equation
below:

dva
i

dt
= Rag

(∑N
b=1 T abvb

i + mavBcd
i + ha

)
+

+Da(n)
[
(va

i−1 − va
i ) + (va

i+1 − va
i )
]− λava

i ,

(4.1)

wherea = 1, ..., N, andN is the total number of zygotic genes in the model.
In equation (4.1),T ab represents a matrix of regulatory coefficients where

each coefficientT ab characterizes the regulatory effect of the product of geneb

on the expression of genea (Figure 1D). This matrix is independent ofi reflecting
the fact that each nucleus contains a copy of the same genome.vBcd

i is the con-
centration of Bcd protein in nucleusi. Bcd is exclusively maternal and its concen-
tration is constant in time. The regulatory effect of Bcd on genea is represented
by the parameterma . Parameterha is a threshold representing regulatory contri-
butions of uniformly expressed maternal transcription factors. The relative rate
of protein synthesis is then given by the sigmoid regulation-expression function

g(ua) = 1
2

[(
ua/

√
(ua)2 + 1

)
+ 1

]
, whereua = ∑N

b=1 T abvb
i +mavBcd

i +ha is
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the total regulatory input on genea (Figure 1C). The maximum synthesis rate for
the product of genea is given byRa . The diffusion parameterDa(n) depends on
the number of nuclear divisionsn that have taken place before the current time
t . The diffusion coefficient is assumed to vary inversely with the square of the
distance between neighboring nuclei and this distance is halved upon nuclear di-
vision. λa is the decay rate of the product of genea and is related to the protein
half life τa

1/2 of the product of genea by τa
1/2 = ln 2/λa.

Fig. 1. The gene circuit method. (A) The basic principle. Regulatory interactions are
inferred from wild type expression patterns by fitting gene circuit models to quantitative
data. (B) Time schedule for gap gene circuits. The model spans the time from the onset
of cycle 13 (0.0 min) to the onset of gastrulation at the end of cycle 14A (71.1 min). The
three rules of the model (interphase, mitosis and nuclear division) are shown to the right.
There is one time class in cycle 13 (C13), and eight time classes (T1–T8) in cycle 14A.
Time points used for comparison of model output to data for time classes C13 and T1–T8
are indicated. (C) The regulation-expression functiong(u). Total regulatory inputu is
shown on the horizontal axis. Corresponding relative activation of protein synthesisg(u)

is shown on the vertical axis.g(u) rapidly approaches saturation for values ofu above 1.5,
and rapidly approaches zero for values ofu below –1.5 (dashed lines). (D) Regulatory
interactions within a gene circuit are represented by the genetic interconnection matrixT

(shown here for interactions ofhb,Kr, gt andkni). See text for details.

The only regulatory molecules considered in (4.1) are proteins synthesized
by segmentation genes. RNA is not included because there is no evidence for a
direct role of RNA in the regulation of zygotic segmentation genes.
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The equation (4.1) keeps track of individual nuclei. The nuclear structure can
be mathematically abolished by rewriting the equations for a spatial continuum,
giving the PDE form of (4.1), which is written

∂va(x, t)

∂t
= Ra(t)g(ua) − λava(x, t) + Da ∂2va(x, t)

∂x2
, a = 1, ..., N, (4.2)

wherex is the spatial coordinate varying along the A-P axis of the embryo. The
maximum synthesis rateRa(t) now depends on time to capture the effects of
mitosis. Possible specific forms of this dependence are discussed in Section 6.

The PDEs can be used in two ways. First, with PDEs it is possible to probe
the role of nuclear structure in the segment determination (see Section 6). Sec-
ond, PDEs can be solved analytically and exact solutions can be compared with
numerical results.

4.2. Quantitative expression data

Images of expression patterns of segmentation genes in fruit fly were obtained
by immunostaining whole mount embryos using either fluorescence microscope
[4] or confocal scanning microscope as described in [18]. Two datasets were
generated from these images.

The first dataset (low-resolution dataset) was generated from fluorescence
double antibody stained embryos. The expression levels in this dataset were
estimated by eye from Kodachrome slides and image registration was performed
by hand using transparencies. The data described a row of 32 nuclei running
along the lateral equator in an A-P direction, extending from the middle ofeven-
skipped(eve) stripe 1 to the interstripes betweenevestripes 5 and 6. Data were
obtained for geneseve, Krüppel (Kr), giant (gt), knirps (kni), hunchback(hb),
andbicoid (bcd) at 4 time points, corresponding to early cleavage cycles 13 and
14, middle cleavage cycle 14 and late cleavage cycle 14. Theeveexpression data
in cleavage cycle 13 and early cleavage cycle 14A [7] was spatially uniform. In
the late cleavage cycle 14A data,eveis approximately periodic, with the spatial
period of 7 nuclei mentioned above.

In the second dataset (named as high-resolution dataset) obtained with confo-
cal scanning microscope expression levels were normalized per gene to a relative
fluorescence intensity range of 0–255 based on the most intensely fluorescent
pattern on each slide with multiple embryos. This dataset was generated from
2862 images of expression patterns by applying a five step data pipeline [18–29].
The dataset contains quantitative data on expression of gap and pair-rule genes,
as well as maternal genescaudal(cad) andbcd at nuclear resolution and for a
period spanning 71 minutes of development (cleavage cycles 13 and 14). The
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temporal resolution of data at cleavage cycle 14 is about 6.5 minutes of develop-
ment.

4.3. Optimization by Parallel Lam Simulated Annealing (PLSA) and Optimal
Steepest Descent Algorithm (OSDA)

PLSA was used as described in [4] and [30]. The set of ordinary differential equa-
tions (4.1) was solved numerically using either forward Euler method, with 10–
20% residual error (in numerical experiments with the first dataset) or a Bulirsch–
Stoer adaptive step size solver scheme taken from [31]. In the second case equa-
tions were solved to a relative accuracy of 0.1%, and solutions were tested for
numerical stability. The parametersRa , T ab, ma , ha , Da andλa were adjusted
to minimize the following cost function, representing the difference between a
model solution and data:

E =
∑(

va
i (t)model− va

i (t)data
)2

. (4.3)

Summation is performed over the total number of data pointsNd , i.e., the number
of protein measurements across all genesa, nucleii and time classest .

Parameter search spaces were defined by explicit search limits forRa , Da and
λa and a collective penalty function forT ab, ma , ha as described in [4]. Pa-
rametersha for Kr, kni, gt andhb were fixed to negative values representing a
constitutive ‘off’ state of the gene. This accelerated the annealing process con-
siderably and slightly improved annealing results while not altering the overall
quality of the resulting gene circuits.

OSDA is described in [29]. This algorithm is based on a Lagrangian approach,
in which the function (4.3) is minimized subject to the constraints that (4.1)
is satisfied and that the parameters lie within their search space. Search space
constraints, initially expressed as inequalities, are transformed into additional
constraint equations. An expanded cost function (Lagrangian) is constructed by
adding each constraint equation multiplied by its Lagrange multiplier to (4.3),
and minimized by steepest descent.

4.4. Selection of gene circuits

The root mean square (rms) score

rms=
√

E

Nd

was used as a measure for the quality of a gene circuit. The rms represents the
average absolute difference between protein concentrations in model and data.
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PLSA is a stochastic optimization method yielding gap gene circuits of vary-
ing quality. Gene circuits most faithfully reproducing gap gene expression were
selected as follows: First, only circuits with an rms of less than 12.0 were consid-
ered. All gap gene circuits with an rms of more than 12.0 showed obvious pattern
defects, some of them severe such as displaced or missing expression boundaries.
Second, each of the selected circuits was carefully tested for patterning defects
by visual inspection and plotting of squared differences between model and data
for each protein and time class.

4.5. Software and bioinformatics

Simulator and optimization code were implemented in C, gene circuit analysis
and plotting tools were implemented in Perl and Java. Software and gene circuit
files are available at

http://flyex.ams.sunysb.edu/lab/gaps.html.
Data of the second dataset can be downloaded from the FlyEx database at

http://urchin.spbcas.ru/flyex, or
http://flyex.ams.sunysb.edu/flyex.

5. Analysis of regulatory mechanisms controlling segment determination

5.1. Regulatory interactions in gap gene system

Using the high-resolution dataset, we report in [33] a new features of the gap
system behavior: Spatial positions of domains of gap gene expression on the
anterior-posterior axis of the embryo (“gap domains”), which thought to be al-
most stationary during the domain formation, are in fact substantially shifting
towards anterior pole during the cleavage cycle 14A (Figure 2).

We model gene expression in the gap gene network comprising 6 zygotically
expressed genes:Kr, gt, kni, hb, cad, andtailless (tll), as (4.1) [33, 34]. Con-
centrations of proteins produced by maternally expressedhb andcad(“maternal
gradients”) are used as initial conditions at cleavage cycle 13 for related zygotic
gene products. Another maternal gradient, produced bybcd, comes into model
equations as an external input.

All parameter values are found by fitting solution of the model to the expres-
sion data at 8 consecutive time points from cycle 13 to the end of cycle 14A.
Optimal parameter values found by PLSA predict the activation of gap genes by
maternal factors and gap–gap cross-repression, which is consistent with results
of qualitative studies of mutant gene expression patterns. A solution related to
the found optimal parameter values mimic data at high accuracy and temporal
resolution, including the described shifts of gap domain boundaries.



316 M.G. Samsonova et al.

Fig. 2. Dynamical shifts in gap gene domains are reproduced by g ap gene circuits. a,b,
Drosophila melanogaster blastoderm stage embryos at late cleavage cycle 14A (time class:
T8), immunostained for a, Kr and Gt (FlyEx database embryo name: rge9), and b, Kni
and Hb (rb8). Anterior is to the left, dorsal is up. Black bars indicate the region included
in gap gene circuits. c,g, gene expression data and d,h, gap gene circuit model output
at early (c,d, T1) and late (g,h, T8) cycle 14A. Vertical axes represent relative protein
concentrations, horizontal axes represent position along the anteroposterior (A-P) embryo
axis (where 0% is the anterior pole). There are no Tll data for T1 (c). e,f, gap domain
shifts forKr, kni andgt covering the time between patterns shown in c,d and g,h. Solid
dark coloured lines indicate position of maximum concentration for each domain. Lighter
coloured areas cover regions in which protein concentration is above half maximum value.
Positional values for data were obtained using interpolation with quadratic splines.

Main results of the analysis can be formulated as the following five points:

(1) The gap gene system is reconstructedin silico, with the help of the novel
PLSA technique. The patterns in the model are of excellent agreement with
the data (Figure 2).

(2) The gradients of maternal genes alone are not sufficient for positioning of
gap gene domains and hence do not qualify as morphogens in a strict sense.
At cycle 14A the shifts of these domains and, hence, their positions are de-
termined by gap–gap cross-regulation (Figure 3).

(3) Regulatory loops of mutual repression create positive regulatory feedback
between complementary gap genes providing a straightforward mechanism
for their mutually exclusive expression patterns. This mechanism is com-
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Fig. 3. Overview of the gap gene network. Expression domains ofhb, kni, gt, Kr, andTll
are shown schematically as black boxes. Anterior is to the left. Repressive interactions
are represented by T-bar connectors. Background shading represents main maternal acti-
vating inputs by Bcd (dark) and Cad (light). The gap gene network consists of five basic
regulatory mechanisms: (1) Activation of gap genes by Bcd and/or Cad, (2) autoactiva-
tion, (3) strong repression between mutually exclusive gap genes, (4) repression between
overlapping gap genes, (5) repression by Tll.

plemented by repression among overlapping gap genes. Overlap in expres-
sion patterns of two repressors imposes a limit on the strength of repres-
sive interactions between them. Accordingly, repression between neighbor-
ing gap genes is generally weaker than between complementary ones (Fig-
ure 3). Moreover, repression among overlapping gap genes is asymmetric,
centered on theKr domain (see Figure 2). Posterior of this domain, only
posterior neighbors contribute functional repressive inputs to gap gene ex-
pression, while anterior neighbors do not. This asymmetry is responsible for
anterior shifts of posterior gap gene domains during cycle 14A [34].

(4) The diffusion of gap proteins is present in both embryo and gap gene circuits,
however it does not have a significant role in shifting gap domain boundaries.

(5) Positional information in the blastoderm embryo can no longer be seen as a
static coordinate system imposed on the embryo by maternal morphogens.
Rather, it needs to be understood as the dynamic process underlying the po-
sitioning of expression domain boundaries, which is based on both external
inputs by morphogens and tissue-internal feedback among target genes.
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5.2. Stripe forming architecture of the gap gene system

A critical step in the determination of the periodic segments in the fruit fly
Drosophilais the transformation of aperiodic positional information encoded by
gap domains and maternal gradients into the periodic pattern of pair-rule gene
expression [15]. This transformational step is modulated by pair-rule cross regu-
lation [1,35].

An important question in segment determination is the identification of those
features of pair-rule expression patterns that are controlled by the gap gene sys-
tem as opposed to those that are determined by pair-rule cross regulation.

The difficulty of this problem arises because pair-rule genes have many in-
puts. Their combined effect leads to a complex but precisely positioned set of
overlapping patterns [36]. The correct set of overlaps is absolutely required for
embryonic viability: The pair-rule genesfushi-tarazuandeveare normally ex-
pressed in separate, complementary stripes at gastrulation, but any overlap in
expression at this time results in lethality [37].

An analysis of the relative contributions of gap and pair-rule genes to the pair-
rule patterns would begin by identifying which periodic patterns can be generated
by the gap gene system alone. This question could be answered by a simple
experiment: Monitor the expression of each pair-rule gene in embryos mutant
for all of the seven other pair-rule genes. Such an experiment is probably not
feasible by genetic methods, because the animal would die as a heterozygote.

The difficulty of constructing a multiple mutant genetic stock may be circum-
vented by applying the gene circuit method. Using the low resolution dataset
in [5] Reinitz et al. approximated the stripe pattern of a variety of pair-rule genes
by the expression of a single pair-rule gene, shifted along the anteroposterior axis
by one or more nuclei to investigate whether or not the gap gene system can en-
code each of these periodic patterns. Such analysis makes it possible to study
the stripe forming capabilities of the gap gene system in the complete absence of
pair-rule cross regulation.

A set of fits performed with gap gene parameters described elsewhere [4]
demonstrated that due to the architecture of the gap domain system the gap genes
encode only one set of pair-rule stripes in the nativeeveposition.

6. Pattern formation and nuclear divisions are uncoupled in Drosophila seg-
mentation

In [38], we have used the PDE model (4.2) to study relation between nuclear
structure of the embryo and expression pattern formation by segmentation genes.
Nuclei are replaced in this model by a continuum, and we try to find out if such
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system is capable of correct pattern formation using the low-resolution dataset.
The model is formulated in the spatial domain on the A-P axis which covers a
central part of the embryo includingevestripes 2–5, and in time interval from
cleavage cycle 11 to cycle 14A.

The choice of time-dependence ofRa(t) in the equations is related to the way
that mitosis is represented in the model, which is a nontrivial theoretical issue.
Actual nuclei in the embryo divide at the end of each cleavage cycle; therefore, at
the subsequent cleavage cycle we have the doubled number of gene copies, and,
hence, we might expect the doubled potential for protein synthesis. If the nuclei
were smaller in size than any spatial scale in which gene expression changes, and
if macromolecular synthesis took place in a region of infinitesimal spatial extent,
writing (4.2) would be a straightforward exercise in taking concentrations, and
Ra(t) would double in each successive cleavage cycle. In fact, this approxima-
tion does not hold. This is both because nuclei are large compared to the scale of
spatial variation and because the actual process of protein synthesis takes place
in a volume larger than a nucleus, since RNA must be transcribed and processed
in the nucleus and transported to the cytoplasm for translation. Newly translated
protein returns to the nucleus to bind to chromatin and regulate other genes. A
central problem in modelling biological systems is the extent to which various
mechanisms must be incorporated into a model of a particular process in order
to correctly understand its behavior. Here we are concerned with the spatial part
of this coarse-graining problem, which is to ask which (if any) formulations of
Ra(t) allow the blastoderm to be well represented by PDEs.

We consider three possible formulations ofRa(t), representing different ap-
proximations of this dependence, and in order of increasing complexity they are
as follows:
(A) Ra(t) = Ra , a constant.
(B) Ra(t) = 0 during mitosis and has a positive valueRa(t) = Ra during

interphase. This approximation takes into account the specific fact that there is
no synthesis during a short time period right before a cleavage takes place.
(C) Ra = 0 during mitosis andRa(t) = 2C−14Ra during interphase, whereC

is a number of cleavage cycle andRa is the cycle 14 synthesis rate. This is the
same as B, butRa(t) �→ 2Ra(t) in each successive cleavage cycle.

The mitosis schemes A–C reflect different ways of incorporating mitosis into
the model. Their ability to reproduce expression patterns (or lack thereof) allows
us to draw conclusions about the importance of mitosis to the pattern formation
process.

Parameter values are found for all three continuum models by applying OSDA
[32, 38]. This optimization algorithm is used to minimize (in parameter space)
the functional representing the spatially continuous extension of the cost func-
tion (4.3) with the data from the low-resolution dataset.
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We obtained correct pattern dynamics from all of the models (see Figure 4), as
well as from the model with explicit nuclear structure [4]. The sets of parameter
values in models A, B, C, and in the model from [4] are quantitatively different
from each other, but are qualitatively equivalent. Therefore, they represent the
same genetic regulatory system (or the same gene network topology) which is
independent of the representation of subcellular structure and the implementation
of mitosis in the model. This leads us to conclude thatnuclear divisionsarenot
coupled to pattern formationand serve only to populate the blastoderm with
nuclei.

Fig. 4. Segmentation gene expression patterns: comparison between data and continuum
models A–C. Protein concentration profiles are shown at early (a–d) and late (e–h) cleav-
age cycle 14A: (a ande) Data from the low-resolution dataset, (b andf) model A, (cand
g) model B, (d andh) model C. The horizontal axis represents the rescaled spatial domain
(covering the middle 32% of the A-P axis of the embryo), the vertical axis represents
protein concentrations in conventional units.

7. Conclusions

In conclusion we summarize the ways in which gene circuits can be used to solve
a number of problems about the mechanisms of gene regulation.
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Being in silico method gene circuits enable us to predict the results of exper-
iments that have not been done, or which are quite difficult to carry out, as well
as to prove the sufficiency of the inferred mechanisms without reconstructing the
systemab initio. Simulations probing the stripe forming architecture of the gap
gene system, as well as the necessity of nuclear divisions for pattern formation
would be examples of the former, while the analysis of regulatory interactions in
the gap gene system would be an example of the latter.

Another important property of the gene circuits is their ability to keep track of
all regulatory inputs to a specific gene in the intact and complete developmental
system. This cannot be done in genetics, where functional information comes
from removing genes one at a time from a complete system via mutation, and the
regulatory structure of the wild type network must be assembled on the basis of
evidence from different experiments.

Additional power of gene circuits resides in its support of the quantitative
reasoning about the dynamics of living systems. As applied to theDrosophila
segmentation system this property allows to reveal the role of autoactivation in
sharpening the gap domain boundaries, as well as to explain the mechanism gov-
erning the posterior domain shifts during cycle 14A.

Acknowledgments

We would like to thank our colleagues who participate in the work described
in this overview: M. Blagov, J. Jaeger, H. Janssens, D. Kosman, K. N. Kozlov,
Manu, E. M. Myasnikova, A. Pisarev, E. Pustel’nikova, J. Reinitz, D. Sharp, S.
Surkova.

References

[1] S.B. Carroll and M.P. Scott, Cell45 (1986) 113.

[2] D. Tautz, Nature332(1988) 281.

[3] E. Mjolsness, D.H. Sharp and J. Reinitz, J. Theor. Biol.152(1991) 429.

[4] J. Reinitz and D.H. Sharp, Mech. Dev.49 (1995) 133.

[5] J. Reinitz, D. Kosman, C.E. Vanario-Alonso and D.H. Sharp, Dev. Gen.23 (1998) 11.

[6] J. Reinitz and D.H. Sharp, in:Integrative Approaches to Molecular Biology, editors: J. Collado,
B. Magasanik, and T. Smith, Ch. 13 (MIT Press, Cambridge, Massachusetts, USA, 1996), p.
253.

[7] V.E. Foe and B.M. Alberts, J. Cell Sci.61 (1983) 31.

[8] J.A. Campos-Ortega and V. Hartenstein,The Embryonic Development of Drosophila
melanogaster(Springer, Germany, 1985).

[9] D. St Johnston and C. Nüsslein-Volhard, Cell68 (1992) 201.



322 M.G. Samsonova et al.

[10] T. Berleth, M. Burri, G. Thoma, D. Bopp, S. Richstein, G. Frigerio, M. Noll and C. Nüsslein-
Volhard, The EMBO J.7 (1988) 1749.

[11] S.K. Chan and G. Struhl, Nature388(1997) 634.

[12] R. Lehmann and C. Nüsslein-Volhard, Dev.112(1991) 679.

[13] R. Rivera-Pomar, D. Niessing, U. Schmidt-Ott, W.J. Gehring and H. Jackle, Nature379(1996)
746.

[14] M. Akam, Dev.101(1987) 1.

[15] P.W. Ingham, Nature335(1988) 25.

[16] P.T. Merrill, D. Sweeton and E. Wieschaus, Dev.104(1988) 495.

[17] E. Wieschaus and D. Sweeton, Dev.104(1988) 483.

[18] D. Kosman, J. Reinitz, and D. H. Sharp, in:Proceedings of the 1998 Pacific Symposium
on Biocomputing, editors: R. Altman, K. Dunker, L. Hunter, and T. Klein (World Scientific
Press, Singapore, 1997), p. 6, also available in: http://www.smi.stanford.edu/projects/helix/
psb98/kosman.pdf.

[19] H. Janssens, D. Kosman, C.E. Vanario-Alonso, J. Jaeger, K.N. Kozlov, M.G. Samsonova and J.
Reinitz, Dev. Gen. Evol. (2005), in press.

[20] D. Kosman, S. Small and J. Reinitz, Dev. Gen. Evol.208(1998) 290.

[21] E.M. Myasnikova, M.G. Samsonova and J. Reinitz, Dev. Gen. Evol. (2005), in press, DOI:
10.1007/s00427-005-0472-2.

[22] I. Aizenberg, C. Butakoff, E.M. Myasnikova, M.G. Samsonova, and J. Reinitz, in:SPIE Pro-
ceedings,4668, editors: N.M. Nasrabadi and A.K. Katsaggelos (SPIE, San Jose, CA, USA,
2002), p. 10.

[23] I. Aizenberg, E.M. Myasnikova, M.G. Samsonova and J. Reinitz, Math. Biosci.159(2002) 145.

[24] E.M. Myasnikova, A.A. Samsonova, M.G. Samsonova and J. Reinitz, Bioinformatics (Suppl.)
18 (2002) S87.

[25] E.M. Myasnikova, A.A. Samsonova, K.N. Kozlov, M.G. Samsonova and J. Reinitz, Bioinfor-
matics17 (2001) 3.

[26] E.M. Myasnikova, A.A. Samsonova, M.G. Samsonova and J. Reinitz, Molekulyarnaya Bi-
ologiya35 (2001) 1110, in Russian.

[27] K.N. Kozlov, E.M. Myasnikova, A.S. Pisarev, M.G. Samsonova and J. Reinitz, In Silico Biol-
ogy 2 (2002) 125.

[28] E.M. Myasnikova, D. Kosman, J. Reinitz, and M.G. Samsonova, in:Proceedings of the Seventh
International Conference on Intelligent Systems for Molecular Biology, editors: T. Lengauer, R.
Schneider, P. Bork, D. Brutlag, J. Glasgow, H.W. Mewes, and R. Zimmer (AAAI Press, Menlo
Park, California, 1999), p. 195.

[29] K.N. Kozlov, E.M. Myasnikova, M.G. Samsonova, J. Reinitz and D. Kosman, Comp. Technol.
5 (2000) 112.

[30] K.W. Chu, Y. Deng and J. Reinitz, J. Comput. Phys.148(1999) 646.

[31] W.H. Press, S.A. Teukolsky, W.T. Vetterling and B.P. Flannery,Numerical Recipes in C(Cam-
bridge University Press, UK, 1992).

[32] K.N. Kozlov and A.M. Samsonov, Tech. Phys.48 (2003) 6.

[33] J. Jaeger, S. Surkova, M. Blagov, H. Janssens, D. Kosman, K.N. Kozlov, Manu, E.M. Myas-
nikova, C.E. Vanario-Alonso, M.G. Samsonova, D.H. Sharp and J. Reinitz, Nature430 (2004)
368.

[34] J. Jaeger, M. Blagov, D. Kosman, K.N. Kozlov, Manu, E.M. Myasnikova, S. Surkova, C.E.
Vanario-Alonso, M.G. Samsonova, D.H. Sharp and J. Reinitz, Genetics167(2004) 1721.



A survey of gene circuit approach 323

[35] S. Baumgartner and M. Noll, Mech. Dev.33 (1990) 1.

[36] S.B. Carroll, A. Laughon and B.S. Thalley, Gen. Dev.2 (1988) 883.

[37] M. Frasch, R. Warrior, J. Tugwood and M. Levine, Gen. Dev.2 (1988) 1824.

[38] V.V. Gursky, J. Jaeger, K.N. Kozlov, J. Reinitz and A.M. Samsonov, Physica D197(2004) 286.



This page intentionally left blank



Course 10

MODELING, ANALYSIS, AND SIMULATION OF
GENETIC REGULATORY NETWORKS: FROM

DIFFERENTIAL EQUATIONS TO LOGICAL MODELS

Hidde de Jong and Denis Thieffry

Institut National de Recherche en Informatique et en Automatique (INRIA)
Unité de recherche Rhône-Alpes

655 avenue de l’Europe, Montbonnot, 38334 Saint Ismier Cedex, France
Email: Hidde.de-Jong@inrialpes.fr

Institut de Biologie de Développement de Marseille (IBDM)
Laboratoire de Génétique et Physiologie du Développement (LGPD), CNRS UMR 6545

Luminy Campus, CNRS Case 907, 13288 Marseille Cedex 9, France
Email: thieffry@ibdm.univ-mrs.fr

D. Chatenay, S. Cocco, R. Monasson, D. Thieffry and J. Dalibard, eds.
Les Houches, Session LXXXII, 2004
Multiple aspects of DNA and RNA: from Biophysics to Bioinformatics
c© 2005 Elsevier B.V. All rights reserved

325





Contents

1. Introduction 329
2. Ordinary differential equations 331

2.1. Models and analysis 331
2.2. Analysis of regulatory networks involved in cell-cycle control, circadian rhythms, and

development 334
3. Piecewise-linear differential equations 335

3.1. Models and analysis 335
3.2. Simulation of the initiation of sporulation inBacillus subtilis 339

4. Logical models 343
4.1. Models and analysis 343
4.2. Modeling of the lysis-lysogeny decision during the infection ofEscherichia coliby

bacteriophage lambda 345
4.3. Extensions of logical modeling 349

5. Conclusions 350
References 351

327



This page intentionally left blank



Abstract

Genetic regulatory networks, consisting of genes, proteins, small molecules, and
their mutual interactions, control the functioning and differentiation of cells. Given
the large number of components of most networks of biological interest, connected
by positive and negative feedback loops, an intuitive comprehension of the dynam-
ics of the system is often difficult, if not impossible to obtain. As a consequence,
mathematical and computational approaches are indispensable for gaining a com-
prehension of the functioning of complex networks. In this chapter, we review
three approaches towards the modeling, analysis, and simulation of genetic regu-
latory networks, based on ordinary differential equations, piecewise-linear differ-
ential equations, and logical models, respectively. We discuss the strengths and
weaknesses of these formalisms, and illustrate their application to the study of a
variety of prokaryotic and eukaryotic model systems.

1. Introduction

A remarkable development in molecular biology today is the upscaling to the
genomic level of its experimental methods. Hardly imaginable only 20 years
ago, the sequencing of complete genomes has become a routine job, highly auto-
mated and executed in a quasi-industrial environment. The miniaturization of
techniques for the hybridization of labeled nucleic acids in solution to DNA
molecules attached to a surface has given rise to DNA microarrays, tools for
measuring the level of gene expression in a massively parallel way [39]. The
development of proteomic methods based on two-dimensional gel electrophore-
sis, mass spectrometry, and the double-hybrid system allows the identification of
proteins and their interactions at a genomic scale [46].

These novel methods in genomics produce enormous amounts of data about
different aspects of the cell. On one hand, they allow the identification of in-
teractions between the genes of an organism, its proteins, metabolites, and other
small molecules, thus mapping the structure of its interaction networks. On the
other hand, they enable biologists to measure the evolution of the state of the
cell, that is, the temporal variation of the concentration and the localization of
the different molecular components, in response to changes in the environment.
The challenge ofsystems biologyconsists in relating these structural and func-
tional data, in order to arrive at an integrated representation of the functioning

329
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of the organism [28, 34]. This amounts to predicting and understanding how the
observed behavior of the organism – the adaptation to its environment, the differ-
entiation of its cells during development, even its evolution on a longer time-scale
– emerges from the networks of molecular interactions.

The molecular interactions in the cell are quite heterogeneous in nature. They
concern the transcription and translation of a gene, the enzymatic conversion of
a metabolite, the phosphorylation of a regulatory protein,etc. While studying a
cellular process, it is often sufficient, at least to a first approximation, to focus on
a part of the interaction network, dominated by a particular type of interaction.
In this chapter, we focus ongenetic regulatory networks, which mainly concern
interactions between proteins and nucleic acids, controlling the transcription and
translation of genes. Genetic regulatory networks play an important role in the
functioning and differentiation of cells. Moreover, a large part of the experimen-
tal data available today, notably transcriptome data, concern these networks. Not
withstanding their importance, one should bear in mind that genetic regulatory
networks are integrated in the cell with other types of networks, sometimes to the
point that they become difficult to separate.

In addition to high-throughput experimental methods, mathematical and com-
putational approaches are indispensable for the analysis of genetic regulatory
networks. Given the large number of components of most networks of biological
interest, often connected by positive and negative feedback loops, an intuitive
comprehension of the dynamics of the system is difficult, if not impossible to ob-
tain. Mathematical modelingsupported bycomputer toolscan contribute to the
analysis of a regulatory network by allowing the biologist to focus on a restricted
number of plausible hypotheses. The formulation of a mathematical model re-
quires an explicit and non-ambiguous description of the hypotheses being made
on the regulatory mechanisms under study. Furthermore, its simulation by means
of the model yields predictions on the behavior of the cell that can be verified
experimentally.

Fig. 1. Example of a simple genetic regulatory network, composed of two genesa andb, the proteins
A and B, and their regulatory interactions.

In the last forty years, a large number of approaches for the dynamic modeling
genetic regulatory networks have been proposed in the literature [4,10,19,26,53,
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61]. The aim of this chapter is to review three modeling formalisms in some de-
tail: ordinary differential equations, piecewise-linear differential equations, and
logical models. The three formalisms will be introduced and compared by means
of a simple network of two genes (Figure 1). Each of the genes encodes a reg-
ulatory protein that inhibits the expression of the other gene, by binding to a
site overlapping the promoter of the gene. Simple as it is, thiscross-inhibition
network is a basic component of more complex, real networks and allows the
analysis of some characteristic aspects of cellular differentiation [44, 59]. The
application of the three formalisms to actual genetic regulatory networks will be
illustrated by means of examples taken from a variety of prokaryotic and eukary-
otic systems.

2. Ordinary differential equations

2.1. Models and analysis

Ordinary differential equations (ODEs)are probably the most-widespread for-
malism for modeling genetic regulatory networks. They represent the concen-
tration of gene products – mRNAs or proteins – by continuous, time-dependent
variables. The variables take their values from the set of non-negative real num-
bersR≥0, reflecting the constraint that a concentration cannot be negative. In
order to model the regulatory interactions between genes, functional and differ-
ential relations are used.

More precisely, gene regulation is modeled by a system of ordinary differen-
tial equations having the following form:

dxi

dt
= fi(x), i ∈ [1, . . . , n], (2.1)

wherex = (x1, . . . , xn)
′ ∈ � is a vector of cellular concentration variables,

� ⊂ (R)n≥0 is a boundedn-dimensional phase space box, and the function
fi : R

n
≥0 → R, usually highly nonlinear, represents the regulatory interac-

tions. The system of equations (2.1) describes how the temporal derivative of
the concentration variables depends on the values of the concentration variables
themselves. In order to simplify the notation, we can write (2.1) as the vector
equation

dx

dt
= f (x), (2.2)

with f = (f1, . . . , fn)
′.
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An ordinary differential equation model of the cross-inhibition network in Fig-
ure 1 is shown in Figure 2(a). The variablesxa andxb represent the concentration
of the proteins A and B, encoded by the genesa andb, respectively. The tempo-
ral derivative ofxa is the difference between thesynthesis termκa h−(xb, θb,mb)

and thedegradation termγa xa . The first term expresses that the rate of synthe-
sis of protein A depends on the concentration of protein B and is described by
the functionh− : R≥0 × R

2
>0 → R≥0. This so-calledHill function takes the

value 1 forxb = 0, and monotonically decreases towards 0 forxb → ∞. It
is characterized by a threshold parameterθb and a cooperativity parametermb

(Figure 2(b)). Formb > 1, the Hill function has a sigmoidal form that is of-
ten observed experimentally [47,65]. The synthesis termκa h−(xb, θb,mb) thus
means that, for low concentrations of the protein B, genea is expressed at a rate
close to its maximum rateκa (κa > 0), whereas for high concentrations of B, the
expression of the gene is almost completely repressed. The second term of the
differential equation, the degradation term, expresses that protein A disappears at
a rate proportional to its own concentrationxa , whereγa > 0. This may be due to
degradation of the proteins or a consequence of growth dilution. The differential
equation forxb has an analogous interpretation.

dxa

dt
= κa h−(xb, θb,mb) − γa xa

dxb

dt
= κb h−(xa, θa,ma) − γb xb

h−(x, θ,m) = θm

xm + θm

(a) (b)

Fig. 2. (a) Nonlinear ordinary differential equation model of the mutual-inhibition network (figure 1).
The variablesxa and xb correspond to the concentrations of proteins A and B, respectively, the
parametersκa andκb to the synthesis rates of the proteins, the parametersγa andγb to the degradation
rates, the parametersθa andθb to the threshold concentrations, and the parametersma andmb to the
degree of cooperativity of the interactions. All parameters are positive. (b) Graphical representation
of the characteristic sigmoidal form, form > 1, of the Hill functionh−(x, θ,m).

Because of the nonlinearity of the functionsf , the solutions of the system of
ordinary differential equations (2.2) cannot generally be determined by analytical
means. However, because the model of the two-gene network (Figure 2) has only
two variables, we can obtain a qualitative understanding of the dynamics of the
network, by applying phase-plane analysis tools [31,55].

The phase portrait in Figure 3(a) shows that the system isbistable, in the
sense that it possesses two asymptotically stable equilibrium points, at which
either protein A or protein B is present at a high concentration. The third equi-
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librium point, characterized by intermediate concentrations for proteins A and
B, is unstable and has no biological significance. The phase-plane analysis also
reveals that the system exhibitshysteresis. If one strongly perturbs the system
from one of its stable equilibria – for instance, by provoking the degradation of
the protein present at a high concentration – the other equilibrium can be reached
(Figure 3(b)). From then onwards, even if the source of strong degradation has
disappeared, the system will remain at the new equilibrium. In other words, the
analysis suggests that a simple molecular mechanism may allow the system to
switch from one functional state to another.

(a) (b)

Fig. 3. (a) Phase portrait of the differential equation model of the cross-inhibition network (Figure 2).
The system has two asymptotically stable equilibrium points (se) and one unstable equilibrium point
(ue). The equilibria lie at the intersection of the nullclines ofxa andxb (drawn curves annotated by
dxa/dt = 0 and dxb/dt = 0). (b) Hysteresis effect, resulting from a transient perturbation of the
system (dashed line with arrow).

It is important to remark that the above analysis is not just a theoretical ex-
ercise. In fact, the properties of the mutual inhibition network revealed by the
analysis – bistability and hysteresis – have been experimentally investigated. The
novelty of the study by Gardneret al.[18] is that the network of Figure 1 has been
reconstructed inEscherichia colicells by cloning the genes on a plasmid. The
genes have been chosen such that the activity of the corresponding proteins can
be regulated by external signals. In addition, a reporter gene has been added to
allow the state of the system to be measured. The resulting mutual-inhibition
network functions independently from the rest of the cell, like a ‘genetic applet’,
in the words of the authors. Carefully-chosen experiments have shown that the
system is bistable and can switch from one equilibrium to the other following
chemical or heat induction.

Generally, for networks having more than two genes, an analysis in the phase
plane is no longer possible. In certain cases, one can reduce the dimension of
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the system by simplifying the model, but most of the time, numerical techniques
become necessary.Numerical simulationapproximates the exact solution of the
system of equations, by computing approximate valuesx0, . . . , xm for x at con-
secutive time-pointst0, . . . , tm (see [36] for an introduction). Many computer
tools for numerical simulation have been developed, some specifically adapted
to networks of molecular interactions. Well-known examples of the latter are
GEPASI [41], DBsolve [24], XPPAUT [15], and Ingeneue [40]. Recently, for-
mats for the exchange of models between different simulation tools have ap-
peared [27].

2.2. Analysis of regulatory networks involved in cell-cycle control, circadian
rhythms, and development

The use of ordinary differential equations is particularly well-illustrated by mod-
eling studies of the regulatory network controlling thecell cyclein eukaryotes.
On the basis of an extensive analysis of published data, the groups of Novak and
Tyson have built several ODE models covering the different interactions and fac-
tors controlling the activity of thecyclin-dependent kinases (CDKs), which are
found at the core of the cell-cycle regulatory networks in all eukaryotes [62]. The
analysis and the simulations of the network by means of these models, compris-
ing up to several dozens of equations, have led to testable prediction about the
cell phenotype in the wild type as well as in many mutants for several organ-
isms, including yeast and mammals [7, 45]. One of these predictions has been
experimentally corroborated, whereas others appear to be in contradiction with
available data, pointing toward the necessity to take into account new elements
or interactions in the model [9].

Most ODE simulation and analysis techniques require precise numerical val-
ues for kinetic parameters and molecular concentrations, but unfortunately this
information is rarely available. As an alternative, one could decide to explore
the parameter space and check the behavior of the system. Although computa-
tionally intensive and hardly scalable, such an approach has been successfully
applied to the modeling of a cross-regulatory module involved in the develop-
ment of the fruit flyDrosophila melanogaster[64] (see also [40]). The module
consists of the main segment-polarity genes responsible for the segmentation of
the fly embryo. From their simulation study, von Dassowet al. concluded that
this regulatory module is robust and can produce roughly correct gene expres-
sion patterns for substantial ranges of values for most parameters. The module
is also robust with respect to the initial conditions, notably the gene expression
pre-pattern.

Working on the same biological system, but concentrating on events occur-
ring at an earlier developmental stage, the group of Reinitz has developed a
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reverse-engineering method for deriving the values of little-known kinetic para-
meters [48]. Starting with a differential equation model with unspecified parame-
ter values, a simulated annealing and a gradient descent method have been used to
fit the spatial-temporal behavior of the model with temporal series of digitalised
embryo images. On the basis of this approach, Reinitzet al. have identified the
mechanisms constraining the expression of the four gap genes across the trunk of
the embryo, as well as emphasized specific dynamical properties of these expres-
sion patterns, notably spatial shifts, that had previously gone unnoticed [29,30].

A final example of the application of ODE models concerns the analysis of the
mammalian circadian clock by Leloup and Goldbeter [37] (see [23] for a review).
The model is based on intertwined positive and negative feedback loops involv-
ing a number of genes identified in molecular studies of circadian rhythms. The
model consists of some twenty equations with parameter values chosen semiarbi-
trarily in their physiological range, so as to satisfy constraints set by experimental
observations (e.g., a period of oscillations in continuous darkness close to 24 h).
Analysis of the models uncovers the possible existence of multiple sources of
oscillatory behavior. That is, in conditions where one negative feedback loop is
inactive, a second negative feedback loop could take over. Another interesting
suggestion is to use the model to explore syndromes or pathological conditions
resulting from disorders of circadian rhythms. In fact, the model shows how
changes in the value of certain control parameters can be related to perturbations
of the human circadian clock.

3. Piecewise-linear differential equations

3.1. Models and analysis

Consider again the ordinary differential equation model of the cross-inhibition
network in Figure 2. The model can be simplified by replacing the sigmoid Hill
functionh− by astep functions− : S × R>0 → R≥0, S ⊂ R≥0, as shown in
Figure 4. For concentrationsx below the thresholdθ , s−(x, θ) equals 1, whereas
for concentrationsx aboveθ , the function evaluates to 0. The intuitive justifica-
tion of this approximation is that as the sigmoid function becomes increasingly
steep, it approaches the step function. The step-function approximation results in
so-called piecewise-linear differential equation models which facilitate the qual-
itative analysis of the dynamics of large networks. This has obvious advantages
at a time when reliable measurements of the kinetic constants are not available
for most systems of biological interest (Section 2.2).

More precisely, the dynamics of genetic regulatory networks can be modeled
by a class ofpiecewise-linear (PL) differential equations, originally proposed by
Glass and Kauffman [21] (see also [43,59]):
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dxa

dt
= κa s−(xb, θb) − γa xa

dxb

dt
= κb s−(xa, θa) − γb xb

s−(x, θ) =
{

1 , x < θ,

0 , x > θ.

(a) (b)

Fig. 4. (a) Piecewise-linear differential equation model of the mutual-inhibition network (Figure 1).
The variables and the parameters have the same interpretation as in Figure 2. (b) Graphical represen-
tation of the step functions−(x, θ).

dx

dt
= h(x) = f (x) − g(x) x, (3.1)

wherex = (x1, . . . , xn)
′ ∈ � is a vector of cellular protein concentrations and

f = (f1, . . . , fn)
′, g = diag(g1, . . . , gn). The rate of change of each protein

concentrationxi , i ∈ [1, . . . , n], is thus defined as the difference of the rate of
synthesisfi(x) and the rate of degradationgi(x) xi of the protein. The function
fi : � → R≥0 consists of a sum of step function expressions, each weighted
by a rate parameter, which expresses the logic of gene regulation [43, 59]. The
functiongi : � → R>0 is defined analogously. In our example, these functions
have a simple form, for instancefa(xb, xb) = κa s−(xb, θ

1
b ) s−(xa, θ

2
a ) andga =

γa in the case of genea (Figure 4). More complex expressions can represent the
combined effects of several regulatory proteins.

The dynamical properties of the piecewise-linear models can be analyzed in
�. Given that the protein encoded by genei haspi threshold concentrations, the
n − 1-dimensional threshold hyperplanesxi = θ

ki

i , ki ∈ [1, . . . , pi], parti-
tion � into (hyper)rectangular regions that are calleddomains[13]. Figure 5(a)
shows the subdivision into domains of the two-dimensional phase space box of
the cross-inhibition network. We distinguish between domains likeD4 andD7,
which are located on (intersections of) threshold planes, and domains likeD1,
which are not. The former domains are calledswitchingdomains, whereas the
latter are calledregulatorydomains. The phase space box in Figure 5(b) is parti-
tioned into 4 regulatory and 9 switching domains.

When evaluating the step-function expressions of (3.1) in a regulatory domain
D, we obtain a system of differential equations of a particularly simple form: the
equations are linear and uncoupled. For such a system it is easy to show that
all solution trajectories monotonically converge towards a so-calledfocal point
φ(D) [21]. If φ(D) ∈ D, thenφ(D) is a stable equilibrium point of the system.
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(a) (b)

(c) (d)

Fig. 5. (a) Partition of the phase space into regulatory and switching domains. (b) Analysis of
the behavior of the system in regulatory domainD1, under the assumption thatθa < κa/γa <

maxa andθb < κb/γb < maxb. (c) Transition graph consisting of domains and transitions between
domains. The domains containing equilibrium points have been circled. (d) Detailed description of
the sequence of domains(D1, D4, D7).

If not, then the solution trajectories will leaveD at some point and enter another
domain. For instance, in domainD1 the piecewise-linear model of the mutual-
inhibition network reduces to the equationsẋa = κa −γa xa andẋb = κb −γb xb,
while the focal point isφ(D1) = (κa/γa, κb/γb)

′ andφ(D1) 	∈ D1 (Figure 5(b)).
In the case of switching domains, where discontinuities can occur, the situation
is more complicated. Gouzé and Sari [25] have shown that by extending the
differential equations to differential inclusions, following an approach originally
proposed by Filippov [17], the dynamics of the system in switching domains can
be described in an analogous manner to the dynamics in regulatory domains.

The local analyses of the dynamics of the system in the different regions of
the phase space can be combined into a global analysis, as illustrated in Fig-
ure 6(a). The predictions of the piecewise-linear model are qualitatively equiv-
alent to those obtained by the nonlinear model (Section 2.1). The network has
three equilibrium points, two of which are stable and one unstable. Part (b) of the
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figure shows that a transient perturbation may cause the system to switch from
one stable equilibrium to the other. In summary, the example shows that, while
facilitating the mathematical analysis, the piecewise-linear models allow us to
preserve essential properties of the mutual-inhibition network. There are good
reasons to believe that this is also true for other, more complex networks, but this
has not been formally proven yet.

(a) (b)

Fig. 6. (a) Phase portrait of the piecewise-linear model of the mutual-inhibition network (Figure 4).
The system has two stable equilibrium points (se) and one unstable equilibrium point (ue). (b) Hys-
teresis phenomenon, following a transient perturbation of the system (broken line with arrow).

The analyse of the piecewise-linear model of the cross-inhibition network sug-
gests a discrete, more compact representation of the dynamics of the system [13].
In fact, in every domain of the phase space the system behaves in a qualitatively
homogeneous way. For instance, in domainD1 all solution trajectories converge
towardsφ(D1) = (κa/γa, κb/γb)

′ and the monotonicity of the solutions implies
that the concentrations ofxa andxb increase. This allows the definition of a
discrete or qualitative abstraction of the system [1, 35], resulting in atransition
graphconsisting of domains and transitions between domains. Two contiguous
domains are connected by a transition, if there exists a solution starting in the
first domain that reaches the second domain, without passing through a third do-
main. This is the case for the solutions inD1 which, while converging towards
φ(D1), reachD5, D6 or D9. The transition graph obtained for the model of the
cross-inhibition network is shown in Figure 5(c).

The discrete representation of the dynamics of the continuous system facil-
itates the analysis of its dynamics. For instance, the transition graph provides
information on the reachability of an equilibrium point from a given initial do-
main. If the equilibrium point is reachable, there must exist a path in the graph
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going from the initial domain to the domain containing the equilibrium point. We
have shown that the transition graph is invariant for certain inequality constraints
on the parameters, which can be inferred from the experimental literature. In
fact, it is not difficult to verify that for all parameter valuesθa < κa/γa < maxa
andθb < κb/γb < maxb, the transition graph in Figure 5(c) is obtained. That is,
the properties of the graph represent qualitative properties of the dynamics of the
system.

The transition graph can be computed by means of simple symbolic rules
from the piecewise-linear model completed by inequality constraints. The algo-
rithms have been implemented in the computer toolGenetic Network Analyzer
(GNA) [12, 22], which allows the computation of all domains reachable from a
given set of initial domains (qualitative simulation). In order to enable the analy-
sis of large transition graphs in an efficient and reliable manner, the qualitative
simulator has been connected to model-checking tools for the automatic verifica-
tion of dynamic properties expressed in temporal logic [3,8]. GNA has been used
to study various prokaryotic networks [11,50,63]. In the next section, we present
the results of the qualitative simulation of the network controlling the initiation
of sporulation inBacillus subtilis.

3.2. Simulation of the initiation of sporulation in Bacillus subtilis

Under conditions of nutrient deprivation, the Gram positive soil bacteriumBacil-
lus subtiliscan abandon vegetative growth and form a dormant, environmentally-
resistant spore instead [5]. During vegetative growth, the cell divides symmet-
rically and generates two identical cells. During sporulation, on the other hand,
cell division is asymmetric and results in two different cell types: the smaller
cell (the forespore) develops into the spore, whereas the larger cell (the mother
cell) helps to deposit a resistant coat around the spore and then disintegrates (Fig-
ure 7).

The decision to abandon vegetative growth and initiate sporulation involves a
radical change in the gene expression program of the cell. This switch is con-
trolled by a complex genetic regulatory network integrating various environmen-
tal, cell-cycle, and metabolic signals. Due to the ease of genetic manipulation
of B. subtilis, it has been possible to identify and characterize a large number of
the genes, proteins, and interactions making up this network. Currently, more
than 125 genes are known to be involved [16]. A graphical representation of the
regulatory network controlling the initiation of sporulation is shown in Figure 8,
displaying key genes and their promoters, proteins encoded by the genes, and the
regulatory action of the proteins.

The network is centered around aphosphorelay, which integrates a variety of
environmental, cell-cycle, and metabolic signals. Under conditions appropriate
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Fig. 7. Life cycle of B. subtilis: decision between vegetative growth and sporulation (adapted
from [38]).

for sporulation, the phosphorelay transfers a phosphate to the Spo0A regulator, a
process modulated by kinases and phosphatases. The phosphorelay has been sim-
plified here by ignoring intermediate steps in the transfer of phosphate to Spo0A.
However, this simplification does not affect the essential function of the phos-
phorelay: modulating the phosphate flux as a function of the competing action of
kinases and phosphatases (here KinA and Spo0E). Under conditions conducive to
sporulation, such as nutrient deprivation or high population density, the concen-
tration of phosphorylated Spo0A (Spo0A∼P) may reach a threshold value above
which it activates various genes that commit the bacterium to sporulation. The
choice between vegetative growth and sporulation in response to adverse envi-
ronmental conditions is the outcome of competing positive and negative feedback
loops, controlling the accumulation of Spo0A∼P.

Not withstanding the enormous amount of work devoted to the elucidation of
the network of interactions underlying the sporulation process, very little quanti-
tative data on kinetic parameters and molecular concentrations are available. de
Jong and colleagues have therefore used the qualitative simulation method intro-
duced in Section 3.1 to analyze the network [11]. The objective of the study was
to reproduce the observed qualitative behavior of wild-type and mutant bacteria
from a model integrating data available in the literature. To this end, the graphical
representation of the network has been translated into a piecewise-linear model
supplemented by inequality constraints on the parameters. The resulting model
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Fig. 8. Key genes, proteins, and regulatory interactions making up the network involved in the ini-
tiation of sporulation inB. subtilis. In order to improve the legibility of the figure, the control of
transcription by the sigma factorsσA andσH has been represented implicitly, by annotating the
promoter with the corresponding sigma factor (figure reproduced from [11]).

consists of nine state variables and two input variables. The 48 parameters are
constrained by 70 parameter inequalities, the choice of which is largely deter-
mined by biological data.

The tool GNA [12] has been used to simulate the response of a wild-type
B. subtiliscell to nutrient depletion and high population density. Starting from
initial conditions representing vegetative growth, the system is perturbed by a
sporulation signal that causes KinA to autophosphorylate. Simulation of the net-
work takes less than a few seconds to complete on a PC (500 MHz, 128 MB
of RAM), and gives rise to a transition graph of 465 domains. Many of these
domains are traversed instantaneously by the system and, since their biological
relevance is limited, can be eliminated from the transition graph. This leads to a
reduced transition graph with 82 domains.

The transition graph faithfully represents two possible responses to nutrient
depletion that are observed forB. subtilis: either the bacterium continues veg-
etative growth or it enters sporulation. Sequences of domains typical for these
two developmental modes are shown in Figure 9. The initiation of sporulation
is determined by positive feedback loops acting through Spo0A and KinA, and a



342 H. de Jong and D. Thieffry

(a)

(b)

Fig. 9. (a) Temporal evolution of selected protein concentrations in a typical qualitative behavior
corresponding to thespo+ phenotype. (b) Idem, but for a typical qualitative behavior corresponding
to thespo− phenotype (figure adapted from [11]).

negative feedback loop involving Spo0E. If the rate of accumulation of the kinase
KinA outpaces the rate of accumulation of the phosphatase Spo0E, we observe
transient expression ofsigF, i.e. a spo+ phenotype (Figure 9(a)). The genesigF
is a sigma factor essential for the development of the forespore [54]. If the kinet-
ics of these processes are inversed,sigF is never activated and we observe aspo−
phenotype (Figure 9(b)). Deletion or overexpression of genes in the network
of Figure 8 may disable a feedback loop, leading to specific changes in the ob-
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served sporulation phenotype. The results of the simulation of a dozen examples
of sporulation mutants are discussed in [11].

4. Logical models

4.1. Models and analysis

Starting in the early 1970s, several authors have proposed to simplify the de-
scription of regulatory networks even further through the use of Boolean alge-
bra [32,33,57,58]. In this context, a regulatory product is considered aspresent
(absent) when its concentration or activity exceeds (remains below) a certain
threshold level. Interactions between genes can then be formalized in terms of
logical equations of the form

vi(t + 1) = Fi(v(t)), i ∈ [1, . . . , n], (4.1)

wherevi is a Boolean variable representing the activity of genei, Fi : {0,1}n →
{0,1} a Boolean function, andv = (v1, . . . , vn)

′ the variables associated with
genes in the network.

Coming back to the example of the cross-inhibitory network of Figure 2, the
Boolean description leads to the followingtruth table:

va vb Fa Fb

0 0 1 1
0 1 0 1
1 0 1 0
1 1 0 0

This table encompasses the whole dynamics of the Boolean model. Examination
of the table leads to the following conclusions:
• the states 01 and 10 are stable, since, in both cases, each component of the

variable vector(va , vb)
′ is equal to each corresponding component of the function

vector(Fa , Fb)
′. In order to indicate that they are stabe, 01 and 10 are written as

[01]and[10];
• in the cases of states 00 and 11, both components of the variable vector differ

from the corresponding components of the function vector. Consequently, both
genes are called to change their levels, upwards in the first case, downwards in
the second case.

Many authors have treated these equations under asynchronicityassump-
tion [33], that is, the computation ofvi(t + 1) in terms ofv(t) is carried out
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synchronously for alli. In our example, this leads to the state transition graph of
Figure 10(a).

(a) (b)

Fig. 10. State transition graphs for the two-gene cross-inhibition network of Figure 1. Each node
represent a logical state of the system, and the Boolean components of these nodes represent the
qualitative levels of the two regulatory products. The graphs in (a) and (b) are obtained by synchro-
nous and asynchronous updating, respectively.

Such a synchronous treatment implies that the synthesis and the degradation
of the different regulatory products occur at identical rates, which does not seem
likely in most biological situations. More generally, the synchronous assump-
tion often leads to simulation artefacts – notably, spurious dynamical cycles with
multiple synchronous transitions (Figure 10(a)) – which can be avoided by con-
sidering specific time delays for each (upward or downward) change in value of a
variable. As information about the relative values of transition delays is scarcely
available, one often represents all alternativeasynchronouspathways in the state
transition graph. In the case of our two-gene toggle switch, this asynchronous
assumption gives rise to the state transtion graph in Figure 10(b). We find the
same stable states as under the synchronous updating assumption. However, the
transitions from the other two states now lead to the two stable states, which fits
the biological intuition much better.

In many situations, however, a Boolean representation oversimplifies the sys-
tem being modeled, leading to the loss of important qualitative information, even
sometime impeding the generation of biologically meaningful results. This real-
ization led Thomas [59] to generalize the logical approach in order to:

• use multilevel variables whenever needed (i.e., variables taking the values
0,1,2, . . .);
• define logical parameters to replace the logical operators;
• while still treating value changes under an asynchronicity assumption.

In the following section, this generalized logical formalism is illustrated in the
context of the modeling of the regulatory network controlling the lysis-lysogeny
decision in the bacteriophage lambda.
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4.2. Modeling of the lysis-lysogeny decision during the infection of Escherichia
coli by bacteriophage lambda

Bacteriophages are viruses infecting bacteria. Depending on the bacterium state,
some bacteriophages, such as the phage lambda, can either multiply and kill the
host bacterium quickly after the infection (lysis), or rather remain silent in the
form of a piece of phage genome integrated into and replicated with the bacterial
genome (lysogeny).

A number of bacterial and viral genes take part in the decision between ly-
sis and lysogenization in temperate bacteriophages. In the case of the bacterio-
phage lambda, at least five viral regulatory products (CI, Cro, CII, N, and CIII)
and several bacterial genes are involved (see [47] for an extensive overview).
A schematic description of this network is given in Figure 11. Several attempts
have been made to model this well-studied but yet relatively complex regulatory
network, using discrete, differential or stochastic formalisms (see,e.g., [2,49,56],
and references therein).

Fig. 11. Main interactions between the viral and bacterial regulatory genes controlling the lysis-
lysogeny decision in bacteriophage lambda.

In order to illustrate the flexibility of the generalized logical formalism, we
will first focus here on a two-variable model of the core of the lambda regulatory
network, which consists of the cross-regulation between the regulatory genescI
(encoding the repressor) andcro. Figure 12 gives the regulatory graph of the
central switch of the regulatory network controlling the lysis-lysogeny decision
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Fig. 12. Regulatory graph involving the genescI and cro of bacteriophage lambda. The logical
variable corresponding to each gene is indicated, as well as the type of interaction (−/inhibition) and
the minimal value for which the interaction occurs.

in the bacteriophage lambda. Notice the similarity between thecI-cro network
and the cross-inhibition network in Figure 1.

In the context of the generalized logical formalism, one can compute a gen-
eral state table giving the values of the logical functions (rates of gene expression)
corresponding to each value combination of the variables (concentration or ac-
tivity levels of regulatory products), in terms of logical parameters (Ks). In the
notation used here for these logical parameters, the first subscript identifies the
function, whereas the following subscripts enumerate all positive influences for
the given state,i.e. activator levels above their regulatory thresholds or inhibitor
levels below their regulatory thresholds. For example, referring to the model of
Figure 12, the logical parameterK2.12 represents the rate of expression of the
genecI (first variable) when the level of the regulatory products CI and Cro are
both below their thresholds forcro inhibition.1

The following table corresponds to the most natural logical modeling of our
two-gene network at the core of lambda lysis-lysogeny decision. Notice that here
F1 andF2 represent multilevel logical functions, indicating the value towards
which the variables tend [58].

v1 v2 F1 F2

0 0 K1.2 K2.12
0 1 K1 K2.12
0 2 K1 K2.1
1 0 K1.2 K2.2
1 1 K1 K2.2
1 2 K1 K2

Note that a Boolean variable has been associated with the regulatory prod-
uct CI, as it affects the expression of a single gene (cro) in this simple network,
whereas a ternary variable has been associated with Cro. Furthermore, the high-
est level of Cro (v2 = 2) is considered here as necessary for the auto-inhibition
to occur.

1Another notation used in the literature consists in writing a subscript when the level of the regu-
latory product is over its corresponding interaction threshold, whatever the sign of the interaction.
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Depending on the values given to the logical parameters, this table covers
different dynamical situations. In the following table, we have selected the para-
meter set which best corresponds to the available experimental data.

v1 v2 F1 F2

0 0 1 2
0 1 0 2
0 2 0 0
1 0 1 0
1 1 0 0
1 2 0 0

For the same parameter values, Figure 13 shows all possible transitions in the
form of a state transition graph.

Fig. 13. State transition graph for the two-gene core regulatory network of bacteriophage lambda.
Each node represent a logical state of the system, and the Boolean components of these nodes repre-
sent the qualitative levels of CI and Cro, in that order. The superscripts+/− denote the direction of
change of each variable.

This graph encompasses a single stable state[10], which represent the lyso-
genic pathway (only the repressor CI is present). The lytic state is represented by
oscillations between states 01 and 02. Accordingly, the level of Cro regulatory
product is tightly regulated around its second threshold, due to the auto-inhibition
of Cro at high levels of this protein. This would correspond to a stable equi-
librium located on the threshold in the piecewise-linear description (Section 4).
Note that both descriptions make some kind of simplification. In the first (log-
ical) case, the thresholds are implicit, whereas in the second (piecewise-linear)
case, intrinsic delays arising from protein synthesis are not taken into account,
thereby allowing the system to reach and sometimes remain on threshold planes
in the phase space. In the differential version of this model, one would also find
a saddle point at the intersection of the lowest Cro and CI thresholds, located on
the separatrix dividing the phase space into two basins of attraction. This saddle
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point is also implicit in the discrete formalism, although it is possible to quali-
tatively localize the separatrix as it involves the states which lie at the origin of
alternative transitions (i.e., states 00, 11, and 12).

Coming back to the regulatory network of Figure 11, one can derive more
complex models, encompassing all the main viral regulatory genes, and perhaps
even the bacterial regulators. For sake of space, we only provide here a brief
overview of a four-gene multilevel model encompassing the main interactions
between the viral genescI, Cro, cII, andN. The corresponding regulatory graph
is presented in Figure 14.

Fig. 14. Regulatory graph for the network involving the genescI, Cro, cII, andN of bacteriophage
lambda (adapted from [56]). The type of interaction (+/activation or−/inhibition) has been indicated,
as well as the minimal value for the interaction to occur.

For proper parameter values, this model allows a qualitative reproduction of
the dynamical behavior of the wild-type as well as of many mutant phages. Fig-
ure 15 shows the most relevant dynamical pathways leading to lysis and to lyso-
genesis for the wild-type phage.

Fig. 15. Main dynamical pathways leading to lysis (bottom)versuslysogenesis (top) upon infection
of E. coli by the bacteriophage lambda, obtained for the regulatory graph in Figure 14 (adapted
from [56]). Each node represent a logical state of the system, and the discrete components of these
nodes represent the qualitative levels of CI, Cro, CII, and N regulatory products, in that order. The
superscripts+/− denote the direction of change of each variable.
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The pathways of Figure 15 include the only two attractors of the system. The
first of these attractors is the stable state[2000]corresponding to the lysogenic
pathway, whereas the second attractor is a cycle between 0200 and 0300, thus
corresponding to the homeostatic regulation of Cro after the onset of the lytic
pathway. Note thatcII and N are expressed only transiently shortly after the
infection and do not play any role in later stages. By an large, this four-gene
model has asymptotical dynamical properties very similar to those of our former,
simpler two-gene model. In addition, it allows an explanation of the transient
dynamical roles of the regulatory products ofcII andN: the balance between the
four regulatory products is crucial for the lysis-lysogeny decision. Furthermore,
on the basis of this model, it become possible to simulate a much broader range
of perturbations, in particular mutants.

4.3. Extensions of logical modeling

An important aspect of the generalized logical formalization lies in the possibility
of computing specific parameter value constraints enabling any given feedback
circuit (i.e., a closed chain of interactions) to generate specific dynamical prop-
erties [59, 60]. Indeed, it is possible to show that, for proper parameter values,
positive circuits(involving an even number of negative interactions) generate
multistationarity, whereasnegative circuits(involving an odd number of nega-
tive interactions) may generate homeostasis, possibly accompanied with damped
or sustained oscillations. For the parameter values selected, the simulation of
Figure 13 corresponds to a situation where both circuits (one positive two-gene
circuit and one negative auto-inhibitory circuit) are functional. The positive cir-
cuit is at the origin of the coexistence of two attractors: one stable state and one
cycle, whereas the negative circuit is at the origin of the homeostatic regulation of
Cro (cycle between states 01 and 02). An easy way to check these relationships
consists in changing the values of parameters, specifically affecting one or the
two circuits. More generally, in the context of the generalized logical formalism,
it is possible:
• for given parameter values, to check the potential dynamical role (or function-

ality) of each feedback circuit;
• to compute the parameter constraints to render any (combination) of circuit(s)

simultaneously functional;
• to analytically compute the parameter constraints to have one specific (set of)

stable state(s);
• for given parameter constrains, to compute all stable states of a complex mul-

tilevel logical model.
From a computational perspective, the logical approach has been implemented

in a Java software suite calledGIN-sim[6,20]. Both synchronous and asynchro-



350 H. de Jong and D. Thieffry

nous simulation tools have been fully implemented. Starting with a set of initial
conditions (i.e., initial state(s) and parameter values), GIN-sim generates a state
transition graph, which qualitatively represents all permitted state transitions cor-
responding to the network structure encoded in the original regulatory graph. The
initial conditions and the parameter values can be defined by the user or by de-
fault, including the number of distinct levels for each regulatory product, and the
qualitative weights of the different combinations of interactions on each gene (i.e.
the values of the logical parameters).

In addition, we are implementing a series of graph analysis tools to delin-
eate regulatory modules or interesting dynamical components (i.e., subgraphs
extracted from the state transition graph). Further tools being implemented are
the feedback circuit analysis mentioned above, as well as a new symbolic compu-
tational approach allowing the analytic derivation of all stable states of a logical
model, thereby avoiding the enumeration of all logical states in order to find those
which correspond to interesting attractors [14].

This logical approach has been applied to various biological regulatory sys-
tems, in particular to the modeling of differentiation pathways duringDrosophila
development ( [42,51,52,59].

5. Conclusions

In this chapter, we have discussed three formalisms for the modeling, analysis,
and simulation of genetic regulatory networks: ordinary differential equations,
piecewise-linear differential equations, and logical models. Ordinary differen-
tial equation models are able to make precise, quantitative predictions of the
network dynamics. However, their practical use is often compromised by the
general absence of quantitative information on kinetic parameters and molecular
concentrations. Piecewise-linear differential equation and logical models trade
quantitative precision for the ability to make predictions when only weak, qual-
itative information is available. Although these two qualitative approaches have
been elaborated in different formal contexts, they are based on quite similar ab-
stractions of the underlying biological processes. The application of the three
approaches has been illustrated by means of several examples of prokaryote and
eukaryote networks.
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