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Preface

Many problems arising in biological, chemical, and medical research, which could
not be solved in the past due to their dimension and complexity, are nowadays
tackled by means of automatic elaboration. Powerful computers are indeed used
intensively for solving many problems having biological origin, thus creating the
emerging field of science called “bioinformatics.” However, the success of such ap-
proaches depends not only on brute computational strength of those computers, but
also, and often critically, on the mathematical quality of the models and of the algo-
rithms underlying those solution procedures.

Solving a problem may be seen as converting information, in such a way that
the solution of the problem (information in output) is extracted from its description
(information in input), possibly passing through a number of intermediate states.
By adopting this view, information handled when dealing with many of the above-
mentioned problems becomes, at some stage, a sequence. Nature often encodes
relevant information into sequences. Therefore, a central role in bioinformatics is
played by sequence analysis problems or by the related problems of analyzing the
effects or the behavior of some sequence.

The present volume offers a detailed overview of some of the most interesting
mathematical approaches to sequence analysis and other sequence-related problems.
Special emphasis is devoted to problems concerning the most relevant biopolymers
(proteins and genetic sequences), but the exposition is not limited to them. A con-
siderable effort has been made to render the volume comprehensible to researchers
coming from either of the two hemispheres of bioinformatics: mathematics and
computer science on one side, and biology, chemistry, and medicine on the other.

Rather than an exhaustive coverage of the topic, which would be clearly impossi-
ble to do in just one book, the volume is intended as a snapshot of the latest research
development and of the potentialities that operations research and machine learning
techniques bring in this interdisciplinary field of research. Moreover, the volume
aims at bridging the two mentioned halves of bioinformatics that are still quite dis-
joint, promoting a cross-fertilization hopefully fostering future research in the field.

Primary selection criterion for the chapters has been scientific quality and im-
portance. Additional selection criteria have been: (1) considering only approaches
having a nontrivial mathematical basis; and (2) providing up to date contents not
already largely available in other books published on similar subjects.

v
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Organization of the Volume

Due to the wide heterogeneity of the matter, from the point of view of both prob-
lems considered and techniques presented, it may be useful to the reader tracing the
following short sketch of the volume organization.

The first part of the volume deals with problems originating from the study
of protein sequences. Proteins and peptides are polymers made from units called
amino acids, and a basic problem is the determination of their amino acid sequence
when that is unknown. This is sometimes called analysis of the primary structure. In
Chap. 1, Bruni deals with this problem, with a focus on peptides, since proteins are
essentially polypeptide chains, and describes exact and complete approaches based
on propositional logic.

To be able to perform their biological functions, proteins fold into specific spatial
conformations. Another relevant problem is the determination of such structures,
known as the problem of protein structure analysis or prediction. In particular, the
disposition of highly regular substructures in the protein sequence, such as helices,
sheets, and strands, is called the secondary structure, while the three-dimensional
structure of a single protein molecule, and the spatial arrangement of the above-
mentioned elements of the secondary structure, is called the tertiary structure.

In Chap. 2, Di Lena et al. describe approaches to protein structure analysis based
on decomposition, with specific attention to the secondary structure prediction and
the protein contact map prediction by means of machine learning techniques. In
Chap. 3, Patrizi et al. tackle again the problem of secondary structure prediction,
performing a classification by means of nonlinear binary optimization techniques,
with the aim of detecting isoform proteins considered as markers in oncology. Sim-
ilarly, in Chap. 4, Biba et al. describe approaches to the protein folding prediction
by modeling the sequence by means of Markov logic networks, that is, networks
obtained by introducing probability in first-order logic.

The volume then gradually moves to problems originating from the study of
genetic sequences. Deoxyribonucleic acid, or DNA, is a long polymer made from
repeating units called nucleotides. It contains the genetic instructions used in the de-
velopment and functioning of all known living organisms. In Chap. 5, Ceci et al. deal
with the problem of discovering motifs, that are sequence patterns frequently ap-
pearing in DNA, RNA, or proteins, and therefore probably having specific biological
functions. They are discovered by mining association rules in the three-dimensional
space.

In Chap. 6, Mosca and Milanesi consider the problem of studying intermolecular
interactions among DNA, RNA, and proteins obtained by means of sequence anal-
ysis techniques. When viewing those interactions at a system level, the dynamics of
biochemical pathways can be simulated, and therefore better understood, by means
of mathematical models.

In Chap. 7, Graça et al. deal with the problem of determining haplotype in-
formation, that is, genetic information inherited from ancestors, from genotype
information, that is, all the genetic constitution of an individual, using approaches
based on propositional logic. On related themes, in Chap. 8, Catanzaro describes the
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problem of calculating phylogenies, that is, graphs representing the evolutionary re-
lationships among species. Several optimization models for estimating them from
molecular data such as DNA and RNA under different paradigms are explained and
discussed.

In Chap. 9, Salvi et al. tackle the problem of performing studies of human
genome by means of data mining techniques, known as genome-wide association
studies, for a stratified population. This means that the individuals of the population
are not uniform but carry different genetic backgrounds, and this often produces
false association results. The effects of different statistical techniques are consid-
ered to devise an efficient strategy for overcoming this problem.

The last part of the volume considers problems originating from the study of
polymers not having biological origin. Polymerization reactions can be divided into:
(i) addition polymerization, producing the so-called addition polymers (also classi-
fied as chain-growth polymers, with some exceptions), which grow one monomer
at a time, and (ii) condensation polymerization, producing the so-called conden-
sation polymers (also classified as step-growth polymers), which grow eliminating
small molecules during the synthesis. In Chap. 10, Montaudo deals with the prob-
lem of predicting the sequence distribution of addition polymers; while in Chap. 11,
Montaudo discusses the same problem for condensation polymers, using in both a
variety of mathematical techniques.

Rome, Italy Renato Bruni
March 2010
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Chapter 1
Complete and Exact Peptide Sequence Analysis
Based on Propositional Logic

Renato Bruni

Abstract Peptides are the short polymeric molecules constituting all the proteins.
They are formed by the linking of amino acids, and the determination of the amino
acid sequence of a peptide is a fundamental issue in many areas of chemistry,
medicine and biology. Nowadays, the prevalent approach to this problem consists
in using a mass spectrometry analysis. This gives information about the molecular
weight of the full peptidic molecule and of its fragments. Such information should
be used in order to find the sequence, but this constitutes, in the general case, a dif-
ficult mathematical problem. After a brief overview of the approaches proposed in
literature, and of their features and limits, the chapter describes in detail a promising
one based on propositional logic. Differently from the others, this approach can be
proved to be complete and exact.

1.1 Introduction

Peptides are short polymeric molecules formed by the linking of components called
amino acids by means of covalent bonds called peptide bonds, in order to form a
chain. Proteins are polypeptide chains; they are formed by a similar linking of amino
acids, but the chain is generally longer. There are several different conventions to
determine this distinction, see e.g. [4, 32].

The determination of the sequence of amino acids forming a peptide or a pro-
tein is one of the most important and frequent issues in many areas of chemistry,
medicine and biology, as well as in several other applicative fields. In the case
of peptides, this is often called de novo sequencing, whereas in the case of pro-
tein, this is often called determination of the primary structure. However, proteins
are generally too extended for performing an accurate sequence analysis on the
whole chain in a single step. Therefore, a protein molecule is usually divided into

R. Bruni (�)
Department of Computer and System Sciences, University of Roma “Sapienza”, Italy
e-mail: bruni@dis.uniroma1.it

R. Bruni (ed.), Mathematical Approaches to Polymer Sequence Analysis
and Related Problems, DOI 10.1007/978-1-4419-6800-5 1,
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2 R. Bruni

its component peptides (via enzymatic digestion and subsequent fractionation with
HPLC or capillary electrophoresis, [32]), and the original analysis is converted into
a number of peptide analyses which are performed individually. It is worth noting
that this problem has a theoretical structure that is able to represent various other
problems of sequence analysis. At the very basic level, there is a set of possible
components that are individually known a chain formed by some of such compo-
nents, possibly repeated, whose sequence is not known and that cannot be inspected
directly; and the aim is to determine this sequence of components forming the chain.

Nowadays, a widely used and well-established approach to peptide sequence
analysis consists in the use of mass spectrometry [19, 20, 23, 28]. Such technique
can provide the absolute molecular weight distribution of a number of molecules
in the form of a spectrum: for each molecular weight, the amount of material hav-
ing that molecular weight produces a peak having a certain intensity. The study
of the weight pattern in the spectrum can be used for understanding the structure
of such molecules, especially when using the mass spectrometry/mass spectrome-
try methodology (also known as MS/MS, or tandem mass, [29]). This procedure
works as follows. After the first mass analysis, some molecules of the protonated
peptide under analysis, called precursor ion, are selected and collided with other
non-reactive elements. This interaction leads to the fragmentation of many of such
molecules, and the collision-generated decomposition products undergo a second
mass analysis. Therefore, such analysis provides the absolute molecular weight of
the full precursor ion, as well as those of the various ionized fragments obtained
from that precursor ion. Non-ionized fragments, on the contrary, do not appear in the
spectrum. Such experiments may be performed using several instrumental config-
urations, mainly triple quadrupole (QQQ), quadrupole time-of-flight (Q-TOF) and
ion trap devices [20].

Since the weights of the possible components are known, and rules for deter-
mining the weights of sequences of known composition are available, the MS/MS
information could be used in order to determine the unknown sequence of a peptide.
This is, however, a difficult mathematical problem, as explained in detail in Sect. 1.2.
Note that the presence of fragments constitutes the only source of information about
the inner structure of the molecule under analysis: in the absence of fragmentation,
the inner structure would be unknown. Several approaches to this problem have
been proposed, as reported in Sect. 1.3. In particular, a promising approach [5] is
based on a propositional logic modeling [12, 18, 31] of the problem, as explained
in Sects. 1.4 and 1.5. It can be shown that all and only the possible outcomes of
a sequence analysis can be obtained by finding all models of a propositional logic
formula. The off-line computation of the so-called weights database, which substan-
tially speeds-up the sequencing operations, is described in Sect. 1.6. This is obtained
by finding a correspondence between sequences and natural numbers, so that all se-
quences up to a certain molecular weight can be implicitly considered in the above
database, and explicitly computed only when needed. The procedure is illustrated
by considering the case of peptides, but may be adapted to generic polymeric com-
pounds submitted to mass spectrometry. Results on real-world problems, shown in
Sect. 1.7, demonstrate the effectiveness of this approach.
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1.2 From the Spectrum to the Sequence

The MS/MS spectrum contains our information about the structure but does not have
any direct reference to the components of the polymer, being a mere succession of
peaks corresponding to different molecular weights. The intensity of each peak is
proportional to the number of molecules having that weight in the sample under
analysis. A typical example is observable in Fig. 1.1. Further processing is then
requested.

An initial peak selection phase is needed. This is generally done by removing all
peaks below a certain intensity, since they are too noise-prone to be considered sig-
nificant, and by considering informative all other peaks. After this phase, the higher
molecular weight among informative peaks is the one of the full polymer under
analysis, whereas the others correspond to its fragments. Though fragmentation is a
stochastic process, some rules may be traced. The most abundant fragments are gen-
erally given by the cleavage of the weakest molecular bonds. Therefore, some types
of fragments, called standard fragments, are more common than others and should
more likely correspond to the peaks selected as informative in the spectrum. In the
case of peptides, for instance, there are six different types of standard fragments,
called a, b, c, x, y and z. Fragments appear in the spectrum when ionized by re-
taining one or more electrical charges. Unfortunately, when analyzing each of such
fragment peaks, we neither know the type of fragment that originated it (it could
be either any of the standard types or also a non-standard type) nor the number of
electric charges that this fragment retained.

Now, some analysis techniques search for specific weight patterns in the spec-
trum and check them against similar patterns available from a databases of com-
pounds [17]. However, when our compound is not in the databases (which may
very well happen) or when the it differs from the standard known form (protein
sequences, for instance, often undergo modifications), a constructive identification
is required. Constructive identification, however, is not immediate, and, more-
over, the information contained in the spectrum may be insufficient for a univocal
identification.

Fig. 1.1 A MS/MS spectrum generated by collision-induced dissociation
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Definition 1.1. We will say that a sequence of components is compatible with a
given spectrum if every informative peak in the spectrum admits an interpretation
as a standard fragment of that sequence.

Often, however, there exists more than one sequence which is perfectly compatible
with a given spectrum. This means that the spectrum does not contain enough in-
formation to determine uniquely the sequence, and so there are more possibilities.
Consider, for instance, the case of an incomplete fragmentation: if a part of a poly-
mer never did break in the analysis, no detailed information on the inner structure
of that part can be achieved. In this case, all the possible sequences compatible with
the spectrum should be found, so as to guarantee accurate and objective charac-
ter of the analysis. Sometimes it may also happen that a spectrum contains one or
more peaks that have been selected as informative, but are instead due for instance
to noise, non-standard fragmentation or spurious components. They are therefore
not interpretable as standard fragments; hence, it may be the case that not even a se-
quence exists which is compatible with the given spectrum. In this case, the best that
can be done, informally speaking, is being compatible with as many peaks as it is
possible.

Definition 1.2. A sequence of components is �-compatible with a given spectrum
if every informative peak in the spectrum, except a number � of them, admits an
interpretation as a standard fragment of that sequence. This number of uninterpreted
peaks will be called the mismatch number �.

In order to analyze the features of the various approaches to the problem of passing
from the spectrum to the sequence, we need to define the following sets.

Definition 1.3. The resolvents of a spectrum are all the sequences that are compat-
ible with the that spectrum (but are not given: are those that should be found).

Definition 1.4. The results of a procedure are all the sequences that are given as the
outcome of the analysis procedure.

The above two sets may coincide or not, depending on the quality of the adopted
solution approach.

Definition 1.5. A solution approach is said to be complete if it guarantees finding as
results all the possible resolvents of the spectrum; incomplete when such guarantee
cannot be given, and therefore a part of the possible resolvents may be neglected.
This could mean finding, in some cases, no resolvents at all.

Definition 1.6. A solution approach is said to be exact if it guarantees that every
result given by the analysis is perfectly compatible with the given spectrum; ap-
proximate when this cannot be guaranteed, and therefore the results given are only
near-compatible, according to some nearness criterion.

A result given by an approximate procedure may just leave some informative peaks
without an interpretation as standard fragments, or may give interpretation that
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are not numerically precise. Note that this concept of approximate results is more
general and less precise than that of �-compatible solution. Nevertheless, due to the
stochastic aspects involved in the fragmentation process, these approximate results
may sometimes be probable solutions.

Completeness and exactness are clearly positive features for a solution approach.
However, complete and exact methods generally require larger computational times
than incomplete or approximate ones [17, 21]. Note also that a complete and exact
procedure correctly produces no results (or only results with mismatch � > 0) when
the spectrum has no resolvents.

1.3 Different Approaches to the Problem

For that which concerns constructive peptide sequencing, known as de novo se-
quencing, some analysis procedures have been developed and implemented in a
number of software systems, e.g., DeNovoX [24], Mass Seq [25], Peaks [26] and
Spectrum Mill [27]. Each of such procedures is essentially based on one of the fol-
lowing two approaches.

The first one consists in searching the spectrum for continuous series of frag-
ments belonging to the same standard type and differing by just one amino acid,
which is therefore identified. The whole sequence can be obtained in this manner
when the spectrum contains a complete series of fragments. This, however, is of-
ten unlikely to occur. Since the fragmentation process is a stochastic one, though
peptides tend to break at the conjunction of amino acids, they usually do not break
at every conjunction of amino acids, and furthermore such cleavages may be of
any of the different types mentioned. And, if the collision energy is increased, the
peptide produces more fragments, but may also break at locations that are not the
conjunction of amino acids, producing some non-standard fragments. Hence, every
result given by the procedure is guaranteed to be a resolvent of the spectrum. On the
contrary, there could be many resolvents of the spectrum not obtained as results be-
cause of the incompleteness of the series of fragments. The above approach should
therefore be classified as heavily incomplete, though exact.

The second approach consists in iteratively generating, using Monte Carlo
methods [8], a large number of virtual sequences and evaluating the match of the
corresponding (theoretical) mass patterns with the (actual) mass pattern of the
spectrum under investigation. Therefore, sequences producing a spectrum similar
to the one under analysis can be obtained, but no completeness can be guaranteed.
The number of possible peptides is in fact very large: just for example, the possible
peptides composed of 12 amino acids, choosing them among 20 possible amino
acid types, are 2012 � 1015. Hence, even hypothesizing of generating and checking
105 sequences per second, which for nowadays computer seems quite optimistic,
after 104 seconds of computation (almost 3 hours), only 109 sequences would have
been tried, which means a relatively small part of the possible ones (one every 106

in the example). Therefore, only a negligible portion of the solution space would
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have been explored, and there could be many sequences producing a spectrum much
more similar to the one under analysis that have not been considered. And, even by
protracting the search or increasing the search speed, when the number of generated
sequences becomes near to the number of possible ones, no guarantee of repeating
the same sequences can be given. This would require either memorizing all the
tested ones and checking all of them after the generation of each new one, which
is clearly impossible to do in reasonable times for nowadays computer technology
[15], or generating them in some ordered manner, and not by means of Monte Carlo
methods. Finally, the similarity of spectra must be evaluated, by choosing some sim-
ilarity criterion, with the consequence that the approach becomes an approximate
one. The above described analysis techniques suffer therefore from considerable
structural limitations.

Due to its combinatorial nature, the problem has also been recently approached
by means of discrete mathematics. Specifically for the peptide sequencing problem,
there have been, on one hand, the graph theoretical construction proposed in [14],
which evolved into the dynamic programming algorithms proposed in [2, 11], and,
on the other hand, the branching-based algorithm proposed in [7], which evolved
into the propositional logic modeling proposed in [5]. The first approach has the
advantage of requiring a computational time for finding each solution which is
polynomial, hence tractable [15], when imposing some limitations to the problem,
namely no multi-charged fragments can appear in the spectrum, and only peaks cor-
responding to a set of fragment types which is “simple” [2] (e.g., only a-ions, b-ions
and y-ions) can appear in the spectrum. When overriding such limitations, polyno-
mial time cannot be guaranteed, and in any case the procedure cannot work with a
spectrum in which all types of fragments and charges may appear. The problem in
the general case is, however, NP-complete [2]. The second approach, on the other
hand, has no structural limitations regarding types of fragments and charges, and
performs a complete search. It requires, however, a heavier computational load; but
can be improved as described in the rest of the chapter.

1.4 A Mathematical View of the Fragmentation Process

When a polymer undergoes a MS/MS analysis, the occurring fragmentation process
gives an essential support to the sequencing. We now analyze in detail peptide frag-
mentation. Similar analyses may be performed of course also for other categories of
polymers. Peptides basically are single sequences of building-blocks called amino
acids. Each amino acid molecule has the following general chemical structure.

COOH

H

H2N C

R
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Table 1.1 Commonly considered amino acids

Name Abbreviations Molecular weight Limitations

Glycine Gly (or G) 75.07 –
Alanine Ala (or A) 89.34 –
Serine Ser (or S) 105.10 –
Proline Pro (or P) 115.14 –
Valine Val (or V) 117.15 –
Threonine Thr (or T) 119.12 –
Cysteine Cys (or C) 121.16 –
Taurine Tau 125.15 Only C-terminal
Piroglutamic acid pGlu 129.10 Only N-terminal
Leucine Leu (or L) 131.18 –
Asparagine Asn (or N) 132.12 –
Aspartic acid Asp (or D) 133.11 –
Glutamine Gln (or Q) 146.15 –
Lysine Lys (or K) 146.19 –
Glutamic acid Glu (or E) 147.13 –
Methionine Met (or M) 149.22 –
Histidine His (or H) 155.16 –
Phenylalanine Phe (or F) 165.16 –
Arginine Arg (or R) 174.21 –
Tyrosine Tyr (or Y) 181.19 –

There is a large number of possible amino acids, differing in the internal chemi-
cal structure of the radical R, and, therefore, for their functional characteristics and
their molecular weights. Many of them cannot be specified in the genetic code;
hence, the most commonly considered ones generally include the 20 reported in
Table 1.1. Moreover, each amino acid may present one of the many possible modifi-
cations, such as phosphorylation, acetylation and methylation. This would produce
alterations to its standard molecular weight. Note also that the equivalent mass in-
volved in the molecular bindings leads to non-integer values for the amino acid
weights and that the very weight of each amino acid type is not a single fixed value,
but may assume different values depending on the presence of different isotopes of
the various atoms constituting the amino acid. Values reported in Table 1.1 are just
the average masses of the molecules.

An accurate and general sequencing procedure should be able to deal with the
above uncertainties, by taking as part of the problem data the information about:

� Which are the components that should be considered as possible for the current
analysis;

� Their weight values (in unified atomic mass units u, or daltons);
� Possible limitations on the position they can assume within a peptide chain;
� The desired numerical precision of the sequencing procedure, set on the basis of

the accuracy of the adopted mass spectrometry device;
� And any other incidentally known information.
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When performing a sequence analysis, the solution is obviously not known in ad-
vance. However, we often know which aspects of the solution can be considered as
possible for the current analysis, and which ones cannot. For instance, we may know
that a peptide under analysis contains at least a certain number of molecules of some
amino acid or does not contain another amino acid, etc. At worst, if nothing else is
known, simply every generic aspect of the solution should be considered as possible.

This may be formalized by evaluating the number n of possible compo-
nents (the amino acids) that must be considered for the current analysis, the set
N Df1; 2; : : : ; ng of the indices i corresponding to such components in increasing
weight order, the set

A D fa1; a2; : : : ; ang; ai 2 RC

of the weight values of such components (the molecular weights of the amino acids)
that must be considered for the current analysis, together with the sets

Min D fm1; m2; : : : ; mng; mi 2 ZC
Max D fM1;M2; : : : ;Mng; Mi � mi ; Mi 2 ZC;

respectively, of the minimum and the maximum of the possible number of molecules
of each component that must be considered for the current analysis, the number d of
decimal digits that can be considered significant for the current analysis, and a value
ı 2 RC of the maximum numerical error that may occur in the current analysis.

Amino acids can link to each other into a peptidic chain by connecting the aminic
group NH2 of one molecule with the carboxyl group COOH of another molecule.
The free NH2 extremity of the peptide is called N terminus, while the free COOH
extremity is called C terminus. Some amino acids, especially the modified ones, can
be situated only in particular positions of the sequence, i.e., only N-terminal or only
C-terminal. Since each of the peptidic bonds releases an H2O molecule, the weight
of a peptide is not simply the sum of the weights of its component amino acids.
Moreover, the weights observed in the spectrum correspond to the actual weights
only for the ionized molecules (ions) which retain one single electrical charge.
When, on the other hand, an ion retains more than one charge, the weight observed
in the spectrum is only a fraction of the actual ion weight. By considering the set

Y 0 D fy0
1 ; y

0
2 ; : : : ; y

0
ng; y0

i 2 ZC

of the numbers of molecules of each component (here the amino acids) contained in
the overall polymer (here the peptide), and the number e0 � 1 of electrical charges
retained by the ionized peptide, the observed weight w0 of the overall peptide is
given by the following equation:

w0 D
P

i2N .y0
i .ai � ca//C ca C c0e0

e0

˙ ı; (1.1)

where ca and c0 are constant values. When considering d D 3 decimal digits, ca is
18.015 and c0 is 1.008.
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Example 1.1. A small peptide with sequence Leu-His-Cys-Thr-Val ionized by only
one charge, considering only d D 2 decimal digits, has an observed weight of
w0D .131:18� 18:02/C .155:16� 18:02/C .121:16�18:02/C .119:12�18:02/
C.117:15� 18:02/C 19:02˙ ı D 572:69˙ ı.
Several different types of fragments can be obtained during the fragmentation pro-
cess. In particular, there are three possible standard N-terminal ionized fragments,
called a-ion, b-ion and c-ion, and three possible standard C-terminal ones, called
x-ion, y-ion and z-ion, as illustrated in Fig. 1.2. Note that b-ions and y-ions are gen-
erally the most common.

Again, each fragment has a weight which is not simply the sum of those of its
component amino acids. By considering the number f of fragment peaks selected
in the spectrum; the set F D f1; 2; : : : ; f g of the indices j corresponding to such
peaks in decreasing weight order; the set

W D fw1;w2; : : : ;wf g; wj 2 RC

of the weights corresponding to such peaks (so that w0 remains the weight of the
overall peptide); the sets

Y j D fyj
1 ; y

j
2 ; : : : ; y

j
n g; y

j
i 2 ZC j D 1; : : : ; f

of the numbers of molecules of each component contained in the fragment of weight
wj , j D 1; : : : ; f ; the number tmax of all the possible standard types of fragments
that should be considered for the current analysis; the set

T D f1; 2; : : : ; tmaxg

of the indices t corresponding to such types; the maximum number of electrical
charges emax that a ion may retain in the current analysis; the set

E D f1; 2; : : : ; emaxg
of the numbers e of electrical charges that a ion may retain in the current analysis;
the type tj 2T of the fragment of weight wj ; j D 1; : : : ; f ; the number ej 2 E of
electrical charges retained by the fragment of weight wj , j D 1; : : : ; f , the relation
that can be observed in the spectrum between the weight of each fragment and the
weights of its components is the following.

wj D
P

i2N Œy
j
i .ai � ca/�C ct C c0ej

ej

˙ ı; j D 1; : : : ; f (1.2)

Values ca and c0 are as above, and ct is a constant value depending on the type tj
of the fragment. When considering d D 3 decimal digits, ct is �28:002 for a-ions,
0.000 for b-ions, 17.031 for c-ions, 44.009 for x-ions, 18.015 for y-ions and 1.992
for z-ions.
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a-ion: from N-terminus until
any link like the marked one

b-ion: from N-terminus until 
any link like the marked one

y-ion: from C-terminus until
any link like the marked one

x-ion: from C-terminus until
any link like the marked one

C-terminus

COOH

Rq

C

HH

N

O

CC

HH

N

Rk
N-terminus

C

OH

H2N C

R1

1-st  aa.       …… k-th  aa.        …… q-th  aa.

z-ion: from C-terminus until
any link like the marked one

c-ion: from N-terminus until 
any link like the marked one

Fig. 1.2 Different types of fragments obtainable from a peptide

In other words, the rules giving the weights of the six standard fragments having
only one charge are as follows:

� a-ion weights the sum of its component amino acids, each of which decreased by
18.015, plus .�28:002C 1:008/ D �26:994;

� b-ion weights the sum of its component amino acids, each of which decreased by
18.015, plus .0:000C 1:008/ D 1:008;

� c-ion weights the sum of its component amino acids, each of which decreased by
18.015, plus .17:031C 1:008/ D 18:039;

� x-ion weights the sum of its component amino acids, each of which decreased by
18.015, plus .44:009C 1:008/ D 45:017;

� y-ion weights the sum of its component amino acids, each of which decreased by
18.015, plus .18:015C 1:008/ D 19:023;

� z-ion, finally, weights the sum of its component amino acids, each of which de-
creased by 18.015, plus .1:992C 1:008/ D 3:000.

Besides, additional (non-standard) fragmentation may also occur: losses of small
neutral molecules such as water, ammonia, carbon dioxide, carbon monoxide, or
breaking of a side chain. In such cases, the weight of the fragment decreases accord-
ingly. Finally, since fragments appear in the spectrum only when they are ionized,
the fact that a fragment is observed does not mean that its complement fragment
will be observed as well.

Example 1.2. When considering the spectrum reported in Fig. 1.1 and making the
simplifying hypothesis of selecting only the peaks labelled with numbers (even if in
practice a slightly larger set of peaks should be considered), we have w0D 851:3,
f D 9, and W Df764:3; 651:3; 627:1; 538:2; 496:1; 425:1; 382:9; 201:0; 173:1g.
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1.5 A Logic Encoding of the Peak Interpretation Problem

Each peak of weight wj selected from the spectrum must be of one of the types
t 2T and have a charge ej 2E , but the exact type and charge is in general un-
known. In other words, each peak may have several different interpretations. If a
peak of weight wj is considered for instance an a-ion, it may be originated by a
certain amino acid sequence having a certain weight; if it is considered a b-ion, it
cannot be originated by that sequence, but by another sequence having a different
weight, and so on. Moreover, since there are rules about incompatibility of frag-
ments and electrical charges of ions, not all of the interpretations are admissible:
when interpreting one peak, the interpretations given to all other peaks must be con-
sidered. The peak interpretation problem is therefore a decision problem that should
be solved by considering all peaks at the same time.

Definition 1.7. The peak interpretation problem consists of assigning to each peak
wj selected from the spectrum, j D 1; : : : ; f , (at least) one hypothesis about the
type tj 2 T and the charge ej 2 E of the fragment that originated wj in such a way
that all interpretations given to all peaks are coherent.

Definition 1.8. A set of interpretations for a set of peaks is coherent when all those
interpretations respect a number of logical rules formalizing our knowledge of the
problem.

Rules holding for every analysis are the incompatibility and multicharge rules,
which are given below. Other analysis-specific rules may be generated, as observed
below. Note that each peak should have at least one interpretation, but not necessar-
ily only one. A peak may in fact be originated by more than one type of fragment
incidentally having the same observed weight, even if this happens very rarely in
practice.

We formalize the peak interpretation problem by means of propositional logic.
By denoting with wj ! t; e the fact that peak wj is interpreted as being due to a
fragment of type t 2 T and having an electrical charge e 2 E , we consider for each
interpretation of wj a propositional variable

xj!t;e 2 fTrue;Falseg; j 2 F; t 2 T; e 2 E

When considering for instance the above six standard types of fragments ob-
tainable from a peptide and a maximum electrical charge emax D 2, we have
T D f1; 2; 3; 4; 5; 6g and E D f1; 2g. The possible interpretations of a peak wj

are therefore 12, and this may be represented by means of the following clause
containing 12 variables, which means: peak wj is of type 1 and has
charge 1 or it is of type 2 and has charge 1 or ... or
it is of type 6 and has charge 2.

.xj!1;1 _ xj!2;1 _ � � � _ xj!6;1 _ xj!1;2 _ xj!2;2 _ � � � _ xj!6;2/



12 R. Bruni

Those clauses are called interpretation clauses. In order to get rid of the fact that
the weight of peptides and of their fragments is not simply the sum of those of their
component amino acids, we define now a different (theoretical) model of polymeric
compound, as follows.

Definition 1.9. Given a (real) single charge peptide of observed weight w0, the nor-
malized peptide associated with it is a (theoretical) polymeric compound having
weight w0 � .ca C c0/. The possible components of such normalized peptide are
(theoretical) components having the following weights (which are those that amino
acids assume in the internal part of the peptidic chain)

NA D f.a1 � ca/; .a2 � ca/; : : : ; .an � ca/g

As a result, the weight of the normalized peptide, as well as the weights of its frag-
ments, is simply the sum of those of its components. By the above definition, the
normalization of a single charge real peptide of observed weight w0 is composed
by a number of molecules of each of the components in NA equal to the number of
molecules Y 0 D fy0

1 ; y
0
2 ; : : : ; y

0
ng of each amino acid contained in the real peptide

of observed weight w0.

Example 1.3. The normalized peptide corresponding to the real peptide of weight
572.69 of Example 1.1 has a weight of .572:69� 19:02/ D 553:67, and its compo-
nent have the following weights: .131:18� 18:02/ D 113:16, .155:16 � 18:02/ D
137:14, .121:16�18:02/D 103:14, .119:12�18:02/D 101:10, .117:15�18:02/D
99:13. If such normalized peptide breaks for instance in Leu-His and Cys-Thr-
Val, such fragments, respectively, have weights: .113:16C 137:14/ D 250:30 and
.103:14C 101:10C 99:13/ D 303:37.

We will consider for such normalized peptide the above described topological con-
cepts of N-terminus, C-terminus, peptidic bonds, etc., in their intuitive sense, as if it
was a real peptide.

When a peak receives an interpretation, an hypothesis has been done about
where the cleavage occurred in the peptide, and also about which was the chem-
ical structure of the peptide in that point. Asserting that, for a single charge peptide
of observed weight w0, peak wj is, for instance, a single charge b-ion means that
starting from the N-terminus of the normalization of that peptide, there has been a
cleavage between a CO and an NH, and that the part of such normalization going
from the N-terminus to that cleavage has weight

wj � 1:008˙ ı

On the contrary, asserting that, for the same peptide, the same peak wj is now,
for instance, a single charge y-ion means that starting from the C-terminus of the
normalization of that peptide, there have been a cleavage between an NH and a CO
and that the part of such normalization going from the C-terminus to that cleavage
has weight wj � 19:023˙ ı. Therefore, the part of the same normalization going
from the N-terminus to that cleavage weights



1 Peptide Sequence Analysis Based on Propositional Logic 13

w0 � .ca C c0/� .wj � 19:023/˙ ı D w0 � wj ˙ ı

The two interpretations therefore bring to radically different hypothesis on the
structure of the normalized peptide, as illustrated by the following diagram for
w0 � .ca C c0/ � 850 and wj � 300.

CO NHCO NH

w0 − wj

wj − 1.008

C-terminusN-terminus

We now consider, for the each variable xj!t;e, with j 2 F; t 2 T; e 2 E , the
weight that the part of the normalized peptide going from the N terminus to the
cleavage corresponding to interpretation wj ! t; e would assume.

Definition 1.10. An N-terminal portion of a normalized peptide is any part of that
compound going from the N-terminus to any peptidic bond between CO and NH
(a part that, if such bond was broken, would constitute a b-ion). The hypothe-
sized weight of such N-terminal portion is the one given by the following function
b.j; t; e/

b.j; t; e/ D
(
.wj � ct � c0ej /ej for a-ions, b-ions, c-ions
.w0 � ca � c0e0/e0 � .wj � ct � c0ej /ej for x-ions, y-ions, z-ions

Note that charge e0 of the precursor ion is known and fixed during each single
analysis. By using the above concepts, variable xj!t;e D True implies that there
exists an N-terminal part of the normalized peptide having weight b.j; t; e/˙ ı.

CO NH= True

b (j,t,e)

xj→t;e C-terminusN-terminus⇒

We are now able to introduce, in form of clauses, the additional sets of rules that
an interpretation should respect in order to be coherent. A first one is the set of in-
compatibility rules. To this aim, we denote here variables using their corresponding
values for b. Two variables xb0 and xb00 are incompatible if, for example, the differ-
ence between b0 and b00 is smaller than the smallest possible component, that is:

jb0 � b00j < .a1 � ca/� 2ı

More generally, xb0 and xb00 are incompatible if the difference between b0 and b00 has
a weight value which cannot be any combination of possible components. In other
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words, it does not exist any non-negative integer vector .y1; y2; : : : ; yn/
t r 2 ZnC

verifying the following equation.

jb0 � b00j D y1.a1 � ca/C y2.a2 � ca/C � � � C yn.an � ca/˙ 2ı

Therefore, incompatibility clauses of the following form are added for all the
couples of incompatible variables xb0 and xb00 .

.:xb0 _ :xb00/

Another set of rules that should be considered in order to have a coherent interpre-
tation is that of multicharge rules. Depending on the mass spectrometry device, ions
retaining more than one electrical charge, called multicharged ions, are usually less
common than single charged ions, and it is common practice to assume that if a
multicharged ion has been observed in the spectrum, also the corresponding single
charged one should appear in the spectrum. Therefore, each variable xj 0!t;e with
e > 1 implies, if it exists, another variable xj 00!t;1 with .j 0 � c0e/e D j 00 � c0, as
follows:

.:xj 0!t;e _ xj 00!t;1/

Finally, a number of additional clauses representing a priori known information
about the specific mass spectrometry device used for the analysis, about the ana-
lyzed compound or about other possibly known relations among the interpretations
of the various peaks may also be generated. This is because, clearly, the more
information can be introduced by means of clauses, the more reliable the results of
the analysis will be.

By assuming no limitations on the structure of the generated clauses, therefore
allowing the full expressive power of propositional logic, we obtain at this point
a set of v clauses C1; C2; : : : ; Cv. Generally, incompatibility clauses are by far the
more numerous. Since all clauses must be considered together, we construct their
conjunction, that is a generic propositional formula F in conjunctive normal form
(CNF)

F D C1 ^ C2 ^ � � � ^ Cv

Each truth assignment fTrue,Falseg for the variables xj!t;e, with j 2 F; t 2T;
e 2 E , such that F evaluates to True is known as a model of F . We now have the
following result.

Theorem 1.1. Each model � of the generated propositional formula F corre-
sponds to a coherent solution of the peak interpretation problem for the peptide
under analysis. Moreover, no coherent solution of the peak interpretation problem
which does not corresponds to a model � of F can exist.

Proof. The proof relies on the fact that the formula F contains by construction
all the rules (peak assignment rules, incompatibility rules, multicharge rules) that a
peak’s interpretation must satisfy to be considered coherent. Therefore, each model
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� gives an interpretation satisfying all the rules. Conversely, each interpretation
satisfying all the rules corresponds to a truth assignment for the variables xj!t;e

such that F is True. ut
Finding a model of a generic CNF, or proving that such model does not exist,

is known as the satisfiability problem (SAT). Extensive references can be found in
[10,16,18,30]. This problem is NP-complete [15] in the general case. However, for
the average size of generated instances, solution times of a DPLL branching algo-
rithm are very moderate. Note also that in some special cases of peptide analysis,
one may be able to obtain polynomially solvable formulae by imposing syntactical
limitations on the structure of the generated clauses [3,9,13,22]. For instance, when
considering only b-ion and y-ion as the possible types of fragments, and only single
charged ions, we obtain Quadratic formulae [1], which are polynomially solvable.

Since we are interested in all possible solutions of the peptide analysis, we are
interested in all the possible coherent peaks interpretations, that is we are interested
in finding all the models

f�1; �2; : : : ; �r g
of F . This was obtained in practice by modifying the SAT solver BrChaff [6] in
such a way that, after finding a model, the search does not stop, but keeps exploring
the branching tree until its complete examination.

Example 1.4. When considering the compound of Example 1.2 (w0 D 851:3,
f D 9, and W D f764:3; 651:3; 627:1; 538:2; 496:1; 425:1; 382:9; 201:0; 173:1g),
the possible components of Table 1.1, and allowing a-ion, b-ion, c-ion, x-ion, y-ion,
z-ion, and double and single charges, we obtain a formula F with 108 variables and
4909 clauses, which has three models.

In case F does not even have one model, this means that the considered sets of
possible fragment types T and/or possible charges E are not enough to give an
interpretation to all considered peaks. If T and E already include all possibilities
that should be considered for the current analysis, they cannot be widened. In simi-
lar cases, the problem is originated by the presence of uninterpretable non-standard
or noise peaks in the spectrum, which may be due to some experimental distur-
bance in the mass spectrometry analysis. For overcoming this type of problems,
the mass spectrometry should be improved. When this option is not available, the
formula F should be considered as an instance of the maximum satisfiability prob-
lem (Max-SAT) [30], which consists of finding a truth assignment for the variables
xj!t;e maximizing the number of clauses which evaluate to True. By doing so,
some clauses will stay unsatisfied. Unsatisfied interpretation clauses correspond to
a solution not interpreting some peaks, hence having a mismatch number � > 0.
Unsatisfied incompatibility or multicharge clauses mean that not all rules for having
a coherent interpretation can be respected in the current analysis. In any of these
cases, the result of the analysis is less reliable, but the problem is in the input data.

It is worth to note that the SAT problem, and all its variants above described,
can be solved not only working in the field of propositional logic (as it is
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done by BrChaff and many other solvers), but also working with Integer Linear
Programming (ILP). Each clause, written in the following general form (P is the
set of indices of positive variables, N that one of negative variables)

_

k2P

xk _
_

k2N

:xk ;

can be converted into the following linear inequality

X

k2P

xk C
X

k2N

.1 � xk/ � 1

Therefore, the set of all clauses becomes a set of linear inequalities constituting the
constraints of the ILP, an objective function can be added, and algorithms for solving
ILP can now be used, [21]. Generally speaking, however, the complexity of solving
the above described problems does not change: when the SAT problem belongs to
an easy special class, the same happens for the ILP. See [10] for further details.

1.6 Computing the Weights Database and Generating
the Sequences

As described, each variable xj!t;e with j 2 F; t 2 T; e 2 E , corresponds to an
hypothesized weight b.j; t; e/ of an N-terminal portion of the normalized peptide.
Therefore, given a model � for the generated formula F , consider all the hypoth-
esized weights of the N-terminal portions corresponding to all the True variables
of �. By ordering such values in increasing weight order, we obtain what we call the
succession of breakpointsB� corresponding to model � for the normalized peptide
under analysis.

B� D fb1; b2; : : : ; bpg
This means that when giving to the considered peaks W the interpretation repre-
sented by �, we have located the peptidic bonds of the normalized peptide under
analysis at the locations given by the values of the elements of B�, as illustrated by
the following diagram.

w 0 −ca − c0

b1

C-terminusN-terminus

0

b2 bp

CO NHCO   NHCO NH

…

increasing hypothes. weight of N-term. port.
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Definition 1.11. Define now a gap as the difference between two adjacent
breakpoints .bhC1; bh/, and a corresponding subsequence as the portion of the
normalized peptide spanning between the two peptidic bonds corresponding to the
two above adjacent breakpoints .bhC1; bh/.

Now we compute, for each value of gap bhC1 � bh, all the non-negative integer
vectors .y1; y2; : : : ; yn/

t r 2 ZnC verifying the following equation.

bhC1 � bh D y1.a1 � ca/C y2.a2 � ca/C � � � C yn.an � ca/˙ 2ı

The results are all the possible subsequences that may cover the gap bhC1 � bh.
Denote such set of subsequences by S.bhC1�bh/. Note that S.bhC1�bh/ depends
only on the value of the gap bhC1 � bh and not on the locations of the breakpoints.
The first gap b1 � 0 and the last one w0 � .ca C c0/ � bp should be managed
in a way which is slightly different from that of the central gaps. They are indeed
the only gaps that may contain components having limitation on their positions in
the sequence (only N-terminal or only C-terminal, see Sect. 1.2); hence, this should
be considered. Furthermore, only an imprecision ı instead of 2ı should be consid-
ered for the first gap, since only one extremity of the gap can be affected by such
imprecision. Define b0 D 0 for a more uniform notation.

In order to compute such subsequences, we use a weights database as follows.
The possible components of the normalized peptide can be viewed as an alphabet
˙ on n symbols. For instance, if the possible components are the 20 amino acids
reported in Table 1.1, we have

˙ D fGly;Ala; : : : ;Tyrg

A subsequence of the normalized peptide is just a sequence of components and
therefore a string over this alphabet. Its weight is normalized and therefore can be
computed by summing the weights of the components. The set of all such strings
may be denoted as ˙�. Knowing the correspondences between all the elements
of ˙� and their weights would of course speed-up the operation of finding the
subsequences. However, generating all˙� would be clearly impossible from a com-
putational point of view. On the other hand, the set of strings having a molecular
weight not greater than � may be denoted as ˙���. If � is greater than or equal to
the maximum of the mentioned gaps, also˙��� may give the same help in the oper-
ation of finding the subsequences. For useful values of �, however,˙��� generally
becomes too large.

We describe now a procedure to consider it implicitly. Not that ˙���, for any
fixed �, can be computed using only the information about the possible components
for the current analysis (or better yet, for the set of current analyses). We therefore
compute it off-line, before starting any sequence analysis, as soon as the information
about the possible components is available. Every sequence is put in correspondence
with a natural number, by considering the components of the sequence as a number
expressed in base n C 1 (n is the number of components). This correspondence
must be biunivocal and easily computable. For instance, with the 20 amino acids
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reported in Table 1.1, considering the sequence written horizontally, the last (the
rightmost) element would correspond to the symbol multiplying 210, the last-but-
one element would correspond to the symbol multiplying 211 and so on. Moreover,
the first symbol (Gly) in the list of possible components (Table 1.1) would mean
number 1, the second (Ala) number 2 and so on. An empty position (no amino acid)
would mean number 0. This holds because, if any other amino acid would mean 0,
a sequence beginning with that amino acid would correspond to the same number
as the same sequence without the initial amino acid, and the correspondence would
not be biunivocal.

Example 1.5. The sequence Gly-Ser-Gly-Tyr, or, more precisely,

< no amino acid> � � � < no amino acid> Gly Ser Gly Tyr

would then corresponds to the number 0 ... 0 1 3 1 20(or K) in base 21, that in base 10
is 20�210.D 20/C1�211.D 21/C3�212.D 1323/C1�213.D 9261/ D 10625.

The weights of all sequences up to molecular weight � are therefore computed off-
line and stored in correspondence with the described natural numbers representing
the sequences. This computation may be done efficiently using smaller solutions to
gradually compute larger solutions. Note that more sequences may have the same
molecular weight; hence, one weight may correspond to more than one natural num-
ber, even if one natural number corresponds to only one sequence, hence to one
weight. The natural numbers may also be not stored, but simply be the indices of an
array memorizing the weights. This constitutes the weights database: given a molec-
ular weight, it allows to find almost instantaneously which are all the sequences of
components that could produce a portion of normalized peptide having that weight.
Value � is chosen big enough to cover all the possible gaps that one could need to
sequence in the set of current analyses.

Therefore, for each gap bhC1 � bh, the set of all the possible subsequences
S.bhC1 � bh/ covering that gap is computed in extremely short times by search-
ing the weights database for all natural numbers corresponding to the weight
bhC1 � bh, and by explicitly generating the subsequences corresponding to such
natural numbers.

When all the sets of subsequences S.bhC1� bh/; h D 0; : : : ; p are available, all
the possible sequences S� of the normalized peptide under the peak interpretation
� can be generated with the concatenation of such sets in all possible ways, oper-
ation which we denote by ˚, but eliminating sequences violating the requirements
regarding minimummi or maximumMi value on the number of each component.

S� D S.b1 � b0/˚ S.b2 � b1/˚ � � � ˚ S.w0 � ca � c0 � bp/

Finally, when considering the sets of all the possible sequences fS�1
;S�2

; : : : ;

S�r
g for all the possible models f�1; �2; : : : ; �r g of F , the complete set of all

possible sequences S of the normalized peptide is obtained:

S D S�1
[S�2

[ � � � [S�r
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By construction, the set of all the possible sequences S of the normalized peptide
is also the set of all the possible sequences of the real peptide under analysis; hence,
the sequencing problem have been solved.

Note that, in the case when the formula F is unsatisfiable, and a truth assign-
ment maximizing the number of clauses which evaluates to True has been found,
some gap may admit no subsequences because some incompatibility clauses are
not respected. A less reliable solution can in this case be obtained by merging each
unsequenceable gap with one of its neighboring ones (preferably the smaller).

Example 1.6. When considering the formula F of Example 1.4 with 108 variables,
4909 clauses and three models, computing the weights database with � D 300 we
obtain three breakpoint successions, reported below together with all their corre-
sponding possible sequences:

f87.0, 224.2, 339.2, 452.2, 565.2, 662.2g which gives two sequences:
Ser-His-Asp-Leu-Leu-Pro-Gly-Leu
Ser-His-Asp-Leu-Leu-Pro-Leu-Gly

f87.0, 224.2, 339.2, 452.2, 565.2, 678.3g which gives two sequences:
Ser-His-Asp-Leu-Leu-Leu-Gly-Pro
Ser-His-Asp-Leu-Leu-Leu-Pro-Gly

f87.0, 184.0, 355.2, 452.2, 565.2, 662.2g which gives four sequences:
Ser-Pro-Gly-Asn-Pro-Leu-Pro-Gly-Leu
Ser-Pro-Gly-Asn-Pro-Leu-Pro-Leu-Gly
Ser-Pro-Asn-Gly-Pro-Leu-Pro-Gly-Leu
Ser-Pro-Asn-Gly-Pro-Leu-Pro-Leu-Gly

However, since in this series of examples we selected from the spectrum of Fig. 1.1
only the labelled peaks, results are not as accurate as it would be possible when
selecting more peaks.

1.7 Implementation and Results

The described approach is implemented in CCC. The initial input routine (1) reads
all informations about possible components and possible types of fragments and
charges and computes the weights database, and (2) reads the spectrum and extracts
from it all peaks above a certain value. After this, the logic formula F representing
the peak interpretation problem is generated. All models of F are then found by
means of the DPLL SAT solver BrChaff [6], modified in order to search for all
the models of the given formula. Then, for each model � of F , the breakpoint
succession is computed, and all the possible subsequences covering each gap are
computed and linked together.

Those subsequences may be produced either by means of a specialized branching
algorithm working on-line, or by means of the weights database computed off-line
and used on-line. Finally, by considering the union of the set of sequences corre-
sponding to the different models of F , all the solutions of the sequencing problem
are obtained.
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Table 1.2 Real-world peptide sequencing problems

Input data Outcomes Times
w0 f tmax emax n x v r S w/o WD w WD

572.20 7 2 1 20 14 108 1 1 0:1 0:1

572.20 7 6 2 20 84 3;571 2 2 1:9 1:6

851.30 18 2 1 20 36 543 1 4 0:5 0:5

851.30 18 4 2 24 144 6;780 4 7 2:0 1:4

851.30 18 6 3 24 324 12;642 10 16 5:6 3:0

859.12 20 3 1 40 60 2;904 4 26 1:6 1:1

859.12 20 6 2 40 240 8;156 5 29 4:1 3:4

913.30 16 2 1 20 32 539 2 7 1:0 0:8

913.30 16 6 3 20 288 10;741 8 32 6:8 4:0

968.58 19 2 1 20 38 768 6 24 1:3 1:1

968.58 19 6 2 20 228 7;021 10 38 4:1 3:4

1037.10 18 2 1 20 36 714 7 25 1:4 1:0

1037.10 18 6 2 20 216 6;936 12 44 4:3 3:2

1108.60 21 2 1 26 42 2;687 8 18 3:5 2:1

1108.60 21 4 2 26 168 7;456 16 64 12:2 5:6

1234.20 19 2 2 20 76 4;529 9 26 8:3 3:2

1234.20 19 6 2 20 228 8;956 15 106 29:2 14:0

1479.84 20 2 1 20 40 690 7 22 14:3 6:8

1479.84 20 6 2 20 240 8;796 18 102 33:9 13:7

1570.60 22 2 1 21 44 2;498 9 35 28:5 16:3

1570.60 22 6 2 21 264 9;657 14 98 56:8 39:2

1607.69 27 2 2 26 108 5;744 6 20 44:3 20:9

1607.69 27 6 3 26 486 22;565 11 63 473:0 192:8

Table 1.2 reports various experiments of real peptide sequencing problems on a
Pentium IV 1.7GHz PC. In particular, we indicate: the weight of the peptide (w0);
the number of peaks extracted from the spectrum (f ); the number of considered
types (tmax) and charges (emax) of fragments; the number of possible components
(n); the number of variables (x) and clauses (v) of the obtained formula; the number
of models (r) of the obtained formula, the overall number of solutions (S ), and
computational times (in seconds) for the whole sequencing procedure without the
weights database (w/o WD) and with it (w WD). Time for computing off-line the
weights database with � D 300 is 40 seconds and with � D 400 is 126 seconds.
Both values were sufficient for sequencing the gaps in the reported analyses. A time
of this order (the exact one depends on our a priori choice for �) should therefore
be considered just once for a whole series of tests with WD. It can also be stored
on hard disk and read by the input routine in a subsequent time. Those results are
intended to give real-world examples of application, rather than exploring all the
computational possibilities of the described procedure.

As observable from the table, results depend of course on the choice of possible
types and charges of fragments: for the same spectrum, different choices produce
different results, and the number of sequences compatible with the given input data
is sometimes large. This is an intrinsical character of the problem. However, all the
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solutions are generally very related, in the sense that some parts are just common,
and some other are given by all the combinations of a (generally small) number of
components.

The use of the weights database is always able to reduce computation times. This
reduction increases when increasing the solution time and grows faster than the lat-
ter one. In the examples, it passes from about 0.2 seconds for a problem with solution
time of 1 second, i.e., a reduction of 20%, to about 280 seconds for a problem with
solution time of 473 seconds, i.e., a reduction of 59%. Therefore, the more consis-
tent speed-ups are obtained for the larger instances (the ones for which they are more
useful). The whole procedure is a powerful, accurate and flexible sequencing tool,
and allows the sequencing of compounds not handled by other available techniques.

1.8 Conclusions

The problem of the determination of the amino acid sequence of a peptide is
considered. Such problem is of basic relevance in biological and medical research,
but is difficult to model and computationally hard to solve. Data obtained from the
mass spectrometry analysis of a generic polymeric compound, constituted, accord-
ing to specific chemical rules, by a sequence of components, are here used to build
a propositional logic formula. The models of this formula represent coherent inter-
pretations of the set of data and are used to generate all possible correct results of
the analysis itself. The problem has been therefore subdivided into a peaks inter-
pretation phase and a sequence generation phase. The peaks interpretation phase is
solved by means of a DPLL SAT solver modified in order to search for all the mod-
els of a formula. The sequence generation phase is solved by computing off-line
a weights database, so that all sequences up to a certain molecular weight can be
considered implicitly, but only the needed ones generated explicitly. Results of tests
on real-world peptide sequencing problems demonstrate the effectiveness of this
approach. The use of the weights database is able to sensibly reduce computation
times, especially for larger instances.
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18. H. Kleine Büning and T. Lettman. Propositional Logic: Deduction and Algorithms. Cambridge
University Press, Cambridge (1999)

19. T.D. Lee. Fast atom bombardment and secondary ion mass spectrometry of peptides and pro-
teins. In Methods of Protein Microcharacterization, J.E. Shively (editor) 403–441, Humana
Press, NJ (1986)

20. G. Montaudo and R.P. Lattimer (editors). Mass Spectrometry of Polymers. CRC Press, Boca
Raton (2001)

21. G.L. Nemhauser and L.A. Wolsey. Integer and Combinatorial Optimization. Wiley, New York
(1988)

22. J.S. Schlipf, F.S. Annexstein, J.V. Franco, and R.P. Swaminathan. On finding solutions for
extended horn formulas. Information Processing Letters 54(3), 133–137 (1995)

23. G. Siuzdak. Mass Spectrometry for Biotechnology. Academic Press, New York (1996)
24. Software system DeNovoX. ThermoFinnigan Corp. (http://www.thermo.com)
25. Software system Mass Seq. Micromass Ltd. (http://www.micromass.co.uk)
26. Software system PEAKS. Bioinformatics Solutions Inc. (http://www.bioinformaticssolutions.

com)
27. Software system Spectrum Mill. Agilent Technologies Inc. (http://www.agilent.com)
28. J.T. Stults. Peptide sequencing by mass spectrometry. Methods of Biochemical Analysis 34,

145–201 (1990)
29. J.A. Taylor and R.S. Johnson. Implementation and uses of automated de novo peptide sequenc-

ing by tandem mass spectrometry. Analytical Chemistry 73, 2594–2604 (2001)
30. K. Truemper. Effective Logic Computation. Wiley, New York (1998)
31. P. Van Hentenryck. Constraint satisfaction in logic programming. MIT, MA (1989)
32. D. Voet. Biochemistry. Wiley, New York (2004)



Chapter 2
Divide and Conquer Strategies for Protein
Structure Prediction

Pietro Di Lena, Piero Fariselli, Luciano Margara, Marco Vassura,
and Rita Casadio

Abstract In this chapter, we discuss some approaches to the problem of protein
structure prediction by addressing “simpler” sub-problems. The rationale behind
this strategy is to develop methods for predicting some interesting structural char-
acteristics of the protein, which can be useful per se and, at the same time, can be
of help in solving the main problem. In particular, we discuss the problem of pre-
dicting the protein secondary structure, which is at the moment one of the most
successful sub-problems addressed in computational biology. Available secondary
structure predictors are very reliable and can be routinely used for annotating new
genomes or as input for other more complex prediction tasks, such as remote homol-
ogy detection and functional assignments. As a second example, we also discuss the
problem of predicting residue–residue contacts in proteins. In this case, the task is
much more complex than secondary structure prediction, and no satisfactory results
have been achieved so far. Differently from the secondary structure sub-problem, the
residue–residue contact sub-problem is not intrinsically simpler than the prediction
of the protein structure, since a roughly correctly predicted set of residue–residue
contacts would directly lead to prediction of a protein backbone very close to the
real structure. These two protein structure sub-problems are discussed in the light of
the current evaluation of the performance that are based on periodical blind-checks
(CASP meetings) and permanent evaluation (EVA servers).

2.1 Introduction

Methods developed for the problem of the protein structure prediction in silico aim
at finding the three-dimensional (3D) conformation of the protein starting from its
amino-acidic residue sequence (primary structure) [7]. Protein function is strictly
dependent on the native protein 3D structure and protein structure prediction is one
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of the most important and mostly studied problems of computational biology [26].
Despite many efforts, an acceptable solution for new sequences, not having homol-
ogous sequences for which the 3D structure is known, is still to be found. Given the
difficulty to compute directly the protein 3D structure, many intermediate problems
have been addressed. One way to simplify the problem is to compute features that
are local with respect to the backbone of the protein. These are called secondary
structure motifs and are well characterised as alpha-helices, beta-sheets and coil on
the basis of specific values of torsion angles. The problem of predicting secondary
structures in proteins has been also addressed with machine learning methods and
it is presently considered one of the most successful problems of computational
biology [43]. In this chapter, we will comment on the most successful implementa-
tions of protein secondary structure prediction methods.

However, even when well predicted, secondary structure alone does not carry
enough information to understand protein 3D conformation. To this aim, it would
suffice to find global distance constraints between each couple of residues. This
sub-problem is commonly known as residue–residue contact prediction and it has
been again addressed with machine learning methods [3]. Residue–residue contact
prediction is today the only method that can grasp in a simplified manner long-range
interactions between residues of a protein sequence. Although the problem is still
far from being solved, we will review the most efficient algorithms that are presently
the state-of-the-art methods in the field.

So far, the most interesting results in secondary structure prediction and residue–
residue contact prediction have been achieved by a clever combination of machine-
learning methods with evolutionary information available in the ever growing
databases of protein structures [1, 11, 18, 20].

In order to make the chapter self-contained as much as possible, in the follow-
ing sections we briefly review the most basic concepts of machine learning methods
(Sect. 2.2) and the most commonly used techniques for extracting evolutionary in-
formation from databases of protein sequences (Sect. 2.3). The rest of the chapter is
devoted to the detailed description of the most famous secondary structure predic-
tors (Sect. 2.4) and residue–residue contact predictors (Sect. 2.5). For both topics,
we also describe in detail the standard evaluation criteria adopted to measure the
performance of the predictors and outline what is the state of the art in terms of
the respective evaluation criteria according to the experiments performed at CASP
meetings1 and EVA server.2

2.2 Data Classification with Machine Learning Methods

Machine learning is concerned with the design and development of algorithms for
the acquisition and integration of knowledge. Biological data classification is a typ-
ical problem usually approached with machine learning methods.

1 http://predictioncenter.org/
2 http://cubic.bioc.columbia.edu/eva/



2 Divide and Conquer Strategies for Protein Structure Prediction 25

Data classification is the problem of assigning objects to one of the mutually
exclusive classes according to statistical properties derived from a training set
of examples sharing the same nature of such objects. The problem can be eas-
ily formalised in the following way. Assume that the data we want to classify is
represented by a set of n-dimensional vectors x 2X D Rn and that each one
of such vectors can be assigned to exactly one of m possible classes c 2C D
f1; : : :; mg. Given a set of pre-compiled examples E D f.x1; c1/; : : :; .xk ; ck/g,
where .xi ; ci / 2 X � C and jEj < jX j, the objective is to learn from E a mapping
f W X ! C that assigns every x 2 X to its correct class c 2C . In the biolog-
ical context, each entry of the vector x 2 X usually represents a single feature
(observation) of the object we want to classify (i.e., x is not the object itself ), and
the number of classes is typically limited to two/three. Moreover, machine learning
methods generally do not provide a rigid classification of an object; they instead
return the probability that the object belongs to each one of the possible classes
(a classification can be obtained by choosing the class with higher probability).
In bioinformatics, the most widely used machine learning methods for data clas-
sification are neural networks (NN), support vector machines (SVM) and Hidden
Markov models (HMM). We do not discuss here the features and the limitations
of such methods (for an extensive introduction, see [5]), but we briefly outline the
problem of correctly evaluating the performance of predictors of protein structural
characteristic.

A reliable approach for assessing the performance of data classification is a nec-
essary pre-condition for every machine learning-based method. The cross-validation
is the standard technique used to statistically evaluate how accurate a predictive
model is. The cross-validation involves the partitioning of the example set into sev-
eral disjoint sets. In one round of cross-validation, one set is chosen as test set and
the others are used as training set. The method is trained on the training set and
the statistical evaluation of the performance is computed from the prediction re-
sults obtained on the test set. To reduce variability, multiple cross-validation rounds
are performed by interchanging training and test sets, and the results obtained are
averaged over the number of rounds.

A proper evaluation (or cross-validation) of prediction methods needs to meet
one fundamental requirement: the test set must not contain examples too much
similar to those contained in the training set. When testing prediction methods for
protein features (such as secondary structure or inter-residue contacts), this require-
ment transduces in having test and training sets compiled from proteins that share no
significant pairwise sequence identity (typically <25%). If homologous sequences
are included in both training and test set, the average prediction accuracy does not
provide a reliable estimation of the performance, and, in particular, it does not re-
flect the performance of the method for sequences not homologue to those in the
training set.
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2.3 Evolutionary Information and Multiple
Sequence Alignments

One of the most successful tools in bioinformatics is the introduction of evolution-
ary information as a key ingredient for protein structure and function predictions.
The evolutionary information contained in a set of (related) protein sequences can
be extracted from a multiple alignment of all the sequences in the set. The mul-
tiple sequence alignment (MSA) refers to the problem of aligning three or more
sequences in order to identify their regions of similarity. An MSA of a set of pro-
tein sequences is represented as a matrix, where each row corresponds to a single
sequence and each column corresponds to a set of aligned residues, one for each
protein in the set (Fig. 2.1).3,4 When properly computed, each column of the MSA
encodes the possible evolutionary mutations that can occur at the corresponding
positions in the sequences included in the MSA. Those columns of the MSA that
exhibit low variability correspond to regions that are highly conserved with respect
to the evolutionary mutations of protein sequences.

In a pioneering work, Benner and Gerloff [4] introduced the idea that multiple
sequence alignments can improve protein structure prediction. Their basic concept
relies on the fact that the most conserved regions of a protein sequence (in terms
of multiple alignments) are those regions which are either functionally important,
and/or buried in the protein core. By this, Benner and Gerloff demonstrated that
the degree of solvent accessibility of an amino acid residue could be predicted with

Fig. 2.1 Multiple sequence alignment taken from the BAliBASE3 database (example BB50004
from RV50 reference set) and visualised with the Jalview software. Only the first 80 positions of the
alignment are visualised. The symbol “–” denotes a gap. Darker columns of the MSA correspond
to higher conserved regions. The only perfectly conserved positions are 33, 35, 57 and 74

3 BAliBASE3 database: http://www-bio3d-igbmc.u-strasbg.fr/balibase/
4 Jalview software: http://www.jalview.org/
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reasonable accuracy by clustering the sequences in an aligned family, and assessing
the degree of sequence variability observed between very similar pairs. Lately, this
idea was exploited by Rost and Sander, who showed that it was possible to improve
the accuracy of the prediction of secondary structures and solvent accessibility intro-
ducing evolutionary information in the form of sequence profiles as input to neural
networks [42].

Differently from an MSA, whose dimension increases linearly with the number
of aligned sequences, a sequence profile of a protein is a matrix P whose columns
represent the sequence positions and whose rows are the 20 possible residue sym-
bols. The profile matrix P is computed from a MSA and it is relative to a specific
sequence of interest p. Each element Pai of the sequence profile represents the nor-
malised frequency of the residue type a in the aligned position i . In practice, given
an MSA that contains the sequence of interest p, we derive the column i of the cor-
responding profile by computing the frequencies of occurrence of each residue in the
column of the MSA corresponding to the i th residue of p. In this way, the informa-
tion contained in a profile P is not dependent on the number of aligned sequences so
that it becomes easy to use fragments of the matrix P as input for machine learning
methods.

The computation of an MSA for a query sequence is a complex process both
in terms of time and care required. It consists of two steps. First, a search of the
query sequence against a non-redundant dataset of protein sequences is needed in
order to select a set of chains that are similar to the query one. There are several
optimal and near-optimal pairwise-alignment algorithms to perform such searches.
Currently, the heuristic basic local alignment search tool (BLAST) [2] is considered
the standard-de-facto software for pairwise sequence comparison. Despite the fact
that exact algorithms are available for pairwise sequence comparison, the heuristic
BLAST is the most widely used due to its speed (non-redundant datasets can con-
tain millions of different protein sequences) and good performance compared to
exact algorithms. The selection of similar sequences must be performed carefully in
order to avoid the introduction of meaningless sequences in the MSA, such as se-
quences with low complexity regions. Low complexity regions represent sequences
of very non-random composition (“simple sequences,” “compositionally-biased
regions”). They are abundant in natural sequences and may determine high scoring
matching segments in unrelated protein sequences. To avoid this problem, BLAST
implements a filter procedure based on the SEG [49] software. SEG provides a mea-
sure of compositional complexity of a sequence segment and divides sequences into
contrasting segments of low complexity and high complexity. Typically, globular
domains have higher sequence complexity than fibrillar or conformationally disor-
dered protein segments. When used in BLAST, SEG replaces the low complexity
regions within the input sequence with X ’s to prevent spurious matching with unre-
lated sequences.

When the set of similar sequences has been selected, the second step consists
of building an MSA. Differently from the pairwise sequence alignment problem,
building an optimal multiple alignment is a difficult task and it is not computable in
reasonable time. Several software implementations of heuristic algorithms for MSA
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are available (MAXHOM [44], CLUSTALW [47], T-Cofee [29] and MUSCLE [10]
are currently the most widely used) and none of them is globally accepted as a
standard.

Few years ago, the procedure described above for building MSA was almost
standard and time-consuming; thus, during the construction and tuning of new
prediction methods most of the researchers used the homology-derived secondary
structure of proteins (HSSP) precompiled multiple sequence alignments generated
with the MAXHOM software. Currently, a faster and more accurate method for
the construction of reliable sequence profiles is the adoption of the position spe-
cific iterative (PSI) feature in BLAST [2]. In PSI-BLAST a sequence profile and
a position-specific scoring matrix (PSSM) are automatically constructed from a
pseudo-multiple alignment of the highest scoring hits in an initial BLAST search.
The PSSM is generated by calculating position-specific scores for each position
in the alignment. Highly conserved positions receive high scores and weakly con-
served positions receive scores near zero. The profile is used to perform a further
BLAST search and the current profile is refined according to the outcomes of the
new search. This iterative procedure is performed until the retrieved sequences re-
main constant or a fixed number of iterations are achieved. In [21], the prediction
accuracy of secondary structure was improved by using directly the PSI-BLAST
PSSM to feed a neural network system.

2.4 Secondary Structure Prediction

In biochemistry and structural biology, the protein secondary structure refers to
the three-dimensional shape of consecutive residue segments. The most common
secondary structure elements are alpha-helices and beta-sheets. The formation of
secondary structure elements is mostly guided by local inter-residue interactions
mediated by hydrogen bonds. For example, an alpha-helix is formed when hydro-
gen bonds occur regularly between positions i and iC4 in a protein segment. When
hydrogen bonds occur between positions i and i C 3, then a 310 helix is formed. A
beta-sheet is formed when two strands are joined by hydrogen bonds involving alter-
nating residues on each participating strand. In the 1950s, Pauling correctly guessed
the formation of helices and strands [31, 32], before any protein structure had been
determined experimentally.

There are several methods for defining protein secondary structure elements. The
dictionary of protein secondary structure (DSSP) method [23] is actually considered
the de facto standard for secondary structure definition. The DSSP defines eight
types of secondary structure elements, based on hydrogen-bonding patterns as those
initially proposed by Pauling (Fig. 2.2):

� GD 3-turn helix (310 helix). Min length three residues.
� HD 4-turn helix (alpha helix). Min length four residues.
� ID 5-turn helix (pi helix). Min length five residues.
� TD hydrogen bonded turn (3, 4 or 5 turn).
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Fig. 2.2 Graphical representation of the Escherichia coli phosphotransferase IIAmannitol (1a3a
chain A, 148 residues). The figure above shows the three-dimensional structure, highlighting
helices, strands (arrows) and coils (irregular loops). The figure below shows the amino-acidic
sequence and the respective DSSP secondary structure elements

� ED extended strand in parallel and/or anti-parallel beta sheet conformation. Min
length two residues.

� B D residue in isolated beta bridge (single pair beta-sheet hydrogen bond
formation).

� SD bend (the only non-hydrogen bond-based assignment).
� CD every residue that cannot be assigned to any of the above conformations.
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It is worth noting that the eight-state DSSP vocabulary is just a simplification of
the possible variations of hydrogen-bonding patterns present in proteins. For exam-
ple, the class C stands for loops or irregular elements, which are often called coils
or random coils. In order to simplify the DSSP classification, most of the secondary
structure prediction methods reduce further the DSSP vocabulary into three most
characteristic states, helix (H ), strand (E) and other (L), according to the scheme
proposed in the secondary structure section of EVA server (EVAsec5): H includes
(H,G,I), E includes (E,B) and L includes all the others.

Predicting the protein tertiary structure from only its amino acid sequence is
actually one of the most challenging problems in structural bioinformatics. In con-
trast, the secondary structure prediction is more tractable and has been successfully
addressed in the last decades. In particular, the successful results in this field have
been achieved by combining machine learning methods with evolutionary informa-
tion available in the ever-growing databases of protein structures. Early secondary
structure prediction methods were based on statistics derived from protein segments
[6, 16]. The statistics were used to predict how likely the central residue in the seg-
ment is in some particular secondary structure element. Several different methods
(machine learning based and not) were exploited to derive statistics from protein
segments. The accuracy of all these methods was limited to slightly more than 60%.
A first significant step-forward in prediction accuracy was made by exploiting evo-
lutionary information encoded in MSA [43]. The PHD predictor by Rost and Sander
[42] is the first method that used MSA successfully for secondary structure predic-
tion and that was able to achieve a prediction accuracy>70%. The next step-forward
was made using more accurate evolutionary information resulting from improved
searches and larger databases. The PSIpred method by Jones [21] is historically the
first method for secondary structure prediction that cleverly used position-specific
alignments from PSI-BLAST and that achieved a further improvement of slightly
more than 5% in accuracy. The accuracy of modern secondary structure prediction
methods is currently about 77%. While this is not the best possible we can do, due to
the approximations made by the DSSP in assigning secondary structure classes, the
theoretical limit of prediction accuracy has been estimated approximately 88% [41].

The performances of secondary structure prediction methods were evaluated in
CASP1 experiments from CASP1 (1994) to CASP5 (2002). Starting form CASP6,
the secondary structure prediction category was not included in the experiments
since the progress in this area was too little to be detected with the few amounts of
data available in CASP sessions. Currently, larger scale benchmarking is continu-
ously assessed by the EVAsec experiments. In the following section (Sect. 2.4.1),
we review the most important measures of secondary structure prediction accuracy
(as defined in EVAsec) and we also provide a comparison of some secondary struc-
ture prediction methods in terms of these measures. We conclude (Sect. 2.4.2) with
the detailed description of two secondary structure predictors, PHD (Sect. 2.4.2.1)
and PSIpred (Sect. 2.4.2.2).

5 http://cubic.bioc.columbia.edu/eva/doc/intro sec.html
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2.4.1 EVAsec: Evaluation of Secondary Structure
Prediction Servers

The objectives of EVAsec3 are to provide a continuous, fully automated and
statistically significant analysis of protein secondary structure prediction servers.
EVAsec continuously evaluates secondary structure prediction servers in real time,
whenever new data are available. Secondary structure prediction servers are fully
automated websites that accept prediction tasks on request and provide answers in
electronic format. At the moment (April 2009), EVAsec is running since 303 weeks
and monitors 13 servers.

The most simple and widely used measure of secondary structure prediction ac-
curacy used in EVAsec is the per-residue prediction accuracy:

Q3 D 100 � 1
N

3X

iD1
Mii; (2.1)

whereN is the length of the protein andM 2N3�3 is the confusion matrix, i.e.,Mij

is equal to the number of residues observed in state i and predicted in state j with
i; j 2 fH;E;Lg. Since a typical protein contains about 32%H; 21%E; 47%L, the
correct prediction of class L tends to dominate the overall accuracy. There are sev-
eral other measures defined in EVAsec (such as per-state/per-segment accuracy) that
can be used to limit this effect. The per-state measures are based on the Matthews
correlation coefficient:

Ci D pi � ni � ui � oip
.pi C ui/ � .pi C oi / � .ni C ui / � .ni C oi /

; (2.2)

where i 2 fH;E;Lg, pi D Mii (true positives), ni D
P3
j¤i

P3
k¤iMjk (true neg-

atives), oi DP3
j¤i Mji (false positives) and ui DP3

j¤iMij (false negatives). The
most important per-segment accuracy is the Segment OVerlap (SOV) measure, based
on the average segment overlap between the observed and predicted segment instead
of the average per-residue accuracy:

SOV D 100

N

X

.s1;s2/2S

minOV.s1; s2/C ı.s1; s2/
maxOV.s1; s2/

� len.s1/; (2.3)

where

� s1; s2 are, respectively, the observed and predicted secondary structure segments
in state i 2 fH;E;Lg, i.e., all residues of s1; s2 are in state i,

� S is the set of segment pairs .s1; s2/ that are both in the same state i and that
overlap at least by one residue. Conversely, S 0 is the set of observed segments s1
for which there is no predicted overlapping segment s2.

� len.s1/ is the number of residues in segment s1,
� N DP.s1;s2/2S len.s1/CPs12S 0 len.s1/ is the normalization value,
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� minOV.s1; s2/ is the length of actual overlap of s1 and s2, i.e., the extent for
which both segments have residues in state i,

� maxOV.s1; s2/ is the length of the total extent for which either of the segments
s1 or s2 has a residue in state i,

� ı.s1; s2/ is equal to

min

�
maxOV.s1; s2/�minOV.s1; s2/;minOV.s1; s2/;
int.len.s1/=2/; int.len.s2/=2/

�

The accuracy of prediction of the 13 servers currently monitored by EVAsec is
given in Table 2.1. The second column of the table gives the number of proteins pre-
dicted by each method and the third column gives the average accuracy (Q3) over all
proteins for the respective method. The results in Table 2.1 cannot be used for com-
parison, since different sets of proteins are used for each method. In Table 2.2, six
methods are compared on their largest common subset of 80 proteins. In Table 2.2,
also SOV and per-state accuracy measures CH ; CE ; CL are included.

Table 2.1 Average prediction accuracy (third column)
for each secondary structure server monitored in EVAsec
(data updated at April 2009). Different sets of proteins
are used for each method (the number of proteins used is
given in the second column)

Method Num. proteins Q3

APSSP2 [39] 122 75.5
PHDpsi [37] 229 75.0
Porter [33] 73 80.0
PROF king [30] 230 72.1
PROFsec [40] 232 76.6
PSIpred [21] 224 77.9
SABLE [36] 232 76.1
SABLE2 [36] 159 76.8
SAM-T99sec [24] 204 77.3
SCRATCH (SSpro3) [34] 207 76.2
SSpro4 [34] 144 77.9
Yaspin [27] 157 73.6

Table 2.2 Performance comparison of six secondary structure prediction methods on their largest
common subset of 80 proteins as evaluated in EVAsec (data updated at April 2009). The average
of three different accuracy measures ˙ standard deviation are given: Q3 (see (2.1)), SOV (see
(2.3)) and CH ; CE; CL (see (2.2)). The first column of the table gives the rank of the corresponding
predictor

Rank Method Q3 SOV CH CE CL

1 PROFsec 75.5˙ 1.4 74.9˙ 1.9 0.65˙ 0.03 0.70˙ 0.04 0.56˙ 0.02
PSIpred 76.8˙ 1.4 75.4˙ 2.0 0.67˙ 0.03 0.73˙ 0.04 0.55˙ 0.02
SAM-T99sec 77.2˙ 1.2 74.6˙ 1.5 0.67˙ 0.03 0.71˙ 0.03 0.59˙ 0.02

2 PHDpsi 73.4˙ 1.4 69.5˙ 1.9 0.64˙ 0.03 0.68˙ 0.04 0.52˙ 0.02
3 PROF king 71.6˙ 1.5 67.7˙ 2.0 0.62˙ 0.03 0.68˙ 0.04 0.51˙ 0.02
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Most of the 13 methods are based on NN. The exceptions are PORTER,
SCRATCH, SSPro4 (based on bidirectional recurrent NN), SAM-T99sec (based
on HMM) and Yaspin (based both on NN and HMM).

2.4.2 Secondary Structure Prediction Methods

In this section, we describe in detail two of the most famous secondary structure
prediction methods: PHD6 and PSIpred.7 Both methods are based on NN and share
similar network topology. The main difference between the two methods is the way
evolutionary information is extracted from MSA and encoded into the NN input.
Early version of PHD used HSSP pre-computed multiple alignments generated by
MAXHOM. PSIpred uses the position-specific scoring matrix (PSSM) internally
computed by PSI-BLAST. As discussed in [41], the improvement of PSIpred with
respect to PHD is mostly due to the better alignments used to fed the NN. The
better quality of the alignments is in part due to the growth of the databases and the
filtering strategy used by Jones to avoid pollution of the profile through unrelated
proteins. A more recent version of PHD uses PSSM input and it is called PHDpsi
to distinguish it from the older implementation. The only difference between PHD
and PHDpsi is the use of PSSM input instead of frequency profile input.

Also for all the other secondary structure predictors, the main source of informa-
tion is the sequence profile or the PSSM. The main difference between the different
approaches relies on the technique used to extract knowledge from these two sources
of information. The particular technique is specific to the machine learning method
used. Here we decided to describe only PHD and PSIpred because, historically, they
represent the two most important step-forward in secondary structure prediction.

2.4.2.1 PHD

PHD has been described in [42]. The PHD method processes the input infor-
mation in two different levels, corresponding to two different neural networks:
(1) sequence-to-structure NN and (2) structure-to-structure NN. The final prediction
is obtained by filtering the solution obtained from consensus between differently
trained neural networks (3).

1. At the first level, the input units of the NN encode local information taken from
sequence profiles (from PSSM in PHDpsi). For each residue position i , the local
information is extracted from a window of 13 adjacent residues centered in i .
For each residue position in the window, 22 input units are used: 20 units en-
code the corresponding column in the sequence profile, 1 unit is used to detect

6 http://www.predictprotein.org/
7 http://bioinf.cs.ucl.ac.uk/psipred/
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when the position is outside the N/C-terminal region (1 if outside and 0 if not)
and 1 unit accounts for the conservation weight at that position (see below for
definition). The output of the first level NN consists of three nodes, one for each
possible secondary structure element helix/strand/coil, corresponding to the state
of the central residue in the window. The first level NN classifies (13-residues
long) protein segments according to the secondary structure class of their cen-
tral residue. This classification does not reflect the fact that different segments
can be correlated, being, for example, consecutive and overlapping in the protein
sequence. Particularly, at this level, the NN has no knowledge of the correlation
between secondary structure elements. For example, it has no way to know that
a helix consists of at least three consecutive elements.

2. The second level is introduced to take into account the correlation between
consecutive secondary structure elements. The input of the second level NN is
compiled from the output of the first level NN. For every residue position, the in-
put unit encodes a window of 17 consecutive elements taken from the secondary
structure prediction of the first NN. Every position in the window is encoded
with 5 units: three for the predicted secondary structure, one to detect whether
the position is outside the boundaries of the protein and one for the conservation
weight. The output is set as in the first NN and, also in this case, corresponds to
the state of the central residue in the window.

3. The consensus is a simple arithmetic average over (typically four) differently
trained networks. The highest value of the three output units is taken as the final
prediction. To every such prediction, a reliability index can be associated with
the following formula

RI D d10 � .o1 � o2/e; (2.4)

where o1 and o2 are the highest and the second highest values in the output vec-
tor, respectively. The prediction obtained is finally filtered (with the help of the
reliability index) in order to fix some eventually unrealistic local predictions that
neither the second level NN nor the consensus were able to detect (particularly,
too short alpha-helix segments).

The conservation weight provides a score for positions in the MSA with respect
to their level of conservation: the more conserved is a position the higher is the
conservation weight score. Such a weight is contained in the HSSP database and it
is defined by

CW i D
PN
r;sD1wrs � simi

rsPN
r;sD1 wrs

(2.5)

with

wrs D 1 � 1

100
� identrs;

where N is the number of sequences in the multiple alignment, identrs is the per-
centage of sequence identity (over the entire length) of sequences r; s and simi

rs
is the value of the similarity between sequences r; s at position i according to the
Dayhoff similarity matrix [8].
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2.4.2.2 PSIpred

PSIpred has been described in [21]. The original implementation is based on neural
networks. An almost equivalent implementation with SVM has been described in
[48] and compared with the original version.

The neural network topology of PSIpred is very similar to the one used in PHD:
in both methods the input is processed in two different levels, and the final result
is obtained as the consensus between differently trained networks. The main dif-
ferences are the lengths of the windows used in the first and second levels: in both
networks PSIpred uses 15-residue long windows, while PHD uses lengths 13 and 17,
respectively. Moreover, the conservation weight is not included in the input of
PSIpred (it showed poor improvement also in PHD [42]). The most important differ-
ence between early PHD version and PSIpred is the way evolutionary information
is treated. In particular, the position-specific scoring matrix (PSSM) is used to fed
the NN instead of the classical frequency profile computed from MSA.

Here we review in detail the procedure used by Jones to produce meaningful
position-specific profiles with PSI-BLAST, as described in [21]. Although PSI-
BLAST is much more sensitive than BLAST in picking up distant evolutionary
relationships, it must be used carefully in order to avoid false-positive matches. In
particular, PSI-BLAST is very prone to incorporate repetitive sequences into the in-
termediate profiles. When this happens, the searching process tends to find highly
scored matches with completely random sequences. In order to maximise the perfor-
mances of PSI-BLAST, Jones builds a custom sequence data bank by first compiling
a large set of non-redundant protein sequences and then by filtering the databank in
order to remove low complexity regions [49], transmembrane segments [22] and
regions which are likely to form coiled-coil regions (these filtering are now auto-
matically performed by PSI-BLAST).

Finally, the input of the NN is computed from the PSSM of PSI-BLAST af-
ter three iterations, scaled to values between 0 and 1 with the logistic function
1=.1C ex/, where x is the raw profile value.

2.5 Residue–Residue Contact Prediction

Residue–residue contact prediction refers to the prediction of the probability that
two residues in a protein structure are spatially close to each other. Inter-residue
contacts provide much information about the protein structure. A contact between
two residues that are distant in the protein sequence can be seen as a strong con-
straint on the protein fold. If we could predict with high precision even a small
set of (non-trivial) residue pairs in contact, we could use this information as extra
constraints to guide the protein structure prediction. The prediction of inter-residue
contact is a difficult problem, and no satisfactory improvements have been achieved
in the last 10 years of investigation. On the other end, even if residue contact pre-
dictors are highly inaccurate, they still have higher accuracy compared to contact
predictions derived from the best 3D structure prediction methods [45].
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In the following sections, we describe the standards adopted for contact definition
and contact prediction evaluation (Sect. 2.5.1). We next describe the most impor-
tant statistics used to extract contact information from MSA (Sect. 2.5.2) and the
best performing contact predictors, as evaluated in the last five CASP editions
(Sect. 2.5.3).

2.5.1 EVAcon: Evaluation of Inter-Residue Contact
Prediction Servers

Equivalently to EVAsec, the objectives of EVAcon8 are to provide a continuous,
fully automated and statistically significant analysis of inter-residue contact predic-
tion servers. Differently from EVAsec, the statistics of EVAcon are not so frequently
updated and only very few servers are monitored at the moment. Anyway, EVAcon
provides the standards for contact definition and evaluation criteria for contact pre-
diction. These measures are also those adopted at CASP meetings.

There are several ways to define inter-residue contacts; all definitions are more or
less equivalent. In EVAsec, two residues are defined to be in contact if the Euclidean
distance between the coordinates of their beta carbon atoms (Cˇ ) is �8 Angstroms
(Å) (Fig. 2.3). For Glycines, the coordinate of the alpha carbon atom (C˛) is con-
sidered instead of the Cˇ coordinate, which is missing (i.e., Glycines have only a
unique carbon atom).

The most important measure for the evaluation of contact predictors is the accu-
racy of prediction. The accuracy of prediction is defined as

Number of correctly predicted contacts
Number of predicted contacts

Since contact predictors usually return the probability that two residues are in con-
tact, the above formula is computed in slightly different way: the list of residue pairs
is sorted in decreasing order according to the predicted contact probability, and the
accuracy is computed by taking the first 2L, L, L/2, L/5 and L/10 (most probable)
pairs, where L here denotes the length of the protein. More formally, the accuracy
of prediction with respect to length l 2 f 2L, L, L/2, L/5,L/10g is defined as

Accl D ncl
l
; (2.6)

where ncl is the number of correctly predicted contacts among the first l high-scored
pairs. It makes sense to distinguish between short-range contacts (i.e., contacts
between residues that are close in the protein sequence) and long-range contacts
(i.e., contacts between residues that are distant in the sequence). Long-range con-
tacts are much more sparse than short-range contacts, but they provide much more

8 http://cubic.bioc.columbia.edu/eva/doc/intro con.html
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Fig. 2.3 Map of the Cˇ–Cˇ contacts at threshold 8 Å of the protein 1a3aA of Fig. 2.2. Black dots
represent contacts

information about the protein structure and for this they are much more difficult
to predict correctly. For this reason, for the calculation of the accuracy with (2.6),
the predicted pairs of residues are split in three sets according to the separation
of the two residues in the pair (i.e., the number of residues between them): short-
range (from 6 to 11), medium-range (from 12 to 23) and long-range (�24) sequence
separation. Residue contacts whose sequence separation is below 6 do not pro-
vide useful information about the protein folding and are not evaluated. Among
all these measures, the most important evaluation parameter is the accuracy for se-
quence separation �24 and L/5 number of pairs.

Since the performances of contact predictors are not monitored as extensively
as secondary prediction servers, the statistics about the state-of-the-art accuracy of
inter-residue contact prediction is not very significant. According to the results ob-
tained in the last two CASP events [11, 20], we can evaluate the state of the art in
prediction accuracy as few percentage points above the 20% for sequence separation
�24 and L/5 number of contacts.

2.5.2 Contact Prediction with Correlated Mutations

The most simple approach to predict residue–residue contacts in a protein is based
on the evaluation of statistical properties derived from paired-columns of the MSA.
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This approach relies on a very simple but significant hypothesis: since evolutionary
mutations tend to preserve more protein structures than its sequence, residue sub-
stitutions must be compensated by other mutations in the spatially close neighbours
in order to not destabilise the protein fold. That is, during the evolutionary course
of protein sequences, a pair of residues in contact are more likely to co-mutate than
residues not in contact. This basic idea has been exploited in the reverse direction:
the probability of two residues to be in contact can be inferred by measuring how
much changes in one column of the MSA (corresponding to one of the two residues)
affect changes in the other column. There are various measures which can be used
to extract correlated mutation statistics from the MSA. Despite the intensive in-
vestigation of correlated mutation-based methods, this approach alone resulted in
a limited success in predicting residue–residue contacts. A possible explanation of
these performances can be that the statistical measures exploited so far are too weak
to discriminate between true correlation and background noise. Nevertheless, these
methods are still interesting on their own, and they have been often used proficiently
in conjunction with machine learning approaches for the contact prediction problem.

In the following sections, we shortly describe just few of the statistical measures
used to evaluate correlated mutations; more detailed information can be found in
[14, 19].

2.5.2.1 Pearson Correlation

The best known implementation of the correlated mutation approach [17] uses the
Pearson correlation coefficients to quantify the amount of co-evolution between pair
of sites.

The Pearson product-moment correlation coefficient is a measure of the linear
dependence between two variables X; Y , and it is defined as

C.X; Y / D 1

N

NX

kD1

�
Xk �X

� �
Yk � Y

�

�X�Y
; (2.7)

whereN is the number of elements contained inX and Y ,X is the average ofX and
�X is its standard deviation. The coefficient�1�C.X; Y /� 1 quantifies the degree
of linear dependence betweenX and Y . If C.X; Y /D 1, thenX is equal to Y up to a
linear transformation. In general, ifC.X; Y / � 1,X and Y are considered positively
correlated, not correlated if C.X; Y / � 0 and anti-correlated if C.X; Y / � �1.

To evaluate the Pearson correlation of a pair of sites (columns) i; j in an MSA,
we have to define two substitution score vectors. Assuming that the MSA matrix M
contains t aligned sequences, the substitution vector corresponding to position i is
defined as

X D Si D .ı.M1i ;M2i /; ı.M1i ;M3i/: : :;

ı.M1i ;Mti/; ı.M2i ;M3i/; : : :; ı.Mt�1i ;Mti//;
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where ı.Mki ;Mli/ is the score assigned to the substitution (mutation) Mki ! Mli.
The substitution vector Y DSj corresponding to position j is computed in the same
way. The substitutions with gaps are not considered; hence, if Mki!Mli is a gap-
substitution then it is excluded from Si andMkj!Mlj is also excluded form Sj (the
conversely holds for position j ). The coefficient C.Si ; Sj / quantifies the degree of
linear correlation for the evolutionary mutations as observed at the i th column of the
MSA with respect to the mutations occurring at the j th column. Perfectly conserved
columns and columns with more than 10% of gaps are usually excluded from the
analysis since they are uninformative.

This approach requires a similarity matrix to weight residue substitutions
Mki ! Mli: that is, the substitution vector is defined in terms of a scoring scheme
ı.Mli;Mki/. The substitution scores are generally provided by the McLachlan
similarity matrix [28], which defines residue similarity in terms of their physico-
chemical properties. The choice to use the McLachlan is not critical since there
are several different similarity matrices that perform equally well [9]. Other related
implementations of this method have been proposed (a comprehensive review can
be found in [35]). These approaches differ from the original method [17] essentially
in the measures adopted to weight the co-evolving substitutions.

2.5.2.2 Mutual Information

The mutual information measures the mutual dependence of two variables X; Y . It
is defined as

I.X; Y / D
X

x2X

X

y2Y
p.x; y/ log

p.x; y/

p1.x/p2.y/
; (2.8)

wherep1.x/ is the marginal probability distribution of x inX , p2.y/ is the marginal
probability distribution of y in Y and p.x; y/ is the joint probability of x; y,
i.e., the probability that x and y occur in conjunction. The mutual information is
I.X; Y / D 0 if and only if X and Y are independent.

To evaluate the mutual information of two columns i; j of the MSA, we have to
compute the marginal probabilities of residues occurring in each respective column
and their joint probability. The variable X contains the different residues occurring
in the i th column of the MSA, and p1.x/; x 2 X is the probability of residue x of
being in the i th column, i.e., p1.x/ is the frequency of residue x in the i th column
of the MSA. The marginal probabilities of column j are computed in the same
way. The joint probability p.x; y/; x 2X; y 2Y is the frequency of the pair x; y in
the columns i; j of the MSA. In order to compute the mutual information of two
positions i; j , the MSA is filtered from sequences containing a gap in position i
or j . Note that, if either position i or j are perfectly conserved in the MSA, their
mutual information reduces to 0.

A comparison in terms of prediction accuracy between Pearson correlation and
mutual information has been analysed in [14]. According to this analysis, mutual
information shows poor performances in contact prediction. Nevertheless, a more
deep analysis described in [45] shows that the significance of the observed mutual
information results in a much more strong measure for correlated mutations.
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2.5.2.3 Joint Entropy

The joint entropy is a measure of how much entropy (variation) is contained in two
variablesX; Y . It is defined as

J.X; Y / D �
X

x2X;y2Y
p.x; y/ logp.x; y/; (2.9)

where p.x; y/ is the joint probability of x; y.
To compute the joint entropy of a pair of columns in the MSA, X; Y and p.x; y/

are defined as in Sect. 2.5.2.2. Note that for perfectly conserved positions, the joint
entropy reduces to 0. Highly conserved positions are more likely to correspond to
residues buried in the core of the protein, which is the most stable portion of a
protein structure and thus less subjected to evolutionary mutations. Most of the
residue–residue contacts are, in fact, localised in the core of a protein structure.
Therefore, residue pairs with lower joint entropy are more likely to be in contact
than pairs with higher entropy. In this sense, joint entropy is complementary to
Pearson correlation and mutual information, which cannot extract information from
highly conserved columns of the MSA (recall that perfectly conserved position are
excluded from the Pearson analysis and have mutual information equal to 0).

2.5.3 Contact Prediction with Neural Networks

We describe the best performing NN contact predictors CORNET,9 PROFcon,10 and
SAM-T06con,11 as evaluated in the last five editions of CASP experiments (from
CASP4 in 2000 to CASP8 in 2008).

All best known implementations of NN contact predictors have some common
similarities. First of all, due to the high variability of protein lengths, the NN input
cannot be set in order to directly encode the overall protein sequence. For this rea-
son, the NN input encodes specific information related to pair of residues and only
coarse-grained global features of the protein are taken into account. This informa-
tion is usually derived from the MSA and from structural/statistical properties of the
protein. We can identify three different kinds of information used in NN input units:

� Local information, derived from the respective local environments of the two
residues;

� Global information, derived from the overall protein structure and/or sequence;
� Paired-residue statistics, which include statistical properties derived from paired

columns of the MSA.

9 http://gpcr.biocomp.unibo.it/cgi/predictors/cornet/pred cmapcgi.cgi
10 http://cubic.bioc.columbia.edu/services/profcon/
11 http://compbio.soe.ucsc.edu/SAM T06/T06-query.html
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All NN predictors described here differ essentially only by the features chosen to
capture these three different kinds of information.

The output layer of the NN contains a unique node, which during the training
phase is set to 1 if the two residues are in contact and to 0 if they are not. Accord-
ingly, in the prediction phase the output of the NN (a value between 0 and 1) is
interpreted as the probability that the two input residues are in contact.

In order to filter most of the (uninformative) data related to local contacts, the
set of training examples is computed only from residue pairs whose sequence
separation is larger than some threshold, typically >6. Moreover, to avoid the over-
estimation of non-contacts (which are much more abundant than contacts), the
training examples are usually balanced. The balancing is generally obtained by ran-
domly selecting only a fraction of the negative examples (typically 5%) from each
epoch of the training phase. This technique has the effect from speeding up the
learning process and assures that most of the negative examples are seen by the NN.

The performances and the limits of NN predictors are strictly related to their input
encodings. Different from the secondary structure prediction problem, the contact
probability is not a property that can be inferred locally, since it is a consequence
of repulsive and attractive inter-atomic forces over all the protein sequence. Due to
the limit imposed by the different protein lengths, the NN predictors are forced to
infer global information about the protein structure mostly from local information
only. This is probably the main reason why residue–residue contact prediction is
not as successful as secondary structure prediction. Nevertheless, the NN-based ap-
proaches are actually the state of the art in residue–residue contact prediction and
they provide much better performances than the contact prediction derived from
tertiary structure modeling (for free-modeling domains).

In the following sections, for each NN predictor, we focus on the specific en-
coding of the input information. More detailed description of the implementations
together with the analysis of their performances can be found elsewhere [13,38,45].

2.5.3.1 CORNET

The implementation of CORNET and its performances have been described
in [12, 13].

In total, the input encodings requires 1,071 units. Most of the NN input en-
codes paired-residue statistics. For each residue pair i; j .j > i C 6/ in the protein
sequence, the NN input encodes local information (a) in terms of sequence con-
servation of positions i; j and in terms of predicted secondary structure of their
immediate neighbours, i.e., the two windows Œi � 1; i C 1� and Œj � 1; j C 1� are
considered. Two distinct paired-residue statistics are used (b): Pearson correlated
mutations and paired evolutionary information as observed in the two neighbouring
windows. No global information is taken into account.

a. For each position in the two neighbouring windows three input units encode the
secondary structure information (alpha/beta/coil). If the secondary structure in
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one position is predicted as alpha, then the corresponding entry in the input unit
is 1 and the remaining two entries are set to 0. The same holds for the other
secondary structure elements. When the neighbouring window is outside the
boundaries of protein, all entries of the secondary structure input units are set
to 0. The sequence variability, as computed in [15], is included only for positions
i and j (2 units).

b. The evolutionary information for the pair i; j is encoded as an input vector
containing 210D 20 � .20 C 1/=2 elements, one entry for each distinct pair
of aminoacids (symmetric pairs are considered equivalent). Every entry of the
vector contains the frequency of the occurrence of the related pair of amino-acids
in the multiple alignment with respect to positions i; j . The evolutionary infor-
mation of the neighbours of i; j is also taken into account. The positions consid-
ered to introduce the evolutionary information are .i � 1; j � 1/; .i C 1; j C 1/
(parallel pairings) and .i � 1; j C 1/; .i C 1; j � 1/ (anti-parallel pairings). The
correlated mutation information (1 unit) is defined as described in (2.7). For per-
fectly conserved positions, the correlation between i and j is set by default to 0
and for positions with more than 10% of gaps to �1.

2.5.3.2 PROFcon

The implementation of PROFcon and its performances have been described in [38].
In total, the input encodings require 738 units. For every pair of residues i; j , the

neural network input incorporates local information from the neighbours of i; j and
from their connecting segment (a). Several global properties of the protein are taken
into account (b) but not the paired-residue statistics.

(a) The local information of the two residues is derived from two windows of width
nine centered in i; j and from the segment connecting i; j. The connecting seg-
ment information is captured by taking a window of five consecutive residues
from k � 2 to k C 2 where k D di � j e. Each residue position in the three
windows is described by the frequency of occurrence of the 20 amino acid
types in that position (20 input units plus 1 more unit to detect when the po-
sition is outside the boundaries of the protein), predicted secondary structure
(4 units, helix/strand/coil and reliability of the prediction at that position as
defined in (2.4)), predicted solvent accessibility (3 units, buried/exposed and
prediction reliability) and conservation weight (1 unit) as defined in (2.5). Some
more features are introduced to better characterise the biophysical properties
of the pair i; j (7 input units: hydrophobic-hydrophobic, polar-polar, charged-
polar, opposite charges, same charges, aromatic-aromatic, other) and if they are
in low-complesity regions, as computed by the SEG software (2 input units).
Global features of the entire connecting segment are also considered: amino
acid composition (20 units), secondary structure composition (4 units) and the
fraction of SEG-low-complexity residues in the whole connecting segment
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(1 node). Finally, the length of the segment connecting i and j is encoded in
11 input units corresponding to sequence separations 6, 7, 8, 9, 10–14, 15–19,
20–24, 25–29, 30–39, 40–49,>49.

(b) This global information includes amino acid composition of the entire protein
(20 units), secondary structure composition (3 units) and protein length (4 units,
lengths 1–60, 61–120, 121–240 and >240).

2.5.3.3 SAM-T06con

This NN contact predictor is included in the protein structure prediction architecture
SAM-T06. The implementation of the contact predictor and its performances have
been described in [45].

In total, the input encoding of the NN requires 449 units. The local information
(a) is accounted by taking a windows of length five centered in each one of the two
residues. Four distinct paired-residue statistics are used (b) and just the length of the
protein is taken into account as global information (c).

(a) For each position in the two windows, the NN input encodes the amino acids
distribution according to a Dirichlet mixture regularizer [46] (20 units), the
predicted secondary structure and predicted burial [25] (13 and 11 units,
respectively). Moreover, the entropy of the amino acids distribution (1 unit
for each window) and the logarithm of the sequence separation between the two
residues (1 unit) are included.

(b) The NN input encodes four paired-residue statistics (1 input unit for three of
them and 2 for the last one). The most simple statistics counts the number of
different pairs observed in the MSA columns corresponding to the two residues.
Other statistics considered are the joint entropy (2.9), the propensity of contact,
and a mutual information-based statistics (2.8). For these three last measures,
the logarithm of the rank of the statistic’s value is taken into the input, except
for the mutual information for which both the logarithm of the rank and the
exact value are added. The rank of a statistic value is computed as the rank of
the value in the list of values for all pairs of columns.
The propensity for two residue to be in contact is the log odds of a contact
between the residues vs. the probability of the residues occurring independently.
This measure has been slightly modified in order to give more weight to high-
separation with respect to low-separation contacts. Here the mutual information
statistics is introduced by computing its p-value (i.e., the probability of seeing
the observed mutual information by chance). The significance of the mutual
information shows better performances in contact prediction than the statistics
itself, as computed in (2.8). More detailed information about the propensity of
contact and the mutual information-based statistics can be found in [45].

(c) The only global information added is the logarithm of the length of the protein
(1 unit).
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2.6 Conclusions

In this chapter, we presented two different aspects of the protein structure prediction
problem: the prediction of protein secondary structure, which is simpler in its for-
mulation than the protein folding problem and from which sequential annotations
can be derived, and the most demanding problem of residue contact prediction in
proteins. The first relevant message from our analysis of the current state-of-the-art
methods is that a key-role is played by evolutionary information. This knowledge,
which can be exploited by using different multiple sequence alignment methods, is
one of the major resources to identify relevant domains of the protein that are re-
lated to secondary structure elements or packing regions. A second relevant message
is that the most successful predictors are based on machine-learning tools, indicat-
ing that for the described tasks (at least up-to-now) bottom-up approaches compete
favorably with the methods that directly predict the 3D structure of the proteins.
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Chapter 3
Secondary Structure Classification of Isoform
Protein Markers in Oncology

Gregorio Patrizi, Claudio Cifarelli, Valentina Losacco, and Giacomo Patrizi

Abstract The determination of the secondary structure of proteins can be consid-
ered a relevant procedure to characterise isoform protein markers for cancer and
other pathologies. Their recognition is modeled as a classification problem and
solved using a nonlinear complementarity problem restricted to binary variables.
The procedure will be tested on an available data sets of proteins to determine the
differences in the isoforms which affect the pathologies. Recognition accuracy is
attributable to the implementation of a nonlinear binary optimization problem and a
strict statistical methodology that does not require extraneous assumptions.

3.1 Introduction

Proteins assume a well-defined three-dimensional structure, which is determined
principally by their amino acid sequence. Per contra the structure of a protein deter-
mines its function and the sequence of amino acids which compose a given protein
determines its spatial relationship. Also in general, isoforms are different forms of
a protein that may be produced from small differences between alleles of a gene or
from the same gene by alternating splicing which differs in structure, but may also
be due to differences in their spatial characteristics, arising from small differences in
the amino acid chain, or other mechanisms not well defined [6,20,28]. There are 20
different amino acids which form proteins, and their combinations may be presented
in four levels of structures: the primary structure characterized by the sequence of
amino acids, a secondary structure in which their structure is distinguished by the
folding characteristics of the protein, classified by segments of the amino acids in-
dicated by ˛-helix, a helical type structure, ˇ-strand, a sheet-like structure, and a
residual class indicated as coil. Often the classification of segments is extended to
eight to ten classes, depending on requirements. The tertiary structure consists of
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the triple angles between successive amino acids, and in the quaternary structure,
proteins are lumped together in bigger composites [7].

Appropriate methods that achieve high sensitivity and specificity levels are re-
quired for early diagnosis of cancer for patient survival, and successful diagnosis
and prognosis of the disease are crucial. Protein markers are proteins usually present
in the blood, and their isoform incidence may vary with oncoming oncological ma-
lignancies, so the analysis of biomarkers in blood and other body fluids is applied in
the detection of the disease by applying various methods of molecular recognition
[29] to determine the relative proportions of different isoforms in the blood [24].
Suitable procedures must be defined to recognise and obtain samples of the vari-
ous isoforms, which can be determined, principally, by electrophoresis, probes, or
protein microarrays [1, 34, 37].

The relationships that bind consecutive amino acids in a protein may be charac-
terised by suitable class labels indicating the structural relationship between these
amino acids. Using analytical mathematical classification methods, on the basis of
the primary structure of a protein, the secondary structure is predicted and so the
particular isoform is consequently identified. Classification consists of assigning
an entity to a class, in such a way that similar entities are assigned to the same
class. The concept of similarity may be definable a priori and in this case a prob-
lem in taxonomy is formulated [13, 26], or the class and the membership status of
the given entities must be identified on the basis of some previously inferential set
of characteristics of the objects, a process basic to human knowledge [33], and the
classification results that are obtainable will depend on the information structure
provided [21]. For the algorithm that will be described, the average precision of
87% is obtained [5]. At this level of precision, isoform differences of proteins are
detectable; so the approach suggested is novel.

The aim of this chapter is to present a nonlinear complementarity algorithm,
limited to binary variables, to implement a classification algorithm to determine the
secondary structure of isoforms of proteins which constitute markers in oncology
through their secondary structure with a high precision. Thus, the outline of this
chapter is as follows. In the next section, the properties of the structure and the
dynamics of isoforms will be examined, in particular, with regard to their folding
characteristics. In Sect. 3.3, the classification algorithm is presented, while in the
following section the coherent statistical properties of the algorithm will be derived.
In Sect. 3.5, some experimental results regarding isoforms will be presented. Finally
in Sect. 3.6, the relevant conclusions will be drawn.

3.2 Structural Diversity of Isoform

Many biosensors for cancer are being studied and experiments are undertaken [29].
The identification of a group of proteins consistently changing in relation to the
disease is important in cancer research [29] and raises deep problems in deter-
mining the detailed secondary and tertiary structure of these proteins. For instance
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the identification of a protein by determining its primary structure or by empirical
experimental methods may not be sufficient; so a more complete functional analysis
of the isoform of a protein should be assessed by exploiting methods to determine
accurate secondary or tertiary structure. For example, tumor-screening markers for
prostate cancer consist in the identification of acid phosphate; however, a large
number of false-negative results limit the usefulness of this marker [27]. The de-
termination of a set of markers by identifying its secondary structure could result in
higher levels of specificity and sensitivity for the different types of markers. Again
for patients showing serum PSA levels between 4 and 10 mg ml�1, the positive pre-
dictive value is only 18–25% (mean 21%) and the diagnostic precision might be
increased by distinguishing more finely the markers, through determining more pre-
cise structural characteristics [27].

The recognition in situ carcinomas and pre-invasive foci of the primary breast ep-
ithelial tumors, hS100A7 expression often decrease in invading tumor foci; however,
its persistent expression in invasive carcinomas is associated with poor progno-
sis [34]. The hS100A7 (psoriasin) protein belongs to a large multigenic family of
calcium-binding EF-hand S100 proteins [25]. As evolutionary late genes, hS100A7
and hS100A15 are highly similar paralogs (93% sequence identity), most similar
among all S100 gene family. These proteins can be distinguished through the appli-
cation of specific antibodies to unique peptide sequences in the amino terminus. The
high homology of these proteins makes them often difficult to distinguish when co-
expressed, so their distinct biological functions compel an analysis of their dual
presence and potential contribution to normal breast and to cancer pathologies,
while both proteins contribute unique functional elements for breast physiology and
tumorigenesis, so the secondary or higher structures could distinguish directly their
functional characteristics.

The taxonomic characterization of proteins and the similarity of isoforms with
respect to disease must be analyzed formally to enact suitable prognosis proce-
dures. For instance bone and soft tissue sarcomas may be treated in some cases,
but it is held that improvements may be expected through global investigations of
the molecular backgrounds associated with the clinicopathologic characteristics of
tumors [15]. Moreover, a human gene (TP73) is a part of the p53 family of tran-
scription factors, which may form multiple protein isoforms. Careful studies of the
functions and the structure of the data available suggest to enrich the characterisa-
tion of the amino-terminally truncated p73 isoforms because of their role in driving
cellular responses to anticancer agents and tumor growth control [4].

3.3 The Classification Algorithm

A set of objects may be specified by a set of common attributes, which are then
assigned to certain classes. The classification problem consists in determining a
mapping from the set of objects, characterised by the set of common attributes, to
the set of classes. To define such a mapping, a training set is required with a set of
objects classified in known classes [18].
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Definition 3.1. A subset of a dataset is termed a training set if every entity in a
given set has been assigned a class label.

Definition 3.2. Suppose there is a set of entitiesE and a set P D fP1; P2; : : :; Png
of subsets of the set of entities, i.e. Pj � E; j 2 J D f1; 2; : : :; ng. A subset OJ � J
forms a cover of E if

S
j2 OJ Pj D E . If, in addition, for every k; j 2 OJ ; j ¤ k;

Pj \ Pk D ; it is a partition.

Definition 3.3. The dataset is coherent if there exists a partition, which satisfies the
following properties:

1. The relations defined on the training set and in particular the membership classes,
defined over the data set, consist of disjoint unions of the subsets of the partition.

2. Stability: The partition is invariant to additions to the dataset. This invariance
should apply both to the addition of duplicate entities and to the addition of new
entities obtained in the same way as the objects under consideration.

3. Extendibility: If the dimension of the attributes of the set considered is p and
it is augmented, so that the basis will be composed of p C 1 attributes, then
the partition obtained by considering the smaller set will remain valid even
for the extension, as long as this extension does not alter the relations defined
on the dataset. Thus, the labels characterizing the training set are correct under
either dimensional space.

Such a dataset is experimentally stable and precise partitions of the dataset can
be obtained.

Definition 3.4. A dataset is linearly separable if there exist linear functions such
that the entities belonging to one class can be separated from the entities belong-
ing to the other classes. It is pairwise linearly separable, if every pair of classes is
linearly separable. A set is piecewise separable if every element of each class is
separable from all the other elements of all the other classes.

Clearly if a set is linearly separable, it is pairwise linearly separable and piece-
wise separable, but the converse is not true.

Theorem 3.1. If a dataset is coherent then it is piecewise separable.

Proof. By the Definition 3.3, a partition exists for a coherent dataset and therefore
there exists subsets Pj � E; j 2 J D f1; 2; : : :; ng such that for every j 6D k 2 J ,
Pj \ Pk D ;, as indicated by Definition 3.2.

A given class is formed from distinct subsets of the partition, so no pattern can
belong to two classes. Therefore, each pattern of a given class will be separable
from every pattern in the other subsets of the partition. Consequently, the dataset is
piecewise separable.

Theorem 3.2. Given a dataset which does not contain two identical patterns as-
signed to different classes, then a correct classifier can be formulated which realizes
the given partition on this training set.
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Proof. The proof is trivial, since if the dataset does not contain two identical patterns
that belong to different classes, each pattern or group of identical patterns can be
assigned to different subsets of the partition. This classifier is necessarily correct
and on this basis subsets can be aggregated, as long as the aggregated subsets of
different classes remain disjoint.

Corollary 3.1. Given that the training set does not contain two or more identical
patterns assigned to different classes, the given partition yields a completely correct
classification of the patterns.

Theorem 3.1 and the distinction introduced in the corollary are relevant to char-
acterize the dataset and the training set to ensure the avoidance of the juxtaposition
property, i.e. two identical patterns belong to different classes, entails that the Bayes
error is zero [8].

The classification algorithm to be formulated may be specified as a combinatorial
problem in binary variables [18, 21]. Consider a training set with n patterns repre-
sented by appropriate feature vectors indicated by xi 2 Rp ;8i D 1; 2; : : :; n and
grouped in c classes. An upper bound is selected for the number of barycenters that
may result from the classification, which can be taken “ad abundantiam” as m, or
on the basis of a preliminary run of some classification algorithm. Hence, the initial
barycenter matrix will be a p � mc matrix which is set to zero. The barycenters
when calculated will be written in the matrix by class. Thus, a barycenter of class k
will occupy a column of the matrix between .m.k � 1/C 1/ and mk. The feature
vectors can be ordered by increasing class label. Thus, the first n1 columns of the
training set matrix consists of patterns of class 1, from n1 C 1 to n2 of class 2 and
in general from nk�1 C 1 to nk of class k.

Let:

� xi 2 Rp : The p dimensional pattern vector of pattern i ,
� c classes are considered, k D 0; 1; : : : ; .c � 1/. Let the number of patterns in

class ck be indicated by nk , then the n patterns can be subdivided by class so that
n DPc�1

kD0 nk ,
� zj 2 f0; 1g fj D 1; 2; ::mcg if zj D 1, then the barycenter vector j 2 fmk C 1g
; : : : ; m.k C 1/g belonging to recognition class ck 2 f0; : : : ; c � 1g;

� yij 2 f0; 1g, which indicates that the pattern i has been assigned to the barycenter
j (yij D 1 ),

� tj 2 Rp so the sum of the elements of the vectors of the patterns assigned to
barycenter j D f1; 2; : : : ; mcg,

� M a large scalar.

Consider the following optimization problem defined in these variables:

MinZ D
mcX

jD1
zj (3.1)
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s:t:
m.kC1/X

jDkmC1
yij � 1 � 0 8k D 0; 1; : : :; .c � 1/I 8i D nk�1 C 1; : : :; nk (3.2)

�
nX

iD1

mcX

jD1
yij C n � 0 (3.3)

M zj �
nX

iD1
yij � 0 8j D 1; 2; : : :; mc (3.4)

tj �
nX

iD1
xiyij � 0 8j D 0; 1; : : :; mc (3.5)

�
mcX

jD1

 
tj �

nX

iD1
xiyij

!
� 0 (3.6)

 
xi � th

Pm.lC1/
sDlmC1 ysh

!T  
xi � th

Pm.lC1/
sDlmC1 ysh

!

�
m.kC1/X

jDkmC1

 
xi � tj

Pm.kC1/
rDkmC1 yrj

!T  
xi � tj

Pm.kC1/
rDkmC1 yrj

!
� yij � 0

8i D 1; 2; : : : ; nI h D 1; 2; : : : ; mcI k; l D 0; 1; : : :; c � 1I (3.7)

zj ; yij 2 f0; 1g (3.8)

The nonlinear optimization problem (3.1)–( 3.8) in binary values will solve the
classification problem for the problem. The nonlinear complementarity problem in
binary variables will be solved through successive linear complementarity problems
in binary variables, using a linear programming technique with parametric variation
in one scalar variable [22] which has given good results [9].

The solution of this optimization problem assigns each pattern to a mean vector,
called a barycenter .zj ; j D 1; 2; : : :; mc/, whose values are given by the vectors
tj 2Rp ; j D f1; 2; : : : ; mcg divided by the number of patterns assigned to that
barycenter. The least number of barycenters (3.1) which will satisfy the stated con-
straints is determined.

The n constraints (3.2) and (3.3) state that each feature vector from a pattern in
given class must be assigned to some barycenter vector of that class. As patterns
and barycenters have been ordered by class, the summation should be run over the
appropriate index sets.

The mc constraints (3.4) impose that no pattern be assigned to a nonexisting
barycenter.

The constraints (3.5) and (3.6) determine the vector of the total sum element by
element assigned to a barycenter, while for the set of inequalities (3.7) indicate that



3 Classification of Protein Markers 53

each feature vector must be nearer to the assigned barycenter of its own class than
to any other barycenter. Should the barycenter be null, this is immediately verified,
while if it is non zero, this must be imposed. The inequality (3.8) indicates that the
vectors z 2 Rmc and y 2 Rnmc are binary.

The solution will determine that each pattern of the training set is nearer to a
barycenter of its own class than to a barycenter of another class. Each barycenter
has the class label of the patterns assigned to it, which will belong by construction
to a single class. This defines a partition of the pattern space.

A new pattern can be assigned to a class by determining its distance from each
barycenter formed by the algorithm and then assigning the pattern to the class of the
barycenter to which it is nearest.

In addition, the optimization problem (3.1)–(3.8) may be formulated as a nonlin-
ear complementarity problem facilitating the proof of convergence and termination
of the algorithm. The nonlinear complementarity formulation is a statement of the
Karush–Kuhn–Tucker condition of an optimization problem [19], and therefore, one
of the solutions of the nonlinear complementarity problem will be a solution to that
optimization problem

To demonstrate that the algorithm will converge to an optimal solution, consider
the domain of the optimization problem to be over RN a convex space.

F .w/ � 0 F W RN ! RN (3.9)

w � 0 w 2 RN (3.10)

wTF .w/ D 0; (3.11)

where w comprises all the variables to be determined, the binary variables and the
lagrangian multipliers of the inequalities.

This problem can be written as a variational inequality:

F .w/T .u � w/ � 0 (3.12)

w � 0 (3.13)

8 u � 0: (3.14)

The solutions of the two problems are identical and the following results have been
demonstrated [5].

Theorem 3.3. Let K � RN be a non empty, convex and compact set and let F W
K ! K be a continuous mapping. The following are equivalent:

1. There exists a fixed point w� 2 K for this mapping,
2. The variational inequality (3.12) and (3.14) has a solution,
3. The nonlinear complementarity problem (3.9)–(3.11) has a solution

Consider the nonlinear complementarity problem (3.9)–(3.11) and limit its solution
to occur within a trust region set, defined by a set of linear inequalities which can
be so indicated:

Dw � d; (3.15)
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such that this set defines a bounding polyhedron of appropriate dimension in the
given space, which may be added to problem (3.1)–(3.8) which can be refor-
mulated in the form of the system (3.9)–(3.11). Thus, consider the application
F W RN !RN and expand it in a Taylor series around a point w0 2RN to get:

F .w/ D F �w0�CrF �w0� �w � w0
�
; (3.16)

then for any " > 0, there exists a scalar r > 0 such that:

��F .w/ � F �w0�CrF �w0� �w� w0
��� � " ��w � w0

�� ; 8 ��w � w0
�� � r: (3.17)

Thus, in a small enough neighborhood, the approximation of the nonlinear com-
plementarity problem (3.9)–(3.11) by a linear complementarity problem (LCP) will
result sufficiently accurate; therefore, the following linear approximation can be
solved iteratively:

MwC q � 0 (3.18)

w � 0 (3.19)

wT .MwC q/ D 0; (3.20)

whereM and q are appropriate linear approximations to the functional forms (3.9)–
(3.11), and by construction, the subspace of the Eucledian space is bounded and
closed; thus, the convergence of the algorithm can now be demonstrated as RN in a
convex space, so take a point w0 2 RN such that F.w0/ � 0 and therefore feasible.
Determine a neighbourhood, as large as possible, which can be indicated by:

Q D ˚w j ��w � w0
�� � r� ; (3.21)

where r is the coefficient defined above in (3.17).
Suppose that the acceptable tolerance to our solution is "5 so that if .w�/TF.w�/ �

"5, then the solution is accepted. In this case, impose that:

"r � "5

˛
: (3.22)

The local convergence of the algorithm is established in the following theorem.

Theorem 3.4. If the linear complementarity problem has a solution w� where all
the trust region constraints are not binding, then such a solution is also a solution
to the nonlinear complementarity problem (3.9)–(3.11) for which F.w�/ � 0 and
.w�/TF.w�/ � "5:
Proof. Consider the solution w� of the linear complementarity problem
(3.18)–(3.20). Recall that ˛ � eTw� by construction and without loss of gen-
erality, take ˛ > 1. Consider this solution applied to the nonlinear complementarity
problem, there will result:
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��F
�
w�
� � F . Ow/CrF . Ow/ �w� � Ow��� � " kw� � Owk � "r < "5 (3.23)

For the complementarity condition

.w�/TF.w�/ D .w�/T �F.w��F. Ow/CrF. Ow/.w�� Ow/� � kw�k "r � "5; (3.24)

which follows by the complementarity condition of the LCP and the Cauchy–
Schwartz inequality. Further, ˛ > eTw� > kw�k because of the non-negativity
of the solution variables. Also "r < "5

˛
, so:

.w�/TF.w�/ � "5: (3.25)

To sum up the problem, (3.1)–(3.8) is solved by expanding the vectorial func-
tions in a Taylor series around the iteration point and expressing the resulting linear
complementarity problem approximation (3.18)–(3.20) of the given nonlinear com-
plementarity problem within a suitable trust region.

Theorem 3.5. The following are equivalent:

1. The nonlinear optimization problem defined by (3.1)–(3.8) has a solution,
2. The nonlinear complementarity problem defined by (3.9)–(3.11) has a solution.
3. The linear complementarity problem defined by (3.18)–(3.20) has a solution.

Proof.
.1/! .2/ W The nonlinear complementarity problem (3.9)–(3.11) is just a state-

ment of Kuhn–Tucker necessary conditions for a solution of the nonlinear optimiza-
tion (3.1)–(3.8),
.2/! .3/ W Let the nonlinear complementarity problem (3.9)–(3.11) have a solu-

tion. This solution will satisfy the LCP (3.18)–(3.20),
.3/! .1/ W Let the LCP (3.18)–(3.20) have a solution with the least number of

barycentres, then it is a linearisation of the necessary Kuhn–Tucker conditions for a
minimum solution to the nonlinear binary problem (3.1)–(3.8).

It has been shown that every linear complementarity problem can be solved by an
appropriate parametric linear programming problem in a scalar variable [22]. The
algorithm will find the solution of the linear complementarity problem, if such a
solution exists, such that kwk � ˛, for some constant ˛ > 0, or declare that no
solution exists, so bounded. In this case the bound can be increased.

The termination of the classification algorithm may now be proved under a con-
sistency condition.

Theorem 3.6. Given a training set which does not contain two identical patterns
assigned to different classes, then a correct classifier will be determined.

Proof. If there is no juxtaposition of the patterns belonging to different classes, a
feasible solution will always exist to the problem (3.1)–(3.8). Such a solution is
to assign a unique barycentre to every pattern, with a resulting high value of the
objective function.
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Given that a feasible solution exists and that the objective function has a lower
bound formed from the mean vectors to each class, an optimal solution to the prob-
lem (3.1)–(3.8) must exist.

From the results derived above by Theorem 3.5 the thesis follows.

3.4 Statistical Properties of the Classification Algorithm

Consider a training set defined over a suitable representation space, which is piece-
wise separable and coherent; therefore, the aim of this section is to determine the
statistical properties that the set must satisfy so that it may be classified precisely by
applying the algorithm CASTOR (Complementarity Algorithm System for TOtal
Recognition [5]. A classification rule will apply to the dataset, and be just that par-
tition which has been determined from the training set, so that to each entity in the
dataset a class is assigned in line with the required properties. If the training set
and the dataset which includes the training set forms a random sample, then this
classification can be performed to any desired degree of accuracy by extending the
size of the training sample. Sufficient conditions to ensure that these properties will
hold if the dataset and the verification set are determined by non-repetitive random
sampling. Consider therefore a dataset f.x1; y1/; .x2; y2/; : : :; .xn; yn/g, where xi
is the feature vector of pattern i and its membership class is given by yi .

Without loss of generality assume that classification problems of two classes
only are considered, so that eventually a series of such problems must be solved
for a polytomous classification problem. Assume, also, that the patterns are inde-
pendently identically distributed with function F .z/, where zi D .xi ; yi /. Also let
f .x; ˛/ W Rn ! f0; 1g ˛ 2 � be the classifier, where � is the set of parameters
identifying the classification procedure from which the optimal parameters must be
selected. The loss function of the classifier is given by:

L.y; f .x; ˛// D
�
0 if y D f .x; ˛/
1 if y 6D f .x; ˛/

�
(3.26)

The misclassification error over the population, in this case, is given by the risk
functional:

R.˛/ D
Z
L.y; f .x; ˛// dF.x; y/ (3.27)

Thus, the value of ˛ 2 � , say ˛� must be chosen which renders the minimum
expression (3.27). Hence, for any sample the misclassification error will be:

Rnemp.˛
�/ D 1

n

nX

iD1
L
�
yi ; f .xi ; ˛

�/
�
; (3.28)

which will depend on the actual sample, its size n and the classifier used. To avoid
introducing distributional properties on the dataset considered, the empirical risk
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minimization inductive principle may be applied, so that the risk functional R.˛/
given in (3.27) is replaced by the empirical risk functionalRnemp.˛/ given by (3.28)
constructed purely on the basis of the training set, and the function which minimizes
risk is approximated by the function which minimizes empirical risk [31].

Definition 3.5. A dataset is stable, according to Definition 3.3, with respect to a
partition and a population of entities if the relative frequency of misclassification is
Remp .˛

�/ � 0 and
lim
n!1prfRemp.˛

�/ > "g D 0; (3.29)

where ˛� is the classification procedure applied, " > 0 for given arbitrary small
value and prf:g is the probability of the event included in the braces.

By considering smaller and smaller subsets of the attribute spaceX , if there exists
a relationship between the attributes and the classes of the entities, the frequency of
the entities of a given class for certain of these subsets will increase to the upper
limit of one, while in other subsets it will decrease to a lower limit of zero. Thus
for a very fine subdivision of the attribute space, each subset will tend to include
entities only of a given class.

Definition 3.6. A proper subset Sk of the attribute space X of the dataset will give
rise to a spurious classification if the conditional probability of a pattern that belongs
to a given class c is equal to its unconditional probability over the attribute space.
The dataset is spurious if this holds for all subsets of the attribute space X .

prfyi D c j .yi ; xi / \ Skg D prfyi D c j .yi ; xi /\ Xg (3.30)

Theorem 3.7. Consider a training set of n patterns randomly selected, assigned to
two classes, where the unconditional probability of belonging to class one is p. Let a
be a suitable large number and let .n > a/. Let the training set form bn barycentres,
then under CASTOR, this training set will provide a spurious classification, if

bn

n
� .1 � p/ n > a (3.31)

Proof. From the Definition 3.6, a classification is spurious if the class assigned to
the entity is independent of the values of the set of attributes considered.

Any pattern will be assigned to the barycentre which is nearest to it, which with-
out loss of generality may be considered a barycentre of class one, being composed
of entities in class one. The probability that the pattern considered will result not of
class one is .1 � p/, which is the probability that a new barycentre will be formed.
As the number of patterns are n, the result follows.

Theorem 3.8. Let the probability of a pattern to belong to class one be p, then
the number of barycentres required to partition correctly a subset S , containing
ns >a patterns, which is not spurious, formed from CASTOR algorithm is bs < ns ,
8ns > a.
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Proof. If the classification is not spurious, by Definition 3.6, without loss of
generality, the following relationship between the conditional and unconditional
probabilities holds for one or more subsets Sk; Sh 2 X;Sh \ Sk D ;:

prfyi D 1 j .xi ; yi / \ Skg > prfyi D 1 j .xi ; yi /\ Xg D p (3.32)

prfyi D 0 j .xi ; yi /\ Shg < prfyi D 0 j .xi ; yi /\ Xg D .1� p/ (3.33)

Thus on the basis of the algorithm, for the subsets Sk\X the probability that a new
barycentre of class one will be formed because one or more patterns result closer to
a pattern of class zero is less than .1 � p/. In the set Sh \ X , the probability that
patterns of class one will appear is less than p, so that the probability that a pattern
will be formed is less than p.

Therefore, if the number of patterns present in the subsets Sk \ X is nk while
the number of patterns present in the subsets Sh \ X is nh, the total number of
barycentres for the patterns of class one will be:

bs < .1 � p/nk C pnh (3.34)

As ns D nk C nh, there results bs < ns , 8ns > a.

Corollary 3.2. [31] The Vapnik–Cervonenkis dimension (VC dimension), s.C; n/
for the class of sets defined by the CASTOR algorithm restricted to the classifica-
tion of a non-spurious dataset which is piecewise separable, with ns elements, with
two classes, is less than 2ns , if ns > a.

Proof. By Theorem 3.8, the number of different subsets formed is bs < ns < 2ns

whenever ns > a and the dataset is not spurious.

Theorem 3.9. [8] Let C be a class of decision functions and  �n be a classifier
restricted to the classification of a dataset which is not spurious and returns a value
of the empirical error equal to zero based on the training sample .z1; z2; : : :; zn/.
Thus, Inf 2CL. / D 0, i.e. the Bayes decision is contained in C . Then,

pr fL. �n / > "g � 2s.C; 2n/2
�n"

2 (3.35)

By calculating bounds on the VC dimension, the universal consistency property can
be established for this algorithm applied to the classification of a dataset which is
not spurious.

Corollary 3.3. [18] A non-spurious classification problem with a piecewise sepa-
rable training set is strongly universally consistent.
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3.5 Experimental Results

In this implementation, the amino acid sequences of any protein is subdivided into
segments of 13 amino acids. Each amino acid is coded as a five-bit string, and num-
bered from 1 to 20, so that each pattern vector is composed of 65 binary elements
and the 66th element is assigned the class label of the amino acid corresponding
to the class of the median one of the segment, element number 7. The training set
used is indicated by the protein data bank (PDB) [3], which defines a pattern vector
corresponding to that chosen segment of the amino acid sequence of the protein.
No multiple alignment information is included. In the subsequent segment, 13 con-
secutive amino acids are considered, starting from the second one of the preceding
segment and adding as a 13th segment the amino acid subsequent to the final one
of the immediately previous segment defined. Two consecutive patters differ in the
first and last element. Formally, a window of 13 amino acids is considered, and each
pattern is formed by shifting the window of one position. Particular techniques are
applied to initialise and terminate the patterns of a protein, and the class assigned
to each pattern is always the folding class belonging to the seventh element in the
pattern [5].

Consider all the sequences of the proteins which are included in a training set and
compare them pairwise to determine the number of alignment amino acids common
to the two proteins. An appropriate procedure is used to obtain the largest number
of aligned amino acids by sliding the two sequences up and down and also inserting
pieces of the string, according to strict rules [3]. For the similarity classification of
the proteins in the training set, the largest alignment value is determined from the
percentage of amino acids aligned between all proteins in the training set, and eight
convenient classes of similitude are defined by setting suitable intervals of alignment
percentage values. In Table 3.1, the similarity classes are shown together with the
percentage interval of alignment scores or similitude which indicates interval of the
largest percentage value of alignment of the protein in the training set.

For the purpose of this analysis, without loss of generality, proteins belonging
to an isoform class are defined as proteins belonging to similarity class 7. This is
taken as a necessary condition but is not a sufficient condition, since isoforms may
have very different similarity, in which case the markers can be easily identified by
traditional methods. Here, it is important to determine isoforms of proteins, which

Table 3.1 Similarity classes
and percentage similarity
among proteins

Similarity class Similitude

0 <0.30
1 0.30–0.40
2 0.40–0.50
3 0.50–0.60
4 0.60–0.70
5 0.70–0.80
6 0.80–0.90
7 >0.90
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have been identified as biomarkers, whose classification by traditional methods are
insufficient to predict accurately the potential oncological malignities [15, 27, 34].
Thus, by identifying their secondary structure a segmentation of the set of proteins
may be obtained to identify precise markers from the subsets of isoforms.

Training was performed for the dataset, considering a training set of over six mil-
lion patterns and 2,500 proteins, which defines the verification set. Each amino acid
in a segment was classified one by one to belong to a folding types ˛-helix, ˇ-strand
or coil. For every segment obtained from the dataset, the median amino acid was
classified (or recognised in a verification set) so that as the median of each segment
shifts by one residue, all the amino acids in the protein are iteratively recognised.
The size of the segment could be modified to avoid structural diversity in identical
subsequences, but in all the experiments carried out, the algorithm CASTOR con-
verged in training to a completely correct assignment; from this information, it is
believed that the behavior of the protein can be predicted more precisely and derive
from the secondary structure the tertiary and quaternary structure, which is an on-
going research project. However, the prediction of the secondary structure can be
used to characterise precisely the potential biomarkers to be considered.

To evaluate the algorithm proposed, a number of major procedures were used for
comparison which are PHD [23]: Profiled network from Heidelberg, DSC [16]: the
Discrimination of Secondary structure CLASS, PRED [11]: PREDATOR, NNSSP
[36]: The Nearest Neighbour Secondary Structure Prediction, MUL (unpublished):
The Mulpred algorithm ZPRED [38], and CONS [7]. All the classification algo-
rithms used for comparison apply multiple alignments to the formation of the pattern
vectors [23], since the inclusion of such information has long been recognized as
a way to improve prediction accuracy. The increased precision obtained in most
classification algorithms is 10–20% depending on the particular information used
[14, 16]. However, the use of multiple alignments has been examined [5], and it is
doubtful if this procedure is legitimate, or is rather biased, since the information on
the protein to be classified may be contained in the alignment information and there-
fore the classification information is already known in part. The expected accuracy
of the prediction procedures is higher than it should be, if this information were not
considered. Per contra, the alignment information may help local classifications but
if there are nonlinear interactions, the bias may give an incorrect result.

To test the result of the classification and comparison to other major classification
algorithms, from the verification set of randomly selected patterns, those with sim-
ilarity level of 7 present in all the indicated classification algorithm were selected
as reported [7] and the results are given in Table 3.2. Moreover, in Table 3.2, for all
the proteins in the verification set the standard classification precision measure was
applied, indicated as Q3 which can be calculated:

Q3 D
P
i2fH;E;C g number of residues predicted correctly
P
i2fH;E;C g number of residues in class i

(3.36)

where H stands for ˛-helix, E for ˇ-strands, and C for coils. Each protein con-
sidered is defined by an alphanumeric label of four elements standard for all the
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Table 3.2 Mean and Q3 classification precision of the Cuff 513 verification set by similarity
classes (56 proteins with CASTOR and traditional procedures selected)

Name CASTOR Sim.class PHD DSC PRED MUL NNSSP Zpred CONS Length

1eca 1.000 7 0.808 0.772 0.801 0.705 0.764 0.602 0.801 136

4rxn 1.000 7 0.648 0.611 0.611 0.611 0.648 0.574 0.666 54

1rbp 1.000 7 0.729 0.695 0.569 0.511 0.563 0.482 0.712 174

6tmn 1.000 7 0.585 0.651 0.639 0.579 0.607 0.585 0.620 316

4xia 0.988 7 0.778 0.743 0.732 0.722 0.773 0.692 0.778 393

1cel 0.983 7 0.651 0.623 0.637 0.584 0.637 0.579 0.658 433

1mns 0.982 7 0.714 0.636 0.723 0.614 0.675 0.561 0.714 228

1vnc 0.979 7 0.685 0.663 0.644 0.623 0.652 0.583 0.691 576

1cei 0.977 7 0.823 0.788 0.752 0.800 0.847 0.764 0.835 85

3chy 0.972 7 0.835 0.765 0.914 0.828 0.898 0.695 0.898 128

1com 0.971 7 0.798 0.689 0.647 0.588 0.638 0.579 0.773 119

1crn 0.956 7 0.413 0.587 0.456 0.413 0.456 0.391 0.456 46

1hxn 0.964 7 0.761 0.723 0.700 0.652 0.681 0.576 0.742 210

2cab 0.957 7 0.757 0.757 0.628 0.625 0.730 0.613 0.746 256

1cdl 0.909 7 0.750 0.950 0.450 0.300 0.800 0.250 0.850 20

1bam 0.896 7 0.600 0.605 0.585 0.490 0.715 0.510 0.675 200

1fc2 0.894 7 0.651 0.720 0.418 0.511 0.720 0.465 0.651 43

1cyx 0.865 7 0.765 0.721 0.727 0.607 0.645 0.645 0.765 158

2bop 0.852 7 0.600 0.564 0.670 0.529 0.423 0.552 0.635 85

1pyt 0.803 7 0.776 0.712 0.755 0.606 0.691 0.638 0.797 94

2asr 0.574 7 0.866 0.866 0.823 0.542 0.852 0.485 0.859 142

1pdo 0.500 7 0.860 0.790 0.790 0.736 0.821 0.643 0.852 129

major protein data bases and full details of everyone can be obtained from any of
the databases. To analyze and determine precisely the secondary structure of the
isoforms, an accurate classification algorithm CASTOR was applied.

The predicted secondary structure is accurate and higher than the one obtained by
other procedures. The only exceptions are for 2 proteins 2asr (chemotaxis: the three-
dimensional structure of the aspartate receptor from Escherichia coli) and 1pdo
(phosphotransferase: phosphoenolpyruvate-dependent phosphotransferase system).
Considering that there are 2,506 protein patterns in the verification set, and 1,556
result in the similarity class 7, the mean prediction accuracy is 87%, while the Q3
mean measure resulted 88% [5].

From Table 3.2, the results indicate that the secondary structure can be deter-
mined from the sequences irrespective of the species and the type of cell considered,
since fundamental proteins such as histones or ribosomes and other types were all
correctly classified. The innovatory aspect of this research is that the proteins of
class 7 include far more different protein families than just structural and enzymatic
proteins. Identification of the secondary structure might therefore lead to a novel
method to study biological functions in addition of a method to predict precisely
oncological malignancies, by defining appropriate markers. From the theory devel-
oped in the previous sections and the experimental results given elsewhere [5], it
should be evident that proteins that arise infrequently are recognizable precisely,
and their analysis should allow to distinguish the most appropriate typology of
similar proteins.
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Table 3.3 Mean and Q3 classification precision of isoforms from the Cuff 513 verification set by
similarity classes (56 proteins with CASTOR and traditional procedures selected)

Name CASTOR Sim.class PHD DSC PRED MUL NNSSP Zpred CONS Length

1gal2 0.907 7 0.591 0.569 0.489 0.462 0.639 0.500 0.612 186
1gal3 0.981 7 0.698 0.698 0.689 0.689 0.741 0.637 0.732 116

1scu1 0.917 7 0.768 0.743 0.727 0.677 0.719 0.661 0.752 121
1scu2 0.938 7 0.802 0.777 0.777 0.691 0.827 0.654 0.814 81
1scu3 0.967 7 0.845 0.765 0.812 0.798 0.879 0.758 0.879 149

2dln1 0.918 7 0.616 0.547 0.726 0.698 0.575 0.561 0.643 73
2dln3 0.962 7 0.678 0.714 0.678 0.666 0.726 0.547 0.714 84

2adm 0.962 7 0.538 0.615 0.526 0.485 0.603 0.479 0.597 169
2adm 0.962 7 0.652 0.643 0.754 0.537 0.680 0.574 0.685 216

1dpg1 0.961 0 0.875 0.711 0.779 0.717 0.830 0.694 0.875 177
1dpg2 0.902 0 0.730 0.633 0.642 0.659 0.665 0.594 0.698 308

1rec1 0.812 3 0.686 0.735 0.696 0.705 0.754 0.686 0.715 102
1rec2 0.907 3 0.783 0.771 0.819 0.759 0.867 0.650 0.843 83

Table 3.3 shows the classification precision of CASTOR for six different families
of proteins and, again, the higher accuracy of this classification algorithm com-
pared with other procedures is noted. 1Gal is a flavoprotein oxydoreductase of the
glucose constituted by 581 amino acids involved in the respiratory chain of the ener-
getic pathways of the cells evidenced in the PDB database in two slightly different
forms: 1Scu is an ATP-binding protein tetramer, a ligase, also known as succinyl-
CoA synthetase. Its catalytic activity is involved in metabolic processes. 2Dln is a
ligase with a protein chain of 306 residues involved in the biosynthesis of peptido-
glycans of the cell wall in Escherichia coli. Further, 2Adm is a methyltransferase
that counts 385 amino acids that catalyzes methylations involved in nucleic acid
binding. 1Dpg is an oxydoreductase constituted by a dimer (485 amino acids) that
enters in the early stages of the pentose phosphate pathway. Finally, 1rec (or recov-
erin) is a calcium-binding protein with 185 amino acids that belongs to the EF hand
superfamily; it serves as a calcium sensor in vision.

In Table 3.4, the small differences in the primary structure which give rise to
alternative sequences in the database can be considered as isoforms of the basic
protein, although their length may be quite different.

For this algorithm, the variation in the precision of the classification among given
classes of isoforms is very limited and the overall value is high, within experimental
variation. The secondary structure may differ among the isoforms of a protein and
precise structures are determined.

The folding characteristics of the protein and its isoforms are reported. The
database indications of the secondary structure were obtained from the database
specified. In many cases, the protein considered in the database is different from the
isoforms reported, obtained from the PDB database, hence all the estimated fold-
ing characteristics obtained with CASTOR algorithm should be compared with the
results indicated in the databases.
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Table 3.4 Folding
characteristics of the protein
given in EMBL-EBI and
isoforms entries in the PDB
databases according to the
CASTOR algorithm selected)

Protein/isoform Length Helix Strand Other (coil)

1gal 581 54 26 66

1gal2 186 19 7 23

1gal3 116 10 7 18

1scua 676 61 39 68

1scu1 121 9 7 11

1scu1 81 9 6 12

1scu1 149 9 9 15

2dlin1 306 23 16 32

2dlin1 73 7 6 8

2dlin3 84 7 9 9

2adm 385 29 27 47

2adm 169 15 13 31

2adm 216 14 16 21

1dpg1 485 50 17 19

1dpg1 177 16 9 7

1dpg2 308 32 12 11

1rec1 185 35 6 7

1rec1 102 29 4 6

1rec1 83 7 5 5

a2 chains of proteins included

The isoform folding characteristics are for the major part not given in the
databases; therefore, to provide a partial comparison, the only given folding val-
ues for the main protein is compared to the results determined with the CASTOR
algorithm.

Further analysis should be made to determine exactly the differences that occur,
and this research will be available in the near future. Nevertheless, the results here
indicated are deemed important as it is evident, even with these partial results, that
the secondary structure of the isoforms differ and their functional characteristics
will differ.

Thus, it is useful to determine the secondary structure of proteins and isoforms so
that the markers identified have unique characteristics and can be used as a standard
for diagnosis.

Further the prediction of secondary structure among isoforms may lead to a better
comprehension of the biological effect of mutations among the isoforms of a protein.
This might permit to determine more accurately the relationship of the biological
functions of isoforms and the protein of the class.

The analysis of secondary structures might lead to the identification of subtypes
among oncologic markers, defining also their biological implication. It is known that
subtypes of markers already identified are related to more precise prognosis and
to the eventual clinical evolution of the malignancy. The differences between two
isoforms may be as small as just one amino acid with, at the moment, totally unpre-
dictable effects on life, unless all the functional dependencies are fully determined.

This approach permits the effects to be determined more precisely, even if there
are only small modifications in the primary structure.
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There are many individual risk factors that have been identified for breast cancer.
Mutations within BRCA1 or BRCA2 have been considered, and the majority of
inherited breast cancer are attributed to these factors [10].

The study of hypoxic factors in BRCA1, BRCA2, and BRCAX breast cancers
has been carried out to study clinicopathological parameters and the intrinsic breast
cancer phenotypes. BRCA1 tumors correlated with basal phenotypes, various re-
ceptors, and absence of lymph node metastasis. The aggressive nature of BRCA1
and basal-type tumours may be partly explained by an enhanced hypoxic drive
and hypoxia-inducible factors (HIF) driven degradations because of suppressed and
aberrantly located FIH (factor inhibiting HIF) expressions. This may have important
implications, as these tumours may respond to compounds directed against certain
factors [35].

Since the gene encoding BRCA1 was first cloned in 1994, researchers have
sought to establish the molecular basis for its linkage to breast and ovarian cancer.
As universal functions for this protein have emerged, questions persist concerning
how its disruption can elicit cancer in a tissue- and gender-specific manner. A func-
tional interrelationship between BRCA1 and estrogen signaling may be involved in
breast tumorigenesis [30].

There are at least five isoforms of the protein BRCA which play an important
role in breast cancer pathologies, specified as BRCA1, BRCA2, BRCA3, BRCA4,
and BRCA5. However, the function of each isoform is not clear as indicated above
and so the identification of each isoform, which is determined by electrophoresis or
other probes or protein microarrays, should be integrated by the secondary structure
to make the isoform unique with respect to the functional characteristics.

In Table 3.5, the dimensions and the properties of the sequence alignment are
given. Comparison of the primary sequence of the isoforms by pair indicates ex-
tensive variations concerning the properties of the residues regarding the identity
of residues, their similarity, and the recourse to gaps to obtain the highest value of
similarity.

The comparative similarity of the folding characteristics for any pair of isoforms
can differ extensively even for similar isoforms since the type, gaps to obtain the
maximum similarity, and number of different residues must be considered.

The application of the CASTOR algorithm on the primary structure of each iso-
form yields the folding structure indicated. In particular, it is important to note that
although BRCA1 and BRCA2 differ in one residue, the effect of this modification
yields a markedly different folding structure, which may provide part of the justifi-
cation for the different effects on the malignancies of these isoforms.

The biological function of the BRCA gene products indicated have been studied
for over a decade, and the predisposition of their role in cancer should be studied
[32]. On the other hand, it is reaffirmed that the significance prevalence of heredi-
tary breast cancer in women (both BRCA1- and BRCA2- associated disease) plays
an important role. Moreover, the triple-negative immunophenotype is an imperfect
surrogate measure of germlike BRCA status [2].

In ulterior important research endeavours, the study of the pathways of the ma-
lignancies and the management of the pathologies associated [12, 17] are pursued
with respect to many different factors that may influence the pathologies. However
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Table 3.5 Folding characteristics of the protein given in EMBL-EBI and isoforms
entries in the PDB databases according to the CASTOR algorithm

Isoform BRCA1 BRCA2 BRCA3 BRCA4 BRCA5
Length 1,860 1,860 760 1,846 720

BRCA1 – Identity % – 99.9 40:6 98:9 38:6

– Similarity % 99.9 40:6 98:9 38:6

– Gaps % 0.0 59:4 1:1 61:4

– Differences residues N 1 – 20 –

BRCA2 – Identity % – – 40:6 98:9 37:7

– Similarity % – 40:6 98:9 37:7

– Gaps % – 59:4 1:1 62:3

– Differences residues N – – 20 –

BRCA3 – Identity % – – 39:9 94:7

– Similarity % – – 39:9 94:7

– Gaps % – – 60:1 5:3

– Differences residues N – – – 40

BRCA4 – Identity % – – – 37:7

– Similarity % – – – 37:7

– Gaps % – – – 62:3

– Differences residues N – – – –

Folding segments
Helix folds 167 164 71 147 78

Strands folds 82 83 38 72 41

Other folds 199 198 69 177 73

in many cases these factors may be multi-determined, and the complete analysis of
these aspects should be studied. There may be some important dependencies be-
tween different factors, so the effect of a modification may be undetermined, and
this will give rise to random-like effects, as reported in many studies.

A more complete analysis and a precise formalization of the various factors that
may affect malignancies should be pursued. This will require a detailed study of
the phenomenon so that the predictions of the outcome can be determined with a
given precision, and therefore, there will arise a certain confidence in the role of
each aspect.

To carry out these types of studies, the utilization of the prediction of the sec-
ondary structure of the proteins should be considered as a useful stage toward the
recourse to tertiary and quaternary structures and a more precise formulation of the
factors to be examined.

3.6 Conclusions

A classification process called CASTOR is described. It is based on a nonlinear
binary optimization algorithm as an implementation of a model which is derived
on a strict statistical methodology avoiding extraneous assumptions, which could
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limit the precision. Thus, through this implementation the secondary structure of
some isoform proteins can be identified and recognised as biomarkers to oncological
pathologies. This study has examined the potential benefits of secondary structure
predictions of proteins to permit a more precise formulation of isoforms and con-
sider the differential effects of each alternative isoform on the outcome.

To determine protein markers in oncology, the isoforms of possible proteins must
be distinguished and then their incidence on the pathology must be ascertained. For
instance, various BRCA isoforms may be determined correctly, but the selection
process could hide variants of some of these isoforms, as is evident in the results
presented, which may have differential effects on breast cancer.
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Chapter 4
Protein Fold Recognition Using Markov
Logic Networks

Marenglen Biba, Stefano Ferilli, and Floriana Esposito

Abstract Protein fold recognition is the problem of determining whether a given
protein sequence folds into a previously observed structure. An uncertainty com-
plication is that it is not always true that the structure has been previously ob-
served. Markov logic networks (MLNs) are a powerful representation that combines
first-order logic and probability by attaching weights to first-order formulas and us-
ing these as templates for features of Markov networks. In this chapter, we describe
a simple temporal extension of MLNs that is able to deal with sequences of log-
ical atoms. We also propose iterated robust tabu search (IRoTS) for maximum a
posteriori (MAP) inference and Markov Chain-IRoTS (MC-IRoTS) for conditional
inference in the new framework. We show how MC-IRoTS can also be used for
discriminative weight learning. We describe how sequences of protein secondary
structure can be modeled through the proposed language and show through some
preliminary experiments the promise of our approach for the problem of protein
fold recognition from these sequences.

4.1 Introduction

Protein fold recognition is the problem of determining whether a given protein
sequence folds into a previously observed structure. An uncertainty complication
is that it is not always true that the structure has been previously observed. There-
fore, there is strong motivation for developing machine learning methods that can
automatically infer models from already observed sequences in order to classify
new instances.

Dealing with sequential data has become an important application area of
machine learning. Such data are frequently found in computational biology, speech
recognition, activity recognition, information extraction, etc. One of the main
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problems in this area of machine learning is assigning labels to sequences of
objects. This class of problems has been called sequential supervised learning [7].
Probabilistic graphical models and in particular hidden Markov models (HMM)
have been quite successful in modeling sequential phenomena. However, the main
weaknesses for this model are: (1) It handles sequences of flat alphabets only (i.e.,
sequential objects have no structure) and (2) It is hard to express dependencies in
the input data. Recently, to overcome the first problem, the work in [16] introduced
logical hidden Markov models (LoHMM), an extension of HMM to handle se-
quences of logical atoms. However, the second problem still remains for LoHMM.
For this reason, conditional random fields (CRFs) [12] have been proposed. CRFs
are discriminatively trained graphical models instead of generatively trained such
as HMMs. CRFs can easily handle non-independent input features and represent
the conditional probability distribution P.Y jX/, where X represents elements of
the input space and Y of the output space. For many tasks in computational biology,
information extraction or user modeling CRF have outperformed HMMs.

One of the problems where sequences exhibit internal structure is modeling
sequences of protein secondary structure. These sequences can be seen as se-
quences of logical atoms (details about logic can be found in [8]). For example, the
following sequence of the TIM beta/alpha-barrel protein represents a sequence of
logical atoms:

st.0SB0; null;medium/; st.0SB0; plus;medium/; he.h.right; alpha/; long/;

st.0SB0; plus;medium/; he.h.right; alpha/;medium/; :::

Helices and strands are represented, respectively, by he(type,length) and
st(orientation, length). Traditional HMMs or CRFs would ignore the structure
of the symbols in the sequence loosing therefore the structure that each symbol
implies or would take into account all the possible combinations (of orientation and
length) into account that could lead to a combinatorial explosion of the number of
parameters.

The first approach to dealing with sequences of logical atoms by extending CRFs
is that of [10] where the authors propose TildeCRF that uses relational regres-
sion trees in the gradient tree boosting approach [7] to make relational abstraction
through logical variables and unification. The authors showed that TildeCRF out-
performed previous approaches based on LoHMMs such as [6, 10].

Many real-world application domains are characterized by both uncertainty and
complex relational structure. Statistical learning focuses on the former, and rela-
tional learning on the latter. Statistical relational learning [9] aims at combining
the power of both. One of the representation formalisms in this area is Markov
Logic which subsumes both finite first-order logic and probabilistic graphical mod-
els as special cases [23]. Upon this formalism, Markov logic networks (MLNs) can
be built serving as templates for constructing Markov networks (MNs). In Markov
Logic a weight is attached to each clause and learning an MLN consists of struc-
ture learning (learning the clauses) and weight learning (setting the weight of each
clause).
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In this chapter, we describe Stochastic MLNs, a simple model based on MLNs
that is able to deal with sequences of logical atoms. We also propose two algo-
rithms for inference and learning in SMLNs based on the iterated robust tabu search
metaheuristic. Finally, we model in SMLNs the problem of protein fold recognition
from sequences of protein secondary structure and show through some preliminary
experiments the promise of our approach.

The chapter is organized as follows: in Sect. 4.2 we introduce MNs and MLNs,
in Sect. 4.3 we describe existing learning approaches for MLNs, Sect. 4.4 introduces
Stochastic MLNs, Sect. 4.5 introduces the iterated local search (ILS) and robust tabu
search (RoTS) metaheuristic and the satisfiability solver iterated robust tabu search
(IRoTS) that combines both and describes how IRoTS can be used for Maximum
a posteriori (MAP) inference in MLNs instead of the Viterbi algorithm, Sect. 4.6
introduces Markov chain IRoTS (MC-IRoTS) for performing inference in MLNs,
Sect. 4.7 describes how protein sequences can be modeled in SMLNs. Section 4.8
presents some preliminary experiments, and Sect. 4.9 concludes with future work.

4.2 Markov Networks and Markov Logic Networks

A Markov Network (or Markov random field) represents a model for the joint
distribution of a set of variables X = (X1,X2,. . . ,Xn) 2 � [5] (in this chapter, we
deal only with discrete features and variables). The model is composed of an undi-
rected graph G and a set of potential functions. There is a node for each variable and
a potential function �k for each clique in the graph (a clique in an undirected graph
G is a set of vertices V, such that for every two vertices in V, there exists an edge
connecting the two). A potential function is a non-negative real-valued function of
the state of the corresponding clique. The joint distribution defined by an MN is
given by the following:

P.X D x/ D 1

Z

Y

k

�k.xfkg/; (4.1)

where xfkg is the state of the kth clique (i.e., the state of the variables that appear in
that clique). The partition function, denoted by Z, is:
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MNs are often represented as log-linear models, by replacing each clique potential
with an exponentiated weighted sum of features of the clique state. This replacement
gives the following:
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A feature f may be any real-valued function of the state. The focus of this chapter
is on binary features, fj 2 f0; 1g. Thus, if we translate from the potential-function
form, the model will have one feature for each possible state xk of each clique and
its weight will be log.�.xfkg/. This representation is exponential in the size of the
cliques, but, however, we can specify a much smaller number of features in a more
compact representation than the potential-function form. This is the case when large
cliques are present and MLNs try to take advantage of this.

A first-order knowledge base (KB) can be considered as a set of hard constraints
on a set of possible worlds: if a world violates a single formula, it will have zero
probability. The idea in Markov logic is to soften these constraints: when a world
violates a formula in the KB it will be less probable, but not impossible. The fewer
formulas a world will violate, the more probable it will be. Each formula has an
attached weight that represents how hard a constraint it is. A higher weight of a
formula means there is a greater difference in log probability between a world that
satisfies that formula and one that does not, all other things being equal.

An MLN [23] T is a set of pairs .Fi Iwi /, where Fi is a formula in first-
order logic (FOL) and wi is a real number. Together with a finite set of constants
CD fc1; c2; : : : ; cpg it defines a MN MTIC as follows:

1. There is a binary node in MTIC for each possible grounding of each predicate
appearing in T and the value of the node is 1 if the ground predicate is true, and
0 otherwise.

2. There is one feature in MTIC for each possible grounding of each formula Fi in T
and the value of this feature is 1 if the ground formula is true, and 0 otherwise.
The weight wi of the formula Fi in T becomes the weight of this feature. There
is an edge between two nodes of MTIC if and only if the corresponding ground
predicates appear together in at least one grounding of a formula in T.

An MLN can be viewed as a template for constructing MNs. The probability
distribution over possible worlds x defined by the ground MN MTIC is given by:

P.X D x/ D 1

Z
exp

 
FX

iD1

wi ni.x/

!

; (4.4)

where F is the number of formulas in T and ni .x/ is the number of true groundings
of Fi in x. When formula weights increase, an MLN will resemble a purely logical
KB, and in the limit of all infinite weights it becomes equivalent to it.

The focus of this chapter is on MLNs with function-free clauses assuming
domain closure in order to ensure that the MNs generated will be finite. In this case,
the groundings of a formula are formed by replacing the variables with constants in
all possible ways.

A simple example of a first-order KB is given in Fig. 4.1. Statements in FOL are
always true. The following FOL formulas state that if someone drinks heavily, he
will have an accident, and that if two people are friends, they either both drink or
both don’t drink.



4 Protein Fold Recognition Using Markov Logic Networks 73

∀x     HeavilyDrinks(x) ⇒ CarAccidents(x)

∀x, y  Friends(x,y) ⇒ (HeavilyDrinks(x) ⇔ HeavilyDrinks(x))

Fig. 4.1 Example of a knowledge base in first-order logic

1.8  ∀x  HeavilyDrinks(x) ⇒ CarAccidents(x)
0.7  ∀x, y  Friends(x,y) ⇒ (HeavilyDrinks(x) ⇔ HeavilyDrinks(x))

Fig. 4.2 Example of a knowledge base in Markov logic

1.8  ∀x  HeavilyDrinks(x) ⇒ CarAccidents(x)

0.7 ∀x, y  Friends(x,y) ⇒ (HeavilyDrinks(x) ⇔ HeavilyDrinks(x))

Constants: Paolo (P) and Cesare (C)

HeavilyDrinks(P)

CarAccidents(P)

HeavilyDrinks(C)

CarAccidents(C)

Fig. 4.3 Partial construction of the nodes of the ground Markov network

Since FOL statements, in practice are not always true, it is necessary to soften
these hard constraints. For example, in practice it is not always true that if someone
drinks heavily, he will have a car accident. In Fig. 4.2, it is presented a KB in Markov
Logic. As it can be seen, formulas have weights attached and statements are not
always true any more. Their degree of truth depends on the weight attached. For
instance, the first formula expresses a stronger constraint than the second.

The simple KB in Fig. 4.2 together with a set of constants defines an MN. For
example, suppose we have two constants in the domain that represent two persons,
Paolo and Cesare. Then, the first step in the construction on the MN is given by
the grounding of each predicate in the domain according to the constants of the
domain. Partial grounding is shown in Fig. 4.3 where only groundings of HDrinks
and CarAcc are considered. The complete nodes are shown in Fig. 4.4 where all the
groundings of the predicates represent nodes in the graph.

In the next step, any two nodes whose corresponding predicates appear to-
gether is some ground formula are connected. For example, in Fig. 4.5, the nodes
HDrinks(P) and CarAcc(P) are connected through an arc, because the two predi-
cates appear together in the grounding of the second formula. The complete graph
is presented in Fig. 4.6.
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1.8  ∀x       HeavilyDrinks(x) ⇒ CarAccidents(x)
0.7  ∀x, y  Friends(x,y) ⇒ (HeavilyDrinks(x) ⇔ HeavilyDrinks(x))

Constants: Paolo (P) and Cesare (C)

HeavilyDrinks(P)

CarAccidents(P)

HeavilyDrinks(C)

CarAccidents(C)

Friends(P,C)

Friends(C,C)Friends(P,P)

Friends(C,P)

Fig. 4.4 Complete construction of the nodes of the ground Markov network

1.8  ∀x      HeavilyDrinks(x)  ⇒ CarAccidents(x)

0.7  ∀x, y  Friends(x,y) ⇒ (HeavilyDrinks(x) ⇔ HeavilyDrinks(x))

Constants: Paolo (P) and Cesare (C)

HeavilyDrinks(P)

CarAccidents(P)

HeavilyDrinks(C)

CarAccidents(C)

Friends(P,C)

Friends(C,C)Friends(P,P)

Friends(C,P)

Fig. 4.5 Connecting nodes whose predicates appear in some ground formula

1.8  ∀x      HeavilyDrinks(x) ⇒ CarAccidents(x)

0.7  ∀x, y  Friends(x,y) ⇒ (HeavilyDrinks(x) ⇔ HeavilyDrinks(x))

Constants: Paolo (P) and Cesare (C)

HeavilyDrinks(P)

CarAccidents(P)

HeavilyDrinks(C)

CarAccidents(C)

Friends(P,C)

Friends(C,C)Friends(P,P)

Friends(C,P)

Fig. 4.6 Connecting nodes whose predicates appear in some ground formula

4.3 Learning Approaches for MLNs

The first attempt to learn MLNs structure was that in [23], where the authors
used an inductive logic programming (ILP) system to learn the clauses and then
learned the weights by maximizing pseudo-likelihood [1]. In [17] another method
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was proposed that combines ideas from ILP and feature induction of Markov net-
works. This algorithm, which performs a beam or shortest first search in the space
of clauses guided by a weighted pseudo-log-likelihood (WPLL) measure, outper-
formed that of [23]. Recently, in [14] a bottom-up approach was proposed in order
to reduce the search space. This algorithm uses a propositional Markov network
learning method to construct template networks that guide the construction of can-
didate clauses. In this way, it generates fewer candidates for evaluation. Recently, a
structure learning algorithm based on ILS was proposed in [2] and it was shown to
improve over those in [14,17]. For every candidate structure, in all these algorithms
the parameters that optimize the WPLL are set through limited-memory BFGS al-
gorithm [30]. L-BFGS approximates the second derivative of the WPLL by keeping
a running finite-sized window of previous first derivatives. Another algorithm that
works in a discriminative fashion was proposed in [3] which scores structures by
conditional likelihood and learns parameters by maximum likelihood.

Learning MLNs in a discriminative fashion has produced much better results for
predictive tasks than generative approaches as the results in [25] show. In this work,
the voted-perceptron algorithm was generalized to arbitrary MLNs by replacing
the Viterbi algorithm with a weighted satisfiability solver. The voted perceptron
is a special case in which tractable inference is possible using the Viterbi algo-
rithm [4]. The new algorithm is gradient descent with a most probable explanation
(MPE) approximation to the expected sufficient statistics (true clause counts). These
could vary widely between clauses, causing the learning problem to be highly ill-
conditioned and making gradient descent very slow. In [15] a preconditioned scaled
conjugate gradient approach is shown to outperform the algorithm in [25] in terms
of learning time and prediction accuracy. This algorithm is based on the scaled con-
jugate gradient method and very good results are obtained with a simple approach:
per-weight learning weights, with the weight’s learning rate being the global one
divided by the corresponding clause’s empirical number of true groundings. The
scaled conjugate gradient approach was originally proposed in [31] for training
neural networks.

4.4 Temporal Extension of Markov Logic

In stochastic processes, the world evolves and a ground predicate’s truth value de-
pends on the time step t. In order to model in MLNs the evolution of objects and
relations, we need to represent time. To achieve this, we introduce the concept of
temporal predicates which have an additional time argument. Time is represented as
a non-negative integer variable, and all predicates are of the form P.x1; : : :; xn; t/

where t denotes time.
We define stochastic Markov logic networks (SMLNs) as a set of MLN formulas

defined on the temporal predicates. In addition, we borrow from linear temporal
logic (LTL) [19] the concept of temporal operator and introduce succ, a time pred-
icate (similar to the operator next in LTL) that represents the successor of a time
step t, i.e., succ(1,2), succ(2,3), and so on.
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In principle, the structure of SMLNs could be learned in a similar fashion as
for MLNs. This task could be made easier by imposing further restrictions such
as the Markovian assumption, or through the use of declarative bias. This can be
performed using the structure learning algorithms proposed in [2,3]. In this chapter,
we assume the structure of the model to be fixed and try to learn optimal parameters
for discriminative training of SMLNs for the problem of protein fold recognition
from sequences of secondary structure.

4.5 MAP Inference Using Iterated Robust Tabu Search

In logic, one of the main problems is determining whether a KB is satisfiable (SAT
problem), i.e., if there is a truth assignment to ground atoms that make the KB
true. This problem is NP-complete. However, stochastic local search (SLS) methods
have made great progress toward efficiently solving SAT problems with hundreds of
thousands of variables in a few minutes. The optimization variant of SAT is MAX-
SAT where the problem is to find a truth assignment that maximizes the number of
satisfied clauses (unweighted MAX-SAT) or if clauses have an associated weight,
maximize the total weight of the satisfied clauses (weighted MAX-SAT). Both,
unweighted and weighted MAX-SAT are NP-complete problems. First-order prob-
lems can also be successfully solved through SLS methods by performing first a
propositionalization and then applying a SAT solver.

Some of the currently best performing SLS algorithms for MAX-SAT are tabu
search (TS) algorithms, dynamic local search and ILS. Here, we will describe a
combination of a variant of TS with ILS to build a hybrid SAT solver that we will
use for inference and learning in SMLNs.

4.5.1 Iterated Local Search and Robust Tabu Search

Many widely known and high-performance local search algorithms make use of
randomized choice in generating or selecting candidate solutions for a given com-
binatorial problem instance. These algorithms are called SLS algorithms [11] and
represent one of the most successful and widely used approaches for solving hard
combinatorial problem. Many “simple” SLS methods come from other search meth-
ods by just randomizing the selection of the candidates during search, such as
randomized iterative improvement (RII) and uniformed random walk. Many other
SLS methods combine “simple” SLS methods to exploit the abilities of each of
these during search. These are known as hybrid SLS methods [11]. ILS is one of
these metaheuristics because it can be easily combined with other SLS methods.

One of the simplest and most intuitive ideas for addressing the fundamental issue
of escaping local optima is to use two types of SLS steps: one for reaching local op-
tima as efficiently as possible, and the other for effectively escaping local optima.
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ILS methods [11, 13] exploit this key idea and essentially use two types of search
steps alternatingly to perform a walk in the space of local optima with respect to
the given evaluation function. The algorithm works as follows: the search process
starts from a randomly selected element of the search space. From this initial can-
didate solution, a locally optimal solution is obtained by applying a subsidiary local
search procedure. Then each iteration step of the algorithm consists of three major
substeps: first, a perturbation method is applied to the current candidate solution s;
this yields a modified candidate solution s0 from which in the next step a subsidiary
local search is performed until a local optimum s00 is obtained. In the third step, an
acceptance criterion is used to decide from which of the two local optima s or s0 the
search process is continued. The algorithm can terminate after some steps have not
produced improvement or simply after a certain number of steps. The choice of the
components of the ILS has a great impact on the performance of the algorithm.

RoTS [27] is a special case of tabu search. In each search step, the RoTS algo-
rithm for MAX-SAT flips a non-tabu variable that achieves a maximal improvement
in the total weight of the unsatisfied clauses (the size of this improvement is also
called score) and declares it tabu for the next tt steps. The parameter tt is called the
tabu tenure. An exception to this tabu rule is made if a more recently flipped vari-
able achieves an improvement over the best solution seen so far (this mechanism
is called aspiration). Furthermore, whenever a variable has not been flipped within
a certain number of search steps (we use 10n, n being the number of variables),
it is forced to be flipped. This implements a form of long-term memory and helps
prevent stagnation of the search process. The tabu status of variables is determined
by comparing the number of search steps that have been performed since the most
recent flip of a given variable with the current tabu tenure.

4.5.2 Iterated Robust Tabu Search

The original version of IRoTS for MAX-SAT was proposed in [26]. Algorithm 1
starts by independently (with equal probability) initializing the truth values of the
atoms. Then it performs a local search to efficiently reach a local optimum CLS

using RoTS. At this point, a perturbation method based again on RoTS is applied
leading to the neighbor CL0C of CLS and then again a local search based on RoTS
is applied to CL0C to reach another local optimum CL0S . The accept function de-
cides whether the search must continue from the previous local optimum or from
the last found local optimum CL0S . (accept can perform random walk or iterative
improvement in the space of local optima).

Careful choice of the various components of Algorithm 1 is important to achieve
high performance. For the tabu tenure, we refer to the parameters used in [26] which
have proven to be highly performant across many domains. At the beginning of
each local search and perturbation phase, all variables are declared non-tabu. The
clause perturbation operator (flipping the atoms truth value) has the goal to jump
in a different region of the search space where search should start with the next
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Algorithm 1 Iterated Robust Tabu Search
Input: C: set of weighted clauses in CNF, BestScore: current best score)
CLC = Random initialization of truth values for atoms in C;
CLS = LocalSearchRoTS (CLS );
BestAssignment = CLS ;
BestScore = Score(CLS );
repeat

CL’C = PerturbRoTS (BestAssignment);
CL’S = LocalSearchRoTS (CL’C );
if Score(CL’S ) � BestScore then

BestScore = Score(CL’S )
end if
BestAssignment = accept(BestAssignment,CL’S );

until two consecutive steps have not produced improvement
Return BestAssignment

iteration. There can be strong or weak perturbations which means that if the jump
in the search space is near to the current local optimum the subsidiary local search
procedure LocalSearchRoTS may fall again in the same local optimum and enter
regions with the same value of the objective function called plateau, but if the jump
is too far, LocalSearchRoTS may take too many steps to reach another good solution.
In our algorithm, we use a fixed number of RoTS steps 9n/10 with tabu tenure n/2
where n is the number of atoms (in future work, we intend to dynamically adapt the
nature of the perturbation). Regarding the procedure LocalSearchRoTS , it performs
RoTS steps until no improvement is achieved for n2=4 steps with a tabu tenure
n=10 C 4. The accept function always accepts the best solution found so far. The
difference between our algorithm and that in [26] is that we do not dynamically
adapt the tabu tenure and do not use a probabilistic choice in accept.

4.5.3 MAP Inference Using IRoTS

MAP inference in MNs means finding the most likely state of a set of output
variables given the state of the input variables. This problem is NP-hard. For
discriminative training, the voted perceptron is a special case in which tractable in-
ference is possible using the Viterbi algorithm [4]. In [25], the voted perceptron was
generalized to MLNs by replacing the Viterbi algorithm with a weighted SAT solver.
This algorithm is gradient descent, and computing the gradient of the conditional
log-likelihood (CLL) requires the computation of the number of true groundings for
each clause. This can be performed by finding the MAP state which can be com-
puted by dynamic programming methods. Since for MLNs, the MAP state is the
state that maximizes the sum of the weights of the satisfied ground clauses, this
state can be efficiently found using a weighted MAX-SAT solver. The authors in
[25] use the MaxWalkSat solver [24]. In this chapter, we propose to use IRoTS as a
MAX-SAT solver and show how this algorithm can be applied not only to MLNs but
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also to the proposed extension of SMLNs. IRoTS is one the best weighted MAX-
SAT solvers and MAP inference in SMLNs can benefit from it.

Given a SMLN in the form of clauses based on temporal predicates, includ-
ing a time predicate and a set of evidence atoms, the KB to be used as input for
IRoTS is formed by constructing all groundings of clauses in the SMLNs involving
query atoms. Then the evidence atoms are replaced by their true values followed by
simplification. Once the SMLN has been propositionalized, it is a natural input to
IRoTS.

4.6 Markov Chain Iterated Robust Tabu Search

In this section, we describe how IRoTS can be combined with Markov Chain Monte
Carlo (MCMC) to uniformly sample from the space of satisfying assignments of a
clause. We show how the proposed algorithm MC-IRoTS can be used for inference
and learning in SMLNs.

4.6.1 Conditional Inference Through MC-IRoTS

Conditional inference in graphical models involves computing the distribution of
the query variables given the evidence and it has been shown to be #P-complete
[29]. The most widely used approach to approximate inference is using MCMC
methods and in particular Gibbs sampling. One of the problems that arises in real-
world applications is that an inference method must be able to handle probabilistic
and deterministic dependencies that might hold in the domain. MCMC methods are
suitable for handling probabilistic dependencies but give poor results when deter-
ministic or near deterministic dependencies characterize a certain domain. On the
other hand, logical ones such as satisfiability testing cannot be applied to proba-
bilistic dependencies. One approach to deal with both kinds of dependencies is that
of [21] where the authors use SampleSAT [28] in a MCMC algorithm to uniformly
sample from the set of satisfying solutions. As pointed out in [28], SAT solvers find
solutions very fast but they may sample highly non-uniformly. On the other hand,
MCMC methods may take exponential time, in terms of problem size, to reach the
stationary distribution. For this reason, the authors in [28] proposed to use a hybrid
strategy by combining random walk steps with MCMC steps, and in particular with
Metropolis transitions. This permits to efficiently jump between isolated or near-
isolated regions of non-zero probability, while preserving detailed balance.

We use the same approach as the authors did in [21], but instead of SampleSAT,
for MC-IRoTS we propose to use SampleIRoTS, which performs with probability
p a RoTS step and with probability 1�p a simulated annealing (SA) step. We used
fixed temperature annealing (i.e., Metropolis) moves. The goal is to reach as fast as
possible a first solution through IRoTS and then exploit the ability of SA to explore
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a cluster of solutions. A cluster of solutions is usually a set of connected solutions,
so that any two solutions within the cluster can be connected through a series of flips
without leaving the cluster. In many domains of interest, solutions exist in clusters
and it is highly useful to explore such clusters without leaving them. SA has good
properties in exploring a connected space; therefore, it samples near-uniformly and
often explores all the neighboring solutions.

Through MC-IRoTS, we can perform conditional inference given evidence to
compute probabilities for query predicates. These probabilities can be used to make
predictions from the model.

4.6.2 Discriminative Learning by Sampling with MC-IRoTS

Discriminative approaches to weight learning try to optimize the CLL. Precon-
ditioned scaled conjugate gradient (PSCG) is the state-of-the-art discriminative
training algorithm for MLN and it was shown in [15] to outperform the voted per-
ceptron. PSCG is a conjugate gradient method that uses samples from MC-SAT
to approximate the Hessian for MLNs instead of the line search to choose a step
size. This approach is also known as scaled conjugate gradient and was originally
proposed in [20] for training neural networks. PSCG, in each iteration, takes a step
in the diagonalized Newton direction (for details, see [15]). Here, we propose to
use MC-IRoTS to sample for approximating the Hessian for SMLNs. The goal is
to use samples from MC-IRoTS that can serve as good estimates for computing the
Hessian.

4.7 Modeling Protein Sequences in SMLNs

In this section, we describe how sequences of protein secondary structure can be
modeled in SMLNs, how to learn model parameters from the data, and how to make
predictions from the model.

4.7.1 Model Construction and Weight Learning

The approach we follow is quite simple: we write a few formulas that represent the
structure of the domain and then from the training sequences we learn the weights
of these formulas.

The dataset we refer to is that used in [10]. The data consist of logical sequences
of the secondary structure of protein domains:

beginSequence:
strand.0SB0; null;medium/:
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strand.0SB0; plus;medium/:
helix.right; alpha; long/:
:::

:::

strand.0SB0; plus;medium/:
helix.right; alpha;medium/:
strand.0SB0; plus; short/:
endSequence:

A simple SMLN that can be used to model these data can be the following:

//predicates
Helix.wing; typeh; length; time/
Strand.types; pm; length; time/
Succ.time; time/
//rules

Helix.Right;Cty1;Cl1;Ct1/^ Succ.t2; t1/^ Helix.Right;Cty2;Cl2; t2/

Helix.Right;Cty1;Cl1;Ct1/ ^ Succ.t2; t1/^ Strand.typ1;Cp1;Cle1; t2/

Strand.typ1;Cp1;Cle1;Ct1/^ Succ.t2; t1/^Helix.Right;Cty2;Cl2; t2/

Strand.typ1;Cp1;Cle1;Ct1/^ Succ.t2; t1/^ Strand.typ1;Cp2;Cle2; t2/

Strand.typ1;Cp1;Cle1;Ct1/^ Succ.t2; t1/^ Strand.typ2;Cp2;Cle2; t2/

The first three expressions represent the temporal predicates (Helix and Strand)
and the time predicate Succ. The rules express temporal relations between Helix and
Strand. The first rule expresses that a helix is followed by another helix, the second
rule states that helix is followed by a strand and so on. The last two rules differ in
that one states that strand is followed by another strand of the same type, while the
other states that two strands of different types appear in the sequence one following
the other. The C operator is used to express that the argument should be grounded,
so that a weight is learned for each grounded formula. If multiple variables are
preceded byC, a weight is learned for each combination of their values.

It must be noted that this model is not the only one. We have stated some regular-
ities that in general are true but we would like to learn weights that can express
how strong each rule it is. A reasonable model would also be that of learning
a rule for each grounding of the argument that expresses the type of strand, i.e.,
Strand.Ctyp1; p1; le1; t1/. We plan to experiment this in the future.
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4.7.2 Making Predictions from the Learned SMLNs

There are several ways in which a SMLNs can be used to make predictions regarding
sequences. One way is to predict the sequence with highest probability (this is per-
formed in other models by the Viterbi algorithm). In SMLNs, this means performing
MAP inference given the evidence. For example, given a certain sequence and a
query predicate (helix or strand), we can perform MAP inference through IRoTS
and return the positive query atoms. Then we can count how many of the returned
positive query atoms are true in the sequence and consider these atoms correctly
classified. If there are several models (one for each protein fold), a majority vote
can be used to assign the sequence, i.e., the sequence belongs to the model that
gives the highest number of correctly classified atoms for that sequence.

Another way to get a classifier is to get the probability of query atoms given
evidence through MC-IRoTS. In this case, CLL (conditional log-likelihood aver-
aged over all the groundings of the query predicate where predicted probability p is
summed for positive atoms and 1 � p for negative ones) can be used to assign the
sequence to the fold that produces the highest CLL.

4.8 Experiments

The goal of the experiments is to show that SMLNs are suitable for modeling and
learning with sequences of logical atoms and that reasonable predictions can be
made based on this model.

4.8.1 Dataset and Systems

We implemented the algorithms IRoTS and MC-IRoTS as extensions of the alchemy
system [18] and used the implementation of PSCG in this package to learn weights
for the SMLN.

The protein fold classification task is to predict one of the five most populated
SCOP folds of alpha and beta proteins (a/b). We will use for our experiments only
two folds from the dataset in [10] with a subset of the whole sequences. (Our goal
here is to show how SMLNs can be used for sequence modeling/learning and not
to boost performance or compare with other methods. For this reason we did not
optimize any parameters for the learning and inference algorithms). We randomly
extracted 80 sequences (totally 160) from each of the folds TIM beta/alpha-barrel
(c1) and NAD(P)-binding Rossmann-fold (c2). We divided this set in the training
set (60 sequences) and test set (20 sequences). The classification problem is a multi-
class one. We will learn for each fold a model based on the SMLN presented in the
previous section and will test both models on the 40 test sequences (thus for each
model, we have 20 positive and 20 negative testing sequences).
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In order to learn weights for the SMLN presented in the previous section we
used PSCG with MC-IRoTS as a sampler. We performed two weight learning
experiments, one for each protein fold giving in input the same SMLN. We used
100 iterations for PSCG with 50 samples for MC-IRoTS and the lazy version of
inference in alchemy [22].

4.8.2 Results

After learning an SMLN on each training set of 60 sequences, we performed MAP
inference through IRoTS with both learned models on the two testing sets. For each
sequence, every model produced positive query atoms, and we checked the number
of predicted positive atoms that were true in the sequence. The sequence was as-
signed to the model that inferred the highest number of correct predictions. From the
40 test sequences, 31 sequences were correctly assigned to the belonging fold, four
sequences were predicted equally by both models and five sequences were classi-
fied incorrectly. For the equally predicted sequences, we decided to use MC-IRoTS
to perform inference over these sequence to get CLL for each one. Surprisingly,
using the probability for each atom in the sequence, all these cases were correctly
classified; thus we achieved a classification rate of 35 out of 40.

These preliminary results are promising, showing that the modeling power of
the described approach is suitable for the problem of protein fold recognition.
Moreover, the model can be used to make predictions which seem reasonably good.
However, further exploration of alternative experimental evaluation could help to
perform extensive experiments and compare with state-of-the-art methods such that
in [10].

4.9 Conclusions

MLNs are a powerful representation that combines first-order logic and probability
by attaching weights to first-order formulas and viewing these as templates for fea-
tures of MNs. In this chapter we have described SMLNs, a simple extension of MLN
that is able to deal with sequences of logical atoms. We also propose iterated robust
tabu search (IRoTS) for MAP inference in SMLNs and Markov Chain-IRoTS (MC-
IRoTS) for conditional inference in SMLNs. We show how MC-IRoTS can also
be used for discriminative weight learning in SMLNs. As application domain, we
have described how sequences of protein secondary structure can be modeled in
SMLNs and have shown through some preliminary experiments the promise of our
approach.

Regarding SMLNs in general, we would like to apply this simple extension of
MLNs to more complex domains where stochastic relational problems must be han-
dled. Natural application domains for SMLNs are areas such as Systems Biology
and Gene Regulatory Networks where networks involved in stochastic processes
need to be modeled.
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Bioinformatica per la Biodiversità Molecolare. We thank Kristian Kersting for providing us the
dataset on protein sequences.

References

1. Besag, J. Statistical Analysis of Non-lattice Data. Statistician, 24:179–195, 1975
2. Biba, M., Ferilli, S., and Esposito, F. Structure Learning of Markov Logic Networks through

Iterated Local Search. In Proc. 18th European Conference on Artificial Intelligence, 2008
3. Biba, M., Ferilli, S., and Esposito, F. Discriminative Structure Learning of Markov Logic Net-

works. In Proceedings of 18th International Conference on Inductive Logic Programming (ILP
2008), LNCS 5194, pp. 59–76. Berlin: Springer, 2008

4. Collins, M. Discriminative Training Methods for Hidden Markov Models: Theory and
Experiments with Perceptron Algorithms. In Proc. of the 2002 Conference on Empirical Meth-
ods in Natural Language Processing, pp. 1–8. Philadelphia, PA: ACL, 2002

5. Della Pietra, S., Pietra, V. D., and Laferty, J. Inducing features of random fields. IEEE Trans-
actions on Pattern Analysis and Machine Intelligence, 19:380–392, 1997

6. Dick, U. and Kersting, K. Fisher Kernels for Relational Data. In J. Fuernkranz, T. Scheffer,
M. Spiliopoulou, editors, Proc. 17th ECML, pp. 114–125, 2006

7. Dietterich, T., Ashenfelter, A., and Bulatov, Y. Training conditional random fields via gradient
tree boosting. ICML 2004

8. Genesereth, M. R. and Nilsson, N. J. Logical foundations of artificial intelligence. San Mateo,
CA: Morgan Kaufmann, 1987

9. Getoor, L. and Taskar, B. Introduction to statistical relational learning. MA: MIT, 2007
10. Gutmann, B. and Kersting, K. TildeCRF: Conditional Random Fields for Logical Sequences.

In J. Fuernkranz, T. Scheffer, M. Spiliopoulou, editors, Proc. of the 17th ECML, pp. 174–185,
2006

11. Hoos, H. H. and Stutzle, T. Stochastic local search: Foundations and applications. San
Francisco: Morgan Kaufmann, 2005

12. Laferty, J., McCallum, A., and Pereira, F. Conditional Random Fields: Probabilistic Models
for Segmenting and Labeling Sequence Data. In Proc. 18th Int’l Conf. on Machine Learning,
pp. 282–289, 2001

13. Loureno, H. R., Martin, O., and Stutzle, T. Iterated local search. In Handbook of metaheuristics,
pp. 321–353. Dordrecht: Kluwer, 2002

14. Mihalkova, L. and Mooney, R. J. Bottom-Up Learning of Markov Logic Network Structure.
In Proc. 24th Int’l Conf. on Machine Learning, pp. 625–632, 2007

15. Lowd, D. and Domingos, P. Efficient Weight Learning for Markov Logic Networks. In Proc.
of the 11th European Conference on Principles and Practice of Knowledge Discovery in
Databases, pp. 200–211, 2007

16. Kersting, K., De Raedt, L., and Raiko, T. Logial Hidden Markov Models. Journal of Artificial
Intelligence Research (JAIR), 25:425–456, 2006

17. Kok, S. and Domingos, P. Learning the Structure of Markov Logic Networks. In Proc. 22nd
Int’l Conf. on Machine Learning, pp. 441–448, 2005

18. Kok, S., Singla, P., Richardson, M., and Domingos, P. The alchemy system for statistical rela-
tional ai (Technical Report). Department of Computer Science and Engineering, University of
Washington, Seattle, WA, 2005. http://alchemy.cs.washington.edu/

19. Manna Z. and Pnueli, A. The temporal logic of reactive and concurrent systems. Berlin:
Springer, 1992

20. Moller, M. A scaled conjugate gradient algorithm for fast supervised learning. Neural Net-
works, 6:525–533, 1993



4 Protein Fold Recognition Using Markov Logic Networks 85

21. Poon, H. and Domingos, P. Sound and Efficient Inference with Probabilistic and Deterministic
Dependencies. In Proc. 21st Nat’l Conf. on Artificial Intelligence, pp. 458–463. Chicago, IL:
AAAI Press, 2006

22. Poon, H., Domingos, P., and Sumner, M. A General Method for Reducing the Complexity of
Relational Inference and its Application to MCMC. In Proc. 23rd Nat’l Conf. on Artificial
Intelligence. Chicago, IL: AAAI Press, 2008

23. Richardson, M. and Domingos, P. Markov logic networks. Machine Learning, 62:107–236,
2006

24. Selman, B., Kautz, H., and Cohen, B. Local search strategies for satisfiability testing. In D. S.
Johnson and M. A. Trick, editors, Cliques, Coloring, and Satisfiability: Second DIMACS Im-
plementation Challenge, American Mathematical Society, pp. 521–532, 1996

25. Singla, P. and Domingos, P. Discriminative Training of Markov Logic Networks. In Proc. 20th
Nat’l Conf. on Artificial Intelligence, pp. 868–873. Chicago, IL: AAAI Press, 2005

26. Smyth, K., Hoos, H., and Stutzle, T. Iterated Robust Tabu Search for MAX-SAT. Canadian
Conference on AI, pp. 129–144, 2003

27. Taillard, E. D. Robust taboo search for the quadratic assignment problem. Parallel Computing,
17:443–455, 1991

28. Wei, W., Erenrich, J., and Selman, B. Towards Efficient Sampling: Exploiting Random Walk
Strategies. National Conference on Artificial Intelligence, AAAI Press, 2004

29. Roth, D. On the hardness of approximate reasoning. Artificial Intelligence, 82:273–302, 1996
30. Liu, D. C. and Nocedal, J. On the limited memory BFGS method for large scale optimization,

Mathematical Programming, 45:503–528, 1989
31. M. Moller. A scaled conjugate gradient algorithm for fast supervised learning. Neural Net-

works, 6:525–533, 1993





Chapter 5
Mining Spatial Association Rules for Composite
Motif Discovery

Michelangelo Ceci, Corrado Loglisci, Eliana Salvemini,
Domenica D’Elia, and Donato Malerba

Abstract Motif discovery in biological sequences is an important field in
bioinformatics. Most of the scientific research focuses on the de novo discovery of
single motifs, but biological activities are typically co-regulated by several factors
and this feature is properly reflected by higher order structures, called composite
motifs, or cis-regulatory modules or simply modules. A module is a set of motifs,
constrained both in number and location, which is statistically overrepresented and
hence may be indicative of a biological function. Several methods have been studied
for the de novo discovery of modules. We propose an alternative approach based on
the discovery of rules that define strong spatial associations between single motifs
and suggest the structure of a module. Single motifs involved in the mined rules
might be either de novo discovered by motif discovery algorithms or taken from
databases of single motifs. Rules are expressed in a first-order logic formalism and
are mined by means of an inductive logic programming system. We also propose
computational solutions to two issues: the hard discretization of numerical inter-
motif distances and the choice of a minimum support threshold. All methods have
been implemented and integrated in a tool designed to support biologists in the
discovery and characterization of composite motifs. A case study is reported in
order to show the potential of the tool.

5.1 Introduction

In biological sequence analysis, a motif is a nucleotide or amino-acid sequence pat-
tern which appears in a set of sequences (DNA, RNA or protein) with much higher
frequency than would be expected by chance. This statistical overrepresentation is
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expected to be indicative of an associated biological function. Examples of motifs
include DNA- and RNA-binding sites for regulatory proteins, protein domains and
protein epitopes.

DNA and RNA motifs are key to deciphering the language of gene regulatory
mechanisms and, in particular, to fully understand how gene expression is regu-
lated in time and space. For this reason, de novo (or ab initio) motif discovery, i.e.
identifying motif sites (signals) in a given set of unaligned biological sequences,
has attracted the attention of many biologists. However, they are also difficult to
identify, since motifs often produce weak signals buried in genomic noise (i.e. the
background sequence) [8]. This problem is known to be NP-hard [22], thus it is also
an interesting arena for computer scientists.

Most of the motif discovery tools reported in the literature are designed to dis-
cover single motifs. However, in many (if not most) cases, biological activities
are co-regulated by several factors. For instance, transcription factor-binding sites
(TFBSs) on DNA are often organized in functional groups called composite motifs
or cis-regulatory modules (CRM) or simply modules. These modules may have a
biologically important structure that constrains both the number and relative posi-
tion of the constituent motifs [34].

One example, among many that could be cited, is ETS-CBF, a cis-regulatory
module constituted by three single motifs, �A, �B and CBF (core-binding fac-
tor). Both �A and �B are binding sites for two transcription factors belonging
to the ETS proteins family, Ets-1 and PU.1, respectively. CBF is a protein that is
implicated in the activation of several T and myeloid cell-specific promoters and
enhancers. Enhancers are cis-regulatory sequences which control the efficiency of
gene transcription from an adjacent promoter. ETS-CBF is a common compos-
ite motif of enhancers implicated in the regulation of antigen receptor genes in
mouse and human. A comparative study of the tripartite domain of the murine
immunoglobulin � heavy-chain (IgH) enhancer and its homologous in human
has demonstrated that in both species the activity of the gene enhancer is strictly
dependent on ETS-CBF [12].

Therefore, it is of great interest to discover not only single motifs but also the
higher order structure into which motifs are organized, i.e. the modules. This prob-
lem is also known as composite [38] or structured [32] motif discovery.

Over the past few years, a plethora of single motif discovery tools have been
reported in the literature (see the book by Robin et al. [36]). They differ in three
aspects:

1. The representation of a pattern that constitutes a single motif,
2. The definition of overrepresentation of a motif pattern and
3. The search strategy applied to pattern finding.

A single motif can be represented either by a consensus sequence, which contains
the most frequent nucleotide in each position of the observed signals, or by a po-
sition weight matrix (PWM), which assigns a different probability to each possible
letter at each position in the motif [46].
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Both consensus sequences and PWMs are derived by the multiple alignments of
all the known recognition sites for a given regulatory factor and represent the speci-
ficity of a regulatory factor for its own recognition site. They refer to a sequence
that matches all the sequences of the aligned recognition sites very closely, but not
necessarily exactly. In a consensus sequence, this concept is expressed by notations
that indicate which positions of the consensus sequence are always occupied by
the same nucleotide (exact match) and which one can vary and how (allowed mis-
match), without affecting the functionality of the motif. Considering the example
DNA consensus sequence T[CT]NGfAgA, it has to be read in the following way:
the first, fourth and sixth position in the consensus are always occupied by T, G and
A, where T stands for thymidine, G for guanine and A for adenine; no mismatches
are allowed in these positions. The second nucleotide in the sequence can be a
cytosine (C) or alternatively a T. This mismatch does not affect the effectiveness
of the recognition signal. The third position of the consensus can be occupied by
any of the four nucleotide bases (A, T, C, G). At the fifth position any base can be
present except A.

A PWM of a DNA motif has one row for each nucleotide base (A, T, C, G) and
one column for each position in the pattern. This way, there is a matrix element for
all possible basis at every position. The score of any particular motif in a sequence
of DNA is the sum of the matrix values for that motif’s sequence. This score is the
same of the consensus only when the motif perfectly matches the consensus. Any
sequence motif that differs from the consensus in some positions will have a lower
score depending on the number and type of nucleotide mismatches.

In contrast to these sequence patterns, spatial patterns have also been investi-
gated [19], where spatial relationships (e.g. adjacency and parallelism) and shapes
(e.g., ˛-helices in protein motifs) can be represented.

The overrepresentation of motif patterns has been defined in several ways. In
some motif-discovery algorithms, a score is defined for each pattern (e.g., p-value
[47] or z-score [43]), and the observed motif scores are compared with expected
scores from a background model. In other algorithms, two separate values are com-
puted when evaluating motifs, one concerning the support, or coverage, of a motif,
and the other concerning the unexpectedness of a motif [35]. A third approach is to
use a measure of information content [25] of discovered patterns.

Search strategies can be categorized as enumerative (or pattern-driven) and
heuristic (or sequence-driven). The former enumerate all possible motifs in a given
solution space (defined by a template pattern) and test each for significance, while
the latter try to build a motif model by varying some model parameters such that
a matching score with sequence data is maximized. In general, enumerative algo-
rithms find optimal solutions for discrete representations of relatively short motifs,
but do not scale well to larger motifs and continuous models. TEIRESIAS [35]
is more sophisticated in using information about the relative occurrences of sub-
strings; therefore, it can be used to discover discrete representations of longer
motifs. Among the heuristic-based approaches, the most common is the expectation-
maximization (EM) [5], which is a deterministic local search algorithm. EM may
converge very fast, but the optimality of the returned point strongly depends on
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the starting point (seed). For this reason, it is used in combination with some
randomization techniques in order to escape from a poor local optimum even if
the chosen seed is bad [6].

Algorithms for the de novo discovery of modules, together with the parameters
of their constituent motifs [14, 41, 52], are more recent. These algorithms, which
exploit some form of spatial information (e.g., spatial correlation) on constituent
motifs to identify a module, are considered particularly promising since they may
offer both improved performance over conventional discovery algorithms of sin-
gle motifs and insight into the mechanism of regulation directed by the constituent
motifs [26]. However, in order to restrict the search space, they make some as-
sumptions which limit their flexibility in handling variations of either the number
or length of the constituent motifs or the spacing between them. For instance, the
hierarchical mixture (HMx) model of CISMODULE [52] requires the specification
of both the length of the module and the total number of constituent motif types.
Moreover, CISMODULE does not capture the order or precise spacing of multiple
TFBSs in a module. Segal and Sharan [41] propose a method for the de novo dis-
covery of modules consisting of a combination of single motifs which are spatially
close to each other. Despite the flexibility of their method in handling modules,
they assume that a training set (with positive and negative examples of transcrip-
tional regulation) is available in order to learn a discriminative model of modules.
The method EMC module proposed by Gupta and Liu [14] assumes a geometrical
probability distribution on the distance between TFBSs.

Although a recent study [18] has shown a significant improvement in predic-
tion success when modules are considered instead of isolated motifs, it is largely
believed that without some strong form of inductive bias,1 methods for de novo
module discovery may have performance close to random. For this reason, another
line of module discovery methods has been investigated (e.g., Cister [13], Module-
Searcher [1], MScan [20], Compo [39]), which takes a list of single motifs as input
along with the sequence data in which the modules should be found. Single motifs
are taken from motif databases, such as TRANSFAC [15] and JASPAR [37], and the
challenges concern discovering which of them are involved in the module, defining
the sequence of single motifs in the module and possibly discovering the inter-motif
distances.2

Module discovery methods can be categorized according to the type of frame-
work, either discrete (e.g., CREME [42]) or probabilistic (e.g., Logos [51]), adopted
to model modules. In a discrete framework, all constituent motifs must appear in a
module instance. This simplifies inference and interpretation of modules, and of-
ten allows exhaustive search of optimal constituent motifs in a sequence window

1 The inductive bias of a learning algorithm is the set of assumptions that the learner uses to predict
outputs given inputs that it has not encountered. It forms the rationale for learning since without it
no generalization is possible [29].
2 The distance is typically evaluated as the number of nucleotides which separate two consecutive
single motifs. More sophisticated distance measures might be used in future works if significant
progress is made in the prediction of DNA folding.
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of a given length. Conversely, a probabilistic framework is more expressive, since it
relaxes the hard constraints of discrete frameworks and associates each module with
a score which is a combination (e.g., the sum) of motifs and distance scores. Issues
of probabilistic frameworks are local optima and interpretability of results.

A recent assessment of eight published methods for module discovery [21] has
shown that no single method performed consistently better than others in all situa-
tions and that there are still advances to be made in computational module discovery.
In this chapter, we propose an innovative approach to module discovery, which can
be a useful supplement or alternative to other well-known approaches. The idea is
to mine rules which define “strong” spatial associations between single motifs [27].
Single motifs might either be de novo discovered by traditional discovery algorithms
or taken from databases of known motifs.

The spatial relationships considered in this work are the order of motifs along
the DNA sequence and the inter-motif distance between each consecutive couple of
motifs, although the mining method proposed to generate spatial association rules
has no limitation on both the number and the nature of spatial relationships. The as-
sociation rule mining method is based on an inductive logic programming (ILP) [31]
formulation according to which both data and discovered patterns are represented in
a first-order logic formalism. This formulation also facilitates the accommodation
of diverse sources of domain (or background) knowledge which are expressed in a
declarative way. Indeed, ILP is particularly well suited to bioinformatics tasks due
to its ability both to take into account background knowledge and to work directly
with structured data [30]. This is confirmed by some notable success in molecular
biology applications, such as predicting carcinogenesis [44, 45].

The proposed approach is based on a discrete framework, which presents several
advantages, the most relevant being the straightforward interpretation of rules, but
also some disadvantages, such as the hard discretization of numerical inter-motif
distances or the choice of a minimum support threshold. To overcome these issues,
some computational solutions have been developed and tested.

The specific features of this approach are:

� An original perspective of module discovery as a spatial association rule mining
task;

� A logic-based approach where background knowledge can be expressed in a
declarative way;

� A procedure for the automated selection of some parameters which are difficult
to properly set;

� Some computational solutions to overcome the discretization issues of discrete
approaches.

These features provide our module discovery tool several advantages with
respect to competitive approaches. First, spatial association rules, which take
the form of A)C , provide insight both into the support of the module (repre-
sented by A^C ) and into the confidence of possible predictions of C given A.
Predictions may equally concern both properties of motifs (e.g., its type) and spa-
tial relationships (e.g., the inter-motif distance). Second, the declarative knowledge
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representation facilitates the development and debugging of background knowledge
in collaboration with a domain expert. Moreover, knowledge expressed in a declar-
ative way is re-usable across different tasks and domains, thus easing the burden of
the knowledge engineering effort. Third, the resort to first-order (or relational) logic
facilitates the representation of input sequences, whose structure can be arbitrarily
complex, and increases the explanatory power of discovered patterns, which are
relatively easy to interpret for domain experts. Fourth, computational solutions
devised for both the problem of selecting a minimum support threshold and the
problem of discretizing numerical data fulfill the twofold goal of improving the
quality of results and designing tools for the actual end-users, namely biologists.

Further significant advantages are:

� No prior assumption is necessary either on the constituent motifs of a module or
on their spatial distribution;

� Specific information on the bases occurring between two consecutive motifs is
not required.

This work also extends our previous study [48], where frequent patterns are
generated by means of the algorithm GSP [3]. The extension aims to: (1) find asso-
ciation rules, which convey additional information with respect to frequent patterns;
(2) discover more significant inter-motif distances by means of a new discretiza-
tion algorithm which does not require input parameters; (3) automatically select the
best minimum support threshold; (4) filter redundant rules; (5) investigate a new
application of an ILP algorithm to a challenging bioinformatics task.

The chapter is organized as follows. Section 5.2 presents a formalization of the
problem, which is decomposed into two subproblems: (1) mining frequent sets of
motifs, and (2) mining spatial association rules. Input and output of each step of the
proposed approach are also reported. Section 5.3 describes the method for spatial
association rule mining. Section 5.4 presents the solution to some methodological
and architectural problems which affect the implementation of a module discovery
tool effectively usable by biologists. Section 5.5 is devoted to a case study, which
shows the application of the developed system. Finally, conclusions are drawn.

5.2 Mining Spatial Association Rules from Sequences

Before proceeding to a formalization of the problem, we first introduce some general
notions on association rules.

Association rules are a class of patterns that describe regularities or co-
occurrence relationships in a set T of homogeneous data structures (e.g., sets,
sequences and so on) [2]. Formally, an association rule R is expressed in the form
of A)C , whereA (the antecedent) and C (the consequent) are disjoint conditions
on properties of data structures (e.g., the presence of an item in a set). The meaning
of an association rule is quite intuitive: if a data structure satisfies A, then it is
likely to satisfy C . To quantify this likelihood, two statistical parameters are usually
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computed, namely support and confidence. The former, denoted as sup.R; T /, es-
timates the probability P.A ^ C/ by means of the percentage of data structures
in T satisfying both A and C . The latter, denoted as conf .R; T /, estimates the
probability P.C jA/ by means of the percentage of data structures which satisfy
condition C , out of those which satisfy condition A. The task of association rule
mining consists in discovering all rules whose support and confidence values exceed
two respective minimum thresholds. When data structures describe spatial objects
together with their spatial relationships, mined association rules are called spatial,
since conditions in either the antecedent or the consequent of a rule express some
form of spatial constraint.

We now give a formal statement of the module discovery problem, which is
decomposed into two subproblems as follows:

1. Given: A set M of single motifs, a set T of sequences with annotations about
type and position of motifs in M and a minimum value �min,
Find: The collection S of all the sets S1, S2; : : :; Sn of single motifs such that,
for each Si , at least �min sequences in T contain all motifs in Si .

2. Given: A set S 2 S and two thresholds �min and �min,
Find: Spatial association rules involving motifs in S , such that their support and
confidence are greater than �min and �min, respectively.

Single motifs inM can be either discovered de novo or taken from a single motif
database. Each Si 2 S is called motif set. The support set of Si is the subset TSi

of
sequences in T such that each sequence in TSi

contains at least one occurrence of
each motif in Si . According to the statement of subproblem (1) jTSi

j � �min. TSi
is

used to evaluate both support and confidence of spatial association rules mentioned
in subproblem (2).

The proposed approach is two-stepped since it reflects this problem decompo-
sition. In the first step, motif sets which are frequent, i.e., have a support greater
than �min, are extracted from sequences annotated with predictions for known single
motifs. Only information about the occurrence of motifs is considered, while spa-
tial distribution of motifs is ignored. This step has a manifold purpose: (1) enabling
biologists to guide deeper analysis only for sets of motifs which are deemed poten-
tially interesting; (2) filtering out sequences which do not include those interesting
sets of motifs; (3) lowering the computational cost of the second step.

In the second step, sequences that support specific frequent motif sets are ab-
stracted into sequences of spaced motifs. A sequence of spaced motifs is defined as
an ordered collection of motifs interleaved with inter-motif distances. Each inter-
motif distance measures the distance between the last nucleotide of a motif and
the first nucleotide of the next motif in the sequence. Spatial association rules are
mined from these abstractions. In order to deal with numerical information on the
inter-motif distance, a discretization algorithm is applied. The algorithm takes into
account the distribution of the examples and does not significantly depend on input
parameters as in the case of classical equal width or equal frequency discretization
algorithms. Details on both steps are reported below.
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5.2.1 Mining Frequent Motif Sets

To solve the first sub-problem, we resort to the levelwise breadth-first search [28]
in the lattice of motif sets. The search starts from the smallest element, i.e., sets
with one motif in M , and proceeds from smaller to larger sets. The frequent sets of
i motifs are used to generate candidate sets of .i C 1/ motifs. Each candidate set,
which is potentially frequent, is evaluated against the set T of sequences, in order to
check the actual size of its support set. Then it is pruned if its support is lower than
�min. For instance, given M D fx; y; zg and T as in Fig. 5.1a, the set S D fx; yg
is supported by TS D ft2; t3g. If �min D 2, then S is returned together with other
frequent motif sets in S.

5.2.2 Mining Spatial Association Rules

The sequences in the support set TS of a frequent motif set S are represented as
chains of the form hm1; d1; m2; : : : ; dn�1; mni, where eachmi denotes a single mo-
tif (mi 2 M ), while each di , i D 1; 2; : : : ; n � 1, denotes the inter-motif distance
between mi and miC1. Each chain is a sequence of spaced motifs. For instance,
sequence t2 in Fig. 5.1a is represented as hx; 10; y; 92; yi.

From a biological viewpoint, slight differences in inter-motif distances can be
ignored. For this reason, we can group almost equal distances by applying a dis-
cretization technique which maps numerical values into a set of closed intervals.

Fig. 5.1 (a) Three different annotated sequences (t1, t2, t3) belonging to the set T where motifs
x and y have been found. The grey semi-boxes underline the nucleotide sequences between two
consecutive motifs (inter-motif distance). Inter-motif distances are expressed in base pairs (bp).
(b) Closed-intervals of inter-motif distances
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Therefore, a sequence of spaced motifs can be further abstracted into an ordered
collection of motifs interleaved by symbols (e.g., short, medium, and large) rep-
resenting a range of inter-motif distance. For instance, by considering the closed
intervals in Fig. 5.1b, both sequences t2 and t3 in Fig. 5.1a are represented by the
following sequence of spaced motifs:

hx; short; y;medium; yi: (5.1)

Each sequence of spaced motifs is described in a logic formalism which can be
processed by the ILP system SPADA (Spatial Pattern Discovery Algorithm) [24]
to generate spatial association rules. More precisely, the whole sequence, the con-
stituent motifs and the inter-motif distances are represented by distinct constant
symbols.3 Some predicate symbols are introduced in order to express both prop-
erties and relationships. They are:

� sequence(t): t is a sequence of spaced motifs;
� part of(t,m): The sequence t contains an occurrencem of single motif;
� is a(m,x): The occurrencem is a motif x;
� distance(m1,m2,d): The distance between the occurrencesm1 andm2 is d.

A sequence is represented by a set of Datalog4 ground atoms, where a Datalog
ground atom is an n-ary predicate symbol applied to n constants. For instance, the
sequence of spaced motif in (5.1) is described by the following set of Datalog ground
atoms:

8
ˆ̂
<̂

ˆ̂
:̂

sequence.t2/;

part of .t2; m1/; part of .t2; m2/; part of .t2; m3/;

is a.m1; x/; is a.m2; y/; is a.m3; y/;

distance.m1; m2; short/; distance.m2; m3;medium/:

9
>>>=

>>>;

(5.2)

The set of Datalog ground atoms of all sequences is stored in the extensional part
DE of a deductive database D. The intensional part DI of the deductive database
D includes the definition of the domain knowledge in the form of Datalog rules. An
example of Datalog rules is the following:

short medium distance.U; V / distance.U; V; short/:

short medium distance.U; V / distance.U; V;medium/:
(5.3)

They state that two motifs5 are at a short medium distance if they are at ei-
ther short or medium distance (Fig. 5.1b). Rules in DI allows additional Datalog

3 We denote constants as strings of lowercase letters possibly followed by subscripts.
4 Datalog is a query language for deductive databases [9].
5 Variables are denoted by uppercase letters possibly followed by subscripts, such as U and V .
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ground atoms to be deduced from data stored in DE . For instance, rules in (5.3)
entail the following information from the set of Datalog ground atoms in (5.2):

(
short medium distance.m1; m2/;

short medium distance.m2; m3/:

)

(5.4)

SPADA adds these entailed Datalog ground atoms to set (5.2), so that atoms with
the predicate short medium distance can also appear in mined association rules.

Spatial association rules discovered by SPADA take the form A ) C , where
both A and C are conjunctions of Datalog non-ground atoms. A Datalog ground
atom is an n-ary predicate symbol applied to n terms (either constants or variables),
at least one of which is a variable. For each association rule, there is exactly one
variable denoting the whole sequence and other variables denoting constituent mo-
tifs. An example of a spatial association rule is the following:

sequence.T /; part of .T;M1/; is a.M1; x/; distance.M1;M2; short/;

M1 ¤M2 ) is a.M2; y/
(5.5)

where variable T denotes a sequence, while variables M1 and M2 denote two dis-
tinct occurrences of single motifs (M1 ¤ M2) of type x and y, respectively. With
reference to the sequence described in (5.2), T corresponds to t2 while the two
distinct occurrences of single motifsM1 and M2 correspond to m1 andm2, respec-
tively. By means of this association rule, it is possible to infer which is the single
motif that follows in a short distance a single motif x. The uncertainty of the infer-
ence is quantified by the confidence of the association rule.

Details on the association rule discovery algorithm implemented in SPADA are
reported in the next section.

5.3 SPADA: Pattern Space and Search Procedure

In SPADA, the set O of spatial objects is partitioned into a set S of reference (or
target) objects and m sets Rk , 1 � k � m, of task-relevant (or non-target) objects.
Reference objects are the main subject of analysis and contribute to the computation
of the support of a pattern, while task-relevant objects are related to the reference
objects and contribute to accounting for the variation, i.e., they can be involved in
a pattern. In the sequence described in (5.2), the constant t2 denotes a reference
object, while the constantsm1,m2 andm3 denote three task relevant objects. In this
case, there is only one set R1 of task-relevant objects.

SPADA is the only ILP system which addresses the task of relational frequent
pattern discovery by dealing properly with concept hierarchies. Indeed, for each set
Rk , a generalization hierarchy Hk is defined together with a function  k , which
maps objects in Hk into a set of granularity levels f1; : : : ; Lg. For instance, with
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Fig. 5.2 A three-level hierarchy defined on motifs

reference to the sequence described in (5.2), it is possible to define a three-level
hierarchy H1 (Fig. 5.2), where the top level represents a generic single motif, the
middle level represents distinct single motifs in M and the lowest level represents
specific occurrences of motifs. In this example, the function  1 simply maps the
root to 1, x, y, and z to 2 and m1, m2 and m3 to 3.

The set of predicates used in SPADA can be categorized into four classes. The
key predicate identifies the reference objects in S (e.g., sequence is the key predicate
in description (5.2)). The property predicates are binary predicates which define
the value taken by an attribute of an object (e.g., length of a motif, not reported
in description (5.2)). The structural predicates are binary predicates which relate
task-relevant objects (e.g., distance) as well as reference objects with task-relevant
objects (e.g., part of ). The is a predicate is a binary taxonomic predicate which
associates a task-relevant object with a value of someHk .

The units of analysis DŒs�, one for each reference object s 2 S , are subsets of
ground facts in DE , defined as follows:

DŒs� D is a.R.s//[DŒsjR.s/� [
[

ri2R.s/

DŒri jR.s/�; (5.6)

where:

� R.s/ is the set of task-relevant objects directly or indirectly related to s;
� is a.R.s// is the set of is a atoms specified for each ri 2 R.s/;
� DŒsjR.s/� contains both properties of s and relations between s and some
ri 2R.s/;

� DŒri jR.s/� contains both properties of ri and relations between ri and some
rj 2R.s/.
This notion of unit of analysis is coherent with the individual-centered represen-

tation [7], which has some nice properties, both theoretical (e.g., PAC-learnability
[49]) and computational (e.g., smaller hypothesis space and more efficient search).
The set of units of analysis is a partitioning of DE into a number of subsets DŒs�,
each of which includes ground atoms concerning the task-relevant objects (transi-
tively) related to the reference object s. With reference to the sequence described
in (5.2), R.t2/ D fm1; m2; m3g, and DŒt2� coincides with the whole set of ground
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atoms, including those inferred by means of rules in the intensional part DI of the
deductive database. If several reference objects had been reported in (5.2), DŒt2�
would have been a proper subset.

Patterns discovered by SPADA are conjunctions of Datalog non-ground atoms,
which can be expressed by means of a set notation. For this reason they are also
called atomsets [10], by analogy with itemsets introduced for classical association
rules. A formal definition of atomset is reported in the following.

Definition 5.1. An atomset P is a set of atoms p0.t
1
0 /, p1.t

1
1 ; t

2
1 /, p2.t

1
2 ; t

2
2 /, . . . ,

pr.t
1
r ; t

2
r /, where p0 is the key predicate, while pi , i D 1; : : : ; r , is either a struc-

tural predicate or a property predicate or an is a predicate.

Terms tji are either constants, which correspond to values of property predicates,
or variables, which identify reference objects either in S or in some Rk . Each pi

is a predicate occurring either in DE (extensionally defined predicate) or in DI

(intensionally defined predicate). Some examples of atomsets are the following:

P1 � sequence.T /; part of .T;M1/; is a.M1; x/

P2 � sequence.T /; part of .T;M1/; is a.M1; x/; distance.M1;M2; short/

P3 � sequence.T /; part of .T;M1/; is a.M1; x/; distance.M1;M2; short/;

is a.M2; y/

where variable T denotes a reference object, while variables M1 and M2 denote
some task-relevant objects. All variables are implicitly existentially quantified.

Atomsets in the search space explored by SPADA satisfy the linkedness [16]
property, which means that each variable denoting a task-relevant object in an atom-
set P defined as in Definition 5.1 must be transitively linked to the reference object
t10 by means of structural predicates. For instance, variables M1 and M2 in P1, P2

and P3 are transitively linked to T by means of the structural predicates distance
and part of. Therefore, P1, P2 and P3 satisfy the linkedness property.

Each atomset P is associated with a granularity level l . This means that all tax-
onomic (is a) atoms in P refer to task-relevant objects, which are mapped by some
 k into the same granularity level l . For instance, atomsets P1, P2 and P3 are asso-
ciated with the granularity level 2 according to the hierarchyH1 in Fig. 5.2 and the
associated function  1. For the same reason, the following atomset:

P4 � sequence.T /; part of .T;M1/; is a.M1;motif /

is associated with the granularity level 1.
In multi-level association rule mining, it is possible to define an ancestor relation

between two atomsets P and P 0 at different granularity levels.

Definition 5.2. An atomset P at granularity level l is an ancestor of an atomset
P 0 at granularity level l 0, l < l 0, if P 0can be obtained from P by replacing each
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task-relevant object h 2 Hk at granularity level l (l D  k.h/) with a task-relevant
object h0, which is more specific than h in Hk and is mapped into the granularity
level l 0 (l 0 D  k.h

0/).

For instance, the atomset P4 defined above is an ancestor of P1, since P1 can be
obtained from P4 by replacing motif with x.

By associating an atomset P with an existentially quantified conjunctive formula
eqc(P) obtained by transforming P into a Datalog query, we can now provide a
formal definition of the support of P on a deductive database D. We recall that
D has an extensional part DE and an intensional part DI . Moreover DE includes
several units of analysisDŒs� one for each reference object.

Definition 5.3. An atomset P covers a unit of analysisDŒs� if DŒs�[DI logically
entails eqc.P / (DŒs� [DI ˆ eqc.P /).

Each atomset P is associated with a support, denoted as sup(P,D), which is
the percentage of units of analysis in D covered by P . The minimum support for
frequent atomsets depends on the granularity level l of task-relevant objects. It is
denoted as �minŒl � and we assume that �minŒl C 1� � �minŒl �, l D 1; 2; : : : ; L-1.

Definition 5.4. An atomset P at granularity level l with support sup(P,D) is frequent
if sup.P;D/ � �minŒl � and all ancestors of P are frequent at their corresponding
levels.

In SPADA, the discovery of frequent atomsets is performed according to both
an intra-level and an inter-level search. The intra-level search explores the space of
patterns at the same level of granularity. It is based on the level-wise method [28],
which performs a breadth-first search of the space, from the most general to the
most specific patterns, and prunes portions of the search space which contain only
infrequent patterns.

The application of the level-wise method requires a generality ordering, which
is monotonic with respect to pattern support. The generality ordering adopted by
SPADA is based on the notion of �-subsumption [33].

Definition 5.5. P1 is more general than P2 under �-subsumption (P1 �� P2) if
and only if P1 �-subsumes P2, i.e., a substitution � exists, such that P1� � P2.

For instance, with reference TO the atomsets P1, P2 and P3 reported above, we
observe that P1 �-subsumes P2 (P1 �� P2) and P2 �-subsumes P3 (P2 �� P3)
with substitutions �1 D �2 D ˛.

The relation �� is a quasi-ordering (or preorder), since it is reflexive and transi-
tive but not antisymmetric. Moreover, it is monotonic with respect to support [24],
as stated in the following proposition.

Proposition 5.1. Let P1 and P2 be two atomsets at the same level l , defined as in
Definition 5.1. If P1 �� P2, then sup.P1;D/ � sup.P2;D/.
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It is noteworthy that if P1 �� P2 and P1 is not frequent (sup.P1;D/ < �minŒl �),
then also P2 is not frequent (sup.P2;D/ < �minŒl �). This monotonicity property of
�� with respect to the support allows for pruning the search space without losing
frequent atomsets.

In the inter-level search, atomsets discovered at level l are refined by descending
the generalization hierarchies up to finding task-relevant objects mapped at level
l C 1. These are the only candidate atomsets considered for evaluation, since other
candidates would not meet the necessary condition for atomsets to be frequent at
level l C 1 when �minŒl C 1� � �minŒl � (see Definition 5.4). This way, the search
space at level lC1 is heavily pruned. Moreover, information on the units of analysis
covered by atomsets at level l can be used to make more efficient the evaluation of
the support of atomsets at level lC1. Indeed, if a unit of analysisDŒs� is not covered
by a pattern P at granularity level l , then it will not be covered by any descendant
of P at level l C 1.

Once frequent atomsets have been generated at level l , it is possible to generate
strong spatial association rules, i.e., rules whose confidence is higher than a thresh-
old �minŒl �. In particular, each frequent atomset P at level l is partitioned into two
atomsets A and C such that P D A ^ C and the confidence of the association rule
A) C is computed. Different partitions of P generate different association rules.
Those association rules with confidence lower than �minŒl � are filtered out.

We conclude by observing that in real-world applications a large number of fre-
quent atomsets and strong association rules can be generated, most of which are
uninteresting. This is also true for the module discovery problem (e.g., constituent
motifs with a large inter-motif distance). To prevent this, some pattern constraints
can be expressed in a declarative form and then used to filter out uninteresting atom-
sets or spatial association rules [4].

5.4 Implementation

The development of a module discovery tool effectively usable by biologists de-
mands for the solution of several problems, both methodological and architectural.
Methodological problems involve data pre-processing, namely discretization of nu-
merical data, and the automated selection of some critical parameters such as
minimum support. Architectural problems concern the interface of the tool with
the external world, either to acquire data and parameters or to communicate results.
In this section, solutions to these problems are briefly reported.

5.4.1 Choosing the Minimum Support Threshold

Setting up the minimum support threshold �min is not a trivial problem for a biolo-
gist when assuming no a priori knowledge about structural and functional features
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Fig. 5.3 (a) Functional dependence of the number of spatial association rules from the minimum
support threshold. (b) Histogram and minimum points

Algorithm 1 Automated setting of �min

1: find minsup(i ,Œ�1; �2�,Œmin;max�)
2: if i �MAX ITERS then
3: return .�1 C �2/=2
4: end if
5: no Rules SPADA..�1 C �2/=2/
6: if no Rules � max then
7: �min find minsup.i C 1; Œ�1; .�1 C �2/=2�,Œmin;max�)
8: else if no Rules � min then
9: �min find minsup.i C 1; Œ.�1C �2/=2; �2�,Œmin;max�)

10: else
11: �min .�1 C �2=2/
12: end if
13: return �min

of potential modules. For this reason, we follow the approach suggested in [23]:
users are asked to choose an interval Œmin; max� for the number of association rules
they want to examine, and a value for �min is then automatically derived. Indeed,
the number of association rules generated by SPADA depends on �min according
to some function �, which is monotonically decreasing (Fig. 5.3a). Therefore, the
selection of an interval Œmin; max� for the number of association rules corresponds
to the selection of an interval Œ�1; �2� for the support, which includes the optimal
value �min.

Contrary to [23], where a linear search of the optimal value is proposed, we ap-
ply a dichotomic search for efficiency reasons. The formulation of the algorithm is
recursive (see Algorithm 1). Initially, the procedure find minsup is invoked on the
support interval Œ0; 1� and SPADA is run with �min D 0:5. If necessary, find minsup
is recursively invoked on either Œ0; 0:5� or Œ0:5; 1�. Since the convergence of the
algorithm cannot be proven, we stop the search when the number of recursive invo-
cations exceeds a maximum iteration threshold MAX ITERS. A reasonable setting
is MAX ITERS D 5, since after five iterations, the width of the interval Œ�1; �2� is
relatively small ( 1

25 ).
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5.4.2 Discretizing Numerical Values

SPADA cannot properly deal with numerical values of inter-motif distances.
Therefore, it is necessary to transform them into categorical values through some
discretization technique. The equal frequency (EF) discretization algorithm parti-
tions the initial range of values into a fixed number of intervals (or bins), such that
they have different width but approximately the same number of values. This parti-
tioning may significantly affect the subsequent rule mining step, but unfortunately,
choosing a suitable number of bins is by no means an easy task for a biologist.
For this reason, we investigated a new algorithm which, similarly to EF, partitions
the initial range according to data distribution, but, differently from EF, it needs no
input parameter.

This algorithm, called DUDA (Density-based Unsupervised Discretization
Algorithm), is mainly inspired by clustering algorithms based on kernel density
estimation [17], which groups together data that follow the same (typically normal)
distribution (see Algorithm 2). Histograms are used to model the distribution of
numerical data (inter-motif distances). The width w of each bin is computed by
resorting to Scott’s formula [40] w D 3:5�s

3
p

n
, where n is the number of values to

discretize and s is the standard deviation of the values.
In this work, we look for bins so that the values in each bin are normally dis-

tributed. Partitions are identified by finding relative minimums in the histogram
of frequency distribution (Fig. 5.3b), which are candidate split points for the
partitioning.

Once the initial partitioning is defined, the algorithm works iteratively: at each
iteration, it tries to merge two consecutive bins. Merging is performed when the
distribution of values in the partition obtained after merging fits a normal distri-
bution better than the two original bins. The decision of merging is based on the
Kolmogorov–Smirnov normality test, which typically works by verifying the null

Algorithm 2 DUDA: Density-based Discretization Algorithm
1: DUDA(P ,F )
2: if number of partitions.P / > 1 then
3: bestL 0

4: for .a; b/ 2 get consecutive partitions.P / do
5: if La;b < bestL then
6: .best a; best b/ .a; b/

7: bestL La;b
8: end if
9: end for

10: if bestL < 0 then
11: return DUDA(merge.best a; best b; P /;mergeF.best a; best b; F /)
12: end if
13: end if
14: return P
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hypothesis “H0: data are normally distributed,” given a confidence level. In our
case, we find the minimum confidence level ˛ for which H0 is not rejected, and we
use it to identify the best merging according to the following formula:

La;b D ˛a;b � .Fa C Fb/� .˛a � Fa C ˛b � Fb/; (5.7)

where:

� Fa (Fb) is the relative frequency of values in the partition a (b)
� ˛a, ˛b and ˛a;b are the confidence values of the Kolmogorov–Smirnov test on a,
b and on the partition obtained after merging a and b, respectively;

� La;b is the loss obtained after merging a and b.

Obviously, the smallerLa;b , the better. The iteration stops when all possibleLa;b

are positive (no improvement is obtained) or no further merging is possible. The
algorithm is recursive: it takes as input the list of partitions and the list of frequencies
and returns a new list of partitions. The functions merge and mergeF take as input a
list of r elements and return a list of r�1 elements, where two consecutive elements
are appropriately merged.

5.4.3 Data Acquisition and Result Processing

SPADA has been integrated in a system which takes the set T of sequences from a
text file. This file is processed in order to mine frequent motif sets as presented in
Sect. 5.2.1. The output of this first step is an XML file which is stored in an XML
repository. The corresponding document type definition (DTD) is shown in Fig. 5.4.
For each frequent motif set S (jtS j � �min), the XML file describes the support set
tS together with some simple statistics (e.g., the ratio jtS j=jT j). The module that
implements the discretization algorithm DUDA (see Sect. 5.4.2) operates on data
stored in the XML repository.

A wrapper of SPADA loads XML data in the extensional part DE of the deduc-
tive databaseD used by SPADA itself, while rules of the intensional partDI can be

Fig. 5.4 Hierarchical structure arrangement of elements of the XML document type definition
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edited by the user through a graphical user interface. This wrapper is also in charge
of automatically setting the �min parameter as per Algorithm 1 in Sect. 5.4.1.

By merging consecutive bins through the rules in DI , many spatial association
rules are discovered, which differ only in some intervals of inter-motif distances.
An unmanageably large number of association rules makes interpretation of results
cumbersome for the biologist. For this reason, association rules are filtered before
being shown to the user. Three filtering criteria are considered. The first criterion
selects the association rules with the smallest bins among rules with the same motifs,
the same confidence and supported by the same sequences. The second criterion
selects the association rules with the greatest support among those with the same
motifs and confidence, whose bins are included in the bins of the selected rules and
whose list of supporting sequences is included in the list of supporting sequences
of the selected rules. The last criterion selects the association rules with highest
confidence among those with the same motifs, whose bins are included in the bins
of the selected rules and whose list of supporting sequences is included in the list of
supporting sequences of the selected rules.

5.5 Case Study

To show the potential of the integrated system, a pilot study is conducted on trans-
lation regulatory motifs located in the nucleotide sequences of untranslated regions
(UTRs) of nuclear transcripts (mRNAs) targeting mitochondria. These motifs are es-
sential for mRNA subcellular localization, stability and translation efficiency [50].
Evidence from recent studies supports the idea that the nature and distribution of
these translation regulatory motifs may play an important role in the differential
expression of mRNAs [11].

Datasets are generated as a view on three public biological databases, namely
MitoRes,6 UTRef and UTRsite.7 The view integrates data on UTR sequences and
their contained motifs, together with information on the motifs width and their start-
ing and ending position along the UTR sequences in the UTRminer [48] database.
We base our analysis on a set T of 728 30UTR sequences relative to the human
species. Twelve motifs are initially considered (set M ). By setting �min D 4, several
frequent motif sets (set S) are extracted in the first phase. We focus our attention on
the motif set S 2 S with the largest support set (111 30UTR sequences). It contains
three motifs, which are denoted as x, y and z. The hierarchy defined on motifs has
three levels (Fig. 5.2), but we consider only the middle level, since the top level con-
veys little information on the constituent motifs of a module, while the bottom level
is too specific to find interesting rules.

6 http://www2.ba.itb.cnr.it/MitoRes/
7 http://utrdb.ba.itb.cnr.it/
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To discretize inter-motif distances, both EF and DUDA discretization are tested
with two settings of the threshold �min (40% and 50%) and one of �min (80%). The
number of intervals set for EF is 12. Since we have no prior knowledge on the
suitability of this choice, we intentionally define some distance predicates whose
semantics correspond to a merging operation of consecutive intervals (rules (5.3)
reported in Sect. 5.2.2 exemplify intensionally defined distance predicates for inter-
vals merging). This way, the comparison between EF and the discretization method
proposed in this chapter is fair and does not depend on our initial decision of parti-
tioning the distances in 12 intervals.

Experimentally, we observe that the running time varies significantly between
the two solutions (Table 5.1). Indeed, the use of intensionally defined predicates to
merge intervals slows down the discovery process and has the undesirable effect of
returning a large number of similar rules which have to be finally filtered out.

We also test the procedure for the automated selection of the �min threshold. The
interval chosen for the number of spatial association rules is Œmin D 50;max D 100�,
while MAX ITERS D 6. After five steps, the system converges to �min D 0:5313

and returns 85 spatial association rules (Table 5.2).
An example of spatial association rule discovered by SPADA is the following:

sequence.T /; part of .T;M1/; is a.M1; x/; distance.M1;M2; Œ�99:: � 18�/;
is a.M2; y/; distance.M2;M3; Œ�99::3:5�/;M1¤M2;M1¤M3;M2¤M3

) is a.M3; z/ (5.8)

This rule can be interpreted as follows: if a motif of type x is followed by a motif
of type y, their inter-motif distance falls in the interval [�99:: � 18], and the motif
of type y is followed by another motif at an inter-motif distance which falls in the
interval [�99::3:5], then that motif is of type z. The support of this rule is 63:96%,
while the confidence is 100%. The high support reveals a statistically overrepre-
sented module, which may be indicative of an associated biological function. This
module can also be represented by the following chain:

Table 5.1 Results for the two discretization algorithms

�min Running time No. of unfiltered rules No. of filtered rules

Equal frequency 40% >36 h 1; 817 84
50% >4 h 220 36

DUDA 40% 4 s 16 16
50% 1 s 12 12

Table 5.2 Choosing the minimum support threshold
Iteration no. 1 2 3 4 5

No. rules 185 9 25 40 85

�r 0:5000 0.7500 0:6250 0:5625 0:5313
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hx; Œ�99:: � 18�; y; Œ�99::3:5�; zi;

which is similar to that reported as (5.1) in Sect. 5.2.2, with the difference that here
intervals of inter-motif distances are reported. The high confidence means that when
the conditions expressed in the antecedent hold, the type z of the third motif in the
chain can be predicted with certainty. Therefore, the spatial association rule conveys
additional inferential information with respect to the frequent pattern.

5.6 Conclusions

In this chapter, we describe a new approach to module discovery by mining spa-
tial association rules from a set of biological sequences where type and position of
regulatory single motifs are annotated. The method is based on an ILP formulation
which facilitates the representation of the biological sequences by means of sets
of Datalog ground atoms, the specification of background knowledge by means of
Datalog rules and the formulation of pattern constraints by means of a declarative
formalism. Although results of the method are easy to read for a data-mining expert,
they are not intelligible for a biologist because of the use of first-order logic to repre-
sent spatial patterns. For this reason, the spatial association rule mining method has
been implemented in a tool which effectively support biologists in module discov-
ery tasks by graphically rendering mined association rules. The tool also supports
biologists in other critical decisions, such as selecting the minimum support thresh-
old. To face the hard discretion problem, which typically affects discrete approaches
like that described in this chapter, we have also implemented a new discretization
method, which is inspired by kernel density estimation-based clustering and needs
no input parameters.

The tool has been applied to a pilot study on translation regulatory motifs located
in the untranslated regions of messenger RNAs targeting mitochondria. The appli-
cation shows the potential of the approach and methods proposed in this chapter.
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Chapter 6
Modeling Biochemical Pathways

Ettore Mosca and Luciano Milanesi

Abstract Sequence analysis methods predict macromolecule properties and
intermolecular interactions. These data can be used to reconstruct molecular net-
works, which are complex systems that regulate cell functions. Systems biology
uses mathematical modeling and computer-based numerical simulations in order
to understand emergent properties of these systems. This chapter describes the
approaches to define kinetic models to simulate biochemical pathways dynamics. It
deals with three main steps: the definition of the system’s structure, the mathemati-
cal formulation to reproduce the time evolution and the parameter estimation to find
the set of parameter values such that the model behavior fits the experimental data.

6.1 Introduction

Sequence analysis provides a series of information related both to macromolecules
and to their intermolecular interactions. In fact, the analysis of DNA, RNA and pro-
tein sequences allows us to infer some of the sequence’s properties: for instance,
it is possible to identify coding and non-coding regions in a genome and to pre-
dict the secondary and the tridimensional structure assumed by RNAs and proteins.
Sequence analysis also plays an important role when inferring physical interactions
between these molecular components. Computational methods exist for the iden-
tification of RNA- and DNA-binding proteins: for instance, this is the case of the
transcription factors–DNA interactions, which provide knowledge about the genes
regulated by specific transcription factors. Another interesting domain of applica-
tion is the binding between non-coding RNAs (RNAs that are not translated into
proteins) and other types of RNAs: for instance, microRNAs (also referred to as
miRNAs or �RNAs) bind to mRNAs (messenger RNAs) preventing the translation.
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The integration of data provided by sequence analysis approaches yields
important knowledge for the reconstruction of the “molecular circuits,” which
exploit metabolic (related to mass and energy flows), signal transduction (con-
cerning the transmission of signals) and gene regulatory processes (describing the
regulation of gene expression). The understanding of the structural and dynamical
properties of molecular networks is mainly important since biological functions
arise from the activity of these circuits. In order to reach this goal, it is necessary
to define mathematical models that permit numerical simulations; in fact, analytical
solutions are available only in the few cases in which the modeled pathway is
composed of a small number of molecular species.

In this chapter, we will discuss the definition of mathematical models for the
analysis of molecular pathways. Models can be defined starting from data provided
by sequence analysis methods and represent a relevant application of these data to
shed light on the functioning of living organisms.

Section 6.2 introduces systems biology and underlies the importance of the quan-
titative study of biological systems; Section 6.3 describes the steps involved in
building a mathematical model; Section 6.4 illustrates the representation of molecu-
lar circuits structure and its analysis; Section 6.5 describes the modeling approaches
that can be used to study the system time evolution; Section 6.6 copes with the prob-
lem of the estimation of model parameters; Section 6.7 summarizes the message of
the chapter.

6.2 Complexity of Living Organisms and Systems Biology

Living organisms are intrinsically complex. This concept can be easily visualized
considering the molecular scale, in which biological processes are controlled by
the activity of intricate and heterogeneous regulatory networks established by the
interactions among DNA, RNAs, proteins, metabolites and other organic and inor-
ganic elements. These networks exhibit complex dynamics and, in general, regulate
biological processes determining a response that may vary across many orders
of magnitudes [24]. Moreover, molecular circuits are sensitive to environmental
changes and are spatially regulated by means of the intracellular structures. The
complexity increases considering that cells organize in tissues, tissues in organs
and organs in the whole organism, and all these scales control biological functions.
Biological systems have been tuned by the evolution process to be robust, but also
to be evolvable (for instance, DNA replication is a process with an astonishing effi-
ciency, but some errors occur and are crucial for life evolvability). During evolution
this phenomenon generated complex and very improbable structures, like the so-
called bowtie architecture [8] of the molecular processes.

Complex systems show emergent properties. This properties can appear when a
number of elements operate in an environment, resulting in more complex behaviors
as a collective. Considering living systems, swarms show complex behaviors mani-
festing structures, patterns and properties during the process of self-organization [7],
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while, at the molecular level, the presence of feedback loops in a biochemical system
can determine oscillations of some of the species concentrations [25]. The concept
of emergent properties refers to two situations:

� Weak emergence: The phenomenon wherein complex, interesting high-level
function is produced as a result of combining simple low-level mechanisms in
simple ways; systems showing this kind of emergence are, for example, the game
of life and biochemical systems [5]

� Strong emergence: A phenomenon that arises from the low-level domain, but
truths concerning that phenomenon are not deducible even in principle from
truths in the low-level domain [5].

The reductionist approach aims to understand the reality by the study of its
constituents. Reductionism led to remarkable results related to the knowledge
of molecular components of biological systems, such as genes, RNAs, proteins,
metabolites and biochemical reactions. However, properties of many systems resist
to a reductionist explanation [23], and the failure of the reductionist approach is
mainly related to the complexity of biological systems. Therefore, while the study
of the “building-blocks” is still important, a system level approach, aimed to the
understanding of system structures, system dynamics, the control method and the
design method, is fundamental for a deeper understanding of biological processes
[14]. Systems biology is the multidisciplinary field which pursues this goal using
knowledge and approaches from a series of disciplines such as biology, chemistry,
physics, computer science, mathematics and engineering. Historically, it is possible
to identify two roots which have led to the approach referred to as systems biology
[27]: on the one hand, the evolution of molecular biology; on the other hand, the
formal analysis of molecule systems.

6.3 Steps Involved in the Definition of a Kinetic Model

Systems biology studies systems described by means of the interactions of organic
and inorganic components that reside within the cell and its environment. A model
is usually developed by following a process structured in three sequential steps:

1. The definition of the wiring diagram and the structure of the system;
2. The mathematical formulation for the system’s dynamics;
3. The identification of a set of proper values for the model parameters, in order to

obtain a behavior comparable to experimental data or to some known dynamics.

It is important to consider that there is no unique correspondence between a
wiring diagram and the mathematical formulation. The same biological mecha-
nism can be represented by different forms of equations. Since these choices are
somewhat arbitrary, there is a hierarchy of assumptions associated with the model
definition, from the assembly of the wiring diagram to the assignment of specific
values to the parameters appearing in the mathematical formulation. Once the model
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has been developed, parameter values are adjusted to try to fit the experimental data.
If this step is too complicated, one may reconsider the assumptions made during the
previous steps: for instance, some molecular entities or biochemical processes have
not been considered and their role may be relevant for the system dynamics.

6.4 The Wiring Diagram and the System Structure

The first step during model development concerns the definition of the wiring
diagram, in which a set of boxes (components) are interconnected by arrows
(biochemical processes). This diagram captures the functioning of the modeled bi-
ological process in terms of the molecular entities controlling the process and the
interactions established. These interactions represent biochemical processes and in-
clude transient intermolecular interactions (e.g., the association of two proteins to
form a protein complex), biochemical reactions and the movements between differ-
ent spatial locations (e.g., movement from the cytosol to the nucleus). The systems
biology graphical notation (SBGN) [20] is a visual language developed by the
scientific community in order to standardize the development of wiring diagrams.
It specifies the connectivity of the graphs and the types of the nodes and edges.
In particular, SBGN defines three complementary specifications to create wiring
diagrams:

� The process diagram, which considers all the molecular processes and interac-
tions taking place between biochemical entities and their results;

� The entity relationship diagram, which puts the emphasis on the influences that
entities have upon each other’s transformations rather than the transformations
themselves;

� The activity flow diagram, which allows modulatory arcs to directly link different
activities, rather than entities and processes or relationships.

The process diagram provides the more detailed and unambiguous representation
of the pathway, supporting also the temporal sequentiality between events; unfor-
tunately, the process diagram is sensitive to combinatorial explosion of states and
processes. The entity relationship diagram reduces such explosion by representing
physical entities only once; however, this notation does not support sequentiality
between events, and some biochemical processes (e.g., creation and destruction of
a molecular entity) are not easily represented. The activity flow diagram is the more
essential representation; it provides a conceptual description of influences, being the
more compact, and ambiguous, representation.

An example of SBGN process diagram is reported in Fig. 6.1. The molecular cir-
cuit considers the set of species S D fø; s1; s2; : : : ; s9g. s1 represents a transcription
factor that promotes the expression of the proteins s2 and s3. These two proteins are
enzymes that control the biochemical reactions chain from s4 to s8. The circuit con-
tains a feedback control, due to the binding of s8 to s1, leading to a decrease in the
s2 concentration. The entity ø denotes a source or a sink and constitutes the system
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Fig. 6.1 Process diagram of an hypothetical molecular circuit controlled by a transcription factor
s1, which is necessary to activate the two enzymes s2 and s3, that control the biochemical reactions
chain transforming s4 into s8; r1; r2; : : : ; r13 indicates the biochemical processes

boundary conditions. Note that the regulatory interactions which s1 establishes with
s2 and s3 can be predicted with sequence analysis methods for the identification of
transcription factor-binding site on the genome.

Once the wiring diagram has been drawn, it is possible to formalize the biochem-
ical network. In general, the molecular species S D fs1; : : : ; sng and biochemi-
cal processes R D fr1; : : : ; rmg can be organized in a weighted directed graph
D D .S [R; E/, where the nodes are the molecular species and reactions, while
the directed arcs, E � ..S � R/ [ .R � S//, connect reactants to reactions and re-
actions to products. Arc weights are the stoichiometric coefficients, ˛ij and ˇij , that
are associated with each molecular species in each reaction rj W ˛1j s1; : : : ; ˛nj sn !
ˇ1j s1; : : : ; ˇnj sn. Stoichiometric coefficients establish the quantity of reactants (left
side of rj ) and products (right side of rj ) which participate in the process. For ex-
ample, the reactions of the biochemical system depicted in Fig. 6.1 are: r1 W ø! s1,
r2 W s1 ! ø, r3 W ø ! s2, r4 W s2 ! ø, r5 W ø ! s3, r6 W s3 ! ø, r7 W ø ! s4,
r8 W s4 ! ø, r9 W s4 C s5 ! s6 C s7, r10 W s6 C s7 ! s5 C s8, r11 W s8 ! ø,
r12 W s1C s8 ! s9, r13 W s9 ! s1C s8; note that the species that appear in the listed
reactions have stoichiometric coefficients equal to 1 and species that do not appear
have ˛ij D 0 or ˇij D 0.

Stoichiometric coefficients are usually organized in the stoichiometry matrix
N W n � m, whose elements vij D ˇij � ˛ij indicate if the species si is con-
sumed (vij < 0), produced (vij > 0) or if it does not change (vij D 0) due to the
process rj . The stoichiometric matrix related to the system of Fig. 6.1 is:
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N D

2
666666666664

1 �1 0 0 0 0 0 0 0 0 0 �1 1

0 0 1 �1 0 0 0 0 0 0 0 0 0

0 0 0 0 1 �1 0 0 0 0 0 0 0

0 0 0 0 0 0 1 �1 �1 0 0 0 0

0 0 0 0 0 0 0 0 �1 1 0 0 0

0 0 0 0 0 0 0 0 1 �1 0 0 0

0 0 0 0 0 0 0 0 1 �1 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 �1

3
777777777775

;

where the species ø is omitted, the rows and columns are ordered according to the
indexes i; j of si and rj , i.e., the first row indicates that one molecule of s1 is
produced due to r1 and r13 while it is consumed due to r2 and r12.

6.4.1 Analysis of the Stoichiometric Matrix

The analysis of the stoichiometric matrix allows to study two interesting proper-
ties: the conservation relations and the steady-state flux relations. Importantly, these
two properties, derived following the analysis of the system structure, predict some
characteristics of the system dynamics. Depending on the values of N, a particular
pathway can show none, one or more conservation relations and steady-state flux
relations.

The conservation relations characterize weighted sums of molecular entities con-
centrations which remain constant in the system [15] and represent a combination
of rows of N that are linearly dependent. Linear combinations of rows of N can be
represented by yTN. In particular, the conservation relations must fulfil:

yTN D 0T

i.e., y lies in the left null-space of N. The conservation relations that are composed of
a positive sum of metabolite concentrations are the conserved moieties. Considering
the pathway of Fig. 6.1, it is possible to identify two conserved relations that can be
arranged in the matrix Y:

Y D
�

yT
1

yT
2

�
D
�

0 0 0 0 1 1 0 0 0

0 0 0 0 1 0 1 0 0

�

which mean, respectively:

x5 C x6 D k1

x5 C x7 D k2

where k1; k2 are constants and xi indicates the number of molecules of the
species si . The two conservation relations indicate that whenever one molecule
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of s5 is consumed, one molecule of s6 and one molecule of s7 will be produced.
Moreover, any linear combinations of the conservation relations are also conserved;
in this case we obtain that the sum:

2x5 C x6 C x7 D k1 C k2

does not vary during the system dynamics.
The other interesting property that we can gain from the analysis of N are the

flux relationships at steady state. These relationships include the steady-state fluxes
in a network that do not violate the principle of mass conservation. In order to un-
derstand this concept, let us introduce the concept of steady state. The dynamics
of the molecular circuit can be represented by the following system of differential
equations:

dX.t/

dt
D Nf;

where X.t/ is the vector of the species concentrations and f D .f1; : : : ; fm/ is
the vector of functions fj .X.t//, which define the fluxes of the biochemical pro-
cesses R. Steady states are particular states defined as

dX.t/

dt
D Nf D 0

i.e., where the species concentrations remain fixed during the time evolution of
the system. All the possible solutions are contained in the null space of N; trivial
solution f.X.t// D 0 is usually not considered since it identifies the thermodynamic
equilibrium and, in the case of biological systems, means death! Considering the
system of Fig. 6.1, it is possible to identify six vectors that lie in the null space of N.
These vectors can be arranged in the matrix K:

K D

2

66666666666666666666664

0 0 0 0 1 0

0 0 0 0 1 0

0 0 1 0 0 0

0 0 1 0 0 0

0 1 0 0 0 0

0 1 0 0 0 0

1 0 0 1 0 0

1 0 0 0 0 0

0 0 0 1 0 0

0 0 0 1 0 0

0 0 0 1 0 0

0 0 0 0 0 1

0 0 0 0 0 1

3

77777777777777777777775
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Every solution specifies the processes which have fluxes that establish relations at
steady state. Observing the pathway wiring diagram in Fig. 6.1, it is easy to check
that the six fluxes combinations reported in K do not violate the mass conserva-
tion principle. For instance, the fourth vector considers the flux among the chain of
biochemical processes r7; r9; r10; r11: the species net mass variation related to the
application of these reactions is null.

6.5 Modeling Approaches for the Time Evolution
of Well-Stirred Systems: From the Chemical
Master Equation to ODE Models

In this section, we will consider well-stirred or spatially homogeneous systems,
meaning that the chemical species abundances do not vary with respect to space.
This assumption seems to be hardly justified within cells, where there is a very
crowded environment. However, whether it is a good approximation or not, depends
on the time scale of the considered biological process. In the case in which the bi-
ological process involves a time scale that is greater than the molecules diffusion
time scale, the well-stirred approximation is justified. In many cases, such as cell-
cycle regulation or circadian rhythms, the well-stirred assumption is appropriate and
well-stirred models have been successfully used to obtain a deeper understanding of
these biological processes [1, 16].

Let us consider a well-stirred system of chemical species S interacting by means
of chemical reactions R. The system’s volume and temperature are constant. Each
chemical reaction is characterized by two quantities. The first is the state change
vector v D .v1;j ; : : : ; vn;j /T, where vi;j is the change (in terms of molecule num-
bers) in the si population due to the reaction rj ; therefore the state change vectors
form the stoichiometric matrix: N D Œv1; : : : ; vm�. The second is the propensity
function a.v/, that is a function such that a.v/dt gives the probability that one reac-
tion of the type rj occurs in the next infinitesimal time interval Œt; tCd��. The vector
x D .x1;j ; : : : ; xn;j /T, where xi is the number of molecules of the chemical species
si , defines the system’s state. It is possible to deduce a time equation for describing
the time evolution of the system’s state (given a particular initial condition x0) using
the laws of probability [12]:

dp.x; t jx0; t0/

dt
D

mX

jD1

Œaj .x � vj /p.x � vj ; t jx0; t0/� aj .x/p.x; t jx0; t0/�;

where p.x; t jx0; t0/ is the conditional probability of the system to be at state x and
time t given the initial state x0 at time t0. This set of first-order differential equations
is the so-called chemical master equation (CME). It is easy to see that the CME
consists of a number of ordinary differential equations (ODEs) equal to the number
of possible states. As the state values are typically unbounded, the number of ODEs
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is infinite. Therefore, the analytical solution is possible only in few cases and the
numerical solutions are usually very computationally intensive. To overcome this
limitation, Gillespie proposed the stochastic simulation algorithm (SSA) [11]. This
algorithm is a Monte Carlo strategy and provides exact numerical realizations of the
stochastic process defined by the CME.

6.5.1 Successive Approximations Lead to Reaction
Rate Equations

However, since the SSA simulates every single reaction event, it becomes computa-
tionally hard for systems in which a large number of reactions occur during its time
evolution. This situation determined the development of other approaches which are
no longer exact but reduce the computational cost of a simulation of the system.

The tau leaping technique [4] is one of these approximated approaches. This al-
gorithm advances the system firing more than one reaction during a pre-selected
time step � : the number of firings is obtained from a Poisson random variable
P.aj .x/; �/ of mean and variance equal to aj .x/dt . The value of � is computed
in order to satisfy the leaping condition, according to which the state change must
be sufficiently small that no propensity function changes its value by a significant
amount. Hence, the current system’s state is calculated according to the following
formula:

X.t C �/
:D xC

mX

jD1

vj Pj .aj .X.t//; �/

For example, considering the pathway of Fig. 6.1, the formula related to the species
s2 is:

X2.t C �/
:D x2 C v2;3 P3.a3.X.t//; �/C v2;4 P4.a4.X.t//; �/;

because the only null stoichiometric coefficients regarding s2 are v2;3 and v2;4.
If the populations of all the reactant species are sufficiently large, each reaction

is expected to fire more than one in the next � . If this condition and the leaping
condition hold, the tau leaping procedure can be approximated obtaining a stochastic
differential equation, called the chemical Langevin equation [12]:

dX
dt

:D
mX

jD1

vj aj .X.t//C
mX

jD1

vj

q
aj .X.t// �j .t/;

where �j .t/ are statistically independent “Gaussian white noise” processes. Here,
the state of the system X.t/ D x is a continuous random variable and is expressed
as the sum of two terms: a deterministic drift term and a fluctuating diffusion term.
This equation is derived approximating the Poisson random variable (integer valued)
with a normal random variable (real valued) with the same mean and variance.
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As the population of the chemical species increases, the second term in the above
equation has a negligible effect compared with the first one: indeed, this one scales
linearly with the size of the system while the second term scales only sublinearly.
Leaving out the stochastic term of the above equation, the time evolution of the
system can be represented by the reaction rate equations, a continuous and deter-
ministic approach:

dX
dt

:D
mX

jD1

vj aj .X.t//

Note that considering the notation of Sect. 6.4,
Pm

jD1 vj aj .X.t// D Nf. According
to this formalism, the functions aj .X.t// are called kinetic laws and define the rate
of the biochemical reactions; moreover, the system state is usually expressed in
terms of molecules concentration. A general form of kinetic laws is

aj .X.t// D kj

NY

iD1

X
ˇi

i .t/;

where the real valued elements kj and ˇi are, respectively, the kinetic constants and
the kinetic orders. Following this definition, the rate of the process rj is determined
by the kinetic constant and the product among the molecular species concentrations.
For example, considering the reaction r9 W s4 C s5 ! s6 C s7, a possible kinetic
law is:

a9 D k9 �X2 �X4 �X5

i.e., the rate of production of s6 and s7 is determined by a specific kinetic constant,
k9, and by the concentration of reactants s4, s5 and enzyme s2.

A number of different modeling formalisms arise from this general form [26].
On the one hand, if kinetic orders assume only integer values, we obtain the con-
ventional kinetic models. In turn, by introducing particular approximations in this
formalism, it is possible to derive a number of specific equations such as the
Michaelis–Menten equation. On the other hand, if kinetic orders can be real valued,
we have the class of power law models. If the values are only positive we have de-
tailed power law models, while if the values can be both negative and positive we
have simplified power law models. S-Systems (“synergism and saturation”) models
can be derived from simplified power law models, by the aggregation of all the pos-
itive kinetic laws (vi;j > 0) in a unique input flux and all the negative kinetic laws
(vi;j < 0) in a unique output flux. According to this formalism each ODE is defined
as follows:

dX
dt
D ki

nY

jD1

X
ˇi;j

j � k0i
nY

jD1

X
ˇ 0

i;j

j

The map depicted in Fig. 6.2 summarizes the relationships among the mathemat-
ical descriptions presented above. By introducing successive approximations, it is
possible, first, to switch from a discrete and stochastic description to a continuous
and stochastic one and, second, to derive a continuous and deterministic approach.
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Fig. 6.2 Map of the relationships between mathematical descriptions for well-stirred systems. Tau
leaping, the chemical Langevin equation and the reaction rate equation are successive approxima-
tions derived from the CME for which the SSA provides exact numerical realizations. The reaction
rate equations map has been adapted from [26]

The approximations are justified by the consideration of systems with larger and
larger number of molecules. Moreover, passing from the Gillespie’s algorithm to
ODE modeling, there is a substantial reduction in the computational cost: usually,
ODEs can be easily solved in the scale of tens of seconds even for large systems
(composed of tens of ODEs).

6.5.2 One Size Does Not Fit All

Given all these mathematical descriptions that can be used to reproduce the time
evolution of a biochemical pathway, the question on the proper usage in relation
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to a particular biological process arises naturally. The answer is not simple and
involves a series of factors that may be in contrast, such as the computational cost
and the accuracy of the numerical simulations. Other factors that may influence the
choice include the considered biological process, the experimental data and known
computational methods. Therefore, there is no “perfect” mathematical modeling
framework which can fulfil all the requirements.

One important choice concerns the use of a deterministic or a stochastic for-
mulation of the biological system. The decision mainly depends on the number of
molecules involved in the system, since the influence of the stochastic fluctuations
increases as the number of molecules decreases; however, noise may influence the
behavior of particular dynamical systems even with a large number of molecules [9].
If a concentration drops below the threshold of 1 nM, it may be appropriate to study
the system dynamics using the stochastic approach [6]. While the stochastic and
discrete approach provides a description closer to reality than the deterministic and
continuous approach does, the latter relies on a broader set of developed theories
and computational methods for the analysis of the system structure and dynamics.

6.6 Parameter Estimation

Once a model has been developed, a set of proper values for its parameters is re-
quested to fit the experimental data. In fact, these values and the initial values of the
model variables influence the system dynamics. The sensitivity of a model to its pa-
rameters is a property of the model itself. In general, the impact of some parameters
to the model dynamics is so crucial that the nature of the dynamics produced by the
model may change dramatically, determining, for instance, the appearing (or disap-
pearing) of an oscillatory behavior.

Due to the lack of experimental measurements, experimental errors and biological
variability, the value of many parameters of the models is unknown or uncer-
tain [17]. A possible computational solution is parameter estimation, which can
be informally stated as the identification of the parameter values such that the
model dynamics fits the experimental data. Parameter estimation is more simple
in deterministic models than stochastic models: indeed, by definition, stochastic
models exhibit a series of possible different time evolutions given the same initial
conditions. Deterministic models are more widespread than stochastic ones, and
therefore, we focus on them.

Considering models based on a non-linear ODE system (the more common and
more general case), the parameter estimation problem can be formulated as a non-
linear programming (NLP) problem with ODEs constraints:

J W
u‚ …„ ƒ

ŒRn : : : Rn��
u‚ …„ ƒ

ŒRn : : : Rn�! R (6.1)

dX
dt
D Nf.p; X.t// (6.2)
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X.t0/ D x0 (6.3)

pL � p � pH; (6.4)

where (6.1) indicates the objective function that takes as input two n� u real valued
matrices, one with the experimental data and the other with the model predictions
(u is the number of time points considered), and maps them to a real value indicating
their similarity; (6.1)–(6.1) are the constraints where p are the parameters, pL and
pH are, respectively, the inferior and superior constraints over the parameter values.

Considering the example in Fig. 6.1, eight time-series data are needed, i.e., one
time series for each molecular specie si . The number of parameters to estimate de-
pends on how the functions f are written: in the case of conventional kinetic models,
one parameter (the kinetic constant kj ) must be estimated for each reaction rj ,
i.e., a total of 13 parameters, while kinetic orders are deduced from the reactions
stoichiometry.

Due to the nonlinear and constrained nature of the system dynamics, the NLP-
ODE problem is very often nonconvex. Therefore, the solutions must be searched
with a global optimization (GO) method, since it is very likely that a local method
would identify a solution of local nature.

GO methods can be classified in two broad sets: deterministic and stochastic.
In a recent comparison among the GO methods for the parameter estimation in
biochemical pathways, stochastic methods proved to be the best candidates [18].
In particular, the best solution was identified by an algorithm belonging to the
class of the evolutionary computations (EC) [10]. This class of methods is very
widespread and is based on the biological evolution, driven by the mechanisms
of reproduction, mutation and survival of the individual with the highest fitness,
which is represented by the cost function. Similar to the biological evolution, EC
methods apply mutation, recombination and selection operators to a population of
individuals that represent candidate solutions. Among EC methods, there are genetic
algorithms (GA), evolutionary programming and evolution strategies (ES). ES are
the most efficient and robust especially for GO problems with continuous variables
[2, 3, 13, 21, 22]: indeed, a particular ES, the stochastic ranking evolution strategy
(SRES) [21] algorithm identified the best solution in the comparison among a series
of methods for GO of systems biology models [18].

SRES is a (�,�)-ES, where � is the number of parents in the population of
individuals, while � indicates the number of individuals of the offspring. Every
individual is an instance of the vector of parameters to be estimated (p). The initial
distribution of individuals is generated according to a uniform probability distribu-
tion over the search space, i.e., the space of all the possible solutions. The selection
of the best � individuals, which will be used to create the next generation, takes
place among the � individuals of the current generation. During the next generation
creation, each � individual is mutated, first, averaging between the values of two
selected individuals and, second, updating the new values using a normally
distributed one-dimensional random variable. Each individual is then used to create
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�=� offspring on average so that a new population of � individuals is obtained.
This mechanism determines that parents survive only for one generation.

Stochastic GO approaches can provide good solutions in modest computation
time, are quite simple to implement and do not require a transformation of the orig-
inal problem [18]. However, large instances of the NLP-ODE problem cannot be
solved in a reasonable time, even considering stochastic approaches. It is therefore
important to consider strategies to face the problem of parameter estimation of
systems biology ODE models on high performance computing and distributed plat-
forms [19].

6.7 Conclusions

Living organisms are complex and must be studied considering both reductionistic
and holistic approaches. At the molecular level, biological processes arise from the
interactions among a number of molecular entities. Importantly, sequence analysis
methods predict properties of both macromolecules and intermolecular interactions.
These data are useful to construct molecular circuits that can be studied using math-
ematical modeling and computer-based numerical simulations.

The definition of a systems biology model begins with the assembly of the
wiring diagram, which essentially capture the system structure in terms of molecular
entities and interactions among entities. Graphically, the wiring diagram should be
drawn according to the specifications of the SBGN. Formally, the structure of a
molecular circuit can be represented by a graph and by the stoichiometric matrix.
The analysis of the structure leads to two important results: the conservation rela-
tions, indicating the linear combinations of molecular entities the concentration of
which do not vary during the system evolution; the flux relations at steady state,
defining the biochemical processes that have the same intensity when the system is
at steady state.

The time evolution of a well-stirred biochemical system is defined by the CME;
unfortunately both analytical and numerical solutions are available only in a few
cases. The Gillespies’s algorithm provides exact numerical simulations of the
stochastic process defined by the CME, but it is computationally intensive as the
system size increases. The � leaping method is an approximation that reduces
the SSA computational cost. As the number of molecules included in the system
increases, the � leaping method can be approximated by the chemical Langevin
equation, that is a stochastic and continuous approach. In the end, for even larger
number of molecules, the reaction rate equations can be derived from the chemical
Langevin equation, excluding the stochastic drift term. The reaction rate equations
models (ODE models) are the most used and a lot of theories and computational
methods are available for their analysis (e.g., steady-state analysis, bifurcation
analysis, sensitivity analysis).

Once both, the structure and the kinetic formulation of the model are defined,
a set of values for the model parameters must be found. This task is not easy due
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to both the number of parameters included in the model and model sensitivity to
parameters value variations. Among the parameter estimation techniques, the evo-
lutionary computations proved to be a good solution to handle this task. As the
number of parameters increases, it is crucial to use high performance computing or
high throughput computing to find candidate solutions to this problem.
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Chapter 7
Haplotype Inference Using Propositional
Satisfiability

Ana Graça, João Marques-Silva, and Inês Lynce

Abstract Haplotype inference is an important problem in computational biology,
which has deserved large effort and attention in the recent years. Haplotypes encode
the genetic data of an individual at a single chromosome. However, humans are
diploid (chromosomes have maternal and paternal origin), and it is technologi-
cally infeasible to separate the information from homologous chromosomes. Hence,
mathematical methods are required to solve the haplotype inference problem. A rel-
evant approach is the pure parsimony. The haplotype inference by pure parsimony
(HIPP) aims at finding the minimum number of haplotypes which explains a given
set of genotypes. This problem is NP-hard.

Boolean satisfiability (SAT) has successful applications in several fields. The use
of SAT-based techniques with pure parsimony haplotyping has shown to produce
very efficient results. This chapter describes the haplotype inference problem and
the SAT-based models developed to solve the problem. Experimental results con-
firm that the SAT-based methods represent the state of the art in the field of HIPP.

7.1 Introduction

Recent advances in sequencing technologies have enabled sequencing the genome
of thousands of people efficiently and inexpensively. Such information has of-
fered investigators new opportunities to understand the genetic differences between
human beings, and later mapping such differences with common human diseases.

The International HapMap Project1 and the 1000 Genomes Project2 represent
significant efforts to catalog the genetic variations among human beings.

1 http://www.hapmap.org
2 http://www.1000genomes.org
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At the forehead of human variation at genetic level are single nucleotide
polymorphisms (SNPs). An SNP is a single DNA position where a mutation has
occurred and one nucleotide was substituted with a different one. Moreover, the
least frequent nucleotide must be present in a significant percentage of the popula-
tion (e.g., 1%). SNPs are the most common genetic variation. The human genome
has millions of SNPs [42], which are cataloged in dbSNP,3 the public repository for
DNA variations [40].

Haplotypes correspond to the sequence of SNPs in a single chromosome which
are inherited together. Humans are diploid organisms, which mean that our genome
is organized in pairs of homologous chromosomes, representing the maternal and
paternal chromosome. Therefore, each individual has two haplotypes for a given
stretch of the genome. Genotypes correspond to the conflated data of homologous
haplotypes.

Technological limitations prevent geneticists from acquiring experimentally the
data from a single chromosome, the haplotypes. Instead, genotypes are obtained.
This means that at each DNA position it is possible to know whether the individ-
ual has inherited the same nucleotide from both parents (homozygous positions) or
distinct nucleotides from each parent (heterozygous positions). Nonetheless, in the
latter case, it is, in general, technologically infeasible to determine which nucleotide
was inherited from each parent. The problem of obtaining the haplotypes from the
genotypes is known as haplotype inference.

Information about human’s haplotypes has significant importance in clinic med-
icine [8]. Haplotypes are more informative than genotypes and, in some cases, can
predict better the severity of a disease or even be responsible for producing a specific
phenotype. In some cases of medical transplants, patients who match the donor hap-
lotypes closely are predicted to have more success on the transplant outcome [35].
Moreover, medical treatments could be customized based on patient’s genetic
information, because individual responses to drugs can be attributed to a specific
haplotype [15]. Furthermore, haplotypes can help inferring population histories.

Despite being an important biological problem, haplotype inference turned also
to be a challenging mathematical problem and, therefore, has deserved significant
attention by the mathematical and computer science communities. The mathemat-
ical approaches to haplotype inference can be statistical [4, 41] or combinatorial
[6, 18, 19]. Within the combinatorial methods, the haplotype inference by pure par-
simony (HIPP) approach [19] is noteworthy. The pure parsimony approach aims at
finding the haplotype inference solution which uses a smaller number of haplotypes.
The HIPP problem is APX-hard [28].

Boolean satisfiability (SAT) has been successfully applied in a significant number
of different fields [33]. The application of SAT-based methodologies in haplotype
inference has been shown to produce very competitive results when compared to
alternative methods [17, 31]. SAT-based models currently represent the state of the
art on HIPP and, therefore, are the main focus of this chapter.

3 http://www.ncbi.nlm.nih.gov/projects/SNP
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This chapter starts by describing the haplotype inference problem, with special
focus on the pure parsimony approach. Follows an overview of the mathematical
models suggested for solving the problem. Later, the SAT-based haplotype infer-
ence model and the model’s extension to handle polyploid species are detailed. In
addition, the pseudo-Boolean optimization (PBO) model and its extension to deal
with data with missing sites are presented. Moreover, this chapter summarizes an
experimental evaluation involving a considerable number of maximum parsimony
haplotyping algorithms. Furthermore, standard preprocessing techniques commonly
used by HIPP algorithms, which include structural simplifications on genotype in-
stances and calculation of bounds, are described.

7.2 Haplotype Inference

The genome constitutes the hereditary data of an organism and is encoded in
the DNA (deoxyribonucleic acid), which is specified by the sequence of bases
of nucleotides that represent the DNA structural units: A (adenine), C (cytosine),
T (thymine) and G (guanine).

The coding part of the genome is organized in DNA segments called genes. Each
gene encodes a specific protein. The variants of a single gene are named alleles.
Despite the considerable similarity between our genes, no two individuals have the
same genome. The human genome has roughly three billion nucleotides, but about
99.9% of them are the same for all human beings. On average, the sequence of bases
of two individuals differ in one of every 1,200 bases, but the variations are not uni-
formly distributed along all the DNA. Variations in the DNA define the differences
between human beings and, in particular, influence their susceptibility to diseases.
Consequently, a critical step in genetics is the understanding of the differences be-
tween human beings. SNPs correspond to differences in a single position of the
DNA where mutations have occurred and present a minor allele frequency equal to
or greater than a given value (e.g., 1%).

SNPs which are close on the genome tend to be inherited together in blocks.
Hence, SNPs within a block are statistically associated, what is known as link-
age disequilibrium. These blocks of SNPs are known as haplotypes. Haplotypes are
therefore sequences of correlated SNPs (Fig. 7.1). Haplotype blocks exist because
the crossing-over phenomenon (exchange of genetic material between homologous
chromosomes during meiosis) does not occur randomly along the DNA, but it is
rather concentrated into small regions called recombination hotspots. Recombina-
tion does not occur in every hotspot at every generation. Consequently, individuals
within the same population tend to have large haplotype blocks in common. Further-
more, due to the association of SNPs, it is often possible to identify a small subset
of SNPs which identify the remaining SNPs within the haplotype (tagSNPs) [24].

The human genome is organized into 22 pairs of homologous non-sex chromo-
somes, each chromosome being inherited from one parent. Due to technological
limitations, homologous chromosomes are not easy to sequence separately, and
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Chromosome 3          ..... A T A A G A C ..... C C A A G T T ..... G A A C G C C .....

Chromosome 4          ..... A T A A G A C ..... C C A A G T T ..... G A A T G C C .....

Haplotype 1          ..... G A C .....

Haplotype 2          ..... G T C .....

Haplotype 4          ..... A A T .....

SNP 1

Chromosome 1          ..... A T A G G A C ..... C C A A G T T ..... G A A C G C C .....

Chromosome 2          ..... A T A G G A C ..... C C A T G T T ..... G A A C G C C ..... 

Haplotype 3          ..... A A C .....

SNP 3SNP 2

Fig. 7.1 Identifying SNPs and haplotypes

consequently, it is not possible to obtain the haplotypes which correspond to a single
chromosome. Instead, genotypes, which correspond to the conflated data of two hap-
lotypes on homologous chromosomes, are obtained. In general, the genotype data
do not make it possible to distinguish between the alleles inherited from each of the
parents. The haplotype inference problem corresponds to finding the set of haplo-
types which originate from a given set of genotypes.

Almost all human SNPs are biallelic, which means that only two different alleles
are allowed for that position. SNPs with more than two different alleles are called
polyallelic. In what follows we will only consider biallelic SNPs, with two possible
alleles. The wild type corresponds to the more common allele, and the mutant type
corresponds to the less frequent allele.

A haplotype is the genetic constitution of an individual chromosome. The un-
derlying data that form a haplotype can be the full DNA sequence in the region,
or more commonly the SNPs in that region. Diploid organisms pair homologous
chromosomes, thus containing two haplotypes, one inherited from each parent. The
genotype describes the conflated data of the two haplotypes. In other words, an ex-
planation for a genotype is a pair of haplotypes. Conversely, this pair of haplotypes
explains the genotype. If for a given site both copies of the haplotype have the same
value, then the genotype is said to be homozygous at that site; otherwise it is said to
be heterozygous.

Despite the biological origin of the haplotype inference problem, it can be
described as a mathematical problem. Given a set G of n genotypes gi , with
1 � i � n, i.e., sequences of length m, the haplotype inference problem con-
sists in finding a set H of haplotypes, such that for each genotype gi 2 G there
is at least one pair of haplotypes .hj; hk/, with hj and hk 2 H such that the pair
.hj; hk/ explains gi. The value n denotes the number of individuals in the sample,
and m denotes the number of SNP sites. Furthermore, gij denotes a specific site
j in genotype gi, with 1 � j � m. Without loss of generality, we may assume
that the values of a SNP are always 0 or 1. Value 0 represents the wild type and
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value 1 represents the mutant. A haplotype is then a string over the alphabet f0,1g.
Moreover, genotypes may be represented by extending the alphabet used for repre-
senting haplotypes to f0,1,2g. Homozygous sites are then represented by values 0 or
1, depending on whether both haplotypes have value 0 or 1 at that site, respectively.
Heterozygous sites are represented by value 2. A genotype gi is explained by a pair
.hai ; h

b
i / of haplotypes. This fact is represented by gi D hai ˚ hbi with

gij D

8
<̂

:̂

0 if haij D hbij D 0
1 if haij D hbij D 1
2 if haij ¤ hbij

;

for each specific site gij, with 1 � j � m.

Definition 7.1. (Haplotype Inference) Given a set with n genotypes, G , each with
size m, the haplotype inference problem aims at finding the set of haplotypes, H ,
which originate the genotypes in G and associating a pair of haplotypes (hai , hbi ),
with hai , hbi 2H , to each genotype gi 2 G , such that gi D hai ˚ hbi .

Example 7.1. (Haplotype Inference) Consider genotype 02212 having five sites, of
which one SNP is homozygous with value 0, one SNP is homozygous with value
1 and the remaining three SNPs correspond to heterozygous sites. There are four
different possible explanations for this genotype: (00010, 01111), (00110, 01011),
(00111, 01010) and (00011, 01110).

For each genotype gi 2 G with z heterozygous positions, there are 2z�1 possible
pairs of haplotypes which can explain gi . Choosing the biological correct haplotype
pair would be impossible without the implicit or explicit use of some genetic model
to guide the algorithm in constructing a solution. The coalescent model [22] states
that there is a unique ancestor for all individuals of the same population. In this
chapter, we consider the pure parsimony approach which is indirectly related to the
coalescent genetic model.

7.2.1 Haplotype Inference by Pure Parsimony

The most explored combinatorial approach to the haplotype inference problem is
called HIPP [19]. A solution to this problem minimizes the total number of dis-
tinct haplotypes being used. The idea of searching for the solution with the smallest
number of haplotypes is biologically motivated by the fact that individuals from the
same population have the same ancestors and mutations do not occur often. More-
over, empirical results provide support for this method: the number of haplotypes
in a large population is typically very small, although genotypes exhibit a great
diversity.

Definition 7.2. The HIPP problem consists in finding a minimum-size set H of
haplotypes that explain all genotypes in G .
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Example 7.2. (HIPP) Consider the set of genotypes G D fg1; g2; g3g D
f022, 221, 222g. There are solutions using six different haplotypes: H1 D
f000; 001; 010; 011; 101; 111g, such that g1 D 001 ˚ 010, g2 D 011 ˚ 101

and g3 D 000˚ 111. However, the HIPP solution only requires four distinct haplo-
types: H2 D f000, 011, 101, 111g such that g1 D 011˚ 000, g2 D 011˚ 101 and
g3 D 011˚ 100.

In general, there may exist more than one solution to the problem.
Finding a solution to the HIPP problem is an APX-hard (and consequently, NP-

hard) problem [28]. This means that not only there is no polynomial time algorithm
to solve the problem, but also does not exist a polynomial time approximation
scheme, unless PDNP.

7.3 Related Work

A significant number of methods have been developed to solve the pure parsimony
haplotyping problem, pursuing the efficiency goal.

Different constraint techniques have been applied to solving the HIPP problem.
The most used technique is integer linear programming (ILP) [1–3, 5, 19, 20, 28].
Other techniques are based on branch-and-bound [27, 44], Boolean satisfiability
(SAT) [29, 36], pseudo-Boolean optimization (PBO) [16], answer set programming
(ASP) [12] and constraint programming (CP) [37].

The first HIPP model was proposed by Gusfield [19] and is an integer linear pro-
graming approach. The main drawback of Gusfield’s model, RTIP, is its size because
the model has an exponential number of variables and constraints. RTIP considers
enumerating all pairs of haplotypes which explain every genotype. Given that, for
each genotype g 2 G , the number of haplotype pairs which explain g is 2z, where
z is the number of heterozygous positions of g, RTIP turns out to be an exponen-
tial model. Nonetheless, the model is simplified by not considering haplotype pairs
where both haplotypes cannot explain more than one genotype. Note that these hap-
lotype pairs can be removed from the formulation while maintaining the correctness
of the algorithm. This simplification makes the model practical in several situations,
specially when the level of recombination is high, because there exists more haplo-
type diversity. Even though, the model still has its exponentially as a drawback.

The RTIP model inspired a branch-and-bound algorithm to the HIPP problem,
known as HAPAR [44]. A more recent branch-and-bound algorithm is used to solve
an ILP model based on a set-covering formulation of the problem [27].

PolyIP [2] is a model proposed by Brown and Harrower, which is polynomial
on the number of genotypes and sites. Similar formulations were independently
suggested by other authors [20, 28]. PolyIP associates two haplotypes with each
genotype. A Boolean variable is associated with each haplotype site and constraints
ensure that each haplotype pair explains the corresponding genotype. Moreover, for
each two haplotypes, the model needs variables defined as true if the haplotypes
are different. Furthermore, for each haplotype there exists a variable which is true
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if the haplotype is different from all previous haplotypes. The cost function aims
at minimizing those variables, thus minimizing the number of different haplotypes.
The number of constraints and variables of the PolyIP model are, respectively, in
�.n2m/ and �.n2 C nm/, where n represents the number of genotypes and m
represents the number of sites.

The same authors of PolyIP also proposed another ILP model, HybridIP [3],
which represents a hybrid between the RTIP and the PolyIP models. HybridIP was
formulated to combine the strengths of RTIP and PolyIP, in an approach with prac-
tical size and able to run within reasonable run times. Nonetheless, no practical
significant improvements were achieved by this new model compared with PolyIP,
as confirmed by experimental results (Sect. 7.6).

More recently, a distinct polynomial ILP formulation, based on class representa-
tives, was proposed, HaploPPH [5]. The idea is that a solution for HIPP induces a
covering of the genotypes by subsets such that each subset of genotypes share one
haplotype, each genotype belongs to exactly two subsets and every pair of genotypes
intersects in at the most one genotype.

HAPLO-ASP uses answer set programming (ASP) to solve the HIPP problem.
ASP is a declarative programming paradigm which represents the computational
problem as a program whose models correspond to solutions of the problem.
The haplotype inference solution is computed using an answer set solver named
Cmodels [14] and uses a SAT solver as a search engine, MiniSat [11].

An alternative solution which uses constraint programming for solving HIPP is
reported in [37], but as confirmed by the author, it is not as efficient as the SAT-based
models.

In addition, a significant number of polynomial heuristic approaches have been
proposed [13,21,28,43,45]. However, given that the problem is APX-hard, no poly-
nomial heuristic algorithm can guarantee an approximation algorithm.

7.4 SAT-Based Haplotype Inference

The original SAT-based model is called SHIPs [29] and represents a notable
improvement in the efficiency of existing HIPP solvers. In addition, the SAT-based
approach has been generalized to polyploid and polyallelic data [36]. Furthermore,
the haplotype inference problem has been successfully tackled using PBO [16],
which is a generalization of SAT capable of handling optimization functions.

7.4.1 Background on Boolean Satisfiability

In Boolean logic (or propositional logic), each variable xi may take two values,
1 (for true) or 0 (for false). A literal li is a variable xi or its negation :xi . A clause
is a disjunction (_) of literals. A formula,', in CNF (conjunctive normal form) is the
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conjunction (^) of clauses. For example, ' D .x1^x2/_.:x1^x3/_.:x2^:x3/ is
a CNF formula with three variables and three clauses. A CNF formula, ', is satisfied
if all clauses in ' are satisfied. Every propositional formula can be converted into
an equivalent formula which is in CNF.

Definition 7.3. The SAT problem (or propositional satisfiability problem) aims at
deciding whether there exists a Boolean assignment to the variables in a given
Boolean CNF formula, ', such that ' becomes satisfied and, if that is the case,
provides a satisfying assignment.

For example, a possible SAT solution to the formula ' given above assigns x1D1,
x2 D 0 and x3 D 1.

The SAT problem was the first to be proved NP-complete, in 1971 [7].
A PBO problem is a generalization of SAT, when the Boolean formula is ex-

tended with an optimization function. A PBO problem is described by a set of a
pseudo-Boolean formulas and an optimization function.

7.4.2 The SHIPs Model

This SAT-based formulation models whether there exists a set H of haplotypes,
with r D jH j haplotypes, such that each genotype gi 2 G is explained by a pair
of haplotypes in H . The SAT-based algorithm considers increasing sizes for H ,
from a lower bound lb to an upper bound ub. Trivial lower and upper bounds are,
respectively, 1 and 2 � n. The algorithm terminates for a size of H for which there
exists r D jH j haplotypes such that every genotype in G is explained by a pair
of haplotypes in H . In what follows we assume n genotypes each with m sites.
The same indexes will be used throughout: i ranges over the genotypes and j over
the sites, with 1 � i � n and 1 � j � m. In addition, r candidate haplotypes
are considered, each with m sites. An additional index k is associated with haplo-
types, 1 � k � r . As a result, hkj 2 f0; 1g denotes the j th site of haplotype k.
Moreover, a haplotype hk is viewed as a m-bit word, hk1 : : : hkm. A valuation
v W fhk1; : : : ; hkmg ! f0; 1g to the bits of hk is denoted by hv

k
. Observe that valu-

ations can be extended to other sets of variables.
For a given value of r , the model considers r haplotypes and seeks to associate

two haplotypes (which can possibly represent the same haplotype) with each geno-
type gi , 1 � i � n. As a result, for each genotype gi , the model uses selector
variables for selecting which haplotypes are used for explaininggi . Since each geno-
type is to be explained by two haplotypes, the model uses two sets, a and b, of r
selector variables, respectively saki and sbki, with k D 1; : : : ; r . Hence, genotype gi is
explained by haplotypes hk1

and hk2
if sa

k1 i
D 1 and sb

k2 i
D 1. Clearly, gi is also

explained by the same haplotypes if sa
k2 i
D 1 and sb

k1 i
D 1.

If a site gij of a genotype gi is either 0 or 1, then this is the value required at this
site and so this information is used by the model. If a site gij is 0, then the model
requires, for k D 1; : : : ; r ,
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�:hkj _ :saki

� ^ �:hkj _ :sbki

�
: (7.1)

If a site gij is 1, then the model requires, for k D 1; : : : ; r ,

�
hkj _ :saki

� ^ �hkj _ :sbki

�
: (7.2)

Otherwise, one requires that the haplotypes explaining genotype gi have opposite
values at site i . This is done by creating two variables, gaij 2 f0; 1g and gbij 2 f0; 1g,
such that gaij ¤ gbij . In CNF, the model requires two clauses,

�
gaij _ gbij

�
^
�
:gaij _ :gbij

�
: (7.3)

In addition, the model requires, for k D 1; : : : ; r ,

�
hkj _ :gaij _ :saki

� ^ �:hkj _ gaij _ :saki

�

^�hkj _ :gbij _ :sbki

� ^ �:hkj _ gbij _ :sbki

�
: (7.4)

Clearly, for each value of i , and for a and b, it is necessary that exactly one haplo-
type is used, and so exactly one selector variable be assigned value 1. This can be
captured with cardinality constraints,

 
rX

kD1
saki D 1

!
^
 

rX

kD1
sbki D 1

!
: (7.5)

The SHIPs model can also be described using a matrix formulation G D Sa �
H ˚ Sb � H , where G is a n � m matrix describing the genotypes, H is a r � m
matrix of haplotype variables, Sa and Sb are the n�r matrices of selector variables
and˚ is the explanation operation.

Theorem 7.1. (Space Complexity) If a solution is found with rf haplotypes, then
the number of constraints of the SAT model is O.rf nm/, which is O.n2m/. In
addition, the number of variables is O.nmC rfmC rf n/, which is O.n2 C nm/.

The core SHIPs model is not effective in practice. As a result, several key
improvements have been developed, which are essential for obtaining significant
performance gains over existing approaches.

A crucial technique is the utilization of a tight lower bound estimate, which
reduces the number of iterations of the algorithm, but also effectively prunes the
search space. The computation of lower bounds is discussed in Sect. 7.5.2.

One additional key technique for pruning the search space is motivated by
observing the existence of symmetry in the problem formulation. Consider two
haplotypes hk1

and hk2
, and the selector variables sa

k1 i
, sa
k2 i

, sb
k1 i

and sb
k2 i

. Further-
more, consider Boolean valuations vx and vy to the sites of haplotypes hk1

and hk2
.

Then, hvx

k1
and hvy

k2
, with sa

k1 i
sa
k2 i
sb
k1 i
sb
k2 i
D 1001, corresponds to hvy

k1
and hvx

k2
,
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with sa
k1 i
sa
k2 i
sb
k1 i
sb
k2 i
D 0110, and one of the assignments can be eliminated. To

remedy this, one possibility is to enforce an ordering of the Boolean valuations
to the haplotypes. Hence, for any valuation v to the problem variables, we require
hv
1 < h

v
2 < : : : < h

v
r .

7.4.2.1 Improvements to SHIPs

Motivated by an effort to apply the SHIPs model to biological test data, we were
able to identify a number of additional improvements to the basic model. For diffi-
cult problem instances, the run time is very sensitive to the number of g variables
used. The basic model creates two variables for each heterozygous site. One simple
optimization is to replace each pair of g variables associated with a heterozygous
site, gaij and gbij , by a single variable tij. Consequently, the new set of constraints
becomes:

�
hkj _ :tij _ :saki

� ^ �:hkj _ tij _ :saki

� ^
�
hkj _ tij _ :sbki

� ^ �:hkj _ :tij _ :sbki

�
: (7.6)

Hence, if selector variable saki is activated (i.e., assumes value 1), then hkj is equal to
tij. In contrast, if selector variable sbki is activated, then hkj is the complement of tij.
Observe that, since the genotype has at least one heterozygous site, then it must be
explained by two different haplotypes, and so saki and sbki cannot be simultaneously
activated.

The basic model uses lower bounds, which are obtained by identifying incompat-
ibility relations among genotypes. Two genotypes are incompatible if there exists a
site for which the value of one genotype is 0 and the value of the other genotype is 1.
Otherwise, the genotypes are compatible.These incompatibility relations find other
applications. Consider two incompatible genotypes, gi1 and gi2 , and a candidate
haplotype hk . Hence, if either sa

ki1
or sb

ki1
is activated, and so hk is used for explain-

ing genotype gi1 , then haplotype hk cannot be used for explaining gi2 ; hence both
sa
ki2

and sb
ki2

must not be activated. The implementation of this condition is achieved
by adding the following clauses for each pair of incompatible genotypes gi1 and gi2
and for each candidate haplotype hk ,
�
:saki1 _ :saki2

�
^
�
:saki1 _ :sbki2

�
^
�
:sbki1 _ :saki2

�
^
�
:sbki1 _ :sbki2

�
: (7.7)

One of the key techniques proposed in the basic model is the utilization of the sort-
ing condition over the haplotypes, as an effective symmetry breaking technique.
Additional symmetry breaking conditions are possible. Note that the model consists
of selecting a candidate haplotype for the a representative and another haplotype for
the b representative, such that each genotype is explained by the a and b represen-
tatives. Given a set of r candidate haplotypes, let hk1

and hk2
, with k1; k2 � r , be

two haplotypes which explain a genotype gi . This means that gi can be explained
not only by the assignments sa

k1 i
sa
k2 i
sb
k1 i
sb
k2 i
D 1001 but also by the assignments
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sa
k1 i
sa
k2 i
sb
k1 i
sb
k2 i
D 0110. This symmetry can be eliminated requiring only one ar-

rangement of the s variables to be used to explain each genotype gi . One solution
is to require the haplotype selected by the saki variables to have an index smaller
than the haplotype selected by the sbki variables. This requirement is captured by the
conditions:

0

@sak i )
k�1̂

k2D1
:sbk2i

1

A and

0

@sbk i )
r̂

k1DkC1
:sak1i

1

A : (7.8)

Clearly, each condition above can be represented by a single clause, for each k1 (or
k2) and i . Moreover, note that for genotypes with heterozygous sites, the upper limit
of the first constraint can be set to k and the lower limit of the second condition can
be set to k.

7.4.3 The SATlotyper Model

The majority of the haplotype inference methods can only handle biallelic SNP data
of diploid species. Indeed, human beings and most animals are diploid species, i.e.,
with two homologous sets of chromosomes. However, polyploidy, i.e., more than
two sets of homologous chromosomes, is common in plants. Moreover, although the
large majority of SNPs are biallelic, there are exceptions with three or four possible
alleles.

The SATlotyper method [36] is a relevant contribution which corresponds to a
generalization of the SAT-based approach to handle polyallelic data and polyploid
species. Therefore, the constraints generated by SATlotyper are extensions of the
constraints generated by SHIPs.

This section presents the SAT model for biallelic polyploids. Although SATlo-
typer is also able to handle SNPs with more than two possible values, for that case
we refer to the original paper [36].

Let p be the ploidy of the considered species, i.e., the species has p-tuples of
homologous chromosomes. Then each polyploid genotype gi , with 1 � i � n is
represented by a sequence of m vectors with size p, where each vector encodes one
SNP site of the given individual, gij D .g1ij ; g2ij ; : : : ; gpij /, with 1 � j � m. A site gij

is heterozygous if there are two components, gl1ij and gl2ij , such that gl1ij ¤ gl2ij , with
1 � l1; l2 � p. The haplotype inference problem must be reformulated.

Definition 7.4. (Haplotype Inference – Polyploid Species) Given a set G with n
genotypes, each of length m, the haplotype inference problem aims at finding a set
of haplotypes H , such that for each genotype gi 2 G , there exists a non-ordered
tuple of p haplotypes .h1i ; : : : ; h

p
i /, with h1i ; : : : ; h

p
i explaining genotype gi .

A set with p haplotypes explains a genotype gi if the p haplotypes and the genotype
gi have the same allele composition at each SNP site.
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Example 7.3. (Haplotype Inference – Polyploid Species) An example of a tetraploid
genotype with three biallelic SNP sites is gi D .1; 0; 0; 1/.0; 0; 0; 1/.1; 1; 1; 1/. This
genotype can have 24 possible explanations, corresponding to all possible permuta-
tions of alleles at each gij position.

The core algorithm of SATlotyper is the same as in the basic SHIPs model. The
model is defined iteratively from a lower bound to an upper bound. Trivial lower
and upper bounds are, respectively, 1 and p �n. As in SHIPs, the model uses selector
variables for selecting which haplotypes are used for explaining each genotype. For
each genotype, the model uses p sets of selector variables, sl

k i
, for 1 � l � p.

Haplotypes hk1
; : : : ; hkp

are selected to explain gi if sl
k1 i
D 1, : : :, sl

kp i
D 1.

For each genotype site gij, the selector constraints are described as follows. If
glij D 0, for all 1 � l � p, then every haplotype which is chosen to explain gi must
have 0 at site j , �

:hkj _ :slki

�
; (7.9)

with 1 � k � r . If glij D 1, for all 1 � l � p, then every haplotype which is chosen
to explain gi must have 1 at site j ,

�
hkj _ :slki

�
; (7.10)

with 1 � k � r . Otherwise, if the genotype site gij is heterozygous, it is necessary to
create p Boolean variables g1ij ; : : : ; g

p
ij , which represent the possible arrangements

of 1s and 0s at site j .
�
hkj _ :glij _ :slki

�
^
�
:hkj _ glij _ :slki

�
; (7.11)

where 1 � k � r and 1 � l � p. Finally, for each i and l , it is necessary that
exactly one haplotype is selected. This is represented by the cardinality constraint

rX

kD1
slk i D 1: (7.12)

Furthermore, the model applies symmetry breaking to haplotypes and genotypes,
similarly to SHIPs.

The number of variables is O.nmp2 log2 p/ and the number of constraints is
O.rf nmp/, where rf is the final (most parsimonious) number of haplotypes.

7.4.4 The RPoly Model

The success of solving the HIPP problem using SAT techniques motivated the
consideration of other SAT-based procedures, such as PBO methods. This section
describes the PBO approach for solving the HIPP problem: the RPoly model.

The RPoly model is a notable improvement over the PolyIP model. A significant
number of modifications which are shown to be very effective are proposed: first, the
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use of a PBO solver instead of an ILP solver; second, symmetry breaking and reduc-
tion of the size of the model; finally, the integration of lower bounds and cardinality
constraints.This section describes these RPoly features and, moreover, extends the
RPoly model to include genotypes with missing sites.

The RPoly model associates two haplotypes (hai , hbi ) with each genotype gi 2 G ,
and conditions are defined which capture when a different haplotype is used for
explaining a given genotype.

RPoly associates variables only with heterozygous sites. Note that homozygous
sites do not require variables because the value of the haplotypes explaining ho-
mozygous sites is known beforehand and so can be implicitly assumed. Therefore,
a Boolean variable tij is associated with each heterozygous site gij, such that,

tij D
(
1 if haij D 1 ^ hbij D 0
0 if haij D 0 ^ hbij D 1:

(7.13)

This alternative definition of the variables associated with the sites of genotypes
reduces the number of variables by a factor of 2. In addition, the model only creates
variables for heterozygous sites, and therefore the number of variables associated
with sites equals the total number of heterozygous sites. It should be mentioned
that this definition of the variables associated with sites follows the SHIPs model
[29, 30].

Hence, the existing symmetry in haplotype pairs described in SHIPs model is
broken by considering that tij D 0 for each first heterozygous site gij of each geno-
type gi , �

gij D 2 ^ 8 Oj
� Oj < j ) giOj ¤ 2

��
H) :tij: (7.14)

Candidate haplotypes for each genotype are related to candidate haplotypes for
other genotypes only if the two genotypes are compatible. Clearly, incompatible
genotypes cannot be explained by common haplotypes. In practice, for candidate
haplotypes hpi and hq

k
(p; q 2 fa; bg and 1 � k < i � n), a Boolean variable xpq

ik

is defined, such that xpq
ik

is 1 if haplotype hpi of genotype gi and haplotype hq
k

of
genotype gk are different. Two incompatible genotypes are guaranteed not to be ex-
plained by the same haplotype, and therefore, for the four possible combinations of
p and q, xpq

ik
D 1. Moreover, two genotypes gi and gk are related only to respect to

sites for which either gi or gk is heterozygous at that site. Therefore, the conditions
on the xpq

ik
variables are all of the following form, for all 1 � j � m,

:.R, S/) x
p q

i k
; (7.15)

where the propositionsR and S depend on the values of the sites gij and gkj, and also
on the haplotype being considered, i.e., either ha or hb . Observe that 1 � k < i � n,
1 � j � m, and p; q 2 fa; bg. Accordingly, the R and S propositions are defined
as follows:

� If gij ¤ 2 ^ gkj D 2, then R D .gij , .q, a// and S D tkj.
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� If gkj ¤ 2 ^ gij D 2, then R D .gkj , .p, a// and S D tij.
� If gij D 2 ^ gkj D 2, then R D .p, q/ and S D .tij , tkj/.

Moreover, in order to count the number of distinct haplotypes used, Boolean
variables upi are defined such that upi is assigned value 1 if haplotype hpi explaining
genotype gi is different from every haplotype which explain genotype gk with k<i .
The conditions on variables upi are based on the conditions for the xi variables,

^

1�k<i

�
x
pa

ik
^ xpb

ik

�
) upi : (7.16)

Finally, the cost function is given by

min
nX

iD1

�
uai C ubi

�
: (7.17)

Theorem 7.2. (Space Complexity) Let n be the number of genotypes in G , m the
number of positions of each genotype and � the number of heterozygous positions
of the instance. Then, the number of variables of the PBO model is O.n2 C �/,
which corresponds to O.n2 C nm/. In addition, the number of constraints of the
PBO model is O.n2m/.

The RPoly model has been further improved, following the ideas used by SHIPs.
In particular, the utilization of lower bounds as a method for pruning the search
space shows to be very effective. The integration of a tight lower bound (Sect. 7.5.2)
allows fixing the values of some variables u, and the clauses used for constraining
the value of u need not be generated. This allows the PBO solver to focus on the
remaining u variables, and the size of the generated PBO problem instances becomes
significantly smaller. For the more complex problem instances, the integration of
lower bound information reduces the size of the generated PBO instances by a factor
between 2 and 3, on average.

Finally, an additional improvement is the inclusion of cardinality constraints on
the x variables. Adding new constraints to a model is expected to prune the search
and therefore contributes to the efficiency of the solver.

7.4.4.1 Missing Data

Most often real genotype data contain a significant percentage of unknown data.
Even with modern automated DNA analysis techniques, generating data with miss-
ing alleles is not an uncommon situation [25].

One useful feature of the RPoly tool is to be able to deal with unspecified
genotype sites. Genotyping procedures often leave a percentage of missing geno-
type positions, and so haplotype inference tools need to be able to deal with missing
sites. RPoly can handle SNPs with unspecified values, inferring the values for the
missing sites and still guaranteeing a parsimonious solution.
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The formulation is as follows. Two Boolean variables are associated with each
missing site to represent the four possible values for the haplotypes: two ho-
mozygous values (one for each allele) and two heterozygous values (one for each
haplotype phase). The constraints for unspecified genotype sites are similar to the
constraints for heterozygous genotype sites.

Missing SNPs are represented by “?”. Hence, the alphabet of the genotypes is
extended to f0; 1; 2; ‹g. In practice, two variables, taij and tbij , are associated with
each missing site gij D‹. Then, tpij D 0 indicates that hpij D 0, whereas tpij D 1

indicates that hpij D 1, with p 2 fa; bg.
The conditions on the xp q

i k
variables, which correspond to (7.15), are updated to

:.R, S/) x
p q

ik
; (7.18)

where the propositions R and S depend on the values of the sites gij and gkj, and
also on which of the haplotypes is being considered, i.e., either a or b. Note that
1 � k < i � n, 1 � j � m, and p; q 2 fa; bg. Accordingly, the R and S
propositions are defined as follows:

� If gij ¤ 2 ^ gkj D 2, then R D .gij , .q, a// and S D tkj.
� If gkj ¤ 2 ^ gij D 2, then R D .gkj , .p, a// and S D tij.
� If gij D 2 ^ gkj D 2, then R D .p, q/ and S D .tij , tkj/.
� If gij D ‹ ^ gkj … f2; ‹g, then R D tpij and S D gkj.
� If gkj D ‹ ^ gij … f2; ‹g, then R D tqkj and S D gij.
� If gij D ‹ ^ gkj D 2, then R D .q, a/ and S D .tpij , tkj/.
� If gkj D ‹ ^ gij D 2, then R D .p, a/ and S D .tqkj , tij/.
� If gij D ‹ ^ gkj D‹, then R D tpij and S D tqkj .

7.5 Standard Techniques

This section describes some techniques which can be applied before applying any
HIPP solver. These techniques are inexpensive and empirical evidence shows that
they can significantly improve the performance of the solvers.

7.5.1 Structural Simplifications

Structural simplifications to the set of genotypes can be performed for all HIPP
solvers as a preprocessing technique. These simplifications use the structural prop-
erties of genotypes with the purpose of reducing the search space [3, 31].

We start by observing that two equal genotypes can be explained identically,
maintaining a HIPP solution, and, consequently, one of them can be discarded. The
solution of the discarded genotype is assumed to be the solution of the remaining
genotype. In addition, duplicate sites can be discarded. If all genotypes have the
same values on a pair of sites, then one of the sites can be removed. Moreover,
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complemented sites can also be discarded. Two sites are complemented if whenever
one site has value 1, the other site has value 0 and vice versa.

By keeping information of the genotypes and sites discarded, it is straightforward
to construct a solution for the original set of genotypes once discovered a solution
to the simplified set of genotypes.

Example 7.4. (Structural Simplifications) Consider the following set of four geno-
types each with five sites: G D f02122; 12021; 02122; 20201g. Note that the first
genotype is equal to the third genotype. Hence, the third genotype can be discarded.
In addition, note that the second and the fourth sites are equal. Also the first and the
third sites are complemented. Hence, the third and the fourth sites can be removed.
Consequently, the simplified set of genotypes is a set with three genotypes and three
sites: simplified.G / D f022; 121; 201g.

7.5.2 Lower Bounds

The computation of tight bounds is a key issue in several solvers, e.g., SHIPs
and HAPAR. This section describes two algorithms used to compute lower bounds
which have been proposed with the SHIPs algorithm [29, 31].

The first algorithm relies on the incompatibility between genotypes [29]. Recall
that two genotypes are incompatible if there exists a site for which the value of one
genotype is 0 and the other genotype is 1. Otherwise, the genotypes are compatible.
Clearly, incompatible genotypes cannot be explained by common haplotypes. The
first lower bound procedure consists in finding a clique of incompatible genotypes
in a graph where each vertex is a genotype, and there is an edge between two geno-
types if they are incompatible. If the clique has k genotypes, then the number of
haplotypes required is guaranteed to be equal or greater than 2k � � , where � is the
number of homozygous genotypes in the clique.

The clique lower bound previously described can be improved taking into ac-
count the structure of the genotypes [31]. Let GS denote the set of selected geno-
types. At the beginning, GS corresponds to the set of genotypes in the clique of
incompatible genotypes. The goal is to find heterozygous sites gij in genotypes
which do not belong to GS, such that all genotypes g 2 GS compatible with gi
have the same homozygous value in that position. Define the propositional function
�.i; k/ to be true if gi and gk are compatible. (Clearly, � is a symmetric relation.)
Thus, the goal is to find a genotype gi … GS such that there exists a position j
where gij D 2 and a value val 2 f0; 1g such that, for all gk 2 GS, if �.i; k/
then gkj D val, i.e.,

91�j�m. gij D 2 ^ 9val2f0;1g8gk2GS.�.i; k/) gkj D val//: (7.19)

Then GS D GS [ fgi g and the lower bound can be increased by one. The process is
iterated until there are no more genotypes gi … GS which satisfy (7.19).

The interest in integrating a lower bound in SHIPs is twofold. First, the number
of iterations of the algorithm is reduced. Second, and more important, the size of the
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SAT formula can be significantly reduced based on the information achieved with
the computation of the lower bound.

Example 7.5. (Lower Bounds) Consider the set of genotypes G D fg1, g2, g3, g4,
g5g, where g1 D 1010, g2 D 0212, g3 D 1210, g4 D 2120, g5 D 2222. A clique of
incompatible genotypes is fg1; g2g, where g2 contributes with 2 to the lower bound
and g1 contributes with 1 because g1 is homozygous. Therefore, these genotypes
are selected and the value of the clique lower bound is 3. The second lower bound
increases the value of the lower bound by 2. Genotypes g3 and g4 are selected be-
cause they are heterozygous at positions where every genotype already selected and
compatible with them have the same homozygous value. Consequently, at least five
different haplotypes fh1, h2, h3, h4, h5g are required to explain G . Genotype g1 can
be associated with fh1; h1g and g2 can be associated with fh2; h3g. Genotypes g3
and g4 can be associated, respectively, with h4 and h5. Only g5 does not contribute
to increasing the lower bound.

7.5.3 Upper Bounds

The computation of upper bounds is also an important issue in some solvers [1,44].
In general, every heuristic algorithm to the HIPP problem can be used to produce an
upper bound, for example, the delayed haplotype selection (DS) algorithm [34] and
the CollHaps heuristic approach [43]. DS was suggested for using binary search in
SHIPs and CollHaps is used by some exact models [1]. Both DS and Collhaps are
based on the Clark’s method.

Clark’s method [6] is a well-known algorithm to solve the haplotype inference
problem. This method starts by identifying genotypes with zero or one heterozy-
gous sites, which have only one possible explanation. Then, the method attempts to
explain the remaining genotypes with at least one of the haplotypes already iden-
tified (Clark’s rule). This may eventually require the inference of new haplotypes
which will be added to the set of haplotypes. The key point to note is that there are
many ways to extend the set of haplotypes, since for genotypes with more than one
heterozygous site there are a few possible explanations.

Clearly, the Clark’s method may be used to compute an upper bound to the HIPP
problem. However, this method is often too greedy. DS addresses the main draw-
back of Clark’s method, avoiding the excessive greediness. Collhaps is based on
a generalization of the Clark’s rule, called the collapse rule. These two heuristic
approaches provide very accurate approximation to the pure parsimony solution.

7.6 Experimental Evaluation

This section presents a summary of the experimental results, obtained in a set
of 1183 instances, including both synthetic and real data. Synthetic data include
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instances generated using the Hudson’s program, ms [23], and harder instances de-
scribed in [39] which were generated to evaluate phasing algorithms. Real data
were obtained from the HapMap project and biological instances generated from
publicly available data (e.g., [9, 10, 26, 38]). All problem instances were simpli-
fied in a preprocessing step, as described in Sect. 7.5.1. The maximum number of
SNPs on the simplified instances is 188 and the maximum number of genotypes
is 94. For a more detailed description of problem instances and results, see other
literature [17, 31, 32].

The extensive comparison includes nine HIPP solvers: RPoly [17] version 1.2,
SHIPs [31] version 2, HaploPPH [5], Haplo-ASP [12], RTIP [19], SATlotyper [36]
version 0.1.1 b, HAPAR [44], PolyIP [2] and HybridIP [3]. Results were obtained
on an Intel Xeon 5160 server (3.0GHz, 4GB RAM) running Red Hat Enterprise
Linux WS 4. The CPU time is limited to 1,000 s.

Table 7.1 resumes the performance of exact HIPP solvers, stating the percentage
and the mean time required for solving the solved instances within 1,000 s. RPoly
is the HIPP tool capable of solving the largest number of instances. Clearly, the
SAT-based models are the best performing solvers. RPoly solves 1,165 instances
and SHIPs solves 1,116 of 1,183 instances. Taking into account the amount of time
that each solver requires, on average, to solve the non-aborted instances, we can
conclude that RPoly is also the fastest solver. The exponential ILP model, RTIP, is
significantly efficient for easy instances. Nonetheless, RTIP is not able to solve more
than 30% of the instances due to memory exhaustion. The performance of PolyIP
and HybridIP is similar, both solving around 40% of the instances.

SATlotyper is a more general HIPP solver, being able to solve haplotype infer-
ence problems on polyploids and polyallelic species. Therefore, SATlotyper was
not created to compete with exact HIPP solvers and is less optimized than SHIPs. In
particular, SATlotyper does not include the computation of the lower bound, which
is a crucial point to the good performance of SHIPs.

The fact that the best performing solvers are RPoly and SHIPs suggests that the
SAT-based techniques are the most adequate for solving the HIPP problem.

Table 7.1 Summary
of the performance of exact
HIPP solvers

Model % solved instances Average time (s)

RPoly 98.5% 3:53

SHIPs 94.3% 7:86

HaploPPH 79.1% 42:34

Haplo-ASP 73.5% 30:18

RTIP 68.0% 6:78

SATlotyper 66.9% 24:41

HAPAR 48.9% 39:90

PolyIP 40.2% 73:44

HybridIP 39.6% 72:94
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7.7 Conclusions

Haplotype inference is an important biological problem with relevant implications
in medical studies. Haplotype inference aims at deriving the genetic constitution of
a single chromosome (haplotype), given the conflated data of a pair of homologous
chromosomes (genotype). The HIPP problem is an optimization approach which
seeks the solution that minimizes the total number of used haplotypes. This prob-
lem is APX-hard. A significant number of models have been proposed to solve the
problem.

Models based on SAT represent notable approaches to HIPP. Starting from a
lower bound on the number of required haplotypes, SHIPs model the haplotype
inference problem into a SAT formula and use a SAT solver to obtain a solution.
The algorithm proceeds iteratively until a satisfiable assignment is obtained, which
guarantees the minimum number of haplotypes. This iterative algorithm is neces-
sary because SAT solvers do not handle optimization functions. The extension of
SAT to handle cost functions is known as PBO. The PBO model to HIPP is called
RPoly. The RPoly model integrates important features of previous models into a
new approach.

Both SAT-based methods, SHIPs and RPoly, are considerably more efficient than
the remaining HIPP algorithms and constitute the state of the art in the field.
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Chapter 8
Estimating Phylogenies from Molecular Data

Daniele Catanzaro

Abstract Phylogenetic estimation from aligned DNA, RNA or amino acid
sequences has attracted more and more attention in recent years due to its impor-
tance in analysis of many fine-scale genetic data. Nowadays, its application fields
range from medical research to drug discovery, to epidemiology, to systematics
and population dynamics. Estimating phylogenies involves solving an optimization
problem, called the phylogenetic estimation problem (PEP), whose versions de-
pend on the criterion used to select a phylogeny among plausible alternatives. This
chapter offers an overview of PEP and discuss the most important versions that
occur in the literature.

8.1 Introduction

Molecular phylogenetics studies the hierarchical evolutionary relationships among
species, or taxa, by means of molecular data such as DNA, RNA, amino acid or
codon sequences. These relationships are usually described through a weighted tree,
called a phylogeny (Fig. 8.1), whose leaves represent the observed taxa, internal
vertices represent the intermediate ancestors, edges represent the estimated evolu-
tionary relationships and edge weights represent measures of the similarity between
pairs of taxa.

Phylogenies provide a fundamental information in analysis of many fine-scale
genetic data; for this reason, the use of molecular phylogenetics has become more
and more frequent (and sometimes indispensable) in several research fields such
as systematics, medical research, drug discovery, epidemiology and population dy-
namics [56]. For example, the use of molecular phylogenetics was of considerable
assistance to predict the evolution of human influenza A [8], to understand the
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relationships between the virulence and the genetic evolution of HIV [55, 66], to
identify emerging viruses as SARS [51], to recreate and investigate ancestral pro-
teins [17], to design neuropeptides causing smooth muscle contraction [2] and to
relate geographic patterns to macroevolutionary processes [36].

Since no one could observe evolution over thousands or millions of years, a part
from known phylogenies ([57]), there is no general way to validate empirically a
candidate phylogeny for a set of molecular sequences extracted from taxa. For this
reason, the literature proposes a number of criteria for selecting one phylogeny from
among plausible alternatives. Each criterion adopts its own set of evolutionary hy-
potheses, whose ability to describe evolution of taxa determines the gap between
the real and the true phylogeny, i.e., the gap between the real evolutionary process
of taxa and the phylogeny that one would obtain under the same set of hypotheses
if all molecular data from taxa were available [9].

The criteria of phylogenetic estimation can usually be quantified and expressed in
terms of objective functions, giving rise to families of optimization problems whose
general paradigm can be stated as follows:
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Problem 8.1. The phylogenetic estimation problem (PEP)

optimize f .T /

s:t: g.�; T / D 0

T 2 T ;

where � is the set of molecular sequences from n taxa, T a phylogeny of � , T the
set of .2n�5/ŠŠ D 1�3�5�7 � � ��2n�5 phylogenies of � , f W T ! R a function
modeling the selected criterion of phylogenetic estimation, and g W � � T ! R a
function correlating the set � to a phylogeny T .

A specific optimization problem, or phylogenetic estimation paradigm, is com-
pletely characterized by defining the functions f and g. The phylogeny T � that
optimizes f and satisfies g is referred to as optimal, and if T � approaches the true
phylogeny as the amount of molecular data from taxa increases, the corresponding
criterion is said to be statistically consistent [32]. The statistical consistency is a
desirable property in molecular phylogenetics because it measures the ability of a
criterion to recover the true (and hopefully the real) phylogeny of the given molec-
ular data. Later in this chapter, we will show that the consistency property changes
from criterion to criterion and in some cases may be even absent.

Here, we provide a review of the main estimation criteria that occur in the liter-
ature on molecular phylogenetics. Particular emphasis is given to the comparative
description of the hypotheses at the core of each criterion and to the optimization
aspects related to the phylogenetic estimation paradigms. In Sect. 8.2, we discuss
the problem of measuring the similarity among molecular sequences. In Sect. 8.3,
we discuss the fundamental least-squares paradigm and formalize the concept of
phylogeny. In Sect. 8.4, we present the minimum evolution paradigm by evidencing
the recent perspectives and computational advances. Finally, in Sect. 8.5 we present
the likelihood and the bayesian paradigms by exposing briefly their benefits and
drawbacks.

8.2 Measuring Molecular Similarity

The degree of similarity between pairwise molecular sequences reflects the amount
of mutation events that occurred since they split from their common ancestor.
Quantifying such similarity constitutes the first step in the phylogenetic estimation
process [11]. The task involves the investigation and the modeling of the mutation
process over time, i.e., the process by which errors occur in molecular data and are
inherited between generations.

Different types of mutation may occur in the genome structure, most of which
are point mutations, i.e., changes that involve the replacement, or substitution, of
one nucleotide for another in the DNA sequence. Point mutations can be classi-
fied in two categories: the transitions and the transversions. The transitions occur
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when a purine nucleotide (adenine or guanine) is substituted for another purine, or
when a pyrimidine (cytosine or thymine) is substituted for another pyrimidine. The
transversions occur when a pyrimidine is substituted for a purine, or vice versa.

A second class of point mutations are those that lead to insertions and deletions of
nucleotides in the genome. This phenomenon mainly occurs in non-coding regions
of DNA, but may interest also coding regions of the genome and be the cause of
deleterious effects [57].

Finally, a third class of mutations are those that involve entire chromosome
regions of the genome. Specifically, we may have: (1) a duplication, when a chro-
mosome region is duplicated; (2) a translocation, when a chromosome region is
transferred into another chromosome; (3) an inversion, when a chromosome region
is broken off, turned upside down and reconnected; (4) a deletion, when a chromo-
some region is missing or deleted; (5) and a loss of heterozygosity, e.g., when two
instances of the same chromosome break and then reconnect but to the different end
pieces [57].

Modeling the second and the third classes of mutations is generally non-trivial
and requires advanced mathematical background. We refer the interested reader to
Felsenstein [29] for an introduction and to Park and Deem [58] for recent advances
in the modeling of such classes. Here we shall focus on the first class of mutations
and present a fundamental model of molecular evolution which is at the core of
the most currently used criteria of phylogenetic estimation. Unless otherwise stated,
throughout the chapter we will always assume that the molecular sequences un-
der study have been previously subjected to an alignment process, i.e., a process
through which the evolutionary relationships between nucleotides of molecular data
are evidenced (see [60] for details).

8.2.1 The Time Homogeneous Markov Model
of Molecular Evolution

Let S be a DNA sequence, i.e., a string of fixed length over an alphabet � D
fA; C; G; T g, where “A” codes for adenine, “C” for cytosine, “G” for guanine, and
“T” for thymine. Let rij � 0, i ¤ j , be the constant rate of substitution from
nucleotide i to nucleotide j . Assume that each character (site) of S evolves inde-
pendently over time and that, instant per instant, the Markov conservative hypothesis
[39] holds, i.e.,

rii D �
X

j2�; j¤i

rij 8 i 2 �: (8.1)
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Let pij.t/ be the probability that nucleotide i undergoes to a substitution to
nucleotide j at finite time t . Then, if the superposition principle holds, at t C dt

such probability can be written as:

pij.t C dt/ D
X

k2�

pik.t/pkj.dt/ 8 i; j 2 �: (8.2)

By subtracting pij.t/ in both sides of (8.2) and dividing for dt we obtain:

pij.t C dt/ � pij.t/

dt
D
P

k2�; k¤j pik.t/pkj.dt/

dt

Cpij.t/
pjj.dt/ � 1

dt
8 i; j 2 �;

i.e.,

pij.t C dt/ � pij.t/

dt
D
P

k2�; k¤j pik.t/pkj.dt/

dt

Cpij.t/
1 �Pk2�; k¤j pkj.dt/ � 1

dt
8 i; j 2 �:

Hence, we have

Ppij.t/ D
X

k2�; k¤j

pik.t/rkj C pij.t/rjj 8 i; j 2 �: (8.3)

When expressing (8.3) in matrix form, the Chapman–Kolmogorov master equation
arises

PP.t/ D P.t/R D RP.t/;

whose integral

P.t/ D eRt D
1X

nD0

Rntn

nŠ
(8.4)

is known as the time homogeneous Markov (THM) model of DNA sequence evolu-
tion [48, 63]. The THM model is a generalization of the Markov models described
in Jukes and Cantor [44], Kimura [46], Hasegawa et al. [37], Tamura and Nei [78],
and can be easily adapted to RNA, amino acid and codon sequences as shown in
Felsenstein [29] and Schadt and Lange [71,72]. In the next section, we shall inves-
tigate the dynamics of the THM model in order to derive a commonly used formula
to quantify the similarity between molecular data.
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8.2.2 Estimating Evolutionary Distances from Molecular Data

Two molecular sequences S1 and S2, evolving at time t0 from a common ances-
tor, could be characterized at time t by different amounts of substitution events,
some of which not directly observable. Hence, if we would sample the sequences
at time t and measure their similarity, or evolutionary distance, in terms of number
of observed differences, we could underestimate the overall substitution events that
occurred since S1 and S2 split from their common ancestor. A number of authors
suggested that the use of the time homogeneous Markov models could overcome the
underestimation problem in all those cases in which the hypotheses at the core of
the model would properly describe the real evolutionary process of the analyzed se-
quences [29]. Moreover, in order to compare the evolutionary distances of different
pairs of molecular sequences, the authors also proposed to express the evolution-
ary distances in terms of expected number of substitution events per site rather than
the time necessary to transform a sequence into another [29]. In this section, we
will present the most general formula currently known in the literature to compute
the evolutionary distance from pairwise molecular sequences. To this aim, we shall
investigate now the dynamics of the THM model.

As shown in Zadeh and Desoer [84], (8.4) can also be expressed in closed for-
mula as:

P.t/ D eRt D ˝e�t˝�1; (8.5)

where ˝ is the eigenvector matrix of R, and � is the diagonal matrix of the eigen-
values of R. This fact suggests that the spectrum of P.t/ is the exponential spectrum
of R, i.e., the dynamics of P.t/ is univocally determined from the knowledge of the
spectrum of R [84].

It is worth noting that the Markov conservative hypothesis implies that the deter-
minant of matrix R is equal to zero, i.e., at least one of its eigenvalues is identically
zero. Moreover, since any k-leading principal sub-matrix of R, k < 4, has negative
determinant, for one of the Sylvester corollaries (see [6, p. 409]) all the remaining
eigenvalues are negative. Thus, as the spectrum of P.t/ is the exponential spectrum
of R, matrix P.t/ has at least one eigenvalue equal to 1, called the maximal Lyapunov
exponent, and three eigenvalues lying in the interval Œ0; 1�. The maximal Lyapunov
exponent prevents the presence of chaotic attractors and guarantees that, as t goes
to infinity, the generic entry pij.t/ is non-zero and independent on the starting state
i 2 � . In other words, the maximal Lyapunov exponent guarantees the existence of
four positive values �A, �C , �G , and �T , called equilibrium frequencies, such that

lim
t!1pij.t/ D �j 8 i; j 2 �:

The values �j constitute a stationary distribution and turn out to be useful to
measure the evolutionary distance between S1 and S2. In fact, denote O.t/ as a
matrix whose generic entry oij.t/, i; j 2 � , represents the probability that at a
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given site and time t , S1 is characterized by nucleotide i and S2 by nucleotide j .
Assume that O.0/ D ˘ , where ˘ denotes a diagonal matrix whose j th diagonal
entry is �j . Then it holds that:

oij.t/ D
X

k2�

p0ik.t/�kpkj.t/ 8 i; j 2 �; t � 0;

or equivalently

O.t/ D P0.t/˘P.t/ t � 0; (8.6)

where P0.t/ denotes the transpose of P.t/. Premultiplying for ˘�1 both sides of
(8.6) we have

˘�1O.t/ D ˘�1P0.t/˘P.t/ D ˘�1eR0t ˘eRt :

Since for any matrix function it holds that f .ABA�1/ D Af .B/A�1, we have

˘�1O.t/ D e˘�1R0t˘ eRt : (8.7)

If we assume that the hypothesis of time-reversibility holds, i.e.:

˘R D R0˘;

then ˘�1R0t˘ and Rt are commutative, and (8.7) becomes:

˘�1O.t/ D e˘�1R0t˘CRt : (8.8)

By applying the logarithmic matrix function to both members of (8.8) and premul-
tiplying for ˘ , we obtain

R0t˘ C˘Rt D ˘ log.˘�1O.t//:

As the negative trace of 2t˘R represents the expected number of substitution events
per site between S1 and S2, at time t the evolutionary distance dS1;S2

between S1

and S2 can be computed as:

dS1;S2
D �2t trŒ˘R� D �trŒ˘ log.˘�1O.t//�: (8.9)

Equation (8.9) is known as the general time-reversible (GTR) distance [48, 63] and
is the most general formula to quantify the similarity between molecular data using
a time-reversible Markov model of molecular evolution. It is worth noting that if in
one hand the hypothesis of time-reversibility simplifies the formalization of the evo-
lutionary process of a pair of molecular sequences, on the other hand its introduction
gives rises to important consequences. In fact, the hypothesis of time-reversibility
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implies that if we would compare two molecular data whose nucleotide frequencies
are in equilibrium, the probability that a nucleotide i undergoes a substitution to
nucleotide j would be equal to the probability that a nucleotide j undergoes a
substitution to nucleotide i . Thus, given a present-day molecular sequence and
its ancestral sequence, it would be impossible to determine which sequence is the
present and which is the ancestral one. Hence, the hypothesis of time-reversibility
removes the temporality from the evolutionary process. We shall show in the next
sections how the paradigms of phylogenetic estimation take advantage of this fact.
Below, we provide an example from [79] showing a possible application of (8.9).

8.2.2.1 Estimating Evolutionary Distances from Molecular Data:
A Practical Example

Consider the mitochondrial DNA sequences of human and chimpanzee showed in
Horai et al. [40]. The corresponding matrices O.t/ and ˘ are respectively

A C G T

O.t/ D

0
BB@

0:2889 0:0012 0:0131 0:0005

0:0012 0:2799 0:0001 0:0266

0:0131 0:0001 0:1180 0:0001

0:00005 0:0266 0:0001 0:2299

1
CCA

A

C

G

T

and

A C G T

˘ D

0
BB@

0:3037 0 0 0

0 0:3079 0 0

0 0 0:1313 0

0 0 0 0:2571

1
CCA

A

C

G

T:

The product ˘�1O.t/ is:

A C G T

˘�1O.t/ D

0

BB@

0:9513 0:0040 0:0430 0:0017

0:0040 0:9092 0:0003 0:0865

0:0995 0:0008 0:8989 0:0008

0:0030 0:1036 0:0004 0:8940

1

CCA

A

C

G

T
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and the corresponding logarithm matrix function log.˘�1O.t// is:

A C G T

˘�1O.t/ D

0
BB@

�0:0524 0:0042 0:0466 0:0016

0:0042 �0:1008 0:0002 0:0963

0:1078 0:0006 �0:1091 0:0007

0:00019 0:1154 0:0004 �0:1176

1
CCA

A

C

G

T:

The product ˘ log.˘�1O.t// is:

A C G T

˘ log.˘�1O.t// D

0
BB@

�0:0159 0:0013 0:0142 0:0005

0:0013 �0:0310 0:0001 0:0297

0:0142 0:0001 �0:0143 0:0001

0:0005 0:0293 0:0001 �0:0302

1
CCA

A

C

G

T

whose negative trace provides the evolutionary distance d D�t rŒ˘ log.˘�1

O.t//� D 0:09152.
The reader interested in more sophisticated applications of the GTR distance will

find useful examples in Lanave et al. [48], Rodriguez et al. [63], and Cantanzaro
et al. [10, 11].

8.3 The Least-Squares Paradigm of Phylogenetic Estimation

A paradigm of phylogenetic estimation is a quantitative criterion used to discern
a phylogeny from among plausible alternatives. One of the earliest paradigms was
introduced by Cavalli-Sforza and Edwards [15] and is known as the additive model
or the the least-squares model of phylogenetic estimation [9].

Cavalli-Sforza and Edwards observed that as molecular data provide the most
detailed anatomy possible for any organism, the diversity of life on Earth must be
reflected in them. Hence, if evolution of a set of molecular data from taxa could be
seen as a tree, then it could be described through a process that changes nucleotides
over time. The trajectories described by such a process would split as taxa diverges,
unite as taxa hybridize, end as taxa become extinct, and living taxa would be repre-
sented by the intercept of the process and the “now” plane (Fig. 8.2).

In general, we do not have a sampling of such a process over time but only
the knowledge of the living taxa. Hence, in absence of further information, one
may be able only to reconstruct the projection of the process onto the “now” plane
rather than the process itself. Note that altough the evolutionary process over time is
“directed,” its projection is not (Fig. 8.2). Thus, when the projection is consid-
ered, the direction of evolution is definitely missed. Nevertheless, the projection
of the evolutionary process constitutes still an important piece of information for
the analyzed taxa; for this reason, Cavalli-Sforza and Edwards proposed a possible
paradigm to recover it.
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Fig. 8.2 An evolutionary
process and its projection
onto the “now” plane – from
Cavalli-Sforza and
Edwards [15]

The authors first considered the problem of how to represent formally a
projection (phylogeny) of the evolutionary process. In order to remark the lack
of a direction in evolution, the authors proposed to remove the root and the orien-
tation in the edges of a phylogeny and represented it as an unrooted binary tree,
i.e., an undirected acyclic graph in which each internal vertex has degree three. The
degree constraint has not necessarily a biological foundation but helped the authors
to formalize the evolutionary process. In fact, given n taxa, the degree constraint
implies that the number of edges in a phylogeny T is .2n � 3/ and the number of
internal vertices is .n � 2/. To prove the claim note that as T is a tree, it holds that:

jEi .T /j C jEe.T /j D jVi j C jVej � 1; (8.10)

where Ee.T / and Ei .T / are the set of external and internal edges of T , respectively.
Moreover, since internal vertices have degree three, the following property holds:

2jEi.T /j C 2jEe.T /j D 3jVi j C jVej: (8.11)

Combining (8.10) and (8.11) it follows that jVi j D .n�2/ and jEi j D .n�3/. Thus,
a phylogeny T 2 T can be seen as an unrooted binary tree in which the n taxa
are the n leaves of T and the common ancestors are internal vertices of degree
three. It is worth noting that dealing with unrooted binary trees does not introduces
oversimplifications since it is easy to see that any m-ary tree can be transformed into
a phylogeny by adding “dummy” vertices and edges (e.g., see Fig. 8.3).

Cavalli-Sforza and Edwards encoded a phylogeny in T by means of an Edge–
Path incidence matrix of a Tree (EPT) (see [53, p. 550]) i.e., a network matrix
X having a row for each path between two leaves and a column for each edge.
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Fig. 8.3 The 4-ary tree (on the left) can be transformed into an unrooted binary tree by adding a
dummy vertex and edge (dashed, on the right)

Fig. 8.4 (a) An example
of a phylogeny of four taxa
(modeled as an unrooted
binary tree in which each
internal vertex has degree 3)
and its associated EPT
matrix (b)

eA eD

eCeB

e1

B

D

C

A

P Q

eA eB eC eD e1

Path AB 1 1 0 0 0
Path AC 1 0 1 0 1
Path AD 1 0 0 1 1
Path BC 0 1 1 0 1
Path BD 0 1 0 1 1
Path CD 0 0 1 1 0

a

b

The generic entry xrs;e of matrix X is equal to 1 if edge e belongs to the path prs

from leaf r to leaf s and 0 otherwise. As an example, Fig. 8.4b shows the EPT matrix
corresponding to the phylogeny shown in Fig. 8.4a. Hence, the authors proposed a
model in which each evolutionary distance drs, r; s 2 � , among pairwise molecular
data could be thought of as the resulting sum of mutation events accumulated on
edges belonging to the path prs linking taxa r and s on X. In other words, fixed a
phylogeny X and defined we as the amount of mutation events on edge e, Cavalli-
Sforza and Edwards asserted that:

Xw D D4; (8.12)

where w D fweg is the edge weight vector associated with X, and D4 is a
n.n � 1/=2 vector whose components are obtained by taking row by row the en-
tries of the strictly upper triangular matrix D D fdrsg.

In general, for a fixed matrix X, (8.12) may not admit solutions; for this reason,
the authors proposed the use of the ordinary least-squares (OLS) to find the entries
of vector w. Specifically, the authors suggested that the values �rs DPe2prs

xrs;ewe

should minimize the function,
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X

r;s2� Wr¤s

.drs � �rs/
2 D

X

r;s2� Wr¤s

 
drs �

X

e2prs

xrs;ewe

!2

;

i.e., minimize the quadratic error related to the approximation of the evolutionary
process with its projection. This condition holds when

w D X�D4;

where X� is the Moore–Penrose pseudo-inverse matrix of X. Thus, Cavalli-Sforza
and Edwards’ paradigm of phylogenetic estimation may be stated in terms of the
following NP-hard convex optimization problem [22]:

Problem 8.2. The ordinary least-squares problem (OLSP)

min
X2X ;w2R2n�3

f .X/ D
X

r;s2� Wr¤s

 
drs �

X

e2prs

xrs;ewe

!2

;

where X denotes the set of all possible EPT matrices coding phylogenies. We refer
the reader interested in a mathematical description of the necessary and sufficient
conditions that characterize the set X to [14].

8.3.1 Modified Least-Squares Paradigms of Phylogenetic
Estimation

A number of authors proposed some modifications to Cavalli-Sforza and Edwards’
model. Specifically, Fitch and Margoliash [31] observed that OLSP implicitly con-
siders the evolutionary distances drs among pairwise molecular data as uniformly
distributed independent random variables, a hypothesis that cannot be considered
generally true due to the common evolutionary history of the analyzed taxa and
the presence of sampling errors in molecular data. Hence, Fitch and Margoliash
proposed to modify Cavalli-Sforza and Edwards’ paradigm by introducing the quan-
tities !rs representing the variances of drs. They set !rs D 1=d 2

rs, r; s 2 � , and stated
the following paradigm:

Problem 8.3. The weighted least-squares problem (WLSP)

min
X2X ;w2R2n�3

f .X/ D
X

r;s2� Wr¤s

!rs

 
drs �

X

e2prs

xrs;ewe

!2

:

Later, Chakraborty [16] and Hasegawa et al. [38] proposed a very similar paradigm,
called the generalized least-squares problem (GLSP), in which the variances !rs are
replaced by the covariances of drs. Nowadays, GLSP has fallen into disuse due to
its statistical inconsistency problems [9].
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8.3.2 Drawbacks of the Least-Squares Paradigms
of Phylogenetic Estimation

Although the least-squares paradigm is a milestone in molecular phylogenetics,
it is characterized by a number of drawbacks. For example, Cavalli-Sforza and
Edwards’ paradigm returns a tree metric, i.e., a phylogeny whose edge weights
are non-negative [73, 80], whenever the distance matrix D satisfies the ultrametric
property

drs � maxfdrq; dqsg r; s; q 2 � W r ¤ s ¤ q

or the additive property

drs C dhk � maxfdrh C dsk; drk C dshg r; s; h; k 2 � W r ¤ s ¤ h ¤ k:

Specifically, when D is ultrametric or additive, the solution of Problem 8.2 is unique
and obtainable in polynomial time through the UPGMA greedy algorithm [74] or
the sequential algorithm [80], respectively.

Unfortunately, when D is generic (e.g., when it is obtained by means of the THM
model, see Sect. 8.2), the least-squares paradigm may lead to the occurrence of neg-
ative entries in the vector w, i.e., to a phylogeny that is not a tree metric [32, 47].
Negative edge weights are infeasible both from a conceptual point of view (a dis-
tance, being an expected number of mutation events over time, cannot be negative
[45]) and from a biological point of view (evolution cannot proceed backwards
[57, 77]). For the latter reason at least, non-tree metric phylogenies are generally
not accepted in molecular phylogenetics [35].

In response, some authors investigated the consequences of adding or guarantee-
ing the positivity constraint of edge weights in the least-squares paradigm.

Gascuel and Levy [33] observed that the presence of the positivity constraint
transforms any least-square model into a non-negative linear regression problem
which involves projecting the distance matrix D onto the positive cone defined by
the set of tree metrics (see also [5, p. 187]). Thus, the authors designed an iterative
polynomial time algorithm able to generate a sequence of least-squares projec-
tions of D onto such a set until an additive distance matrix (and the corresponding
phylogeny) is obtained.

Farach et al. [26] proposed an alternative approach to impose the positivity con-
straint. Specifically, the authors proposed to find the minimal perturbation of the
distance matrix D that guarantees the satisfaction of the additive or the ultrametric
property. Farach et al. [26] proposed the L1-norm and L1-norm to constraint the
entries of D to satisfy the additive (ultrametric) property, and proved that such a
problem can be solved in polynomial time when D is required to be ultrametric
under the L1-norm. By contrast, the authors proved that their approaches be-
come hard when an ultrametric or an additive distance matrix is required under
the L1-norm.
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Finally, Barthélemy and Guénoche [3] and Makarenkov and Leclerc [50] pro-
posed a Lagrangian relaxation of the positivity constraint to guarantee metric
trees. Both algorithms are iterative and apply to the OLSP and the WLSP, re-
spectively. Specifically, starting from a leaf, the algorithms generate a phylogeny
with a growing number of leaves by solving an optimization problem in which the
best non-negative edge weights that minimize the OLSP (respectively the WLSP)
are found. Both algorithms are polynomial time and characterized by a computa-
tional complexity of O.n4/ and O.n5/, respectively. FITCH, was also proposed by
Felsenstein [27].

A second and possibly more serious drawback of the least-squares is the statis-
tical inconsistency of some paradigms. Specifically, a part from the OLSP which
proves to be statistically consistent [23, 68], the only case in which the WLSP is
known to be consistent, is when the variances !rs are set to the inverse of the prod-
uct of two strictly positive constants ˛i and ˛j . By contrast the GLSP is generally
inconsistent [35].

8.4 The Minimum Evolution Paradigm
of Phylogenetic Estimation

Kidd and Sgaramella-Zonta [45] and Beyer et al. [4] independently proposed an
alternative paradigm known as the minimum evolution problem or the minimum evo-
lution paradigm of phylogenetic estimation [9].

The minimum evolution paradigm arises from Cavalli-Sforza and Edwards’
model but mainly differs for the way in which a phylogeny is chosen from among
possible alternatives. In fact, the minimum evolution criterion states that if the evo-
lutionary distances drs were unbiased estimates of the true evolutionary distances
(i.e., the distances that one would obtain if all the molecular data from the analyzed
taxa were available), then the true phylogeny would have an expected length shorter
than any other possible phylogeny compatible with D. Hence, the minimum evolu-
tion paradigm aims at finding the phylogeny whose sum of edge weights, estimated
from the corresponding evolutionary distances, is minimum [9].

It is worth noting that the minimum evolution criterion does not asses that
molecular evolution follows minimum paths, but states, according to classical
evolutionary theory, that a minimum length phylogeny may properly approx-
imate the real phylogeny of well-conserved molecular data, i.e., data whose
basic biochemical function has undergone small change throughout the evo-
lution of the observed taxa [4]. That evolution proceeds by small rather than
smallest changes is due to the fact that the neighborhood of possible alleles
that are selected at each instant of the life of a taxon is finite, and perhaps
more important, the selective forces acting on the taxon may not be constant
throughout its evolution [4, 80]. Over the long term (periods of environmen-
tal change, including the intracellular environment), small changes will not
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generally provide the smallest change. Thus, a minimum length phylogeny
provides a lower bound on the total number of mutation events that could have
occurred along evolution of the observed taxa.

Different versions of the minimum evolution paradigm are discussed in the lit-
erature on phylogenetics, and each one is characterized by its own edge weight
estimation model [9]. Specifically, we can distinguish between the least-squares
edge weight estimation model [24, 68, 69] and the linear programming edge weight
estimation model [4, 14, 80]. In the next sections, we shall analyze both families
in detail.

8.4.1 The Minimum Evolution Paradigm Under
the Least-Squares Edge Weight Estimation Model

The earliest minimum evolution paradigm of phylogenetic estimation was pro-
posed by Kidd and Sgaramella-Zonta [45] and exploits Cavalli-Sforza and Edwards’
model to estimate edge weights. The authors proposed to change the objective func-
tion of the OLSP with

f .X/ Dk w k1Dk X�D4 k1 (8.13)

giving rise to the following NP-hard convex optimization problem [9]:

Problem 8.4. The minimum evolution under least-squares problem (MELSP)

min
X2X f .X/ Dk X�D4 k1 :

Rzhetsky and Nei [68, 69] observed that the MELSP is statistically consistent, and
such a property is also guaranteed when considering a relaxed version of the objec-
tive function in which edge weights are summed regardless their sign. However,
Swofford et al. [77] criticized the choice of taking into account negative edge
weights (or even their absolute value) in the objective function due to their bio-
logical unfeasibility. Thus, the authors proposed to replace the objective function
(8.13) with

f .X/ D
X

e2E.TDX/jwe�0

we :

Gascuel et al. [35] investigated the statistical consistency of Swofford et al. [77]
paradigm and obtained analogous results to Rzhetsky and Nei [68, 69]. At present,
Swofford et al. [77] paradigm is one of the most used versions of minimum evo-
lution, being implemented in the well-known software for phylogenetic estimation



164 D. Catanzaro

“PAUP” [76]. The software is able to solve exactly instances of the paradigm con-
taining upto 13 taxa and implements a hill-climbing metaheuristic to tackle larger
instances of the problem.

Recently, Desper and Gascuel [24, 25] formalized the most recent version of the
minimum evolution paradigm, called the Balanced Minimum Evolution problem
(BME). The paradigm is based on Pauplin [59] seminal work in which the au-
thor criticized the biological consideration at the core of the OLSP. In fact, Pauplin
noted that when computing the Moore-Penrose pseudo-inverse of the EPT matrix X,
some edges can be weighted more than others. Since there is no biological justifi-
cation for that, Pauplin proposed a new paradigm in which all edges of a phylogeny
were weighted in the same way. The resulting objective function does not depend
explicitly on edge weights and can be stated as follows:

f .T / D
X

r;s2� Wr¤s

drs

2�rs
;

where �rs is called the topological distance and denotes the number of edges be-
longing to the path between taxa r and s in a phylogeny T [9]. Hence, BME can be
stated in terms of the following optimization problem:

Problem 8.5. The Balanced Minimum Evolution Problem (BME)

min
T2T f .T / D

X

r;s2� Wr¤s

drs

2�rs
:

BME is known to be statistically consistent [24, 25] and its optimal solution sat-
isfies the positivity constraint whenever the distance matrix satisfies the triangular
inequality

drs � drqC dqs 8 r; s; q 2 � W r ¤ s ¤ q:

For the latter reason at least, finding the optimal solution to instances of BME is
highly desirable. Unfortunately, this task seems hard, although at present no infor-
mation about the complexity of BME is known in the literature.

Recent advances in the polyhedral combinatorics of BME led to solve exactly
instances containing up to 20–25 taxa [13]. However, the size of the instances an-
alyzable to the optimum is still far away from real needs; for this reason, the use
of clustering heuristics (Fig. 8.5), such as the neighbor-joining tree (NJT) ([70,75]),
is common to tackle large instances of BME. Possibly, future developments on the
polyhedral combinatorics of BME will provide fundamental new insights for the
development of more efficient exact approaches to solution of the problem.
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Fig. 8.5 Clustering heuristics: initially a graph-star is considered; subsequently two vertices (cir-
cled) are selected, marked (white vertices) and joined by an internal vertex. The algorithm is
iterated on the remaining black vertices until a phylogeny is obtained

8.4.2 The Minimum Evolution Paradigm Under the Linear
Programming Edge Weight Estimation Model

An alternative model to estimate edge weights in the minimum evolution paradigm
is provided by linear programming. The model was introduced by Beyer et al. [4]
and is based on the following motivation: if the evolutionary distances between pairs
of molecular data have to reflect the number of mutation events required to convert
one molecular sequence into another over time, then they must satisfy the triangle
inequality. Moreover, since any edge weight of a phylogeny is de facto an evolu-
tionary distance, also the entries of vector w must satisfy the triangle inequality.
This last observation imposes that for each path prs from taxa r and s in X, the
constraint

P
e2prs

wexrs;e � drs is satisfied. Hence, Beyer et al. [4] proposed a pos-
sible paradigm of phylogenetic estimation consisting of solving the following mixed
integer programming model:

Problem 8.6. The minimum evolution problem under linear programming (MELP)

min
X2X ;w2R2n�3

0C

f .X; w/ Dk w k1

s:t: Xw � D4:

MELP is a well-known APX-hard problem [26] for which the current exact
algorithms described in the literature provide solutions to instances containing
not more than a dozen taxa [14]. To the best of our knowledge, nothing is known
about the statistical consistency of MELP.

8.4.3 Drawbacks of the Minimum Evolution Paradigm
of Phylogenetic Estimation

There are mainly two drawbacks that affect the minimum evolution paradigm
of phylogenetic estimation: the “rigidity” of its criterion and the hardness of its
paradigms.
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As regards to the first drawback, some authors, among which notably Felsenstein
[29, p. 175], argued that the minimum evolution paradigms could prove unreliable as
it neglects rate variation when estimating edge weights. This major criticism could
be possibly overcome using non-homogeneous Markov models. Specifically, in a
non-homogeneous Markov model, the Chapman–Kolmogorov master equation be-
comes [84]:

PP.0; t/ D R.t/P.0; t/; (8.14)

whose integral is given by

P.0; t/ D IC
Z t

0

R.�/P.0; �/d�; (8.15)

where I denotes the identity matrix. The use of the integral (8.15) could prove
unpractical for an empirical use. However, note that (8.15) can be approximated
through the Peano–Baker sequence

P0.0; t/ D I

Pk.0; t/ D IC
Z t

0

R.�/Pk�1.0; �/d�; k D 1; 2; : : : (8.16)

since it is possible to prove that (8.16) converges to matrix P.0; t/ when k ! 1
[18]. Hence, under a non-homogeneous Markov model, the substitution probability
matrix could be easily computed by means of iterative procedures that appropriately
approximate (8.15).

Concerning the second drawback, it is easy to realize that the NP-hardness of the
minimum evolution paradigms constitutes a big handicap for the development of
exact solution approaches of practical use. Exact approaches are necessary to guar-
antee the optimality of a given solution and fundamental to investigate whether the
hypotheses at the core of a criterion are well suited to describe the evolutionary pro-
cess of the observed taxa. At present, most molecular datasets involve hundreds
of taxa, whereas the current exact solution approaches have difficulty to tackle
instances containing more than two dozen taxa (even smaller for the linear pro-
gramming paradigm). Increasing the size of the datasets analyzable to the optimum
is possibly one of the most challenging problems in molecular phylogenetics and
warrants for sure further research efforts.

8.5 The Likelihood Paradigm of Phylogenetic Estimation

One of the most used criteria of phylogenetic estimation is the likelihood crite-
rion. First formalized by Felsenstein [28], the likelihood criterion states that under
many plausible explanations of an observed phenomenon, the one having the highest
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probability of occurring should be preferred to the others. When the likelihood
criterion is applied to phylogenetic estimation, a phylogeny is defined to be optimal
(or the most likely) if it has the highest probability of explaining the observed taxa.
Thus, the likelihood paradigm consists of finding the phylogeny that maximizes a
stochastic function, called the likelihood function, modeling a set of evolutionary
hypotheses of the observed taxa.

The fundamental difference that distinguishes the likelihood paradigm from the
least-squares and the minimum evolution paradigms is the nature of the information
that it aims at finding. Specifically, if the least-squares and the minimum evolu-
tion paradigms aim at finding the best possible approximation of the projection of
the evolutionary process of the observed taxa, the likelihood paradigm aims at re-
constructing the most likely evolutionary process that originated the observed taxa.
Hence, if the phylogeny of the least-squares and the minimum evolution paradigms
is an unrooted binary tree, the phylogeny of the likelihood paradigm is a rooted
phylogeny, i.e., full binary tree having .2n � 1/ vertices.

Formally, the likelihood function is defined to be a recursive function of a fixed
rooted phylogeny T , a model of molecular evolution M and an observed data matrix
S D fsrcg, i.e., a matrix whose r th row represents the molecular sequence of the r-th
taxon. Defined the quantity

Lr
c.i/ D

�
1; if src D i

0; otherwise,

for each leaf r of T , each column c of S and each i 2 � , and the quantity

Lv
c.i/ D

2

4
X

j2�

Lv1
c .j /pij.tv1;v/

3

5

2

4
X

j2�

Lv2
c .j /pij.tv2;v/

3

5 ;

for each internal vertex v of T having v1 and v2 as children, the likelihood function
L.T; S; M / of T can be defined as

L.T; S; M / D
Y

c

2

4
X

j2�

L�
c .j /�j

3

5 ;

where � denotes the root of T . In the context of the likelihood paradigm, the ex-
pected numbers of substitutions per site tvh;vk

assume the analogous meaning of
edge weights in the least-squares and minimum evolution paradigms. Hence, when
a given model of molecular evolution is assumed to hold (e.g., the THM model),
finding the most likely phylogeny for a set of molecular sequences means maximiz-
ing the nonlinear (usually) non-convex stochastic function L.T; S; M / over all the
possible rooted phylogenies, and for each rooted phylogeny, over all the possible
associated edge weights tvh;vk

and substitution probabilities pij.tvh;vk
/.
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The NP-hardness of the likelihood paradigm [62] justified the development of a
number of approximate solution approaches typically based on hill climbing strate-
gies. Specifically, the strategies consist of a first phase in which the structure of a
best-so-far phylogeny is modified and a second phase in which the nonlinear opti-
mization of edge weights and the substitution probabilities is performed. The two
phases are consecutively iterated until a stopping criterion is satisfied (e.g., the num-
ber of iterations performed or the elapsed time) [7, 28, 64]. A systematic review of
the hill climbing strategies for the likelihood paradigm is out of the scope of the
present chapter and can be found in Bryant et al. [7].

Recent mathematical advances on the likelihood paradigm led to overcome
several limitations of the initial Felsenstein’s model, such as the absence of a rate
variation among sites [81] and the absence of correlated evolution among sites [61].
Moreover, several progresses have been done concerning the analysis of its sta-
tistical consistency and its idenfiability, i.e., the study of the conditions under
which the likelihood function is at least injective, an aspect markably related to
its consistency [7]. The reader may find useful to refer to Gascuel [32] and Gascuel
and Steel [34] for an overview of these aspects.

8.5.1 The Bayesian Paradigm of Phylogenetic Estimation

Given a dataset of molecular sequences, suppose we have sufficient empirical
evidence to assert that the evolution of the observed taxa followed a specific stochas-
tic process. Then, we could try to combine this a priori information with the
likelihood function in order to bias the search of the most probable phylogeny
through those solutions that fit the known evolutionary process. This idea is at
the core of the most recent likelihood-derived paradigm of phylogenetic estimation,
called the bayesian paradigm, and will be briefly described in this section.

Similar to the likelihood paradigm, the bayesian paradigm aims at finding the
phylogeny that has the highest probability to recover the evolutionary process of the
observed taxa. However, the selection of the most probable phylogeny is performed
in light of the a priori information. Specifically, the a priori information is usually
modeled by means of peculiar probability distributions, called prior distributions,
which mainly concern three parameters, namely: the topology, i.e., the structure of
the phylogeny, edge weights and the substitution probabilities. Defined

	 D ftvh;vk
2 R0C

W .vk ; vk/ 2 T; 8 T 2 T g;

as the edge weight space and

R D
8
<

:pij.t/ 2 Œ0; 1� W
X

j2�

pij.t/ D 1; 8 i; j 2 �; t 2 R0C

9
=
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as the substitution probability space, the bayesian paradigm considers the prior
distributions 
.T /, 
.t/, and 
.R/, to model the a priori information on T , 	,
and R, respectively. Selected an appropriate model of molecular evolution M , the
prior distributions are then combined with the likelihood function to provide a pos-
terior density function B.T; S; M / that represents the probability distribution of
phylogenies conditional on the observed data matrix S, the model M and the pri-
ors distributions 
.T /, 
.t/, and 
.R/. Maximizing B.T; S; M / is the goal of the
bayesian paradigm.

According to Bayes’ theorem, fixed a phylogeny Ti and denoted ti and Ri the
corresponding subspaces of edge weights and substitution probabilities, the mathe-
matical expression of the posterior probability B.Ti ; S; M / of Ti can be written as:

B.Ti ; S; M / D LR .Ti ; S; M /
.Ti/P
Tj2T LR .Tj ; S; M /
.Tj /

; (8.17)

where 
.Ti / denotes the prior probability of Ti , and LR .Ti ; S; M / denotes the
integral of the likelihood function L.Ti ; S; M / over all possible edge weights and
substitution probabilities [41], i.e.,

LR .Ti ; S; M / D
Z

ti

Z

Ri

L.Ti ; S; M /
.t 0/
.R0/dt 0dR0:

Hence, finding the optimal solution for the bayesian paradigm means finding the
phylogeny Ti , the associated edge weights and the substitution probabilities that
globally maximize the posterior probability distribution of phylogenies B.T; S; M /.
Since finding the maximum a posteriori phylogeny implicitly implies being able to
solve the likelihood paradigm, solving the bayesian paradigm is NP-hard [29].

The recursive nature of the likelihood function and the intractability of comput-
ing the denominator of Bayes’ theorem prevent an analytical approach to solution of
the bayesian paradigm. Hence, the maximum a posteriori phylogeny is usually com-
puted by means of a Markov chain Monte Carlo (MCMC) algorithm [30], i.e., an
algorithm that samples B.T; S; M / through a stochastic generation of phylogenies
in T ([49, 52, 83]). Sampling B.T; S; M / is extremely time consuming; therefore,
the bayesian estimations may take even weeks [42]. However, as observed by Yang
[82] and Huelsenbeck et al. [41, 43], the sampling process has also the indisputable
benefit of providing a measure of the reliability of the best-so-far solution found. In
fact, by sampling stochastically around the (best local) maximum a posteriori phy-
logeny T �, the bayesian paradigm could determine support values for the subtrees
of T �, i.e., measures of the posterior probability that the subtrees are true.

The bayesian paradigm is possibly the most complex among the phylogenetic
estimation paradigms currently available in the literature on molecular phyloge-
netics. The recent computational advances obtained by Ronquist and Huelsenbeck
[65] speeded up the execution of the MCMC algorithm and widened the use of the
bayesian paradigm. However, the lack of a systematic investigation of its statistical
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consistency and the unclear dependence of the posterior density function on the
a priori information [82] possibly make the bayesian paradigm still unripe for
phylogenetic estimation [1].

8.5.2 Drawbacks of the Likelihood and the Bayesian Paradigms
of Phylogenetic Estimation

The higher the complexity of a paradigm, the higher the number of draw-backs
that could arise, and the likelihood and the bayesian paradigms do not escape the
rule. Specifically, a number of computational and theoretical drawbacks affect the
two paradigms. The computational drawbacks mainly involve (i) the optimization
aspects of the likelihood function and (ii) the sampling process in the bayesian
paradigm. The theoretical drawbacks concern the evolutionary hypotheses at the
core of the likelihood and bayesian criteria.

As regards to the computational drawbacks, in Sect. 8.5 we have seen that find-
ing the most likely phylogeny for a set of taxa involves maximizing a nonlinear and
generally non-convex stochastic function over all the possible phylogenies in T ,
and for each phylogeny, over all the possible edge weights and substitution prob-
abilities. Notoriously, this task can be only performed in an approximate way, due
to a lack of general mathematical conditions that guarantee the global optimality
of a solution in nonlinear non-convex programming [21, 54]. Hence, although it is
possible (at least for small datasets) to enumerate all the possible phylogenies in T ,
it is not possible to optimize globally edge weights and the substitution probabilities
of a fixed phylogeny T . This fact may affect negatively the statistical consistency
of the likelihood and the bayesian paradigms. In fact, the local optima of the likeli-
hood function grows up exponentially in function of the number of taxa considered
[7, 19, 20]. Thus, fixed a phylogeny T , the global optimum of the likelihood function
is generally approximated by means of hill-climbing techniques that jump from lo-
cal optimum to another one until a stopping criterion is satisfied (e.g., the number of
iterations performed or the elapsed time) [7,28,64]. Assume that two phylogenies T1

and T2 are given, and let �1 and �2 be two vectors whose entries are edge weights
and the substitution probabilities associated to T1 and T2, respectively. Let z1 and
z2, the likelihood values of T1 and T2 for �1 and �2, respectively, and assume, with-
out loss of generality, that z1 > z2. Due to the local nature of the optima �1 and
�2, there could exists another local optimum, say O�2, such that Oz2 > z1 > z2. If
the hill-climbing algorithm finds O�2 before �2, then we will consider T2 as a better
phylogeny than T1, otherwise we will discard T2 in favor of T1. Hence, it is easy
to realize that if one of the two phylogenies is the true phylogeny, its acceptance
is subordinated to the goodness of the hill-climbing algorithm used to optimize the
likelihood function, and as a result the statistical consistency of the likelihood and
bayesian paradigms may be seriously compromised.

Some authors argued that multiple local optima should arise infrequently in
real datasets [64], but this conjecture was proved false by Bryant et at. [7] and
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Catanzaro et al. [12]. Specifically, Bryant et al. [7] observed that changing the model
of molecular evolution influences the presence of multiple optima in the likelihood
function, and Catanzaro et al. [12] showed a number of real datasets affected by
strong multimodality of the likelihood function. Despite the importance of the topic,
to the best of our knowledge nobody was able to propose a plausible solution to this
critical aspect.

A second computational drawback concerns the sampling process of the bayesian
paradigm. In fact, as shown in Sect. 8.5.1, the approximation of the posterior density
function is generally performed by means of a MCMC algorithm (e.g., the Metropo-
lis or the Gibbs sampling algorithm [30]) that performs random walks in T . The
random walk should be sufficiently diversified to sample potentially the whole T
and avoid double backs (i.e., to sample phylogenies already visited). Unfortunately,
despite the recent computational advances in the bayesian paradigm [65], no tech-
nique may guarantee a sufficient diversification of the sampling process. Hence, the
convergence to the maximum a posteriori phylogeny in practice becomes the con-
vergence to the best-so-far a posteriori phylogeny that can be arbitrarily distinct
from the true phylogeny (see [29, p. 296]).

As regards to the theoretical drawbacks, it is worth noting that the evolution-
ary hypotheses at the core of the likelihood and bayesian criteria of phylogenetic
estimation are at the same time their strength and their weakness. For example, if
a proposed model of molecular evolution matches (at least roughly) the real evo-
lutionary process of a set of molecular data, then the likelihood and the bayesian
paradigms could succeed in recovering the real phylogeny of the corresponding set
of taxa (provided a solution to their computational drawbacks). However, if it is
not the case, the paradigms will just provide a (sub)optimal solution for that model
that may completely mismatch the real phylogeny. This aspect becomes evident
e.g., in Rydin and Källersjö [67]’s article where, for a same dataset, two differ-
ent Markov model of molecular evolution are used and two different maximum
posterior phylogenies are obtained both having the 100% posterior probability of
supporting the true phylogeny. concerns in general all the paradigms discussed in
this chapter and possibly there is no easy solution for it.

Finally, a second theoretical drawback concerns the prior distributions of the
bayesian paradigm. In fact, it is worth noting that if on one hand a strength of the
bayesian paradigm is the ability to incorporate the a priori information, on the other
hand this information is rarely available, hence in practical applications the prior
distributions are generally modeled as uniform distributions, frustrating the potential
strengths of the paradigm [1]. Moreover, it is unclear what type of information is
well suited for a prior distribution; how possible conflicts among different sets of a
priori information can be resolved; and if the inclusion of prior distributions strongly
bias the estimation process. Huelsenbeck et al. [43] vaguely claimed “in a typical
Bayesian analysis of phylogeny, the results are likely to be rather insensitive to the
prior,” but this results was not confirmed by Yang [82] who observed that “[...] the
posterior probabilities of trees vary widely over simulated datasets [...] and can be
unduly influenced by the prior [...].” Possibly, further research efforts are needed to
provide answers to these practical concerns.
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8.6 Conclusion

The success of a criterion of phylogenetic estimation is undoubtedly influenced by
the quality of the evolutionary hypotheses at its core. If the hypotheses match (at
least roughly) the real evolutionary process of a set of taxa, then the criterion will
hopefully succeed in recovering the real phylogeny. Otherwise, the criterion will
miserably fail, by suggesting an optimal phylogeny that mismatch partially or to-
tally the correct result. Since we are far away from a complete understanding of
the complex facets of evolution, it is not generally possible to assess the superior-
ity of a criterion over others. Hence, families of estimation criteria cohabit in the
literature of molecular phylogenetics, by providing different perspectives about the
evolutionary process of the involved taxa.

In this chapter, we have presented a general introduction of the existing literature
about molecular phylogenetics. Our purpose has been to introduce a classification
scheme in order to provide a general framework for papers appearing in this area. In
particular, three main criteria of phylogenetic estimation have been outlined, the first
based on the least-squares paradigm, first proposed by Cavalli-Sforza and Edwards
[15], the second based on the minimum evolution paradigm, independently pro-
posed by Kidd and Sgaramella-Zonta [45] and Beyer et al. [4], and the third based
on the likelihood paradigm, first proposed by Felsenstein [28]. This division has
been further disaggregated into different, approximately homogeneous sub-areas,
and the basic aspects of each have been pointed out. For each, also, the most relevant
issues affecting their use in tackling real-world sized problems have been outlined,
as have the most interesting refinements deserving further research effort.
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de Bruxelles (U.L.B.), 2009
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Chapter 9
Population Stratification Analysis
in Genome-Wide Association Studies

Erika Salvi, Alessandro Orro, Guia Guffanti, Sara Lupoli, Federica Torri,
Cristina Barlassina, Steven Potkin, Daniele Cusi, Fabio Macciardi,
and Luciano Milanesi

Abstract Differences in genetic background within two or more populations are
an important cause of disturbance in case–control association studies. In fact, when
mixing together populations of different ethnic groups, different allele frequencies
between case and control samples could be due to the ancestry rather than a real
association with the disease under study. This can easily lead to a large amount of
false positive and negative results in association study analysis. Moreover, the grow-
ing need to put together several data sets coming from different studies in order to
increase the statistical power of the analysis makes this problem particularly impor-
tant in recent statistical genetics research. To overcome these problems, different
correction strategies have been proposed, but currently there is no consensus about
a common powerful strategy to adjust for population stratification. In this chap-
ter, we discuss the state-of-the-art of strategies used for correcting the statistics for
genome-wide association analysis by taking into account the ancestral structure of
the population. After a short review of the most important methods and tools avail-
able, we will show the results obtained in two real data sets and discuss them in
terms of advantages and disadvantages of each algorithm.

9.1 Introduction

A genome-wide association study (GWAS) is defined as an examination of ge-
netic variation across the human genome aimed to identify genetic associations
with observable traits or qualitative dichotomous traits. To date, several genome-
wide association studies have been performed to identify chromosomal regions
containing disease-susceptibility loci by detecting differences in allele frequencies
between affected (cases) and unaffected individuals (controls). Mapping genetic
loci with GWAS is based on linkage disequilibrium (LD), which is defined as a
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condition in which some combinations of alleles or genetic markers occur more or
less frequently than can be accounted by chance. LD indicates that alleles at differ-
ent loci on the same DNA strand are transmitted together. Leveraging on specific
“properties” of the single nucleotide polymorphisms (SNPs), like their high allelic
frequency and their unique position within the human genome, SNPs have been
shown to act as universal markers able to flag genes and/or chromosomal regions
potentially relevant for the disease under investigation. When a given SNP – or a
cluster of SNPs – shows a statistically significant difference in their allelic or geno-
typic frequency between cases and controls, this finding points to a role of the locus
mapped by those SNPs in the etiopathogenesis of the disease. If genetic variations
are more frequent in subjects with the disease, the variations are said to be posi-
tively “associated,” representing risk factors to develop the disease. The associated
genetic variations are then considered pointers to the region of the human genome
where the hypothetical disease-causing locus resides [1–4]. In case–control asso-
ciation studies, population stratification (PS) occurs when allele frequencies differ
between cases and controls due to ancestry differences, ethnic background or even
to “hidden” stratification. Population structure can lead to spurious findings between
a phenotype and unlinked candidate loci, causing either false positive or false neg-
ative results when analysing SNPs for association [5–7]. To control these issues,
different strategies have been proposed. Fst [8] and STRUCTURE [9] methods al-
low only detecting but not correcting the possible population substructure. Fst test
measures the population genetic differentiation and assesses the variation in the sub-
populations by quantifying the loss of heterozygosity. Fst strongly depends on the
number of SNPs used. STRUCTURE assigns subjects to discrete subpopulations
computing the likelihood a given genotype originated in each population. The ma-
jor limitations of STRUCTURE are the intensive computational cost on large data
sets if applied to genome-wide data sets and the sensitivity to the number of clus-
ters defined by users before analysis. Recently, Li et al. [10] proposed a likelihood
based algorithm that can substantially speed-up the calculations. Genomic control
(GC) [11], EIGENSTRAT, based on principal-component analysis (PCA) [12] and
Cochran–Mantel–Haenszel test (CMH) in PLINK [13] are the currently most com-
mon approaches used to correct PS in genetic association analysis. GC rescales the
association statistics by a common overall factor � (inflation factor) at each marker,
while EIGENSTRAT and PLINK use multivariate techniques designed to reduce
the data to a small number of dimensions, taking into account as much variabil-
ity as possible. These methods enable explicit detection and correction of PS on a
genome-wide scale. Limitations of GC depend on the uniform adjustment that may
be insufficient because it is not specific for each marker and for the related allele
frequency across populations. The threshold of inflation factor that allows consider-
ing a sample as sub-structured and the resulting association inflated by stratification
is, however, not universally defined. PCA appears to be widely used with STRUC-
TURE to analyse the population structure of different worldwide populations as
reported by Bauchet et al. [14], Tian et al. [15] and Price et al. [16] in European
and European-American populations. In several simulation study, the PCA method
was also the most powerful to control stratification effects using PCs as covariates



9 Population Stratification Analysis in Genome-Wide Association Studies 179

in a logistic regression model [12, 17–19]. Among these methods based on PCA,
EIGENSTRAT is the most widely used in GWAS [20–22]. Different studies pro-
posed alternative methods or integration to PCA [23–25]. These different methods
can use genotype information from a whole genome set of SNPs [16,19–22] or from
a set of selected informative markers (AIMs) [14, 15, 26, 27]. AIMs are defined as
markers that show larger allele frequency differences between ancestral populations.
There are currently several existing AIMs panels [5] that can be genotyped to esti-
mate genetic ancestry, but all panels are not equivalent and may also not be robust
enough in genetic studies with populations of unknown origins. In summary, there
is currently no definitive consensus about a common strategy to adjust for PS. The
goal of scientists studying genetic associations with a complex disease in samples
that may include different (ethnic) groups is to examine the population ethnic back-
ground and to correct for stratification to find the genetic variants really relevant for
the disease by avoiding false-positive associations. This chapter shows some exam-
ples looking into PS applying different methods to find the most efficient strategy
to correct the observed findings based on the detected genetic variance in two as-
sociation studies on schizophrenia. We assessed PS in the UCI sample composed
by about 200 subjects and in the available CATIE-NIMH sample [28], made up of
1,492 individuals. Both samples are composed of different ethnic groups.

9.2 Materials and Methods

9.2.1 Subject Collection and Genotyping

We performed case–control association study in two different samples with different
sizes: the UCI sample and the CATIE-NIMH sample.

9.2.1.1 UCI Sample

We studied 107 patients with chronic schizophrenia who have been recruited at the
University of California at Irvine (UCI). Schizophrenia was diagnosed according
to the criteria of the diagnostic and statistical manual of mental disorders (DSM)
IV using structured clinical interviews. In addition, 91 healthy controls matched
for age and gender have also been recruited at the UCI without any mental disease
according to DSM IV. Written informed consent was obtained and blood samples
collected from each patient and control. Eighty-four per cent of the individuals were
Caucasians, 4.5% were Asians and the remaining 11.5% were African-Americans.
Ethnic status was assessed by the clinician according to information about the place
of birth of each individual together with that of their parents and grandparents,
as well as their mother language. Genomic DNA was extracted from blood by a
standard procedure. Genotyping was performed at the Department of Science and
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Biomedical Technologies, University of Milan. For the genome-wide association
study, approximately 750 ng of genomic DNA was used to genotype each sub-
ject for 317503 Phase I Hap Map tagging SNPs on the Infinium HumanHap300
BeadArrays (Illumina, San Diego, USA). Samples were processed according to
the Illumina Infinium 2 assay. Briefly, each sample was whole-genome amplified,
fragmented, precipitated and hybridized overnight for a minimum of 16 h at 48ıC
to locus-specific probes on the BeadArray. Non-specifically hybridized fragments
were removed by washing while the remaining specifically hybridized DNA frag-
ments were processed for the single base extension reaction, stained and imaged on
an Illumina BeadArray Reader. Normalized bead intensity data obtained for each
sample were analysed with Illumina Beadstudio 2.0 software, which generated SNP
genotypes from fluorescent intensities using the manufacturer default cluster set-
tings [29, 30]. After removal of SNPs with no calls and those with a minor allele
frequency less than 0.01, we were left with 297197 SNPs with an average call fre-
quency rate of 98.9%.

9.2.1.2 CATIE-NIMH Sample

The CATIE-NIMH sample contains 741 schizophrenics of the CATIE project
matched with 751 controls collected from the NIMH Genetics repository 25, whose
genotype and phenotype data are available to the scientific community (www.
nimhgenetics.org). GWAS genotyping was conducted by Perlegen Sciences using
the Affymetrix 500K “A” chipset (Nsp and Sty) and Perlegen custom 164K chip:
each subject was genotyped for 495172 SNPs. In terms of ethnicity, 56.17% of
subjects are Europeans, 29.62% Africans and 14.21% are selected as other or more
than one racial category (American-Indian/Alaska Native, Asian, Black/African-
American, Native Hawaiian/other Pacific Islander, White and Hispanic/Latino).

9.2.2 Stratification Approaches

To detect the possible PS, we applied different methods listed in Table 9.1 where
for each method, the number of markers used, the statistical method on which are

Table 9.1 Methods for population homogeneity test

Software # markers Statistical method Detection/correction

STRUCTURE Limited Bayesian approach Detection
FST Limited/GW F statistics Detection
Genomic control Limited/GW T statistics Both
PLINK Genome-wide Cochran-Mantel-Haenszel Both
EIGENSTRAT Genome-wide Armitage trend test Both

GW genome-wide
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based and their ability to perform detection or correction of PS, are shown. Fst
and STRUCTURE methods allow only detecting but not correcting the possible
population substructure using a limited number of SNPs. GC, EIGENSTRAT, based
on PCA and CMH in PLINK are the currently most common approaches used to
correct for PS in genetic association analysis using a whole genome set of SNPs.

From the entire genome-wide SNP panel, we selected a set of 400 SNPs that
are unlinked to each other, not in regions of susceptibility to the disease of interest
and equally distributed across the genome and we applied Fst and STRUCTURE
methods.

9.2.2.1 FST

In population genetics, F-statistics describes the level of heterozygosity in a popula-
tion, more specifically the degree of a reduction in heterozygosity when compared to
Hardy–Weinberg expectation. F-statistics is defined by the ratio between observed
and expected value of heterozygous genotypes.

F D 1 � O.f .Aa//
E.f .Aa/

D 1 � O.f .Aa//
2nq

; (9.1)

where n is the frequency of major allele (A), q is the frequency of minor allele (a)
and the expected value is calculated at the Hardy–Weinberg equilibrium.

The F-statistics can be partitioned in two terms that are related to different levels
of population structure: FIS correlates the heterozygosity of individuals in the sub-
populations, whereas FST correlates the heterozygosity of subpopulation respect to
the total population. In order to identify the genetic diversity due to allele frequency
differences among population, we are interested in the FST term only. Fst test [8]
calculates the gene frequency variation in the subpopulation relative to that in the
total population by quantifying the loss of heterozygosity due to the existence of a
population structure.

FST D HT �HS

HT
; (9.2)

where HT is total expected heterozygosity and HS is the average heterozygosity
derived from each subpopulation. The value of FST is between 0 and 1; FST equal
to 0 means that all the subpopulations have the same allele frequencies and there is
no substructure. FST equal to 1 means that the subpopulations genetically diverge,
meaning that the relative allelic frequencies are different.

9.2.2.2 STRUCTURE

The STRUCTURE software, based on a Bayesian clustering approach, uses a lim-
ited set of unlinked genetic markers to assign individuals on the basis of their
genotypes to populations characterized by a set of allele frequencies at each locus,
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while simultaneously estimating population allele frequencies. First a clustering
algorithm estimates the number K of subpopulation in which the population is
structured. Then, using the estimated allele frequencies the likelihood that a given
genotype (for all individual and all locus) originates in a particular subpopulation
is calculated using a bayesian approach by calculating the conditional probability
P fxil D j jZ;P g where Z is the original population, P are the frequencies of all
the subpopulation and xi is the genotype of the individual i at the locus l . Finally,
the probabilityP.zi D k/ of each individual to belong to a particular subpopulation
is computed starting from the condition that all these probabilities are equal to 1=K ,
where zi is the population from which the individual i originates. Individuals of un-
known origin can be assigned to a specific population according to these likelihoods.
In this way, it is possible to estimate the substructure of the original population, but
it is not possible to correct for PS.

9.2.2.3 Eigensoft

The Eigensoft package (version 2.0 for Linux platform, Department of Genetics,
Harvard Medical School, Boston, USA) assesses stratification by performing a PCA
with the highest possible number of SNPs. PCA involves a mathematical procedure
that transforms a number of possibly correlated variables into a smaller number of
uncorrelated variables called principal components. The first principal component
accounts for as much of the variability in the data as possible, and each succeeding
component accounts for as much of the remaining variability as possible. PCA was
invented in 1901 by Karl Pearson30. PCA involves the calculation of the eigenvalue
decomposition of a data covariance matrix. Eigensoft uses PCA to reduce the num-
ber of variables that describe the sample (300K SNPs scattered along the genome) in
fewer dimensions that allow clustering the individuals on the basis of their genetic
variance. The package contains many tool, the most important for our task are the
smartpca and eigenstrat. SMARTPCA has been used to perform PCA on genotype
data and to generate eigenvectors (principal components, PCs) and eigenvalues. To
estimate the statistical significance of the population divergence in PC scores, anal-
ysis of variance (ANOVA) is performed among individuals divided in cases and
controls and also according to the ethnic groups. Along each PC, a comparison
between means and variances within subgroups (case/control and ethnic group) are
computed in order to estimate the population differences. We represent the scree plot
of the eigenvalues of PCA to evaluate which are the PCs that describe the largest
genetic variance and to confirm the ANOVA results. A scree plot is a simple line
segment plot that shows the fraction of total variance in the data as explained or
represented by each PC. We used the software to adjust genotypes and phenotypes
by variation attributable to ancestry along each PC, by computing residuals of linear
regressions. Adjusted genotype is given by:

g
.adj/
ij D gij � �iaj �i D

P
j ajgij
P

j a
2
j

; (9.3)
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where gij is the genotype of individual j at SNP i , aj is the ancestry (the eigenvec-
tor) of individual j along a given axis of variation and � is the regression coefficient
for ancestry predicting genotype across individuals at SNP i . Therefore, computed
association with Armitage chi-square statistics between genotypes and phenotypes,
both before and after PCA correction, results in two chi-square values for each
SNP and relative p values. If we compare the most significantly associated SNPs in
EIGENSTRAT, we observe that the results change if we correct using 3 or 9 PCs
(Table 9.10), while the results using 9 PCs and 10 PCs (where � is 1.000) are the
same.

9.2.2.4 PLINK and CMH

PLINK performs a complete-linkage hierarchical clustering based on genome-wide
identical-by-state (IBS) between any two subjects in order to cluster individuals into
homogeneous subsets using classical multi-dimensional scaling (MDS) to visualize
substructure. The CMH test is used for overall disease/gene association, controlling
for clusters, where the number of clusters is selected by the user. It is a chi-squared
value given by:

�2
CMH D

 
LX

iD1

ai �
LX

iD1

Ai

!2

LX

iD1

Vi

; (9.4)

where ai are the observed count of alles, Ai are the expected count and Vi are the
variance.

9.2.3 Genomic Control

GC 11 assumes that, in the presence of population substructure, the standard chi-
squared statistics used in case–control studies is inflated by an estimated inflation
factor (�) that is proportional to the degree of stratification. Computation of � is as
described in Devlin et al. [11]:

O� D median.Y 2
1 ; Y

2
2 ; : : : ; Y

2
L/

0:456
; (9.5)

where Y 2
i represents the chi-squared statistics of Armitage trend test forL unlinked

markers. Then, � value represents the median of chi-squared statistics divided by
0.456, the predicted median value of a central chi-squared distribution, A � value
above 1 indicates inflation in chi-squared statistics and, by definition, it is not
allowed to be more than 1 in a homogeneous sample.
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The program uses the lambda value to correct for background population
differences by rescaling the chi-squared statistics of the disease–marker associ-
ation test. GC corrects for stratification by adjusting association statistics at each
marker with a uniform overall inflation factor.

We applied the gc.perl software (Eigensoft package) that performs GC on chi-
squared statistics calculated with Eigensoft and PLINK (both before and after
stratification correction). We obtained for both EIGENSTRAT and PLINK statis-
tics the � inflation values and chi-squared statistics after scaling by � (for both
uncorrected and corrected statistics).

9.3 Results

9.3.1 Stratification Detection

We performed case–control associations studies for schizophrenia in two different
samples: the UCI sample, composed of 105 cases and 91 controls, and the CATIE-
NIMH sample composed of 741 cases and 751 controls [28]. The sample sizes are
different but both samples are composed of different ethnic groups. Prior to search-
ing for SNPs associated with schizophrenia, we used PCA of EIGENSOFT package
and MDS of PLINK to illustrate the genetic relatedness among individuals using the
top axis of variation and to gain insight into the differences associated with ethnic-
ity. Here, we report only PCA results, because MDS produced the same clustering.
Using PCA, individuals were clustered on the basis of the inter-individual genetic
variance. If we consider the sample partitioning in cases and controls, ANOVA for
population differences along each principal component revealed that cases and con-
trols in the UCI sample do not have significant differences along the PC (Table 9.2a)
because they are equally distributed in the clusters (Fig. 9.1a). On the contrary, in
the CATIE-NIMH sample, the ANOVA analysis revealed three major components,
and in particular PC2 and PC3 reflect the major variance between cases and controls
(Table 9.2a and Fig. 9.1). In the figures each point represents an individual. In the
panels a and b, the colors correspond to the subdivision in cases and controls (red
for cases and green for controls) both in UCI sample and CATIE-NIMH. In panel c,
the colors represent the three ethnic groups in the UCI sample: red for Caucasians,
blue for African Americans and green for Asians; while in the panel d, red shows

Table 9.2 p-Value of
ANOVA statistics for
population differences
along each eigenvector (PC)

(a) CA/CO (b) ETHNICITY
UCI CATIE UCI CATIE

PC1 0.303 0.0367 6.95E�17 0
PC2 0.039 8.54E�17 1.90E�18 0
PC3 0.427 5.87E�04 8.05E�06 5.30E�17
PC4 0.124 0.887 2.43E�03 0.855
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Fig. 9.1 The top two principal components (eigenvectors 1 and 2) for 107 patients with
schizophrenia and 91 healthy controls of UCI sample (a, c) and for 741 cases and 741 controls
of CATIE-NIMH sample (b, d)

the Europeans, green the Africans and blue the other or more than ethnicities in the
CATIE-NIMH sample. A significant p-value makes us reject the null hypothesis of
similarity between (a) cases and controls (CA/CO) and (b) ethnic groups, in both
UCI and CATIE-NIMH samples.

On the other hand, if we consider the samples according to ethnicities, ANOVA
statistics points to three major axis of variation in both samples (Table 9.2b). The top
two axes of variation (PC1 and PC2), representing most of the genetic variance in the
UCI sample (p < 10�12), are shown in Fig. 9.1c. Interestingly, individuals clustered
in accordance with their ethnic origins: in particular, PC1 provided good separation
between African-Americans and Caucasians, while PC2 separated Caucasians and
Asians. In the CATIE-NIMH sample, as shown in Fig. 9.1c, there is a subdivision
along the PC1 between European and Africans.

We represent the scree plot of the eigenvalues of PCA to evaluate which are the
PCs that describe the largest genetic variance and to confirm the ANOVA results.
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Fig. 9.2 Scree plot of eigenvalues for 50 principal components of EIGENSOFT analysis on (a)
UCI sample and (b) CATIE-NIMH sample. The value of eigenvalue represent the importance of
the related PC to describe the most genetic variance

A scree plot is a simple line segment plot that shows the fraction of total variance
in the data as explained or represented by each PC. In our case, in both samples, the
first three components describe most of the genetic variance (Fig. 9.2).

We can conclude that, in both samples, the positions of individuals in the PC
space strongly correlate with the ethnic/geographic distances between populations.
Then, we assessed with PCA and MDS that both samples are stratified. We con-
firmed the existence of a substructure with the STRUCTURE software (Fig. 9.3). In
the figure, we show the analysis results of (a) the single population of Caucasians
and (b) the entire sample. In the upper part, each individual is represented by a sin-
gle vertical line broken into K colored segments (greenDK1, redDK2, blueDK3),
with lengths proportional to each of the K inferred clusters. In (b) the numbers refer
to the populations: two are Asians, four the Africans and five the Caucasians. In
the lower part, each individual is represented by a point. The three edges of trian-
gle represent the KD3. In (b) the colors correspond to the prior population labels
(CaucasiansDgreen, AfricansDred and AsiansDblue). The estimated proportion of
ancestry in each population is given by the distance to the one edge of the triangle.
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Fig. 9.3 Summary plot of estimates of Q (estimated population ancestries) in UCI sample for
three clusters: (a) clustering obtained with a single ethnic group shows the homogeneity of each
group (b) clustering obtained with the entire sample shows the genetic divergence between groups

With STRUCTURE, we analysed each population sample separately (for instance,
in the UCI sample, Caucasians, Africans and Asians separately) as well as the en-
tire subset, using a subset of 400 selected markers. We observed that each single
population is homogeneous (Fig. 9.3a), even though it differs compared to the other
populations (Fig. 9.3b): if we consider a single ethnic group, we observe that the
individuals belong to a unique cluster (Fig. 9.3a), while for the entire sample the
software is able to distinguish the differences between the different ethnic groups
(supplementary Fig. 9.3b) as in the PCA plot (Fig. 9.1) with a limited number of
well-selected SNPs describing the genetic variance between different groups.
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9.3.2 Correction for Stratification

Once assessed the substructure of our sample, we performed a stratification correc-
tion using EIGENSTRAT and PLINK. Using EIGENSTRAT, the three statistically
significant axes of variation (PC1, PC2, PC3) that reflect the largest variance be-
tween individuals (Table 9.2 and Fig. 9.2) were used to correct the Armitage trend
chi-squared statistics for both samples. In the original CATIE paper, Sullivan et al.
used used 7 PCs to correct the association results. We also performed the CMH
test in PLINK controlling for the presence of clusters, which correspond to the
ethnicities/subdivisions in both samples (UCI: Caucasians, Africans and Asians;
CATIE-NIMH: Europeans, Africans and other/more than a single ethnicity). A
threshold of p < 10�4 was used to select the most significant associations for both
EIGENSTRAT and PLINK and to create a list of top SNPs to compare. Then, we
compared the resulting lists of the most significantly associated SNPs (p < 10�4).
Using EIGENSTRAT and PLINK uncorrected and corrected statistics (Table 9.3)
in both datasets, we identified three different kinds of SNPs: first, there are SNPs
that can be considered “true positive,” because they are associated before and after
correction. Then, there are SNPs that can be considered “stratified,” because they
are significant before correction but they are adjusted as not significant by PCA
correction (false positives). Finally, there are SNPs that become significant only
after the correction, while in absence of correction for PS they are hidden by strat-
ification: these can be considered “false-negatives.” If we compare the results, we
observe that in the UCI sample, PLINK identifies a larger number of false posi-
tives than EIGENSTRAT, while in the CATIE-NIMH sample, in which we removed
the outliers individuals, we find an opposite behavior because PLINK identifies a
larger number of true positives and false negatives than EIGENSTRAT that presents
a larger number of true positives. In the table, the row “COMMON” reports the
number of identical SNPs found significantly associated using both methods. The
values are the number of top SNPs and the percentage, in parentheses, relative to
the total. True positives are those SNPs that are strongly associated with disease;

Table 9.3 Top significantly associated (p < 10�4) SNPs with schizophrenia applying EIGEN-
STRAT and PLINK in UCI and CATIE-NIMH samples. In the table the following abbreviations
are used: ADassociated, NADnot associated, TPDtrue positive, FPDfalse positive, FNDfalse
negative, SDstratified, NSDnot stratified

# TOT top
significantly

A NS TP A S FP NA NS FN associated SNPs

CMH (PLINK) UCI 12 (17.65) 44 (64.71) 12 (17.65) 68

CATIE 1,598 (68.48) 198 (8.45) 539 (23.07) 2; 332

EIGENSTRATa UCI 11 (28.21) 17 (43.59) 11 (28.21) 39

CATIE 26 (8.49) 249 (81.37) 31 (10.13) 306

COMMON UCI 8 (7.48) 11 (10.28) 4 (3.74) 107

CATIE 21 (0.80) 21 (0.80) 6 (0.23) 2; 638

aThe values refer to the results after outliers removal
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Table 9.4 Comparison of the number of the most significant as-
sociated SNPs (p < 10�4) after correction with EIGENSTRAT
keeping (a) or removing (b) the outlier individuals

A NS TP A S FP NA NS FN

(a) With outliers 31 1,612 30
(b) Removed outliers 26 249 31

false positives are the SNPs considered stratified because they are adjusted as not
significant by PCA correction; false negatives are the SNPs that became significant
only after the correction, due to the presence of stratification noise that hides the
putative true association.

Notably, we observed that in EIGENSTRAT, the number of false positives de-
creases markedly if we remove the outliers (Table 9.4).

To consider an individual as an outlier, the default value of the parameter � of the
smartpca software (i.e., the number of standard deviations which an individual must
exceed along one of the top three principal components) must be equal or higher
than 6.0. The values shown in the table are the number of the top SNPs. True pos-
itives are those SNPs that are strongly associated with disease; false positives are
the SNPs considered stratified, because they are adjusted as not significant by PCA
correction; false negatives are the SNPs that became significant only after the correc-
tion, due to the presence of stratification noise that hids the putative true association.

In the UCI sample, PLINK and EIGENSTRAT share eight SNPs truly associ-
ated with disease, 11 SNPs that are stratified and four SNPs that are false negatives
(Table 9.3). In the CATIE sample, we observe the presence of 21 SNPs associated
with disease, 21 false positives and six false negatives that are common between the
two methods (Table 9.3). As a preliminary step of an association analysis, it is useful
to focus on the overlapping true positive and false negative SNPs detected from both
methods to increase the reliability/confidence of SNPs significantly associated with
the disease. However, it is relevant also to compare the differences and understand
why the methods give different results. We applied GC implemented in Eigensoft
on the respective Armitage chi-squared statistics and the GC of PLINK on the basic
allelic test chi-square (both with a 1 degree of freedom). In particular, GC corrects
for stratification by adjusting association statistics at each marker with a uniform
overall inflation factor by rescaling the chi-squared statistics of the disease-marker
association test: in the results of the most significantly associated SNPs, we can
find only true positive and false positive SNPs but not false negatives, because the
GC correction provides only a rescaling of unadjusted results (Table 9.5). The row
“COMMON” reports the number of identical SNPs found significantly associated
using both methods. The value are the number of top SNPs and the percentage, in
parentheses, relative to the total. True positives are SNPs that are strongly associ-
ated with disease; false positives are the SNPs considered stratified because they are
adjusted by PCA correction; false negatives are the SNPs that became significant
only after the correction, due to the presence of the stratification noise that hides the
true association.
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Table 9.5 Top significantly associated (p < 10�4) SNPs with schizophrenia applying genomic
control (GC) on the basic allelic chi-squared statistics (PLINK) and on the Armitage chi-squared
statistics (EIGENSTRAT), in UCI and CATIE-NIMH samples

# TOT top
significantly

A NS TP A S FP associated SNPs

Basic allelic �2 statistics (PLINK) UCI 16 (29.57) 40 (71.43) 56

CATIE 161 (8.97) 1,633 (91.03) 1; 794

Armitage �2 statistics (EIGENSTRAT)a UCI 13 (46.43) 15 (53.57) 28

CATIE 6 (2.18) 269 (97.82) 275

COMMON UCI 9 (10.71) 7 (8.33) 84

CATIE 5 (0.25) 138 (6.67) 2; 069

aThe values refer to the results after outliers removal

Table 9.6 Top significantly associated (p < 10�4) SNPs with schizophrenia applying genomic
control (GC) on the basic allelic chi-squared statistics (PLINK) and on the Armitage chi-squared
statistics (EIGENSTRAT), in UCI and CATIE-NIMH samples

# top significant SNPs
after GC correction on # COMMON
allelic chi-squared # top significant SNPs significantly associated
statistic after CMH correction SNPs

UCI 16 24 10

CATIE 161 5; 926 161

The values refer to the results after outliers removal

We observe that the GC applied on chi-squared statistics of EIGENSTRAT
(Armitage chisquare statistics) and PLINK (basic allelic test chi-square) produces
datasets composed of different top SNPs: there are only nine true positive and seven
false positive across 84 significantly associated SNPs that are common between the
two statistics from both methods. This may depend also from the specific association
statistics on which GC is applied, because the statistics of Armitage test (EIGEN-
STRAT) and basic chi-square (PLINK) are obtained by different algorithms.

To evaluate whether the GC correction shows similar results with CMH test
(Table 9.6) and EIGENSTRAT (Table 9.7), we compared the results: we observe
that GC applied on the allelic chi-square shares with CMH test 10 SNPs (33.3%) in
UCI sample (Table 9.6), while in the CATIE sample, all the 161 top SNPs (2.7%)
obtained with the GC correction are top SNPs also using the CMH correction. On
the other hand, GC and EIGENSTRAT correction on Armitage chi-square statis-
tics present eight common SNPs (29.6%) in the UCI sample and four (6.8%) in the
CATIE sample that are common between the two methods.

To assess the power of EIGENSTRAT and PLINK to correct for substructure and
to verify the results, we calculated the genomic inflation factor � on the association
results for both samples (Table 9.8).

The � value above 1 indicates inflation in chi-squared statistics and, by definition,
� is not allowed to be more than 1 in a homogeneous sample. In the UCI sample,
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Table 9.7 Comparison of the number of the most significant associated SNPs after correction with
GC and correction using 3 PCs in EIGENSTRAT

# top significant SNPs
after GC correction on # top significant SNPs # COMMON
allelic chi-squared after EIGENSTRAT significantly associated
statistic correction SNPs

UCI 13 22 8
CATIE 6 (102) 57 (61) 4 (3)

In the columns of EIGENSTRAT, the values refer to the results after outliers removal whereas the
values in parentheses refer to the results without removal of outliers

Table 9.8 Genomic inflation factor, values, calculated on PLINK and EIGENSTRAT chi-squared
association statistics in UCI (a) and CATIE-NIMH (b) sample, both before and after using 3 PCs
to correct

(a) UCI (b) CATIE-NIMH
PLINK EIGENSTRAT PLINK EIGENSTRAT

Before correction 1.136 1.075 1.737 1.757
After correction 1.012 1.008 1.639 1.046

both methods are able to correct for PS because the � value is close to 1. On the con-
trary in the CATIE-NIMH sample, the chi-squared statistics of PLINK is inflated by
substructure also after correction (� D 1.639). This finding can explain the previous
results (larger number of true positives and false negatives in Table 9.3) and shows
that the CMH method in PLINK may not be powerful enough to correct for PS.
This can be due to the dependence of CMH test from the user-defined number of
cluster that cannot identify the presence of some hidden stratification. Indeed, if we
set the number of clusters to 3 (Europe, African and other ethnicities), we are not
able to find out the substructure within the group “other or more than one ethnicity.”
Considering the inflation factor �, an open issue is how to choose an appropriate
threshold of inflation factor to consider a sample as substructured and the resulting
association inflated by stratification. To understand this, we calculated the � value
in EIGENSTRAT for UCI and CATIE-NIMH sample (Table 9.3) on the chi-squared
statistics after correction using 1–10 PCs (Table 9.9).

In the UCI sample, the calculated � value using as covariates the three major
components (see ANOVA statistics in Detection stratification) has a value of 1.008
but � decrease to 1.000 only using nine PCs as covariates. On the other hand, in
the CATIE-NIMH sample, we do not reach the limit of 1 also using 10 PCs (1.033)
either keeping or removing outlier individuals. If we compare the most significantly
associated SNPs in EIGENSTRAT, we observe that the results change if we correct
using 3 or 9 PCs (Table 9.10), while the results using 9 PCs and 10 PCs (where � is
1.000) are the same.

Then, the problem is how much � can deviate from 1 to consider stratification
present and also if we can accept the results corrected using 3 PCs as not inflated
by stratification, because we can observe that a little fluctuation of the � value can
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Table 9.9 Inflation factor (�)
values calculated in
EIGENSTRAT chi-squared
statistics after correction
using 1 PCs (K1) to 10 PCs
(K10) in the UCI sample and
in the CATIE-NIMH sample.
In the CATIE-NIMH sample
we show the results both
without or with removal of
outliers

�

CATIE-NIMH CATIE-NIMH
UCI (COutliers) (�Outliers)

K1 1.063 1.067 1.098
K2 1.01 1.067 1.036
K3 1.008 1.046 1.036
K4 1.005 1.041 1.035
K5 1.002 1.04 1.036
K6 1.001 1.038 1.034
K7 1.001 1.038 1.034
K8 1.003 1.037 1.033
K9 1 1.037 1.033
K10 1 1.037 1.033

Table 9.10 Comparison of most significantly associated SNPs
in chi-squared statistics of EIGENSTRAT after correction with
3 or 9 PCs, in the UCI sample

A NS TP A S FP NA NS FN

K3 11 17 5

K9 7 21 15

K3 and K9 5 11 6

cause a loss or gain of significantly associated SNPs and then to genes associated
with disease (Table 9.10). In particular, higher the lambda value higher is the cor-
rection factor for chi-squared statistics. Given a fixed threshold for the significance
(p-value<10E�4), the number of significantly associated SNPs decreases with an
increased value of inflation factor.

9.4 Conclusions

Case–control studies are hampered by PS that can occur in populations and can lead
to significant associations being detected at loci that have nothing to do with dis-
ease. There is currently no consensus about the effectiveness of a specific strategy
that allows to correct for PS. Our goal, studying different populations and com-
plex diseases, is to find an efficient strategy that allows us to correct our ethnically
mixed samples and thus to avoid false-positive genotype–phenotype associations.
Our current study shows an application of different methods to measure stratifica-
tion when genotyping thousands of genetic markers in two American case–control
samples composed of different ethnic groups. The study, involving PCA and MDS
identification of different subpopulations in our samples, provided additional insight
into the substructure of American populations and differences among various ethnic
groups that may impact our understanding of the genetics of complex diseases. We
also emphasize the importance of controlling substructure in the ascertainment of
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putative associations between genes and disease. Notably, without the correction for
substructure in our study, some SNPs would have appeared as strong candidates for
schizophrenia even though the large differences in allele frequency for these SNPs
were largely due to differences in allele frequency among different population sub-
groups. The stratification correction allows to correct for false-positive associations,
but it also may help in rescuing potential false-negative associations as shown in
Tables 9.3 and 9.8. We also noted that the effects of PS increase with increasing
sample size: as we saw in the simulation with EIGENSTRAT (Table 9.3), the num-
ber of SNPs that are stratified and then corrected (false positives) is bigger in the
CATIE-NIMH than in the UCI sample.

A general assumption is that the � value of GC can be used to verify the power
of other stratification corrections as PCA or CMH methods: however, we observed
that the choice of the most appropriate threshold for � is very difficult, and even
small fluctuations of � can cause the gain or loss of different associated SNPs, and
then the results can change dramatically. Notably, only the PCA analysis in EIGEN-
STRAT is able to identify and correct the presence of some hidden stratification,
while CMH test in PLINK may not be powerful enough to correct for them because
it is dependent from the user-defined number of clusters which do not consider some
unknown hidden stratification.

We can conclude that:

� The main limitation of FST is that it strongly depends on the number of SNPs and
it assesses only the presence of PS without correction.

� The major limitations of STRUCTURE are the intensive computational cost on
large datasets if applied to genome-wide datasets, and the sensitivity to the num-
ber of clusters defined by users before analysis. However, it is based on a rigorous
Bayesian statistics.

� The limitation of CMH test is the dependence to the number of cluster. It cannot
identify and correct the presence of hidden stratification because the subgroups
are user-defined and not calculated by the software. However, it is applicable for
large genome wide dataset.

� The limitation of GC is that the correction (lambda) is uniform for all SNPs.
� The main advantage of eigensoft is the correction of both genotypes at each SNP

(not uniform) and phenotypes, but it strongly depends on the used-defined num-
ber of principal component along which the correction is performed.

Then we decided to use more than one, thus adopting the following procedure,
(shown also in Fig. 9.4):

1. Identification of population substructure using PCA in EIGENSTRAT or MDS in
PLINK, which allow clustering the individuals on the basis of genetic variance.

2. Verification of the results in STRUCTURE using the number of cluster identified
with PCA or MDS.

3. Correction of association study results with EIGENSTRAT, once identified the
statistically significant principal components that describes population diver-
gence. Then, having also performed CMH test for overall disease–gene asso-
ciation, controlling for clusters, the results are compared.
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Verification of the results in STRUCTURE

Results Comparison between the methods

Calculation of inflation factor on both chi-squared statistics

Verification of the genetic distribution and the allele frequency of each SNP in each ethnic group

Identification of Population Structure

Correction of association study results with
statistically significant principal-components
(EIGENSTRAT)

CMH test for overall disease/gene association,
controlling for clusters (PLINK)

Fig. 9.4 Workflow of PS analysis

4. The sets of significantly associated SNPs, obtained before and after correction,
are compared in order to identify the SNPs that are truly associated with disease,
the “stratified SNPs” related to the ethnicity and also the false negative significant
SNPs. It is useful, as preliminary step, to focus on the overlapping true positive
and false negative SNPs detected from both methods to increase the confidence
of SNPs really relevant for the disease. Later, it is relevant to compare and un-
derstand the differences between the methods.

5. Calculation of inflation factor on both association statistics
6. Verification, for each significant SNPs, of the genetic distribution and the allele

frequency in each ethnic group in order to filter out results with anomalies (for
example, SNPs with not represented alleles).
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Chapter 10
Predicting and Measuring the Sequence
Distribution of Addition Polymers

Maurizio S. Montaudo

Abstract The sequence distribution of poly(styrene), poly(methyl methacrylate)
and other addition polymers can be predicted, starting from the knowledge of poly-
merization reaction conditions. In many cases, the sequence distribution will be
Markovian (of the first or second order), but in other cases, it cannot be described by
Markovian statistics. Three examples of sequences falling in the latter class are dis-
cussed. All types of copolymers are considered: AB copolymers, ABC copolymers,
ABCD copolymers. As reaction time increases, polymerization dynamics becomes
less trivial. Additional parameters are required to describe how copolymer sequence
varies as the reaction yield (or the reaction time) increases. Nevertheless, reaction
products are conceptually simple points, and it is possible to follow their changes by
drawing their trajectories in a multidimensional phase space. The task of measuring
the sequence distribution is seldom trivial. Many examples of polymer sequencing
using NMR spectroscopy have been collected and discussed by Randall. Mass spec-
trometry is also used. Often sequence distribution information must be extracted
from experimental data. Flexible empirical models have been developed for this
aim. Mixtures of two bernoullian chains and mixtures of two markovian chains are
used. The pertubed markovian model features ", a perturbation factor. Some exper-
imental methods attempt to measure polymer sequence by partial degradation, i.e.,
by reducing the length of the chains until a mixture of tetramers, pentamers and
hexamers is obtained. This procedure yields a new copolymer, with a new sequence
distribution. The sequence of the undegraded polymer must be reconstructed from
the knowledge of the sequence of the partially degraded one.
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10.1 Introduction

Polymers are made of identical units that repeat themselves along the macromolecu-
lar chain. In branched polymers, the chain can be Y-shaped, X-shaped, etc. In linear
polymers the chain is straight, since linear polymers are characterized by the ab-
sence of branching points. Polymers are obtained reacting monomers. Copolymers
(see below) are obtained reacting co-monomers. Linear polymers made of more
than one million repeat units have been synthetized. For instance poly(siloxane)
and poly(ethylene). In oligomers, the chain is short (by definition). The dimer
contains two repeat units, whereas the trimer, tetramer and the pentamer contain
three four and five repeat units, respectively. Textbooks in polymer science classify
polymerization reactions in two groups, namely chain-growth polymerization and
step-growth polymerization [1–3]. In chain-growth polymerizations (also referred
to as addition polymerizations), the chain grows in a well-defined manner by adding
one monomer at a time. The monomer always contains a CDC bond (triple bonds
are not considered here). In step-growth polymerization, a small molecule (e.g.,
water, methanol or chloridic acid) is often eliminated. Furthermore, the chain grows
by adding monomers, but also dimers, trimers, and tetramers (for instance, a trimer
can react with a tetramer to form an heptamer). Figure 10.1 reports the structures
of three common polymers, namely poly(styrene), poly(methylmethacrylate) and
poly(ethyleneoxide). Binary copolymers are polymers constituted by only two types
of units, denoted by A and B, repeating themselves along the macromolecular chain.
In exactly alternating copolymers, the sequence is ABABABABABABABABA. In
random copolymers, A and B units are found at random along the chain. In block
copolymers, long AAAAAAA and BBBBBB blocks are present. The group of
block copolymers comprises diblock copolymers AAAAAAABBBBBBB, triblock
copolymers AAAAAAABBBBBBBAAAAAA and more complex copolymers.
A tri-penta-tapered copolymer is a copolymer which starts with a block of at
least five consecutive A units and ends with a block of at least five consecutive B
units and which possesses at least three AB heterodiads. It is obvious that triblock
copolymers and diblock copolymers are not tri-penta-tapered copolymer because
they do not fit in the definition. An interesting tri-penta-tapered copolymer is SS/DD
defined [4] as a taperered block copolymer that tapers from a polystyrene block to a
styrene-diene random copolymer to a polydiene block. Tri-penta-tapered copolymer
belong to a large class of copolymers called gradient copolymers. Moving along

Fig. 10.1 Structures of three common polymers, namely poly(styrene), poly(methylmethacrylate)
and poly(ethyleneoxide)
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the chain, the relative abundance of A and B units changes. For instance, a gra-
dient copolymer with units of styrene (ST) and butadiene (BU) was obtained [5].
The copolymer ends with a block of at least five consecutive ST units but it does
not start with five consecutive BU units, and, thus, it does not belong to the set of
tri-penta-tapered copolymers. In ABC and ABCD copolymers, three and four differ-
ent repeat units are found along the macromolecular chain, respectively. During the
years, various polymerization reactions have been developed, which yield different
sequences. Theories have been put forward to model polymerization reactions. It
will be shown that each theory predicts a different sequence. Thereafter, we will dis-
cuss experimental techniques for measuring the sequence of addition polymers. We
will concentrate on spectroscopic methods, namely fourier-transform infrared spec-
troscopy (FTIR), nuclear magnetic resonance (NMR) and mass spectrometry (MS).
Each measurement has advantages and disadvantages. These will be discussed too.

10.2 Sequence Prediction

A polymerization reaction is a chemical reaction in which reactants are transformed
in reaction products. The reactants are called the feed. The feed contains monomers
at a concentration ztot. In binary copolymers, the feed contains A and B at a con-
centration zA and zB, and thus the sum of the molar ratio of A and B units in the
feed fA C fB equals 1. In a similar manner, the sum of the molar ratio of A and B
units in the reaction products (i.e., in copolymer chains) cACcB equals one, indeed.
For chemical industries that produce and sell copolymers, optimization is impor-
tant. The temperature and the pressure inside the reaction vessel are continuously
monitored and varied during the course of the reaction. Often the reaction vessel
is equipped with a mechanical stirrer that ensures good spatial homogeneity for
both the reactants and the reaction products. The reaction vessel is opened at time
t D tadd, and some new reactants are added. The sequence of addition polymers can
be predicted, starting from the knowledge of all these reaction conditions. Papers on
this vast topic usually appear chemical engineering journals [6–8], but some papers
are published on macromolecular journals [9,10]. Unfortunately, the predictions are
invariably numerically oriented.

On the other hand, some polymerization reactions can be described by simple
models, so simple that an algebraic solution can be derived. In the following, we
shall describe them and we will derive an analytical prediction for the sequence of
the reaction products. In order to cast the prediction in a homogeneous form, the
sequence must be carefully normalized. Let us consider a medium-sized polymeric
sample (e.g., 100 g) made of medium-sized chains and focus on the probability of
occurrence of a particular sequence XXXX. The weight (in grams or milligrams),
WXXXX, of an oligomer with that specific sequence can be safely factored in two
parts:

WXXXX D MMD.s/IXXXX; (10.1)
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where s is the size of the sequence, MMD.s/ is the distribution of molar masses and
IXXXX is the normalized probability. MMD.s/ has the same dimensions of WXXXX,
whereas IXXXX is dimensionless. In AB copolymers, X can take two values XDA
and XDB. In ABC copolymers, X can take three values XDA; XDB and XDC.
A sequence made of three repeat units is called triad. Tetrads, pentads, hexads and
heptads are sequences made of four, five, six and seven repeat units, respectively.
WXXXX and IXXXX are square matrices for dyads in binary copolymers, for triads in
ABC copolymers, for tetrads in ABCD copolymers, for L-ads when the length of
the sequence is L. In the other cases, WXXXX and IXXXX are rectangular matrices.

The MMD can be measured by chromatography, by MS or by other means
[1–3]. MMD averages are very important. The number-average molar mass, NQn,
is given by:

NY
n
D
�X

mi Ni

�.�X
Ni

�
(10.2)

In a similar manner, the weight-average molar mass, NQw, is given by:

NY
w
D
�X

.mi /
2 Ni

�.�X
mi Ni

�
; (10.3)

where all summations span over all masses (from one to infinity). The above equa-
tions can be used to measure the MMD of a polymer sample by simply measuring
the abundance Ni of each macromolecular chain with mass mi . The most impor-
tant MMD is the Schulz–Flory MMD, which is a decreasing exponential. The ratioNQ

w= NQn takes the value 2. The Schulz–Zimm MMD function is given by the product
of a power-law and a decreasing exponential:

MMD.s/ D anofa.s/˛exp.�s=�/; (10.4)

where ˛ and � are two adjustable parameters and anofa is a suitable normalization
factor. The MMD averages, computed using the definition, turn out to be:

NY
n
D �.˛ C 1/=� (10.5)

NY
w
D �.˛ C 2/=�; (10.6)

where � is the mass of the repeat unit. In the case of poly(styrene), poly(methyl
methacrylate) and poly(ethyleneoxide) (see figure), � is 108, 100 and 44 g mol�1,
respectively

10.3 Free-Radical Copolymerization

Among chain-growth polymerization reactions (also referred to as addition poly-
merizations), free-radical copolymerization is the most common [1–3]. Figures 10.2
and 10.3 report in a concise manner the chemical reactions that occur in free-radical
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Fig. 10.2 Structures of two common initiators, namely 2,20-azobis(isobutyronitrile) (AIBN for
brief) and dibenzoyl peroxide (BPO for brief) along with the chemical reactions which occur during
their thermal scission. It can be seen that each initiator molecule produces two radicals
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Fig. 10.3 The chemical reactions which occur in free-radical copolymerization process. The two
monomers are ethylene derivatives in which the first carbon atom does not have substituents

copolymerization process. The two monomers are ethylene derivatives in which the
first carbon atom does not have substituents. The second carbon atom has one or
two substituents, R1 and R2. For styrene, R1 D H and R2 D phenyl ring. On
the other hand, for methylmethacrylate, R1 D methyl and R2 D methacrylate.
An initiator, I�, is present in the mixture. Similar to a catalysts, it starts the reac-
tion. However, the initiator acts in a different manner since it takes part in the
reaction. Figure 10.2 reports the structures of two common initiators, namely 2,20-
azobis(isobutyronitrile) (AIBN for brief) and dibenzoyl peroxide (BPO for brief). It
also reports the chemical reactions that occur during their thermal scission. It can
be seen that each initiator molecule produces two radicals. When photo-scission is
required, other initiators are used, e.g., 2,20-azobis(cyclohexane-l-carbonitrile). As
the reaction goes on, the monomer is transformed into polymer. Figure 10.3 also re-
ports a scheme of the polymerization reaction. In the initiation process, the initiator
attacks one of the two monomers to form a initiator–monomer entity (see figure). In
the propagation process, the latter reacts n times with a monomer to yield a growing
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free-radical chain made of n comonomers (see figure). The chemical reaction that
ends the polymerization process is called termination. The reaction can be transfer
to monomer, transfer to solvent, single-chain termination or two-chain termination.
The latter is also called coupling for the following reason: the reactive head of a
growing radical chain of size s1 attacks the reactive head of a growing radical chain
of size s2 to produce a stable chain of size s1 C s2. In addition polymerization, the
monomer and the repeat unit are almost identical (the difference is in the type of
bond between the two carbon atoms), and therefore the former and the latter will be
denoted by M and M , respectively. An important quantity is � , the monomer-to-
polymer conversion also referred to as the polymerization yield or simply the yield.
When � is very high (close to 100), the molar ratio of A units in the chain, cA,
must necessarily reflect the molar ratio in the monomer feed, fA (monomers cannot
disappear). On the other hand, in 1940–1950, researchers noted that if one stops the
reaction at low conversion, cA in general differs from fA. This implies that the prop-
agation process is preferential and that the rates at which monomer A and monomer
B are included in the growing chain are different. The relationship between fA and
cA is called the instantaneous composition equation.

cA ¤ fA (10.7)

The propagation process is preferential and this implies that fA is a function of t

(the reaction time). Initially fA takes the value fA.0/. At intermediate conversions,
it takes the value fA.t/. Different theories have been proposed to model the free-
radical copolymerization and they all predict different copolymer sequences. Many
theories deal with free-radical copolymerization. A review by Kuchanov with more
than 340 references on the quantitative theory of free-radical copolymerization [11]
appeared in 1992. We will now discuss the principal models.

10.4 The Terminal Model

In the terminal model (sometimes referred to as the ultimate model), the rate con-
stants of monomer addition to the growing copolymer radical depends exclusively
on the monomer to be added and on the type of its terminal unit. Thus, there are four
different propagation reactions

��M 1 CM1

k11! ��M 1M 1 (10.8)

��M 1 CM2

k12! ��M 1M 2 (10.9)

��M 2 CM1

k21! ��M 2M 1 (10.10)

��M 2 CM2

k22! ��M 2M 2; (10.11)

which define four different rate constants of propagation k11; k12; k21; k22. It is intu-
itive that the sequence of the copolymer resulting from reactions depicted in (10.11)
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is a first-order Markov chain with an associated 2 � 2 P-matrix and that the four
P-matrix elements are

PAA D k11fA=g2a PAB D k12fB=g2a (10.12)

PBA D k21fA=g2b PBB D k22fB=g2b ; (10.13)

where g2a D k11fA C k12fB and g2b D k21fA C k22fB. In order to proof this
intuitive result in a formal manner, it is necessary to introduce definitions for the
statistical process and to demonstrate that it converges towards a stationary vector.
The stationary sequence possesses an associated composition:

cA=cB D PAB=PBA (10.14)

The above equation does not lend itself to immediate comparison with the equation
cA ¤ fA (see (10.7)). Fortunately, it can be recast in an equivalent (more explicit)
form:

cA D r1fA.t/2 C fA.t/fB.t/

r1fA.t/2 C r2fB.t/2 C 2fA.t/fB.t/
; (10.15)

where fA is now time-dependent (the sum fA.t/ C fB.t/ always equals one) and
where r1 and r2 are the so-called reactivity ratios [1–3]. Equation (10.15) is the
well-known instantaneous composition equation for the terminal model. The termi-
nal model is extremely popular. Equations have been used in thousands of reports.
Brar and coworkers used the terminal model in a systematic manner for copolymer
sequencing by NMR and published more than 50 reports. Among others, reports
on three copolymers containing N -vinylcarbazole units, on three copolymers con-
taining trans-4-acryloyloxyazobenzene units, on acrylonitrile-hexyl methacrylate
[12], on vinyl acetate-glycidyl methacrylate [13], on acrylonitrile-methyl acrylate
[14], on acrylic acid – vinylacetate [15] on hydroxyethyl methacrylate – methyl
acrylate [16].

10.5 The Bivariate Distribution

Let W.m; n/ denote the weight of the copolymer chains of the type AmBn (which
are made of m repeat units of type A and n repeat units of type B). The overall
mass of the chain is gall D m�A C n�B, where �A and �B are the molar masses of
the two repeat units. One usually assumes that all copolymer molecules produced
instantaneously have the same composition. However, this is not true. Since the size
s D m C n of a copolymer is finite, the compositions cannot be all identical. In
order to quantify this effect, one can introduce y, the deviation from the average
composition, defined as y D cA � m

s
. In order not to loose adherence with experi-

mental measurements, it is mandatory to transform W.m; n/ into Ws.y/, the weight
(in grams or milligrams) of the polymeric chains which possess a size in the range
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Œs; sCds� and a composition deviation in the range Œy; yCdy�. Ws.y/ is the bivari-
ate distribution of chain sizes and compositions. Integrating over sizes the bivariate
distribution, one obtains CODIHI, the compositional distribution histogram.

CODIHI D
Z

Ws.y/ds0 (10.16)

The term histogram has historical roots. In fact, the first measurements were
extremely time-consuming, and the researchers were forced to use compositional
ranges of 0.05 or even 0.10. When the CODIHI is not bimodal, the following
approximation holds:

FWHM / �; (10.17)

where FWHM is the full width at half maximum and �2 is the variance of the
CODIHI. A difficulty often arises. Some experimental apparata measure molar frac-
tions and not weight fractions. There are two solutions to this problem. One can still
use the definition in (10.16), along with the relationship W.m; n/ D gallI.m; n/ �
sI.m; n/, which relates molar fractions and weight fractions. As an alternative, one
may introduce the copolymer composition distribution (CCD) [17]:

CCD D
Z

s�1Ws.y/ds0 (10.18)

The two solutions seem totally different. However, taking the first derivatives of
(10.16) and (10.18), one finds the relationship which relates molar fractions and
weight fractions. This implies that they are equivalent.

In the terminal model, W.m; n/ is given by the product of s P-matrix elements:

W.m; n/ D MMD.s/
X

a00.PAA/n1.PAB/n2.PBA/n3.PBB/n4; (10.19)

where the summation spans over n1; n2; n3; n4 and a00 is an integer number. Group-
ing together all sequences with the same values of n1, n2, n3, n4, approximating
summations with integrals, changing the integration limits (replacing them with
�1 and C1), approximating factorials using Stirling’s formula, we obtain the
well-known instantaneous bivariate distribution for the terminal model [18, 19]:

Ws.y/ D MMD.s/exp

�
� y2

2�2

�
; (10.20)

where �2 is defined as

�2 D cAcB

s

s

.1 � 4cAcB/

�
1 � PAAPBB

PABPBA

�
(10.21)
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This is a very general result, valid for all Markovian chains PAA; PAB; PBA; PBB

which are not infinite. The result can be stated saying that in markovian chains,
finite-size effects produce chains of the type AmBn and the instantaneous bivariate
distribution is a Gaussian curve centered at cA. For dimers, trimers and tetramers,
the bivariate distribution is quite broad [20]. However, the variance changes with
chain size in a very strong manner (it scales as s�1, see (10.21)). In the original
derivation (by Stockmayer), this result was hidden. In fact, an equivalent expression
for �2 was used in which PAAPABPBAPBB do not appear.

10.6 The Penultimate Model

In the penultimate model, the rate constants of monomer addition to the grow-
ing copolymer radical depends on its terminal unit, its penultimate unit and the
monomer to be added [11]. Thus, there are eight different propagation reactions
which define eight different rate constants of propagation kpqr :::; p; q; r D 1; 2.
The sequence is much less intuitive than the previous one. In fact, it is described
by a second-order Markov chain in which the states S1, S2, S3, S4, are pairs of
monomer units. The chain has an associated 4 � 4 Q-matrix. Eight Q-matrix ele-
ments are zero, whereas other the eight Q-matrix elements are nonzero. In this case,
there are four reactivity ratios r11; r12; r21 and r22, defined as:

r11 D k111

k112

; r21 D k211

k212

; r22 D k222

k221

; r12 D k122

k121

(10.22)

the relation between cA and fA for this model is

cA D ˚penu.fA; r11; r12; r21; r22/; (10.23)

where ˚penu denotes a relatively simple dependence. Penlidis and coworkers [21]
investigated the role of impurities in free-radical copolymerization and they noted
that ˚penu can be cast in a compact form, structurally similar to (10.15) introducing
two new variables, r6 and r7, defined as:

r6 D r21.fAr11 C fB/

fAr21 C fB
; r7 D r12.fBr22 C fA/

fBr12 C fA
(10.24)

The penultimate model is slightly less popular than the terminal model, due to its
higher complexity. Losio et al. [22] used it for NMR sequencing of copolymers with
units of ethylene and 4-methyl-1-pentene, whereas Tritto et al. [23] and Yamada
et al. [24] used it for NMR sequencing of ethylene-norbornene and of vinylacetate-
vinylpivalate copolymers, respectively.
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10.7 Sequence Descriptors

The only way to define a sequence distribution in a unique manner is to give
the abundances for all sequences. Since the latter are infinite, one must give a
model (i.e., the “building up” equations which allow to derive abundances for long
sequences starting from the abundances for short sequences) and the parameters
which define the model. The sequence distribution for a binary copolymer can be
defined in an approximately unique manner giving the abundances of all heptads
(which are 128). This is a very good approximation, since two sequences with the
same heptads are identical for all purposes, but it is unpractical. There is a need to
summarize, to condense [25, 26]. A scientific debate started in the early 1960s. The
question was: which quantity describes the sequence best? Two papers appeared
indeed very early, much earlier than others. Harwood and coworkers proposed the
run-number [27], whereas Ring proposed a sequence heterogeneity [28]. During the
following 40 years, many other sequence descriptors were proposed. The debate
is doomed not to settle easily. The number-average lengths < nA > and < nB >

measure the abundance of long AAAA and BBBB blocks in the copolymer chain.
They are defined as:

< nA > D
X

iIŒB.A/i B�
.X

I ŒB.A/i B� (10.25)

< nB > D
X

iIŒA.B/i A�
.X

iI ŒA.B/i A�; (10.26)

where I ŒB.A/i B� and I ŒA.B/i A� are the molar fractions of oligomers B.A/i B

and A.B/iA, respectively. For the ultimate model, the number-average lengths are
given by:

< nA >D 1=.1� PAA/; < nB >D 1=.1� PBB/ (10.27)

For the penultimate model, the number-average lengths are given by:

< nA >D 1=.1�QAAA/; < nB >D 1=.1�QBBB/; (10.28)

where QAAA and QBBB are Q-matrix elements.
Taking the averages in a different manner, one can define the weight-average

block lengths < SLA > and < SLB >. Wilczek-Vera et al. [29, 30] measured
< SLA > and < SLB >.

10.8 The Pen-Penultimate Model

The pen-penultimate model (also referred to as the ante-penultimate model) was
proposed in the early 1970s [31, 32]. There are 16 different propagation reactions
which can be written in a compact form:

�M pM qM r CMs

kpqrs!�M pM qM rM s; (10.29)
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where p; q; r; s D 1; 2. In this case, it is very useful to define eight reactivity ratios
rA; r 0A; r 00A; r 000A ; rB; r 0B; r 00B and r 000B . The instantaneous composition equation for this
model is:

cA D ˚antep.fA; rA; r 0A; r 00A; r 000A ; rB; r 0B; r 00B ; r 000B / (10.30)

An exact expression for ˚antep has been derived [32]. The sequence is described
by a third-order Markov chain with an associated T-matrix. The relations between
the 16 rate constants kpqrs in (10.29) and the Markov T-matrix elements are highly
nonlinear relations. Nevertheless, using the eight reactivity ratios, they become al-
most linear [32]. The model suffers of a most evident limitation, namely too many
degrees of freedom. Park et al. developed a simplified pen-penultimate model and
used it for NMR sequencing of ethylene-norbornene copolymers [33].

10.9 The Complex Participation Model

In some processes, such as the free-radical copolymerization of maleic anhydride
and styrene [34] or acrylonitrile and styrene [35,36], a peculiar effect arises, namely
the formation of donor–acceptor complexes. These complexes are hold together by
bonds which are very different form standard covalent bonds, and therefore they will
be denoted as M1P:P:P:M2. In most cases, M1 is electron-rich and M2 is electron-poor.
Four additional rate constants of propagation, k�11; k�12; k�21; k�22, are required to de-
scribe how the donor–acceptor complex is inglobated into the growing chain. As a
result, the complex participation model kinetic scheme is made of eight equations.
The molar fraction of A units in the copolymer is given by:

cA D ˚partic.fA; k11; k12; k21; k22; k�11; k�12; k�21; k�22/; (10.31)

where ˚partic denotes a quite involved functional dependence which is discussed
in some detail in Kuchanov’s review. Seiner and Litt used the complex partici-
pation model for NMR sequencing of methyl acrylate-diphenylethylene [37] and
styrene-tetrachlorocyclopropene [38]. The consistent kinetic analysis [39] of the
copolymerization (with the simultaneous occurrence of all the above reactions)
leads to the conclusion that the probabilities of the sequences of the monomer units
M 1 and M 2 in the macromolecules cannot be described by a Markov chain of any
finite order. Consequently, in this very case, we deal with non-Markovian copoly-
mers the general theory for which is not yet available. Since this conclusion has
important mathematical consequences, some details of the derivation are in place.
The authors [39] introduce a conditional coloring procedure and they distinguish
monomer units as colored black or white. When this simple procedure is applied to
sequences of monomer units, it allows to distinguish, besides their type, the man-
ner of their adding to a polymer chain. The unit M i is black if the corresponding
monomer Mi is added to the radical as the first monomer of the complex. The unit
M i is white in all the other cases, namely when the corresponding monomer Mi is
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either added alone or as the second monomer of the complex. Thus, the states of the
monomer unit are characterized by two features, namely its type (i D 1; 2) and its
color (white or black):

S1 �M whi
1 ; S2 �M bla

1 ; S3 �M whi
2 ; S4 �M bla

2 (10.32)

In practice, the authors [39] find a general formula which predicts the occurrence of
any kind of sequence in the copolymer. Then, they compare it with Markov chain
and the comparison gives no match. The logical conclusion is that the copolymer
sequence is non-Markovian.

10.10 ABC Copolymers and ABCD Copolymers

In 1944–1945, researchers realized that the terminal model can be modified to ac-
count for the presence of a z different monomers in the feed. There are z2 different
propagation reactions and .z2 � z/ reactivity ratios. In ABCD copolymers, macro-
molecular chains of the type ApBqCrDs are found. The average molar fractions of
A, B, C, D units in the feed and in the copolymer are fA, fB, fC, fD, and cA, cB, cC,
cD, respectively. In ABC copolymers, there are three different monomers in the feed.
The terminal model predicts that the sequence of ABC copolymers is described by
a first-order Markov chain with an associated 3 � 3 P-matrix. Matrix elements are
given by an equation similar to (10.12):

PAA D k11fAg3a; (10.33)

where g3a D k11fA C k12fB C k13fC. Formulas for the other P-matrix el-
ements are easily derived. Brar and Hekmatyar [40] used the above formula
for NMR sequencing of an acrylonitrile-styrene-methylmethacrylate terpolymer.
Ishigure et al. [41] used it for NMR sequencing of tetrafluoroethylene- propylene-
isobutylene.

In ABCD copolymers, the sequence is described by a first-order Markov chain
with an associated 4 � 4 P-matrix. Matrix elements are given by:

PAA D k11fAg4a; (10.34)

where g4a D k11fA C k12fB C k13fC C k14fD. Roland and Cheng [42] applied
the above model to a styrene-methylmethacrylate-vinylidene chloride-acrylonitrile
tetrapolymer, whereas Chen et al. [43] applied the model to NMR sequencing of an
acrylic tetrapolymer referred to as Poly(IBMA-MMA-MAA-TBMA). Many authors
derived mathematical procedures leading to formulas for the instantaneous bivariate
distribution of chain lengths and compositions and for the instantaneous sequence
distribution. Kuchanov’s review reports all the cited mathematical procedures, along
with a thorough discussion. The instantaneous sequence distribution can be cast in a
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closed form. For instance, the number-average block lengths < nA, < nB >, < nC >,
< nD > are defined by formulas similar to (10.25) and (10.26). The latter are given
by the ratio of two geometrical series. Summing them and simplifying, the number-
average block lengths, < nC > and < nD > become:

< nC >D 1

1 � PCC
< nD >D 1

1� PDD
(10.35)

The availability of simple algebraic expressions put in question the expediency of
the application of the Monte Carlo method to compute the above values [44–50].

When z > 4, it becomes unpractical not to use the vector notation. The feed and
the composition are simply fave and cave. When z D 7, the components of cave are
.cA; cB; cC; cD; cE; cF; cG/. The bivariate distribution is a hyper-gaussian in z dimen-
sions centered at the average composition vector.

10.11 Copolymerization at High Conversion

Free-radical copolymerization is often conducted in batch, up to high � values
(� is the monomer-to-polymer conversion). The theory predicts that the resulting
copolymer will be a mixture of the copolymer produced at time t1, t2, t3, etc. More
specifically, at time t D tnomore, the abundance of MPREF (the monomer which is
preferentially included in the copolymer chain) becomes zero. The reaction medium
becomes dense, the reaction accelerates (Trommdsdorff effect) and thus the sum
kptot D k11 C k12 C k21 C k22 of the rate constants of propagation in (10.11)
increases by an order of magnitude. The theory predicts that the compositional dis-
tribution histogram in (10.16) will loose its symmetry, it will become skewed and it
will be at least a factor two or three wider than the Stockmayer’s value in (10.21).
With such values of the CODIHI’s variance, it is absolutely apparent that copoly-
merization at high conversion cannot be described by a Markovian chain of any
order. In fact, the feed fA will change with time, and thus copolymer chains pro-
duced at different time will have different compositions. The system is governed by
a set of ordinary differential equations. Kuchanov studied them in some detail and
reported the results in his review. The composition can be represented as a point in a
.z�1/ dimensional phase space. It is possible to follow its changes by drawing their
trajectories in a multidimensional phase space. In the case of ABC copolymers, the
space is a triangle with unit-length sides.

The operation of averaging a quantity over conversion will be denoted with
a hat:

bcA D 1

�

Z �

0

cAd� 0 (10.36)

The integration of the instantaneous composition over reaction times can be
performed symbolically and the result can be cast in a closed form. However, the
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resulting formula is not frequently used. Thus, numerical integration is preferred.
The averaging operation can be performed on other quantities. Let us consider, for
instance, the quantity bIAAA obtained integrating IAAA (the molar fraction of AAA
triads, which appears in (10.1) when XXXX D AAA) over conversions. bIAAA is
given by an equation similar to (10.36). It is implicit and it would be extremely
interesting to explicit it. Unfortunately, this has never been done. In other words,
the sequence resulting from copolymerization at high conversion is unknown. In a
paper by Stejskal et al. [51], the experimental conversion dependence of the average
copolymer composition, bcA, was approximated by a polynomial of nth degree using
the least-squares method:

bcA D
nX

kD0

ck�k ; (10.37)

where ck are the kth polynomial coefficients. In the light of the above difficulties, the
fact that many authors developed computer programs which evaluate the sequence
distribution at high conversion [52] is not surprising. For instance, Ray and cowork-
ers (Wisconsin University) developed a computer program called POLYRED which
gives state-of-the-art results.

If the feed is extremely unbalanced towards one of the two monomers and this
monomer is MPREF, a very simple model [53] for the sequence distribution holds,
based on the assumption that fA.t/ can be approximated by a step function. Let us
suppose that initially fA D 0:90. Then, fA.t/ D 0.90 if t < tnomore and fA.t/ D 1
if t � tnomore. In this case, at t D tnomore, the reaction produces pure homopolymer
chains and the sequence is the sum of low-conversion sequence plus homopolymer.
The CODIHI becomes:

CODIHI D .1 � acop/HOMOC acop

Z
Ws.y/ds0; (10.38)

where acop is the abundance of copolymer produced at time t D tnomore.
For chemical industries which produce and sell copolymers, the presence of ho-

mopolymer is unwanted. In order to avoid it, when � reaches a given value, �vessel

(usually a value of 0.20–0.30 ), the reaction vessel is opened and a large amount,
˛MPREF, of MPREF is poured inside the vessel.

10.12 Preferential Sorption

During the experimental investigation of the free-radical copolymerization of
styrene and methacrylic acid at low-conversion, a number of peculiarities were
noted. The growing radical (actually a macroradical) was not a coil (as usual) and it
was capable of creating a microenvironment. Due to its globular state, the monomer
mixture composition inside and outside the globule were markedly different. Such
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partitioning of monomers is often referred to as the Harwood Bootstrap effect.
A model has been proposed which accounts for preferential sorption [54]. The
predicted sequence is obtained by averaging over conversions (10.36). This is
needed even when conversion is low (� < 0:10). The model predicts a broad
CODIHI.

10.13 Equilibrium Copolymerization

Equilibrium copolymerization was experimentally observed in various systems:
for instance, in a system were the two monomers were tetrahydrofuran and
3-methyltetrahydrofuran [55], in a system were the two monomers were propy-
lene sulphide and elemental sulphur (actually the octamer, S8) [56] and in various
systems containing alpha methylstyrene [57]. In equilibrium copolymerization, the
rate of depolymerization (the reaction in which the chain shortens) is not negligibly
small. This reaction is extremely attractive because it can be modeled and the model
can be solved exactly (in a closed form). This intrinsic elegance was clear from
the very beginning (late 1960s). The initiator can react in three different ways and
thus we have three cases, namely case I, case II and case III. Yan and coworkers
used induction to solve the set of equations which gives the weight of chain AmBn

[58]. Thereafter, they considered the case in which the rate of monomer addition
depends on the last unit of the macromolecular chain. This turned out to be much
more complex. They first derived a general result [59] in an implicit form and then
they derived the explicit solutions for case I, case II and case III [60].

10.14 Emulsion Copolymerization

In emulsion copolymerization, a surfactant such as sodium dodecyl sulphate is used
to produce micelles. The Smith–Ewart theory explains the distinct features of the
MMD. The copolymer sequence is identical to the sequence obtained with free-
radical copolymerization [61].

10.15 Copolymerization by the Polymer Analog Reaction

When the reaction which transforms a prepolymer into a polymer is stopped at
medium yield, a copolymer is formed. For instance, when poly(styrene) is reacted
with sulphuric acid for short times, a copolymer with units of styrene sulfonic acid
and styrene is obtained. In a similar manner, when the hydrolysis of poly(vinyl ac-
etate) is stopped at medium conversion, a random copolymer with units of vinyl
alcohol and vinyl acetate is formed. These processes are industrially important
(e.g. for ion-exchange resins, for water-soluble polymers, for electrically conductive
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polymers, for carbon fibers form polyacrylonitrile, for polymethylmethacrylate, for
cosmetics). They are usually referred to as polymer analog reactions or polymer
analogous reactions [97]. The sequence of these copolymers can be modeled, as
discussed in a lengthy chapter by Kuchanov in the book on contemporary chem-
istry. The case of Poly(vinyl chloride) reacted with zinc is slightly different, since
it involves two consecutive vinyl chloride units [62]. For this reason, the sequence
cannot be described by a Markov chain in M 1 and M 2. An exact solution to this
non-markovian problem has been derived by the Nobel-prize winner Paul Flory. He
derived a relation between the abundance A.nC1/; A.n/; A.n�1/ of chains which
suffer .nC 1/; .n/; .n � 1/ attacks, respectively. The prediction is that the reaction
does not go to completion. Zinc cannot “chew away” all chlorine from the polymer
since some vinyl-chloride units become immune to Zinc.

10.16 Anionic Copolymerization

Anionic copolymerization proceeds via metal-organic sites such as butyl-lithium.
When the two monomers are dissolved in an aprotic solvent, and neither transfer
nor any kind of termination is possible, the copolymerization will proceed until all
the monomer is consumed. The copolymerization is living and a further addition of
monomer will result in further growth of the chains. Anionic copolymerization at
constant monomer ratio was considered. Equation (10.7) still holds and this implies
that the difference jcA � fAj initially grows. However, at high � values it becomes
small. The set of differential equations was transformed in a linear set of equations
(using the Laplace transform and Gauss hypergeometric function) and then solved
[63,64]. Anionic copolymerization lends itself to the production of tri-penta-tapered
copolymers and, more in general, of gradient copolymers (already mentioned in the
introduction). Two reviews on gradient copolymers appeared [65,66]. The review by
Beginn [66] makes a distiction between spontaneous gradient and forced gradient.
The sequence is fascinating [67].

10.17 Block Copolymerization

Copolymers with long AAAA and BBBB blocks are easily obtained in anionic
copolymerization reactions by changing (in a drastic manner) the monomer ratio.
The initial feed is made entirely of monomer A. It starts polymerizing and it goes on
until the monomer is consumed. At this point, monomer B is added. This procedure
is referred to as sequential anionic copolymerization. If one compares the MMD
for the copolymer and the generating homopolymer, one finds that both MMDs are
very narrow ( NQw= NQn < 1:15). Furthermore, a narrowing effect [68] takes place and
the latter is broader, despite its short length. A model for this reaction has been put
forward [69] which predicts all copolymers properties, including the shape of the
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bivariate distribution. The model makes use of the product of two Schulz–Zimm
distributions:

Ws.y/ D c11MMD1.cAs/MMD2.cBs/; (10.39)

where c11 is a normalization factor given by the product of a decreasing expo-
nential and the Kummer confluent hypergeometric function, where MMDk.s/ D
s˛k exp.��ks/ with k D 1; 2, and � and ˛ are parameters connected with the length
of the two blocks. It is quite apparent that the sequence distribution in (10.39) can be
roughly approximated by a Markov chain of high order (say tenth order) in which
one of the transition probabilities is 0.99999 and its complementary is 0.00001. In
fact, the stationary vector of such Markov chain possesses long AAAA and BBBB
blocks. However, it is also apparent that the predicted sequence cannot be described
exactly by a Markov chain of any order. In fact, in sequential anionic copolymeriza-
tion, triblock, tetrablock and multiblock sequences are not produced (their probabil-
ity is exactly zero). On the other hand, Markov chain are probabilistic and thus the
probability of triblock, tetrablock and multiblock sequences is never exactly zero.

The model in (10.39) has a very strong limitation. It cannot describe a very
common case, i.e., when, after the copolymerization, some unreacted homopoly-
mer chains are left. In order to circumvent this obstacle, an alternative model has
recently been proposed in which K, an integral operator kernel, acts on a set of
transient states constituting continuum [70]. Each copolymer chain is made of a
number of elementary chains formed at different instants �1; �2; � � � . These elemen-
tary chains vary in composition due to the fact that the feed is different at time
�1; �2; � � � . The author resorts to a “labeling trick” which consists in marking each
elementary chain by the time of its formation.

10.18 Copolymerization Using Metallocene Catalysts

A metallocene is a compound with the general formula .C5H5/ � Me � .C5H5/

consisting of two cyclopentadienyl anions (Cp) bound to a metal center (Me) in
the oxidation state II. Metallocene derivatives with Zirconium (or another atom be-
longing to group 4) catalyze olefin polymerization. The catalyst is multisite. As a
consequence, the resulting copolymer is a mixture of copolymers formed at site
1, 2, 3,,, etc. The sequence distribution I tot

XXXX is obtained summing all the compo-
nents of the mixture:

I tot
XXXX D I

.1/
XXXX C I

.2/
XXXX C I

.3/
XXXX C : : : (10.40)

Seger et al. [71] applied the above model to poly(ethylene-co-1-hexene). The
case of two markoffian chains of zero-th order has been studied in detail. Two com-
puter programs called EXCO.TETRAD and EXO.PENTAD have been used in these
studies [72].
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10.19 Copolymerization Followed by Partial Degradation

Chemical reactions capable of cleaving the bonds that hold together the repeat
units are called degradation reactions. At completion, the degradation process yields
methane, propane, methanol, butanol, CO2 or other small molecules. When the
reaction products are a mixture of dimers, trimers, tetramers and other short AmBn

oligomers, the degradation is not complete, and we refer this reaction as partial
degradation. The degradation process is referred as non selective when A units and
B units are attacked indiscriminately. The degradation is referred to as totally selec-
tive when only one of the two units (A or B) is attacked and the other unit remains
untouched by the degradation process. The sequence of the resulting copolymer de-
pends on the reaction used to synthetize the copolymer and also on the partial degra-
dation reaction [73]. The molar fraction, IAmBn

, of the oligomer AmBn is given by:

IAmBn
D ˚1.s; cA/; (10.41)

where ˚1 denotes generic dependence. Formulas for very short oligomers (dimers
and trimers) were derived long ago, and they turned out to be very useful for the
experimental work on gas chromatography (in fact dimers and trimers can be easily
brought in the gas phase). Formulas for longer oligomers were derived by our group
in the early 1990s. The reason is connected with the fact that we used mass spec-
trometers for sequence determination, and many MS instruments (at that time) could
not produce and detect ions above a certain mass limit. Using partial degradation,
we were able to reduce the chain length below the mass limit. For instance, using
(10.41) with s D 5; 6; 7; 8; 9; 10, we sequenced by MS an acrylonitrile-styrene
copolymer subjected to partial degradation by pyrolysis and a styrene-butadiene
subjected to partial degradation by ozonolysis. An entire collection of formulas has
been published [73].

10.20 Copolymerization with Sequence Constrains

In some copolymerization and terpolymerization reactions, the sequence AA or BB
or ABB is not formed. For instance, maleic anhydride (an industrially important
monomer) does not homopropagate (at least under usual free-radical conditions).
However, if a second monomer is added, the copolymerization reaction produces a
random copolymer. It is actually a pseudo-random copolymer, which differs from
a random one, due to the systematic absence of two consecutive maleic anhy-
dride units. The equations which define the sequence distribution are always the
same: the terminal model equation and the penultimate model equations. Simply,
some parameters are zero. Some authors obtained a pseudo-random copolymer
reacting sulphur dioxide with styrene, and they succeeded in performing NMR se-
quencing of the copolymer using an ultra-simplified pen-penultimate model [74].
The simplification was based on the fact that sulphur dioxide cannot homopoly-
merize. Braun et al. analysed by NMR the products of the terpolymerization of
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three nonhomopolymerizable monomers, namely N -ethylmaleimide, anethol, and
trans-stilbene. This reaction is rather involved, since donor–acceptor complexes
may form. They carefully assigned peaks in the NMR spectrum and estimated the
sequence distribution [75]. They also reported another case with chloroethyl vinyl
ether [76].

In some copolymerization reactions, an exact-sequence copolymer is produced,
instead of a pseudo-random copolymer. Although exactly alternating AB copoly-
mers are by far the most common, other types of exact-sequence copolymers have
produced, such as the copolymer .AAB/n. Upon re-definition of the repeat unit,
exact-sequence copolymers are transformed into homopolymers. In our lab, mass
spectrometry is used for copolymer analysis, and a computational procedure was
developed specifically for exact-sequence copolymers [77]. A very long artificial
chain is generated (the length is Zlong) and a procedure called find substring
in string is used. The molar fraction, IAmBn

, of the oligomer AmBn is given by:

IAmBn
D ˚2=Zlong; (10.42)

where ˚2 is the number of times the sequence XXXX, characterized by a number of
A and B units compatible with AmBn, appears in the artificial chain. It is not clear
whether an algebraic solution of (10.42) can be found.

10.21 The Perturbed Markovian Model

The first-order and second-order markovian are not flexible sequence distributions.
For instance, the CODIHI is invariably narrow. The perturbed markovian [78]
model, instead, is based on first-order markovian but it is much more flexible.
One assumes that the P-matrix elements take on a range of values, instead of spe-
cific values. Let ˙" be the range of values that the reaction probabilities may take
on. Then:

PAA D hPAAi ˙ "; PAB D hPABi � " (10.43)

PBA D hPBAi ˙ "; PBB D hPBBi � " (10.44)

The abundances for diads, triads, tetrads, etc. are given by:

IXXXX D I
unpert
XXXX CHpert; (10.45)

where I
unpert
XXXX D hPAAin1 hPABin2 hPBAin3 hPBBin4 and where the additional term

Hpert contains ". This implies that perturbed markovian is not markovian. Contrary
to its name, it is based on different build-up rules and thus it is a non-markovian se-
quence distribution. Another perturbed markovian [79] model was proposed, which
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has a larger number of degrees of freedom (four). It uses an asymmetric function,
namely an exponentially modified gaussian, and therefore, the average P-matrix el-
ements and unperturbed P-matrix elements are different, contrary to (10.44).

A wide variety copolymerization reactions can be modeled; for instance, the
copolymerization of styrene and ethyl methacrylate using three different polymer-
ization techniques, the copolymerization of styrene and butyl acrylate in batch mode
(i.e., when the reaction vessel is not opened during the reaction), free-radically poly-
merized vinyl chloride-vinylidene chloride copolymers and isobutylene/isoprene
copolymers obtained by cationic copolymerization at different � values (� is the
monomer-to-polymer conversion). It can be applied also to homopolymers. For in-
stance in the anionic copolymerization of poly(methyl-alfa chloroacrylate), tacticity
is treated as a copolymer problem, with meso (m) and racemic (r) configurations as
comonomers.

10.22 Sequence Measurement

The measurement of the sequence distribution of addition polymers can be per-
formed using pryolysis-gas chromatography (Py-GC), liquid chromatography, wet
chemistry methods, radiolabeling and spectroscopy [80]. Three popular spectro-
scopic techniques are FTIR, NMR and MS. The first technique (FTIR) is very
important for assessing copolymer composition. It often happens that two bands
are detected in the FTIR spectrum, due to A and B units, respectively. The compo-
sition is obtained by measuring the areas under the two bands and taking the ratio
[81]. Nevertheless, FTIR is less suited than NMR and MS for copolymer sequenc-
ing, since the signals in the FTIR spectrum are due to short sequences, shorter than
the sequences “seen” by NMR and MS. For this reason, it will not be discussed.

10.23 Nuclear Magnetic Resonance

Coleman and Fox published a famous paper on Journal of Polymer Science, dealing
with stationary sequences and NMR [82]. The paper is peculiar. A series of theorems
are proven in a manner similar to math handbooks, starting with some definitions,
two statements (the hypothesis and the thesis) and the formal proof. After these
pioneering studies, many experiments were conducted which showed that
copolymer sequencing by NMR is feasible. Frank Bovey analysed a number of
copolymers by NMR. He also noted that the natural abundance of fluorine iso-
topes is very attractive and he worked on repeat units which possess one, two,
three, four fluorine atoms. In the late 1970s, the field was fully mature and Randall
summarized the know-how and the entire methodology in a book [83]. It has an
initial chapter that deals with NMR spectra and spectral assignments, followed by
a chapter on number-average sequence lengths in vinyl homopolymers (tacticity,
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meso and racemic additions) and a chapter on number-average sequence lengths in
copolymers and terpolymers. The formulas that give the number-average sequence
lengths are linear combinations of NMR intensities I1; I2; I3... of the type

< nA >D a11I1 C a12I2 C a13I3 C ::::

a21I1 C a22I2 C a23I3 C ::::
; (10.46)

where a11; a12; a13::: are integer numbers. It may happen that two NMR signals are
not resolved. This is disappointing, since (10.46) requires a value and skipping the
value is forbidden. This is the reason why a chapter of the book deals with statistical
analysis. In fact, assuming a statistical model and performing a best-fit minimiza-
tion on SS (the sum of squares), the deconvolution of overlapping peaks can be
performed. When fitting NMR spectral data with models that have different num-
bers of degrees of freedom, SS cannot be used as a measure of the goodness-of-fit.
The reader should bear in mind that when the complex-participation model and the
penultimate model were first proposed, NMR was already the leading technique, and
thus the words comparison with experiment and comparison with
the NMR spectrum were synonymous. The book by Randall was published
more that 30 years ago and, thus it cannot account for progress in the field.
Unfortunately, a comprehensive updated review would require many volumes. On
the other hand, books on NMR of polymers devote a section to copolymer sequenc-
ing. Here, we will just cite some papers to show that many new copolymer systems
have been investigated, and that our understanding of known systems has become
deeper. Llauro et al. [84] recorded high-quality NMR spectra of ethylene-butadiene
copolymers and performed sequence analysis. German and coworkers [85] com-
pared NMR spectra of alternating and random styrene-methyl methacrylate copoly-
mers. Boggioni et al. [86] were able to assign each single peak which appears in the
NMR spectrum of propene-norbornene copolymers. Segre et al. [87] used NMR to
measure the sequence of optically active copolymers with units of methyl-l-hexene
and styrene. Bailey et al. [88] used different sequence distribution models to fit the
NMR spectra of copolymers with units of ethylene and octene and compared the
results. Busico et al. [89] analysed propylene by NMR and pentads, heptads, non-
ads, up to 11-ads were seen as separate signals. VanDoremaele et al. [90] recorded
the NMR spectra of styrene-methyl acrylate copolymers obtained in emulsion us-
ing n-dodecyl mercaptan as detergent. Randall and Ruff [91] compared the NMR
spectra of ethylene-1-butene, ethylene-1-hexene, and ethylene-1-octene copolymers
and noted some common features and general trends. Kraemer et al. [92] analysed
a series of copolymer with units of styrene and units of ethyl acrylate by on-line
coupled SEC-NMR. They discovered that the compositional distribution histogram
(CODIHI, see (10.16)) is large, especially when the feed is rich in ethyl acrylate.

Apart from classical proton and carbon NMR, one can perform two-dimensional
experiments and also distortionless enhancement by polarization transfer (DEPT).
Figure 10.4 reports the DEPT-NMR spectrum of two styrene-maleic anhydride
copolymers referred to as S78 and S91 [93]. The styrene-centered triads MSM,
SSMCMSS and SSS are seen at 35, 40 and 45 ppm respectively. The area under
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Fig. 10.4 DEPT-NMR
spectrum of a two
styrene-maleic copolymers.
Referred to as 578 (a) and
591 (b). Reprinted from [93]
with permission from the
copyright holder ACS 2001

the three peaks reflects the abundance of triads, which in turn, reflects the sequence
distribution. Using the relationship between molar fractions and weight fractions,
the variance of the compositional distribution histogram in (10.17) turns out to be
�2 D 0.0844 for sample S78 and �2 D 0.0676 for sample S91. The theoretical
variances for S78 and S91 are �2 D 0.015 and �2 D 0.0097 respectively, which are
almost an order of magnitude lower than the former ones.

10.24 Mass Spectrometry

In 2002, a review appeared which deals with MS and copolymers [94], and the use of
MS for copolymer sequencing is described using a number of examples. Mass spec-
tra of copolymers are rich in peaks. As a matter of fact, the number of peaks grows
as the mass grows. This wealth of information is pleasant for copolymer sequenc-
ing. Mass spectra are usually processed in two steps [94]. In a first (preliminary)
step, trivial sequential data are extracted from mass spectra using paper-and-pencil
calculation (we refer to this step as the composition estimates). In a second step, a
computer is used to derive the full copolymer sequence. A computer program called
MACO was developed by us.

Some mass spectrometers are equipped with a fast atom bombardment (FAB)
source. Figure 10.5 reports the structure of a copolymer in which styrene (ST)
and butadiene (BU) units are found along the chain. The composition is 85/15.
The copolymer was subjected to partial degradation by ozonolysis for 10, 30, 60,
120 min and the reaction products were labelled OZ10, OZ30, OZ60, OZ120. The
figure also reports the FAB mass spectrum of OZ60 [95]. Peaks at m=z D 500,
554, 608, 662, 716, 770, 824 are due to oligomers of the type St3BUn, where
n D 0; 1; 2; 3; 4; 5; 6. The length of styrene-butadiene chains is reduced by ozonol-
ysis. In the nomenclature introduced with (10.41), ozonolysis is a totally selective
cleavage since only butadiene units are attacked by ozone. The sequence of the un-
degraded polymer must be reconstructed from the knowledge of the sequence of
the partially degraded ones (OZ10, OZ30, OZ60, OZ120). The computer program



10 Sequence Distribution of Addition Polymers 219

F
ig

.
10

.5
FA

B
m

as
s

sp
ec

tr
um

of
a

co
po

ly
m

er
in

w
hi

ch
st

yr
en

e
(S

T
)

an
d

bu
ta

di
en

e
(B

U
)

un
it

s
ar

e
fo

un
d

al
on

g
th

e
ch

ai
n,

T
he

co
po

ly
m

er
w

as
su

bj
ec

te
d

to
oz

on
ol

ys
is

fo
r

60
m

in
.R

ep
ri

nt
ed

fr
om

[9
5]

,w
it

h
pe

rm
is

si
on

fr
om

th
e

co
py

ri
gh

th
ol

de
r

A
C

S
19

91



220 M.S. Montaudo

Fig. 10.6 Results of a copolymer scission reaction simulation: the intensity variations of five mass
spectral peaks as the average number of scissions per initial molecule (S) varies from 0 to 18.
Reprinted from [96] with permission from the copyright holder Wiley 1993

called MACO was equipped with a new subroutine (ad hoc) which can simulate the
entire ozonolysis process, including the mass spectra of the partially degraded sam-
ples [96]. Figure 10.6 reports the intensity variations of five mass spectral peaks, as
the average number of scissions per initial molecule (S) varies from 0 to 18. From
the inspection of the figure, it can be seen that peaks at m=z D 708 and 812 are
enhanced and peaks at m=z D 608 and 400 become weaker. The peak at m=z D 500

shows an initial increase, reaches a maximum at S D 10 and then decreases. The
theory predicts that the MS intensities associated with short oligomers are enhanced
with respect to MS intensities associated with long oligomers. As a matter of fact,
some of the results in the figure are in agreement with this prediction. For instance,
the intensity of the peak at m=z D 708 (corresponding to the octamer St3BU5)
increases with respect to the intensity of the peak at m=z D 812 (corresponding to
the nonamer St3BU6). The theoretical predictions were compared with experiment
results and the agreement was good [96].

MALDI is another ion source used in MS and Fig. 10.7 reports the MALDI mass
spectrum of a copolymer [97] with units of hydroxy butyrate (HB) and valerolac-
tone (VL). It displays more than 600 MS peaks ranging from 1,500 to 4,000 Da.
The peaks are due to the chains containing crotonate starting group, and desorb
as potassium adducts as reported in Fig. 10.8. The peaks at m/z D 1,341, 1,441,
1,541, 1,642 and 1,742 are very rich in VL units. The mass spectral intensities of
the 600 MS peaks were given as input to the MACO computer program and the
result of the calculation was plotted. Figure 10.9 (solid line) reports the composi-
tional distribution histogram, as derived from mass spectrum (the histogram bars
are so close that it is actually a curve). The abscissa is cVL the molar fraction of
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Fig. 10.7 MALDI mass spectrum of a copolymer with units of hydroxy butyrate (HB) and valero-
lactone (VL). Reprinted from [97] with permission from the copyright holder Wiley 2002

Fig. 10.8 Structure of the ions seen in the MALDI spectrum of the PVL-PHH copolymer

VL in the chain. The weight is initially high, it decreases, it touches a minimum at
cVL� 0:05; then it grows, it reaches a maximum at cVL� 0:22 and then it decreases
gently to zero. The same figure (dashed line) reports the compositional distribution
curve predicted by (10.17), which will be referred to as the “old” model. The pre-
dicted curve can account for some of the experimental observations in the region
where cVL 2 [0.30–0.10], but it describes incorrectly the experimentally observed
behavior in the region where cVL is below 0.10. Due to the bad results obtained with
the old model, it is necessary to resort to a new model, in which the histogram is the
sum of two “parts”:

CODIHI D
Z

Ws.y; h1; h2/ds0; (10.47)

where h1 and h2 are two parameters. Figure 10.9 (dotted line) reports the composi-
tional distribution curve predicted by (10.47), and it can be seen that the predicted
curve agrees well with the experimental findings. It must be concluded that in this
case, the new model performs much better than the old one.
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Fig. 10.9 CODIHI (compositional distribution histogram) for the copolymer with units of hydroxy
butyrate (HB) and valerolactone (VL). The experimental CODIHI (solid line) is compared with the
prediction of the old model (dashed line) and the new model (dotted line). Reprinted from [97].
with permission from the copyright holder Wiley 2002

Fig. 10.10 Bivariate distribution of chain sizes and compositions for the MMA-BA copolymer
Reprinted from [98] with permission from the copyright holder ACS 1999
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The SEC–NMR–MALDI method consists in injecting a copolymer sample in a
size-exclusion chromatography (SEC) apparatus, in collecting 60–90 fractions and
in analyzing selected fractions by NMR and by MALDI. The SEC–NMR–MALDI
method was applied to a copolymer with units of methyl methacrylate (MMA) and
butyl-acrylate (BA for brief) reacted at high conversion. Figure 10.10 reports the
bivariate distribution of chain sizes and compositions for the MMA-BA copolymer
[98]. It can be seen that the average molar fraction of MMA in the copolymer, cMMA,
changes. At 300 kDa, cMMA D 0:30, whereas at 200 kDa, cMMA D 0:35. At lower
masses cMMA increases to 0.40, 0.50 and even higher values. The results reported
in Fig. 10.10 demonstrate beyond any possible doubt that the SEC–NMR–MALDI
method is very powerful.
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Chapter 11
Predicting and Measuring the Sequence
Distribution of Condensation Polymers

Maurizio S. Montaudo

Abstract The sequence of polycarbonates polyesters polyamides and other
condensation copolymers is discussed. The theory predicts that the sequence is
often radically different from addition polymers. One of the causes is the pres-
ence of a larger number of distinct monomers in the reaction vessel. Condensation
copolymers from symmetric and asymmetric monomers involve a different number
of parameters to be modeled, since asymmetric monomers require an additional
parameter. A peculiar reaction is discussed, namely the synthesis of copolymers
obtained by melt-mixing two different homopolymers. The sequence of copoly-
mer fractions collected at the exit of a liquid chromatographic device is discussed
as well. The measurement of condensation-polymer sequence distribution can be
performed using nuclear magnetic resonance (NMR) and mass spectrometry (MS).
Examples drawn from recent literature are discussed.

11.1 Introduction

Polymer science is a vast field and it is customary to classify polymerization
reactions into two groups, namely chain-growth polymerization and step-growth
polymerization [1–3]. In chain-growth polymerizations (also referred to as addi-
tion polymerizations), the chain grows in a well-defined manner, by adding one
monomer at a time. The monomer always contains a CDC bond (triple bonds are
very rare) and high masses are obtained at early reaction times. In step-growth
polymerization (commonly referred to as condensation polymerization), a small
molecule (water or methanol or chloridic acid) is often eliminated. The average
molar mass increases slowly. High masses can be obtained only at high conver-
sion [1–3]. Figure 11.1 reports two simple condensation polymerization reactions,
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Fig. 11.1 Two simple condensation polymerization reactions

namely the synthesis of a polyester using a diacid (a molecule with two COOH
groups) and a diol (a molecule with two OH groups) and the synthesis of a polyester
using an hydroxy-alcohol: the symbols R1 and R2 that appear in the scheme
are functional groups. One of the simplest cases is when both are methylenes
(R1D�CH2� and R2D�CH2�). Polycarbonates are condensation polymers. The
polymer called Nylon 6 belongs to the group of Polyamides. It is obtained industri-
ally by a “ring opening” synthetic route [1–3]. In the following, we shall describe
a series of different polymerization reaction conditions and, for each different reac-
tion, we will derive a prediction for the sequence of the reaction products. This will
be followed by a section on experimental methods to measure the sequence.

11.2 Sequence Prediction

In order to define the quantities of interest, it is necessary to recall some concepts
from the previous chapter. A polymerization reaction is a chemical reaction in which
reactants are transformed into reaction products. The reactants are called the feed.
The feed contains monomers at a concentration of ztot. In binary copolymers the feed
contains A and B at a concentration of zA and zB and thus the sum of the molar ratio
of A and B units in the feed, fA C fB, equals one. In a similar manner, the sum of
the molar ratio of A and B units in the reaction products (i.e., in copolymer chains),
cA C cB, equals one indeed. A sequence made of three repeat units is called triad.
Tetrads, pentads, hexads, and heptads are sequences made of four, five, six, and
seven repeat units, respectively. Some polymers possess a high oligomeric content.
In oligomers, the chain is short (by definition). The dimer contains two repeat units,
whereas the trimer, tetramer and the pentamer contain three, four, and five repeat
units, respectively. The Molar Mass Distribution (MMD) measures the abundances
of chains of length s. MMD averages NQn and NQw are important. The Schulz–Zimm
MMD function is given by the product of a power law and a decreasing exponential:

MMD.s/ D anofa.s/˛exp.�s=�/; (11.1)

where ˛ and � are two adjustable parameters and anofa is a suitable normalization
factor. When ˛ D 0, the distribution is a decreasing exponential and thus NQw dou-
bles NQn:

NY
w
D 2
NY

n
(11.2)
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Let W.m; n/ denote the weight of the copolymer chains of the type AmBn (which
are made of m repeat units of type A and n repeat units of type B). W.m; n/ is
given by

W.m; n/ D
X

XXXX2˝
WXXXX; (11.3)

where WXXXX is the weight of copolymer chains having sequence XXXX and where
the summation spans over the set, ˝ , of sequences XXXX which are made of m

repeat units of type A and n repeat units of type B. One can introduce y, the de-
viation from the average composition, defined as y D .cA � m=s/. In this way,
W.m; n/ becomes Ws.y/, referred to as the bivariate distribution. Integrating over
sizes the bivariate distribution, one obtains CODIHI, the compositional distribution
histogram.

CODIHI D
Z

Ws.y/ds0 (11.4)

In predicting the sequence of condensation copolymers, the symmetry of the
monomer is of atmost importance. After careful inspection of reactions in Fig. 11.1,
one can realize that the upper reaction involves monomers of the type AA or BB
(which possess a plane of symmetry). Actually, the term monomer may have differ-
ent meanings. In the polyesters depicted in the upper and lower parts of Fig. 11.1,
the monomer and the repeat unit are highly dissimilar and highly similar, respec-
tively. In the former, the monomer is only a small part of the repeat unit. In the
latter, the monomer and the repeat unit are identical (apart a water molecule).
Also in poly(lactone)s and poly(lactam)s, the repeat unit and the monomer are
similar. A review by Kuchanov et al. [4] gives a comprehensive view of all the-
ories on condensation polymerization and co-polymerization. It even covers the
initial efforts (such as the theory proposed by Flory between the two world-wars).
We will discuss most of these theories too. Theories that appeared in Russian
journals will be omitted for brevity. We will begin with the relatively simple
case in which the monomer is symmetric, i.e., it is of the type AA. Thereafter,
we will discuss asymmetric monomers, cyclic dimers, and melt-mixing (reactive
blending).

11.3 Condensation Copolymerization Using
Symmetric Monomers

A review by Marechal and Fradet deals with condensation copolymerization [5]
and it possesses a section with critical comments on virtually all the theories that
appeared on the subject, including the theory proposed in 1958 by Case, the Monte
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Carlo computations performed by Chaumont, Gnagou et al. and the theory proposed
by Lopez-Serrano, Macosko et al. (with the derivation of explicit formulas for
< nA >, < nB > the number-average sequence length).

In poly(ethylene-terephthalate), poly(butylene-adipate), and other polymers, the
monomers are paired and thus the repeat unit is made of two monomers, namely
ethylene glycol and terephthalic acid, butanediol and adipic acid, more in general,
a diol and a diacid. The development of a mathematical model which uses two
paired monomers as a single entity is certainly possible (it is identical to the models
developed for addition copolymers). However, it cannot account for a very well-
known phenomenon, namely stoichiometric unbalance (in fact, paired monomers
are necessarily stoichiometrically balanced). To get high-molecular copolyconden-
sates, it is necessary to conduct the reaction up to nearly complete conversion. In
that case, the copolymer average composition, cA will be virtually the same as that
of the initial monomer mixture, and thus the problem of its determination ceases
to be actual. Thus, the Bernuolli model holds. It predicts that the abundance of an
oligomer is equal to the product of the molar fractions of the monomers. For in-
stance, the abundance of oligomer AABBAACDDCAAB is given by the following
product:

IAABBAAAAAB D cAcAcBcBcAcAcAcAcAcAcB (11.5)

The quantities of interest are the molar fraction, I.AmBn/, of the oligomer AmBn,
the molar fraction, I.AmBnCp/, of oligomer AmBnCp , and the molar fraction,
I.AmBnCpDq/, of oligomer AmBnCpDq . They are obtained by combinatorial cal-
culus, summing all contributions:

I.AmBn/ D .mCn/Š
mŠ nŠ

.cA/m.cB/n (11.6)

I.AmBnCp/ D .mCnCp/Š
mŠ nŠ pŠ

.cA/m.cB/n.cC/p (11.7)

I.AmBnCpDq/ D .mCnCpCq/Š
mŠ nŠ pŠ qŠ

.cA/m.cB/n.cC/p.cD/q (11.8)

The above equations are often referred to as the Newton and the Liebnitz formu-
las, respectively. Figure 11.2 reports the theoretical mass spectra for a copolymer,
a terpolymer, and a tetrapolymer, respectively. The masses correspond to units of
butyleneadipate butylenesuccinate, butylenesebacate, and butyleneterephthalate [6].
In this way, the comparison with experiment is simple. It can be seen that the number
of peaks grows as the size of the oligomer grows. In the case of binary copolymers,
the number of peaks [7] grows as .sC1/. In the case of tetrapolymers, the spectrum
becomes crowded at the trimer level (see figure).
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Fig. 11.2 Theoretical mass spectra for a copolymer (a), a terpolymer (b), and a tetrapolymer
(c) respectively. Reprinted from [6] with permission from the copyright holder ACS 1998

11.4 Condensation Copolymerization Using
Asymmetric Monomers

Figure 11.3 reports the chemical structure of an asymmetric monomer and, more
specifically, an asymmetric diol. When it is splitted in the middle, it does not leave
two identical parts. Lactones and lactams are other two examples of asymmet-
ric monomers. In this case, the monomer is a ring. Lactones are used to produce
poly(epslon-caprolactone) and other poly(lactone)s. Lactams are even more im-
portant, since they are used to produce Nylon6 and other nylons. Industrially,
some chemicals are used more than others. Important diisocyanates are methy-
lene bis(para phenyl isocyanate) (MDI for brief ) and 2,4-toluene diisocyanate
(TDI for brief ). An important chain extender is PTMO1000, which is made of
poly(tetramethylene oxide) chains of 1,000 g mol�1. Speckhard et al. [8, 9] de-
veloped a Monte Carlo algorithm which predicts the sequence of condensation
copolymers obtained from symmetric and asymmetric monomers and applied it to
copolyurethanes obtained reacting three monomers, namely a diisocyanate (MDI or
TDI), a long glycol (such as hydroxy-terminated polybutadiene), and a chain ex-
tender (PTMO1000). The method developed by Zetterlund et al. [10, 11] also relies
on a Monte Carlo algorithm. Ray and Jacobsen applied the method of moments to
solve the differential equations [12]. These numerical methods are certainly useful,
but our interest is in exactly soluble models. Vasnev and Kuchanov [13] proposed
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Fig. 11.3 An asymmetric diol

the raznozvennost theory, which is characterized by a microheterogeneity index,
KM, and they calculated KM values as a function of the reactivity of the functional
groups present in the reaction mixture. They noted that the abundance of dyads IXX

and triads IXXX are related, and they reported pertinent relationships. Schematically

IXX D �trim

 
X

X

IXXX

!

; (11.9)

where �trim is characterized by the presence of the product of two Kronecker deltas.
They also introduced an orientation coefficient, which is claimed to be useful in the
case of asymmetric diols. Unfortunately, they adopted a cumbersome notation, with
arrows to indicate the orientation of the diol. As a result, it is difficult for the reader
to figure out if the copolymer sequence is Bernoullian or first-order markovian.

Another theory which can deal with asymmetric diols (such as the one in
Fig. 11.3), with lactones, lactams and other asymmetric monomers, is the half-
monomer theory [14]. The copolymer sequence is second-order markovian in four
monomers and constrains of the type A cannot follow A, B cannot follow B, etc. are
adopted. In this model, the abundance of long sequences, XXWYZ, is obtained from
shorter oligomers sequences using the standard second-order markovian recurrence
formula:

IXXWYZ D IXXWYQWYZ; (11.10)

where QWYZ are Q-matrix element. The above equations were implemented in a
computer program called Nuclear magnetic resonance Analysis of Condensation
copolymers by COnstrained Second-order markoffian (NACCOS).

11.5 Condensation Copolymerization Using Cyclic Dimers

Since cyclic dimers are asymmetric monomers, in line of principle they should be
described by the theories in the previous section. In practice, however, specific theo-
ries are needed [15,16]. Certainly, the most important cyclic dimer is lactide, i.e., the
lactic acid cyclic dimer. A second monomer is needed in order to obtain a copoly-
mer. The latter can be a carbonate, an amide, an ester from a diacid and a diol, a
lactone, or another cyclic dimer. The resulting copolymer sequence is quite complex
for the following reason. A genuine model for this reaction necessarily makes use
of dimers for the description of the copolymer. The model needs dimer-to-monomer
transformation formulas which allow sequence description in terms of monomers.
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Fig. 11.4 The synthesis of a copoly(ester-amide) starting from two cyclic monomers

The latter formulas are not easy to derive. Figure 11.4 reports a copolymerization
reaction involving the lactic acid cyclic dimer and another cyclic dimer.

11.6 Bacterial Synthesis of Condensation Copolymers

Bacteria such as Pseudomonas olevarans, Pseudomonas putida, Alcaligenes euthro-
phus, Rodospirillum rubrum, and Ralstonia eutropha are able to produce polymers
and copolymers, mainly polyesters and copolyesters [17]. Bacterial synthesis is the
result of many chemical reactions. No wonder, therefore, if the sequence of the re-
sulting copolymer is unknown in the sense that nobody has ever proposed a theory
that predicts the cited sequence.

It is reasonable to assume that the copolymer is a mixture of copolymers. As
discussed in detail previously, mixtures of two copolymers display sequences due
to both components of the mixture. The molar fraction, I.AmBn/, of the oligomer
AmBn is given by:

I ŒAmBn� D .mC n/Š

mŠ nŠ
.Emix.eA/m.1� eA/n

C .1 � Emix/.dA/m.1 � dA/n/ ; (11.11)

where eA and dA are the compositions (the molar fraction of A units) of the first
and the second copolymer, and Emix is the molar fraction of the first copoly-
mer in the mixture. From the above compact formula, the explicit expressions
for each oligomer can be derived. The most useful ones are those from dimers to
hexamers [18].

11.7 Condensation Copolymerization by Melt-Mixing

The topic of exchange reactions in condensation polymers is vast and reviews
covering the entire topic or part of it have been published [19–22]. Binary poly-
mer melts are obtained by heating binary polymer mixtures above the melting
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temperature, Tm, which is often above 200ıC. In some binary polymer melts
(e.g., polyester–polyester, polyester–polyamide, polyester–polycarbonate, and
polyamide–polyamide) exchange reactions occur. Depending on the chemical
groups found along the macromolecular chain, various types of exchange reactions
in polymers occur, namely ester–ester exchange [23], ester-carbonate exchange [24],
carbonate–carbonate exchange [25], amide–ester exchange [26], amide–carbonate
exchange [27], and amide–amide exchange [28]. When the blend is heated, the two
homopolymers can react together to form a copolymer. The above process can be
described as follows:

AAAAAAAAC BBBBBBBB! AAABBBBBC AAAAABBB (11.12)

The copolymer has initially long AAAAAA and BBBBB blocks but, as the reaction
goes on, the length of the blocks decreases and it becomes random. This second
process can be described as follows

AAAAABBBBB! AAABBBBBAA (11.13)

Most condensation polymers blends are incompatible at room temperature. In fact,
a phase-separation quickly occurs in the blend, with A-rich and B-rich phases. The
dimension of these two phases can be characterized by a “phase average diameter”
(PHAD). Above the melting temperature, the segmental mobility is high and the
blend is compatible. However, once the blend is cooled, two phases are generated
and PHAD increases slowly with time, which implies that the blend is unstable.
Phase-separation must be avoided, otherwise the blend’s characteristics are utterly
depleted. In order to overcome (at least in part) this drawback, one can add a compat-
ibilizer. The latter are usually interfacially active copolymers (for instance, block or
graft copolymers) which possess at least two different types of segments, and each
type is capable of specific interactions with one of the blend’s components. The ac-
tion of a compatibilizer can be depicted as follows. There are two phases (I and II)
separated by a phase boundary. The compatibilizer joins the two phases, since it lies
in partly in phase I and partly in phase II. Thanks to the compatibilizer, the overall
energy of the blend is reduced and this has benefits on the mechanical properties.
In some cases, one uses macromolecular compatibilizer that are totally different
from the blend’s component. In the case of condensation copolymers, however, this
strategy has a most evident shortcoming. In fact, condensation copolymers are of-
ten used as engineering thermoplastics and high compatibilizer concentrations must
be avoided, otherwise the presence of additional repeat units may cause unwanted
effects. Vice versa, it is quite apparent that the best compatibilizer for a blend of
ACB is an AAAAABBBB block copolymer. In fact, the system will evolve in such
a way to minimize its overall energy, and it is intuitive that AAAA blocks will lie
in phase I and BBBB blocks will lie in phase II. Furthermore, the best compatibi-
lizers are those that have a relatively high molar mass so that the average length of
AAAA blocks is high enough to form entaglements in the phase I. It is apparent
that the exchange reaction depicted in (11.13) yields a block copolymer which is
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ideally suited to act as compatibilizer. The formation of copolymers in blends by
exchange reactions has been studied theoretically [29, 30]. A theory was developed
which predicts how the sequence varies as the abundance of the reaction products
increases. As a matter of fact, the sequence is described by a single formula, valid
for all reaction times:

Nw.�/ D 2Nble

1 � e�� .1CGgal/�1
; (11.14)

where Nble is the number-average polymerization degree of the blend (directly pro-
portional to NQn), � is the number of cleavages per chain of the number-average
polymerization degree, and Ggal is a function of � . This is amazing since, at later
stages, the copolymer sequence can be described by a statistical formula (a first-
order markovian), but in the initial stages, the sequence cannot be described by a
statistical formula (B units are not found in long AAAA blocks). Unfortunately, the
cited theory does not predict two important quantities, namely the BIVA (defined by
(11.3)) and the CODIHI (defined by (11.4)). In order to cope up with these limita-
tions, a new theory has been proposed [31], in which CODIHI is obtained integrating
the BIVA over chain sizes. The resulting formula is:

CODIHI D Z1.t/CZ2.t/CZ3.t/ (11.15)

The above equation states that the sample is a complex mixture made of three com-
ponents or simply “parts,” referred to as Z1, Z2, Z3, where Z1 and Z2 are the parts
for unreacted homopolymers (A and B), whereas Z3 is the part for the copolymer.
The predictions of the above equation are masked by its formal simplicity. In order
to unviel them, let us consider the case when a liquid chromatography (LC) appa-
ratus is used. If the crude mixture obtained by reactive blending of two polymers
is injected in the apparatus, the volume at which a macromolecule is eluted, Ve,
will depend on chain size and on the molar ratio, rA, associated with the chain (rA

equals to the ratio m=s, where s is the chain size and m are the number of A units
in the chain). It has been reported that, for some copolymer systems, conditions can
be found in which Ve is independent from molar mass. The cited systems possess
a peculiarity, namely the two repeat units A and B possess very different struc-
tures. A mixture of PC and Nylon 6 was considered. They are structurally different
since the first one possesses two aromatic rings (Fig. 11.5), whereas the second one
is fully aliphatic. The algorithms of the new theory were implemented in a com-
puter program called TRIPLEBIV and a calculation was performed assuming that
LC separates in a size-independent manner. Figure 11.6 reports the simulated LC
chromatogram for a copolymer PC-Nylon 6 obtained by melt-mixing at two dif-
ferent times. For sake of simplicity, it was assumed that Ve follows a linear law of

Fig. 11.5 The repeat unit of
poly(bisphenol-A-carbonate)
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Fig. 11.6 Simulated LC chromatogram for a copolymer PC- Nylon 6 obtained by melt-mixing at
t D 3 min (a), At t D 8 min (b)

the type VeD g0 C g1rA, with g0D 1 mL and g1D 2 mL, and that the resolving
power is almost infinite. As a result, the two homopolymers elute almost exactly
at VeD 1 mL and VeD 3 mL, with very small spreads around these values. On the
other hand, the peak due to copolymer chains is centered around VeD 2 mL and it
is very broad. Actually, it is so broad that it superposes with Z1 and Z2. This consti-
tutes a small obstacle that can be easily circumvented using a deconvolution process
to estimate Z1 and Z2. The simulation clearly indicates that homopolymer chains
disappear at early stages of the exchange reaction.

11.8 The Sequence of Copolymer Fractions

Copolymer fractions are usually collected at the exit of a liquid chromatographic
device. There are several techniques that yield copolymer fractions. For instance,
precipitation fractionation, extraction fractionation (using a simple SOXHLET ex-
tractor), gradient elution fractionation, field flow fractionation (FFF), supercritical
CO2 fractionation, and temperature-rise-elution fractionation (TREF) [32]. The
composition (molar fraction of A units) of the mth fraction and of the unfractionated
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copolymer will be denoted by cA.m/ and cA, respectively. The difference jcA.m/ �
cAj can be large. In order to measure this effect quantitatively, one may introduce a
fractionation-efficiency parameter, DFRA, defined as:

DFRA D �2
EXP=�2

THEO; (11.16)

where �2
EXP and �2

THEO are the experimentally obtained and true variance of chemical
composition distribution, respectively. Topchiev and coworkers modeled copolymer
fractions starting from Flory–Huggins theory, and the prediction is that their se-
quence is not identical to the sequence of unfractionated copolymer [33]. Kratochvil
and coworkers [34] used (11.16) and noted that butanone–methanol is very pow-
erful for separating copolymers. Equation (11.16) can be used also in the case
of block copolymers [35]. Eersels et al. [36] used gradient elution fractionation
to separate by composition a condensation copolymer obtained by melt-mixing
of PA 4,6 (a fully aliphatic polyamide) and PA 6I (an aromatic polyamide ob-
tained reacting diaminohexane with isophthalic acid). They did not measure the
separation efficiency. Nevertheless, it was high, since the elution volumes for the
two homopolymers (VeD 40 mL and Ve D 70 mL, respectively) are quite different.
Recently, a new technique called liquid chromatography at the critical condition
(LCCC) has been developed. It works at the elution-adsorption transition, and, thus
it can separate copolymers characterized by different compositions with a virtu-
ally infinite efficiency (DFRAD 1). LCCC separation has been used to characterize
a copolyesters made of adipinic acid, neopentylglycol and hexanediol [37], and a
poly(L-lactide)-block-poly(ethylene oxide)-blockpoly(L-lactide) (PLLA-b-PEO-b-
PLLA) triblock copolymer [38].

11.9 The Sequence of SEC Fractions

Copolymers can be separated by size exclusion chromatography (SEC). The reader
may be induced to think that the separation mechanism acts exclusively on sizes.
This is false. It acts also on compositions. The sequence of SEC copolymer frac-
tions can be modeled [39]. The molar fraction, I.AmBn/, of the oligomer AmBn is
given by:

I ŒAmBn� D g1 exp.y C Jseq/Q; (11.17)

where g1 is a suitable normalization factor, Jseq (the sequence distribution) is given
by Jseq D Œm=s � d�=h, with d D d0 C d1s C d2s2, where d0; d1; d2 are pa-
rameters which describe the sample’s compositional heterogeneity, where h is the
width of the CODIHI, y is an MMD which obeys the condition y D y1log.s/�s=y2

where y1 and y2 are MMD-shaping parameters given by y1 D .2 NQn� N
Q

w/=. NQw�NQ
n/; y2 D �=. NQw � N

Q
n/, and NQn, NQw are the number- and weight-average mo-

lar masses, respectively, of the unfractionated copolymer. Q is a function which
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describes the effect of the separation process. At the exit of the chromatographic
device, SEC fraction x contains chains AmBn of a given size, and it does not con-
tain chains AmBn of other sizes. Clearly, Q is always equal to zero, except in a
small range of elution volumes between Vini and Vfin. When the separation process
is extremely efficient, one has:

Q D H.V � Vini/H.Vfin � V /; (11.18)

where the function H is equal to zero when its argument is negative and it is equal
to 1 when its argument is positive. The sequence in (11.17) is fully new and quite
different from the sequence of unfractionated copolymer.

11.10 Sequence Descriptors

As stated in the chapter that deals with addition copolymers, sequence descrip-
tors are used to describe the sequence in a compact manner. They are universal,
in the sense that they can be used to describe any kind of copolymer, indepen-
dent of whether it is a condensation copolymer or an addition copolymer. Despite
this universality, some authors proposed sequence descriptors specifically suited
for condensation copolymers. The most important ones are the Yamadera–Murano
degree of randomness [40], the four-components-condensate degree of random-
ness [41], the Lenz–Jin–Feichtinger randomness number [42], the preference factor
proposed by Ou [43], the Kricheldorf–Saunders heterodyad/homodyad ratio [44],
Kasperczyk’s BLR/BLO ratio [45] (where BLR and the BLO are the random and
the observed block lengths, respectively), and the sequence-order parameter in-
troduced by Lyerla and coworkers [46]. Tessier and Fradet [47] discussed all the
above sequence descriptors. They also derived formulas that relate these “new” se-
quence descriptors and the conditional probabilities (the P-matrix elements). These
formulas are extremely useful. Some comments are in place. The number-average
block lengths (denoted by < nA > and < nB >) are powerful sequence descriptors.
A sequence can be described in three ways, namely in a extended manner, in a semi-
compact manner, and in a compact manner. In order to avoid confusion, the first and
second options are preferable.

11.11 Sequence Measurement

The measurement of the sequence distribution of addition polymers can be per-
formed using various techniques [1–3]. In the previous sections, we already showed
how LC can be applied to the analysis of a mixture of PC and Nylon6. Two other
methods will be discussed here, namely nuclear magnetic resonance (NMR) and
mass spectrometry (MS).
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11.12 Nuclear Magnetic Resonance

NMR can be applied to the analysis of condensation polymers. For instance, a
copolymer with units of etherketone and ethersulfone [48] was sequenced by NMR.
The sample was treated as a mixture of chains and, more specifically, a binary mix-
ture characterized by a mole fraction .1��/ of exactly alternating chains and a mole
fraction .�/ of bernoullian chains. Condensation terpolymers can be sequenced by
NMR too. Su and Shih analysed by NMR a ternary mixture made of a poly(ethylene
naphthalate)/poly(trimethylene terephthalate) copolymer and a poly(ether imide)
[49]. Kricheldorf and Hull sequenced by NMR a terpolyamide [50]. However, NMR
turns out to be less powerful for condensation polymers than for addition poly-
mers. This is due to the fact that condensation polymers possess bulky repeat units.
Unfortunately, NMR can hardly discern beyond the triad level. When this statement
is translated in the “repeat unit” language, it becomes: NMR can hardly discern be-
yond 1.5 repeat units. This implies that the penultimate model, the pen-penultimate
model, and other models with a high number of degree of freedom cannot be used.

11.13 Mass Spectrometry

In the previous sections, we briefly introduced MS and the theoretical mass spectra
for a copolymer, a terpolymer, and a tetrapolymer were shown. We also consid-
ered condensation copolymerization with cyclic dimers from a theoretical point of
view. MS can be applied to the analysis of the above copolymers. In particular
co-polydepsipeptides are currently under consideration as biodegradable materi-
als. Ring-opening copolymerization of lactide and 6-methyl-2,5-morpholinedione
(the cyclic glycine-lactic acid dimer) affords a series of co-polydepsipeptides corre-
sponding to Fig. 11.4. It is apparent that the synthetic route yields a quasi-random
copolymer with a peculiar sequence distribution, since it deviates from the standard
form in which the two repeat units (glycine and lactic acid residues) are found at
random along the copolymer chain. The deviation is due to chains having sequences
containing two consecutive glycine units, GG, which are not produced. This devia-
tion is small and is therefore difficult to detect. Figure 11.7 reports the MALDI-TOF
spectrum of a copolymer containing units of glycine (G) and lactic acid (L) [51].
The peaks in the mass spectrum were assigned to oligomers bearing the same end
groups, namely:

H � .O � CH.CH3/ � CO/m � .NH � CH2 � CO/n �OH (11.19)

The peak at m=z D 401 is due to the lactic pentamer (L5). The lactic hexamer
falls at m=z D 473, and it displays a more than double intensity. An intense peak
in the mass spectrum is at m=z D 515 and it corresponds to an oligomer with five
lactic acid residues and two glycine residues (L5G2L). The peak at m=z D 530

is slightly less intense and it is due to L6G1. Pentamers, heptamers, and other
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Fig. 11.7 MALDI-TOF spectrum of a copolymer containing units of glycine (G) and lactic-acid
(L). Reprinted from [51] with permission from the copyright holder Wiley 1999

odd-membered oligomers are present in the sample. The polymerization reaction
(Fig. 11.4) should produce exclusively even-membered oligomers. Possible expla-
nations for the presence of odd oligomers may be the hydrolysis of the polymer
chain or an ester–ester exchange reaction occurring during polymerization. This
phenomenon has already been observed in poly(lactic) produced by ring opening
of the dilactide. The fact that the intensity of MS peak due to oligomers which
possess many lactic residues implies that the average molar fraction of L units, cL,
is larger than 0.50. MS was used to measure copolymer’s sequence. More specifi-
cally, sequence information was extracted from mass spectral peak intensities using
a computer program called mass Analysis of COpolymers (MACO). The output
was cL D 0:77, which compares well with the composition determined by NMR,
namely cL D 0:76. Even more important, the MACO method was also able to detect
subtle deviations within a sequence in which lactic and glycine residues alternate at
random along the chain. In the previous sections, we pointed out that bacteria can
produce polymers. A series of bacterial copolyester, in which ˇ-hydroxybutyrate
(HB) and ˇ-hydroxyapatite (HV) units are found along the chain, were analysed.
In principle, using (11.11), MS is able to discriminate a genuine HB–HV copoly-
mer from a mixture of two copolymers. Some experiments were conducted to see
whether this is true. Three HB–HV copolyester samples, denoted as S6, S7, S3 were
considered. Sample S6 is an equimolar mixture of homopolymer HB plus HB–HV
copolymer (composition 72=28). Thus, the overall molar fraction of HB units, cHB,
is 0.86. Sample S7 is an equimolar mixture of HB–HV copolymer (composition
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Fig. 11.8 FAB spectra of the three HB-HV copolyesters denoted as S6 (a), S7 (b), S3 (c).
Reprinted from [52] with permission from the copyright holder ACS 1991

of 94=6) plus HB–HV copolymer (composition 72=28). Thus, cHB D 0:83. Sample
S3 is not a mixture, it is a genuine HB–HV copolymer. The copolymer composi-
tion is very similar to the preceeding ones, cHB D 0:83. Figure 11.8 reports FAB
spectra [52] of the three HB–HV copolyester S6, S7, S3. The MS intensities are
different indeed. From the analysis of MS data, it was concluded that MS is able
to discriminate a genuine HB–HV copolymer from a mixture. Bacterial copolyester
sequencing by MS is now performed routinely [53]. Poly(ethylene -terephthalate)
(PET for brief ) is important since it is used in plastic bottles and other items. The
sequence distribution and composition of the copolymers generated by melt mixing
of poly(ethylene terephthalate)/poly(ethylene adipate) blends (PET–PEA) were de-
termined by analysis of the FAB mass spectra of the oligomers present in the crude
blends or else formed by appropriate partial degradation (hydrolysis or aminolysis)
of the mixtures. Figure 11.9 shows the positive ion FAB spectra of the oligomers
present in the crude PEA–PET blend melt-mixed at 290ıC for increasing times
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Fig. 11.9 Positive ion FAB spectra of the oligomers present in the crude PEA-PET blend melt-
mixed at 290ıC for 0 min (a), for 20 min (b), for 270 min (c). Reprinted from [54] with permission
from the copyright holder ACS 1992

(0, 20, and 270 min, respectively) [54]. The FAB spectrum of the initial mixture
(M0, Fig. 11.9a) is quite similar to that of pure PEA and does not show peaks cor-
responding to PET oligomers. In fact, the PET sample used for the blend had been
completely freed from all the low molar mass oligomers before mixing it with the
PEA. The mass spectra of the samples obtained after 20 min (M20, Fig. 11.9b) and
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after 270 min mixing (M270, Fig. 11.9c) show a series of peaks corresponding to
protonated molar ions of cyclic homo- and co-oligomers. Peaks due to open-chain
oligomers, not observed in the positive ion FAB spectra, were detected in the nega-
tive ion FAB mode. The MS peak intensities of the PET–PEA samples reacted from
10 up to 270 min were used to estimate the copolymer composition, the extent of
exchange, and the number-average block lengths by the chain statistics modeling of
the mass spectra of copolymers [54]. The extent of exchange, EE, is given by the
sum of the P-matrix elements which belong to the principal diagonal, PAB C PBA.
It coincides with the quantity Z3 in (11.15):

EE D Z3 (11.20)

This equation allows to correlate two different types of experiments (LC against
MS). Fully aliphatic copolyesters based on ethylene adipate or butylene adipate are
sold under the trade names Bionelle and Bionolle [55]. A copolymer containing
units of butylene adipate (A) and units of butylene sebacate (B) was obtained using
a synthetic route that makes use of butandiol and the dimethyl esters of adipic and
sebacic acids [56]. The resulting copolymer was injected into the SEC apparatus,
and the fraction eluting at 27 mL was collected. The fraction will be referred to as
BABS27. Figure 11.10 reports the MALDI-TOF spectrum of BABS27. The mass
spectral peaks are due to ions of the type:

H3CO � ŒR4�m � ŒR8�n � OCH3 : : : LiC; (11.21)

Fig. 11.10 MALDI-TOF spectrum of BABS27 copolymer. Reprinted from [56] with permission
from the copyright holder Wiley 1998
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Fig. 11.11 Composition of the BABS27 copolymer as a function of chain size. Reprinted from
[57] with the permission of the copyright holder Elsevier 2002

where R4 D �CO.CH2/4COO.CH2/4O�, R8 D �CO.CH2/8COO.CH2/4O�,
and where m and n are the number of A and B units. The inset reports an expansion
of a region of the spectrum. The peaks in the inset are due to chains with 11, 12,
and 13 repeat units and the base peak in the spectrum is A6B6. MS peaks due to
A5B6, A6B5, A6B7, and A7B7 are intense. Chain statistics was applied and the re-
sult was cA D 0:46 (cA is the molar fraction of adipate units), which compares well
with cA D 0:47 obtained from NMR analysis. Figure 11.11 reports the composition
for the BABS27 copolymer as a function of chain size [57]. The points are the val-
ues determined experimentally. The line is the prediction of (11.11). The agreement
between the two data sets is excellent.
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